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contributions.
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Advancing Post-Stroke Depression Research: Insights from
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Abstract: Post-stroke depression (PSD) represents a significant neuropsychiatric complication that
affects between 39% and 52% of stroke survivors, leading to impaired recovery, decreased quality
of life, and increased mortality. This comprehensive review synthesizes our current knowledge of
PSD, encompassing its epidemiology, risk factors, underlying neurochemical mechanisms, and the
existing tools for preclinical investigation, including animal models and behavioral analyses. Despite
the high prevalence and severe impact of PSD, challenges persist in accurately modeling its complex
symptomatology in preclinical settings, underscoring the need for robust and valid animal models to
better understand and treat PSD. This review also highlights the multidimensional nature of PSD,
where both biological and psychosocial factors interplay to influence its onset and course. Further,
we examine the efficacy and limitations of the current animal models in mimicking the human
PSD condition, along with behavioral tests used to evaluate depressive-like behaviors in rodents.
This review also sets a new precedent by integrating the latest findings across multidisciplinary
studies, thereby offering a unique and comprehensive perspective of existing knowledge. Finally, the
development of more sophisticated models that closely replicate the clinical features of PSD is crucial
in order to advance translational research and facilitate the discovery of future effective therapies.

Keywords: post-stroke depression; behavioral tests; cognition; social activity; motor function;
antidepressants; murine models of depression

1. Background

Studies estimate that annually, 15 million people are affected by a stroke worldwide.
Roughly 5 million people die due to the ischemic event, while another 5 million survivors
are permanently disabled [1,2]. Unfortunately, prevention cannot successfully reduce the
stroke occurrence rate due to the high number of risk factors and comorbidities linked to its
onset [3]. These include the most important factors, cardiovascular disease [4], high body
mass index [5], chronic stress [6], and more importantly, aging [7]. Current therapeutic
approaches are mostly focused on limiting the long-term multiple medical conditions of
stroke survivors as well as the overall burden on the healthcare system and society [8].

Following stroke, motor complications, such as hemiparesis [9], hemiplegia, or postural
instability [10], significantly challenge patient rehabilitation efforts [11]. Additionally, patients
are faced with urinary and bowel incontinence [12], cognitive impairment and dementia [13],
depression [14], anxiety [15], fatigue [16], and sleep disorders [17,18], all of which pose a
significant challenge for successful diagnosis and treatment. While significant motor [11]

Life 2024, 14, 1110. https://doi.org/10.3390/life14091110 https://www.mdpi.com/journal/life1
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and cognitive [19] dysfunction represent long-term consequences of ischemic injury, PSD
represents the most frequent and challenging neuropsychiatric complication [20,21].

Estimating the exact prevalence of PSD is challenging, particularly due to methodolog-
ical complexities, such as variations in the timing of patient evaluations after stroke onset
and differences in instruments and criteria utilized in experimental settings [21]. However,
recent findings suggest that PSD occurs in approximately 18–33% of cases [22,23], with
the greatest number of occurrences observed within the first year following the ischemic
insult [24]. Also, ~53% of individuals who were depressed within 3 months after stroke
experienced persistent depression [21]. These results are concerning, especially because
the mortality rate is higher among patients who suffer from PSD [22]. The risk of suici-
dal death is ~2 times higher for stroke patients compared to the general population [25],
and in addition to suicidal ideation [26], cognitive deficits [27], long-term disability [28],
and a substantially lower quality of life [29] are additional symptoms in patients who
develop PSD.

Thus, it is of paramount importance to understand the underlying mechanisms of
this disease and to accurately identify efficient screening tools and therapeutic modalities.
However, studying the pathopsychological mechanisms underlying PSD, such as affected
cellular plasticity [30], neuroinflammation, and neurodegeneration [31], as well as intrinsic
recovery pathways (neurogenesis) [32], requires a highly accurate and performant experi-
mental approach. But, establishing preclinical models can also pose challenges, particularly
given the subjective nature of the psychological and physiological PSD symptoms [33].
Researchers have endeavored to create rodent models that capture key aspects of PSD,
allowing for the evaluation of behavioral manifestations and underlying neurobiolog-
ical changes [34–36]. One such approach involves inducing focal cerebral ischemia in
rodents [37] and simulating the conditions of stroke observed in humans. Following
a stroke, protocols for inducing depressive behavior [38] and behavioral tests tailored
to assess depressive-like symptoms are used [39] and encompass a wide range of as-
says designed to evaluate various aspects of depressive behavior, including despair-like
behavior [40], anhedonia [41], and alterations in locomotor activity and exploration [42,43].

Despite recent progress in PSD-related research, challenges persist in accurately re-
producing the multifaceted nature of this condition in in vivo animal models. To advance
translational research and the development of new therapeutic treatments for PSD, it is cru-
cial to develop valid animal models that accurately replicate the complex symptomatology
of the condition. According to the International Classification of Diseases, 11th Revision
(ICD 11) criteria [44], psychiatrists diagnosing depression in patients typically confirm
the presence of five or more symptoms from the depressive spectrum (i.e., depressed
mood, anhedonia, appetite or weight changes, sleep disturbances, psychomotor agitation
or retardation, fatigue, reduced concentration, feelings of worthlessness or excessive guilt,
and recurrent thoughts of suicide or death) [45]. Accurate replication of the human con-
dition in these models is crucial for understanding the pathology and to effectively test
various therapeutic interventions. Variability in individual responses [46], differences in
genetic backgrounds [47–51], and the subjective nature of depressive symptoms [52,53]
all present challenges in interpreting the data effectively. Moreover, the environmental
and social factors that can influence the onset and progression of PSD in humans [54,55]
are difficult to replicate in murine models, limiting the validity and effectiveness of these
studies. The complexity of stroke-induced brain injury, which involves not just the neural
circuits traditionally associated with mood regulation [56,57] but also the broader neurolog-
ical disruptions [58], complicates the accuracy of modeling PSD. Additionally, the lack of
biomarkers or a valid genetic model for depression further contributes to the difficult task of
studying neuropsychiatric disorders, including PSD, in a preclinical setting [59]. These chal-
lenges highlight the need for continued refinement of animal models and methodologies to
enhance the translational potential of PSD preclinical research.

The purpose of this review was to conduct a thorough investigation of the current
literature on murine models for PSD, highlighting both the strengths and weaknesses of these
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models, as well as the behavioral assessments employed. Our goal is to identify effective
animal models and behavioral evaluations so that their inherent limitations can be overcome.
Further, this review aims not only to underline the tools available for such studies but also
discuss the challenges faced in translating these preclinical results into the clinic.

2. Materials and Methods

We have used PubMed and ClinicalTrials.gov in order to identify a thorough range
of relevant scientific manuscripts. Importantly, our search extended to encompass animal
models of PSD and various behavioral studies and provides a comprehensive overview
of the methods used in exploring PSD. The search terms employed mostly included
“post-stroke depression murine models” and “post-stroke depression murine behavioral
studies”. Also, to ensure thorough coverage, we used derived terms such as “vascular
depression”, “behavioral tests’, “cognition in rodents”, “social activity in rodents”, “motor
function in rodents”, “stroke in rodents”, “chronic mild stress”, “depressive-like behavior”,
and “anxiety and depression assessments in murine models”. Additionally, we manually
reviewed the reference lists of all sourced articles to uncover further citations that the initial
database search might have missed. Although additional searches yielded a large number
of results, we focused on these specific terms to maintain the relevance and manageability
of manuscripts. We specifically chose articles published within the past two decades,
spanning from 2004 to 2024, thus ensuring the inclusion of up-to-date research findings. A
language criterion was established to only consider articles written in English. This review
primarily adopts a narrative approach and does not adhere to the Preferred Reporting
Items for Systematic Reviews and Meta-Analysis (PRISMA) guidelines. However, the
article selection process was meticulously structured, ensuring that included articles were
scrutinized by a panel of three independent reviewers (Figure 1).
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3. Incidence and Prevalence of PSD

The incidence and prevalence of PSD exhibit considerable variability in the literature
due to differences in methodology, population demographics, and stroke characteristics
that underscore its recognition as a frequent consequence of cerebral ischemia [21]. Stud-
ies show that between 39% and 52% of stroke survivors experience symptoms of PSD
within the first five years after the ischemic event [60]. Studies have also shown that the
risk of developing depression is highest within the initial months following stroke [24],
with a gradual decline over time [61]. This acute onset suggests a complex interplay of
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biological, psychological, and social factors, which includes inflammatory mechanisms,
the hypothalamic–pituitary–adrenal (HPA) axis, limited capacity for independent living,
economic status, negative life events, family burden, and social family support. Collectively,
they all contribute to the development of PSD [51]. Additionally, the prevalence of PSD
tends to be higher in individuals with more severe strokes, those with a history of depres-
sion, and those experiencing greater functional impairment post-stroke [60]. While certain
studies suggest that the prevalence of depression after stroke does not significantly differ
between sexes, it appears to vary depending on the individual’s pre-stroke depression
status [62]. But, other reports state that elderly female stroke patients are 20% more likely
to develop PSD in comparison to males [63]. Collectively, all of the aforementioned point
to the need for new, effective, and preventive therapeutic approaches [64].

4. Risk Factors Involved in PSD
4.1. Stroke Characteristics and Lesion Localization

Increased lesion volumes, cerebral atrophy, silent infarcts, and white matter lesions are
factors that may correlate with an elevated risk of PSD [65] (Figure 2). Lesion location within
the brain is a critical determinant of PSD risk, as specific brain regions play distinct roles
in mood regulation and emotional processing. Previous studies have demonstrated that
the site of stroke lesions (i.e., prefrontal cortex, limbic area, and basal ganglia) significantly
influences the likelihood of developing PSD [56,66,67]. The neuroanatomical model proposed
by Soares in 1997 also links mood disorders, including PSD, to specific brain regions such as
the frontal lobe, basal ganglia, amygdala–hippocampus complex, and thalamus [68]. This
model emphasizes the importance of the basal ganglia for the transmission of 5-HT and
DA and how ischemic damage to brainstem monoaminergic nuclei or their projections can
decrease monoamine levels, affecting mood and cognition. Damage to the left frontal cortex
is also often linked to depressive symptoms; individuals with lesions in the left hemisphere
may be particularly susceptible to developing depression and anxiety following a stroke [69].
Although there are data suggesting a significant risk for depression following right hemisphere
strokes during the subacute phase [70], it appears that a higher risk is associated with left
hemisphere lesions [71]. Overall, while the link between the lesion site and PSD is generally
acknowledged, the exact relationship remains subject to ongoing research.
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4.2. Demographic Factors

Demographic factors play a significant role in influencing the risk and occurrence of
PSD. Gender disparities exist in the prevalence of PSD, with women generally exhibiting
higher rates of depression following a stroke compared to men [63,72,73]. Hormonal fluctua-
tions, psychosocial factors, and differences in coping mechanisms may contribute to these
gender differences observed [72]. Socioeconomic factors, including education level, income,
and access to healthcare resources, also play a crucial role in the development and course
of PSD [55]. Stroke survivors from lower socioeconomic backgrounds are more likely to
experience financial strain, social isolation, and limited access to mental health services,
exacerbating their risk of developing PSD [74]. Marital status is another factor associated
with PSD risk, with unmarried individuals, including those who are divorced, widowed, or
single, exhibiting higher rates of depression or suicidal ideations following a stroke [75].

4.3. Age

Studies have shown that the incidence and severity of PSD increase with advancing age,
highlighting the importance of age-related considerations in its management [76,77]. The inci-
dence of PSD is especially high in elderly stroke survivors [78], with 34% in stroke patients vs.
13% in the matched general population [79]. As most candidate therapies for PSD are being
developed and studied on young animal models [34], age, which is proven to be detrimental
to recovery, may aid in ushering a certain degree of accuracy to existing murine models, thus
reducing the translational gap between preclinical and clinical studies [80]. Although a vast array
of risk factors such as diabetes [81], hypertension [82], obesity, or dyslipidemia [83] are linked to
ischemic brain injury, age represents a non-modifiable risk factor that is not only linked to an
increased susceptibility to stroke but also to significantly decreased functional recovery [76,77,84].
It is, therefore, considered that age is a key modulatory factor for both stroke and PSD.

4.4. Genetic Factors

Genetic factors can also contribute to the complex interplay of biological and environ-
mental determinants underlying PSD [85]. Polymorphisms within the serotonin transporter
gene (SERT) are associated with PSD in stroke survivors [86], and BDNF is a significant con-
tributor to the pathophysiological mechanisms underlying PSD [87]. Research also suggests
that both apolipoprotein E (ApoE) and methylenetetrahydrofolate reductase (MTHFR) may
contribute to an increased risk of major depressive disorder after a stroke. Interestingly, the
catechol-O-methyltransferase (COMT) gene, crucial for DA degradation in the brain, along
the 5-HT2A receptor gene that is crucial in serotonin signaling, were studied for their roles in
ADHD, schizophrenia, mood regulation, and aggressive behavior [88]. Given their implica-
tions in such diverse neurological and behavioral conditions, it is particularly compelling to
explore these genes within the context of PSD. The COMT and 5-HT2A genes, through their
respective pathways in DA and 5-HT metabolism and signaling, could provide insightful
connections to the neuropsychiatric and emotional challenges seen in PSD. While advance-
ments in this area have been limited, certain genes such as protein kinase Cη (PRKCH),
angiotensin-converting enzyme, and apolipoprotein may also play an important role in the
development of vascular-related depression [89,90]. Additional investigations are ongoing to
further delineate the precise genetic factors influencing genetic susceptibility to PSD [91].

4.5. Medical and Psychiatric History

The burden of comorbidities and the severity of pre-stroke functional impairment can
influence the development and severity of PSD [81–83]. Additionally, a history of psychiatric
disorders is a strong predictor of PSD [92]. It is concerning that one out of every six stroke
patients has experienced PSD [93]. Attention to lifestyle factors, stress management, and social
support networks can offer additional layers of prevention and therapeutic intervention, po-
tentially mitigating the impact of pre-existing conditions and enhancing the overall wellbeing
of stroke survivors. After-stroke rehabilitation programs, including progressive resistance
training [94], modified cardiac rehabilitation [95], vocational rehabilitation [96], family-based
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programs [97], aquatic [98], music [99], cognitive behavioral therapy [100], repetitive transcra-
nial magnetic stimulation [101], pet therapy [102], and robotic devices [103], can all significantly
improve the quality of life and prevent or reduce PSD symptoms.

5. Valid Animal Models for PSD

PSD poses significant challenges in behavioral assessment due to the subjective nature
of its psychological and physiological symptoms [33]. This subjectivity further complicates
the development of accurate and reliable experimental animal models capable of capturing
the full spectrum of human symptoms. Researchers seek to navigate this complexity by
creating models that not only mimic the neuroanatomical and biochemical alterations
following a stroke but also elicit behavioral changes consistent with depressive pheno-
types. This endeavor extends to identifying and validating behavioral assays that can
reliably quantify depressive-like behaviors in animals. However, the translation from
animal models to the human condition is fraught with challenges, including differences
in brain structure and function, the complexity of human emotions, and the influence of
environmental and social factors on mental health [104]. Moreover, the heterogeneity of
stroke in terms of location, severity [65], and individual patient factors, like pre-existing
mental health conditions [93], further complicates the accuracy of modeling PSD. As such,
ongoing research aims to refine these models, increase their translational value, and ulti-
mately, enhance our understanding of PSD pathophysiology. Below, we outline several
useful animal models that can contribute to PSD-related research (Figure 3).
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5.1. Middle Cerebral Artery Occlusion (MCAO) Model

The MCAO model is one of the most widely used protocols to mimic stroke in
rodents [105]. In this model, the middle cerebral artery is occluded either transiently
or permanently [106], resulting in focal cerebral ischemia and subsequent stroke-like symp-
toms, including depressive-like behavior [107]. This model allows for precise quantitation
of neurological deficits, infarct sizes, and the impact of therapeutic interventions. However,
the MCAO model comes with its own set of challenges, one of them being the technical
complexity of the procedure, which demands high surgical expertise to ensure consistency
in ischemia severity and reduce variability among animals [108]. The procedure entails
slowly lifting the right MCAO using a tungsten hook connected to a micromanipulator
and then thermocoagulating it. Both common carotid arteries are subsequently ligated for
90 min. After this period, the common carotid arteries are reopened [109,110]. The muscle
and soft tissue are then repositioned, and the skin is sutured. Initially, the occlusion is con-
firmed visually, followed by measuring and comparing the blood flow to normal levels. An
80% reduction in blood flow is deemed successful [111]. Researchers use various durations
of MCAO to mimic different levels of stroke severity [112,113]. This approach allows them
to investigate the underlying mechanisms of brain injury and assess potential therapeutic
interventions. The occlusion periods can range from 20 [114], 30 [115], 45 [116], 50, 60,
70 [113], 90 [117], and 120 [118] minutes to permanent occlusion [119]. However, the success
rate of PSD modeling using the MCAO model alone is limited. While some mice/rats
with MCAO may exhibit depressive behaviors, these are often short lived and can include
anxiety-like behaviors. To achieve more consistent and prolonged depressive behaviors,
it is necessary to combine MCAO with other techniques, such as chronic unpredictable
mild stress (CUMS). This combined approach enhances the validity and reliability of PSD
models by more accurately replicating the complex pathophysiological and behavioral
aspects of PSD. Such methodologies help to create a more comprehensive model, allowing
for more in-depth studies and better understanding of PSD mechanisms [35].

5.2. MCAO Model Combined with CUMS

Animals undergoing MCAO followed by chronic mild stress exhibit a heightened
severity of depression-like behavior compared to those undergoing MCAO alone [35].
This model is advantageous as it mimics the chronic stress often experienced by stroke
survivors and allows for the study of PSD. This model was successfully demonstrated in
both rats [120,121] and mice [122,123]. Stressors may include mild physical stress (electric
shock, tail clamp, restraint stress, forced swim), social stress (isolation, overcrowding),
and environmental stress (altered light–dark cycle, food or water deprivation, cage tilt
or cage shaking, wet bedding). The stressors and duration for implementing CUMS can
vary significantly, between 21 [124], 28 [125–127], 35 [128–130], 42 [131,132], 49 [133], and
56 days [134,135], involving both group and individual housing (Table 1).
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5.3. MCAO Model Combined with Social Isolation

Rodents are highly social mammals, and single housing, mimicking social isola-
tion, can lead to various behavioral and physiological changes, including depressive-like
behaviors [136]. Mice that underwent individual housing for 14 days following a stroke
exhibited exacerbated depressive-like behavior compared to pair-housed mice [137].

5.4. MCAO + Social Isolation + CUMS Model

The MCAO + social isolation + CUMS protocol stands out as the most extensively uti-
lized approach for modeling PSD in preclinical studies [38]. Following surgery, the ani-
mal is individually housed to facilitate postoperative recovery and, subsequently, it under-
goes exposure to various stressors throughout the course of the CUMS procedure [138–141].
Previously, it was shown that even without a stroke procedure, social isolation is
considered the most fitting housing condition during the CUMS regimen for studying
depression [127,142]. This integrative model effectively mimics the human experience of
PSD, incorporating both the physical impact of a vascular event and the psychological stress
from environmental changes, thereby providing a comprehensive framework for exploring
the complex interplay between physical and mental health and environmental factors in
post-stroke outcomes.

5.5. MCAO Model Combined with Spatial Restraint Stress

Restraint stress has been demonstrated to impair sociability in rodents [143] and
has also been successfully used as a stressor during the CUMS procedure for 2 h [126],
4 h [131], or 6 h [129]. Following MCAO, restraint stress-induced depressive-like behavior,
as assessed through behavioral tests, was applied, which resulted in dull hair color and a
poor general state [144].

5.6. Bilateral Common Carotid Artery Occlusion (BCCAO) Model

The BCCAO model, introduced as a stroke model, entails ischemic white matter
and eye injury and is simpler to establish compared to MCAO [145]. Following BCCAO
induction, depressive-like behavior was observed in 5-week-old Balb/c mice [146–148],
albino mice [149], and Wistar rats [150] without the need for an additional method to
induce PSD.

5.7. BCCAO Model Combined with CUMS

Recent research efforts have employed the BCCAO model, alongside a two-week
CUMS protocol, in order to develop a murine (C57B16J) model of PSD [151]. While this
model represents a significant advancement in replicating the complexities of PSD, it is
important to acknowledge the inherent variability in response among different rodent
strains and species.

5.8. Intracerebral Injection of Endothelin-1 (ET-1)

ET-1, a powerful vasoconstrictor produced internally during ischemic stroke, plays
a crucial role in neuronal damage and subsequent disability [152]. The administration
of ET-1 into the left medial prefrontal cortex (mPFC) of mice has been shown to cause a
pronounced and lasting anxiety and depressive phenotype, establishing its potential as a
murine model for PSD [153]. In contrast, experiments conducted in rats have demonstrated
that ET-1 leads to anxiety-like behaviors but not depressive-like behaviors. This disparity
suggests that additional damage to a secondary brain area might be necessary to elicit
a depression phenotype in rats, highlighting the complications of modeling PSD across
different rodent species [154].

5.9. Photothrombotic Model

Photothrombosis involves the induction of focal cerebral ischemia by illuminating a
photosensitive dye in the presence of a light source, leading to thrombus formation and
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vascular occlusion [155]. One commonly used dye is Rose Bengal, which, when activated
by green light (560 nm) [156], generates reactive oxygen species, leading to clot formation
and vascular occlusion [157]. Another example is Erythrosin B, which operates in a similar
manner but is activated by a different wavelength (near 660 nm) [158] and offers flexibility
in experimental setups. These dyes are selected for their high quantum yield of singlet
oxygen production, a key factor in inducing rapid and targeted vascular occlusion [159].
The photothrombosis model provides exceptional precision in dictating both the location
and extent of ischemic lesions, a feature that has been instrumental in linking specific
brain areas to behavioral outcomes. This level of control has facilitated research demon-
strating that rodents subjected to ischemic lesions exhibit behavioral changes reminiscent
of depression [38].

5.10. Genetic Models of PSD

Genetically modified animals with alterations in specific genes implicated in de-
pression or stroke pathophysiology can also be valuable for studying PSD. For example,
knockout mice lacking BDNF [160] and the 5-HT transporter [161] exhibit depressive-like
behaviors and impaired neurogenesis. However, future research should aim to elucidate
the complex interactions between genetic factors, environmental stressors, and stroke-
induced neurobiological changes to enhance the understanding of PSD in these knockout
murine models.

6. Assessing Symptoms and Behaviors: Key Tests for Studying PSD

This section outlines a range of behavioral tests crucial for investigating the patho-
physiological impacts of stroke and for evaluating the accuracy of animal models and the
efficacy of therapeutic interventions (Figure 4). These tests encompass motor function eval-
uations, assessing coordination and muscle strength, as well as cognition, which measures
memory and learning capabilities. Additionally, social behavior tests are discussed, which
are used to examine interaction patterns and anxiety levels among animals.
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6.1. Anhedonia Test: Sucrose Preference Test (SPT)

Anhedonia, defined as a diminished capacity to experience pleasure or interest in
previously rewarding activities, is a hallmark symptom of depression that can significantly
impact prognosis and complicate patient recovery [162]. In rodent models, the assessment

10



Life 2024, 14, 1110

of anhedonia primarily relies on measuring the preference for sucrose, a simple yet ef-
fective indicator of pleasure-seeking behavior. SPT involves providing each mouse with
two identical bottles: one containing a sucrose solution and the other water. The animals
are then allowed to choose freely between them [163]. A marked decrease in sucrose
consumption is interpreted as an expression of anhedonia [164,165]. The test procedure
encompasses several variables, including housing during the habituation, concentration
of sucrose solution, period at which the experiments are performed (light/dark), type of
habituation to the SPT procedure, type of food/water deprivation during the test, and test
duration [166]. SPT has proven to have satisfactory results in various studies on differ-
ent animal models of PSD. For example, it revealed severe anhedonia after MCAO and
18 consecutive days of CUMS [123]. Also, MCAO and spatial restraint stress led to a de-
creased percentage of sucrose consumption compared to stroke alone [113]. Lastly, MCAO
followed by social isolation showed a significant increase in sucrose consumption for
post-stroke pair-housed mice compared to those that were socially isolated [137].

6.2. Depression-like Behavior Tests: Forced Swim Test and Tail Suspension Test

Depression encompasses a complex array of symptoms, including profound feelings
of hopelessness, persistent sadness, and thoughts of death or suicide [167]. The forced swim
and tail suspension tests have been employed as a means to gauge aspects of despair and
motivational withdrawal in rodents, which are considered analogs to the human experience
of hopelessness and passive resignation.

The Forced Swim Test (FST) is widely utilized for evaluating despair-like behavior in
animal models, quantifying the duration of immobility, except for the minimal movements
necessary to maintain the animal’s head above water. This behavior is interpreted as a sign
of behavioral despair, mirroring aspects of depression [168]. Studies have shown that both
MCAO and chronic mild stress can induce despair-like behavior in C57BL/6 mice [35], as
well as in albino mice subjected to BCCAO [149].

The Tail Suspension Test (TST) is also used, but only in mouse models. In this test,
animals are suspended by their tails, and the duration of immobility is recorded [169], with
longer immobility times indicating a higher level of despair. The TST has demonstrated
a significant increase in immobility time in C57BL/6 mice five days post-BCCAO [170],
NMRI mice 72 h after permanent double ligation of the right common carotid artery [171],
and ICR mice following MCAO and spatial restraint stress [172].

6.3. Anxiety Tests: Open Field/Elevated Zero Maze/Novelty Suppressed Feeding/The
Light/Dark/Marble Burying

Before conclusively identifying PSD in animal models, it is critical to evaluate the
presence of anxiety, as it often coexists with depression and can influence the overall
behavior and response of the animal. Anxiety assessment in rodents can be integrated
with social interaction tests or conducted through specific behavioral assays designed to
measure anxiety levels, such as the ones outlined below.

The Elevated Zero Maze (EZM) [173,174] and Elevated Plus Maze (EPM) Tests [175]
use an elevated apparatus designed to invoke anxiety-related behaviors by exploiting the
rodent’s aversion to open and elevated spaces. The EZM, a circular platform divided
into open and closed sections, allows for the assessment of anxiety based on the animal’s
preference for the safer, enclosed areas over the exposed ones [173,174]. The EPM similarly
measures anxiety by recording the time spent in the open arms of a plus-shaped apparatus,
with decreased time indicating higher anxiety levels [175]. In experiments involving
C57BL/6 mice, the administration of ET-1, a procedure used to mimic stroke conditions,
was followed by an assessment using the EPM and indicated that post-ET-1 injection, mice
exhibited a marked reduction in the time spent in the open arms of the EPM, suggesting
heightened anxiety levels [153].

The Open Field Test (OFT) serves as a critical tool for assessing anxiety-like behavior
in rodents by tracking the amount of time they spend in the center of an open arena [176].
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Anxiety levels in this context are analyzed from the animal’s exploration patterns, with a
preference for the periphery over the center indicating higher anxiety [176]. Experiments
using C57Bl/6 mice subjected to MCAO and 17 days of chronic mild stress revealed
significant anxiety with OFT, as demonstrated by reduced central area exploration [35].
Similarly, MCAO followed by periods of social isolation also led to a noticeable decrease in
the time these mice spent in the center [137].

The Novelty Suppressed Feeding Test (NSFT) is a behavioral assay designed to evalu-
ate anxiety and depression-related behaviors by measuring both the amount of food intake
and the delay before the animal engages with a new, highly palatable food item [177].
This test is predicated on the natural conflict between the fear of a novel environment
and the motivation to eat, with increased latency and reduced food consumption indi-
cating heightened anxiety or depressive states [177]. Studies involving C57BL/6 mice
demonstrated that after microinjection of ET-1, mice exhibited a decreased interest in food
and a significant delay before beginning to eat the novel food, suggesting an increase
in anxiety or depressive-like behavior [153]. Similarly, following an MCAO procedure,
mice showed increased latency to approaching and consuming the food pellet three weeks
post-ischemia [178].

The Light/Dark Test (L/D Test) measures an animal’s willingness to explore or avoid
new environments [179,180]. This test utilizes a chamber divided into illuminated and dark
sections and allows measurement of the time taken to enter the light compartment and the
number of transitions between compartments, reflecting the animal’s exploratory behavior
and its aversion to brightly lit areas, respectively [179]. A preference for spending more
time in the dark compartment is interpreted as an indication of anxiety. The L/D Test has
been effectively employed in studying PSD in murine models [153].

In the Marble Burying Test, animals are placed into a cage layered with bedding, in
which marbles or similar small objects are evenly distributed. Researchers then measure the
number of marbles the rodent buries within a specified period. A tendency to bury more
marbles is interpreted as an indication of heightened anxiety or compulsive tendencies,
providing a straightforward method for assessing these behaviors [181,182].

Nestlet Shredding and Nest Building Tests also serve as valuable tools for determining
stress levels in rodents [183]. These tests examine the natural nesting behavior, where
rodents are provided with materials, like cotton nestlets, to build nests. The extent and
quality of the nest constructed, along with the degree of shredding of the provided materials,
are indicative of the animal’s well-being, with poor nesting behavior suggesting elevated
stress or discomfort [183].

6.4. Social Withdrawal Tests: Crawley’s Sociability/Social Preference-Avoidance/Tree
Chamber/Olfactory Habituation-Dishabituation/Resident-Intruder/Tube Dominance

Social withdrawal is a critical symptom observed in numerous psychiatric disorders,
notably depression [184]. The array of behavioral tests deployed to study this condition
in rodents not only sheds light on the underlying mechanisms but also holds significant
value in assessing social withdrawal symptoms associated with PSD [185–187]. These
tests, designed to evaluate interactions among rodents or their response to social stimuli,
provide insight into changes in social behavior potentially indicative of PSD and are briefly
described below.

Crawley’s Sociability Test is a key method for evaluating social behavior and novelty
preference in rodents [188]. This procedure involves an initial interaction phase where
the test animal is given the opportunity to interact with a “stranger” mouse that it has
not previously encountered. After a 10 min interaction period, a second, novel “stranger”
mouse is introduced into the apparatus. The subject mouse is then observed to see whether
it shows a preference for the already-investigated unfamiliar mouse or the new, novel
unfamiliar mouse. This test provides valuable insights into the nuances of rodent social
behavior, particularly after experiencing a stroke.
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The Social Preference–Avoidance Test is used for both mice and rats and is designed to
measure the dynamics of social interaction, specifically the speed of approach or avoidance
displayed by the animal during the test [189,190]. This test provides insight into the social
tendencies of rodents, offering a nuanced view of how they navigate social spaces and
whether they show a propensity towards engaging with or avoiding other animals.

The Three Chamber Test is employed to assess sociability and social memory by eval-
uating a rodent’s preference for an unfamiliar conspecific or an inanimate object and its
preference for a new or a familiar conspecific [191]. This test effectively distinguishes be-
tween the animal’s interest in social interactions and its ability to recognize and differentiate
between familiar and unfamiliar individuals.

The Olfactory Habituation–Dishabituation Test, while initially utilized in evaluating
autistic behaviors in mice, serves a broader purpose in assessing the olfactory system,
which is vital for studying sensory processing in the brain [192]. Mice naturally exhibit a
preference for novel scents over familiar ones [193]. Assessment of the olfactory system
has proven useful for studying sensory processing in the brain [194] but also serves as
a valuable tool for assessing social interaction, memory, and anxiety [195]. Social inter-
action is conditioned by the level of anxiety, while anxious behavior is often associated
with depression [196].

The Resident–Intruder Test is another significant behavioral assay where a resident
rodent is confronted with an unfamiliar “intruder” in its environment. The resultant
behaviors, ranging from aggressive to affiliative, are observed and scored. This test is
instrumental in evaluating behaviors such as territorial aggression, social dominance, and
social recognition memory [197].

The Tube Dominance Test is primarily employed to measure social hierarchy and
dominance in mice [198]. After a day of habituation and training, two mice enter a narrow
tube from opposite sides and meet in the middle. The mouse that persuades the other to
retreat is deemed the winner, respectively dominant. The test was successfully used in a
mouse model of depression involving CUMS [199] and could provide additional insights
regarding PSD.

6.5. Cognitive Impairments Tests: Morris Water Maze/Barnes Maze/Y-Maze/Novel Object
Recognition/Radial Arm Maze/Passive Avoidance

When dealing with depression, individuals often experience cognitive impairments,
including difficulties with memory and attention, loss of concentration, and problems with
learning processes [200]. These cognitive symptoms are critical components of the overall
clinical representation and can significantly affect the quality of life and daily functioning.
Recognizing the importance of these symptoms, cognitive assessment in PSD has also been
approached through various behavioral tests in research settings that are described below.

The Morris Water Maze Test is a widely recognized method for evaluating spatial
learning and memory in rodents. Animals are placed in a sizable water pool with a platform
submerged beneath the surface. Rodents must navigate using spatial cues in order to find
the platform. Through repeated trials, they gradually learn and remember the platform’s
location, demonstrating spatial memory retention [201]. Pre-experimental learning trials
are often conducted to familiarize rodents with the task [202,203]. Studies have shown
an increased latency to find the platform in MCAO mice in the 3rd [178] and 6th week
after stroke [35].

The Barnes Maze Test offers an alternative to the Morris Water Maze, utilizing a
dry, less stressful environment for the rodent. This test involves a circular platform with
multiple holes around its edge, one of which leads to an escape box. Rodents are required
to navigate using spatial cues to find this escape route, providing insights into their spatial
learning and memory capabilities [204].

The Y-Maze Test is another critical tool that measures the willingness of rodents to
explore a new environment by recording the number of arm entries and the sequence of
these entries to assess spontaneous alternation behavior [205]. This test is particularly useful
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for observing short-term memory by analyzing the percentage of correct alternations made
by the rodent, reflecting its ability to remember previously visited arms [205]. Research
involving C57BL/6 mice post-MCAO surgery and subsequent individual housing revealed
a decrease in the percentage of correct alternations in the Y-maze, suggesting impairments
in spatial working memory as compared to pair-housed mice [137].

The Novel Object Recognition Test (NORT) serves as a behavioral assay for evaluating
memory capability, particularly recognition memory [206]. Initially, animals are allowed to
familiarize themselves with an arena containing two identical objects [207]. Subsequently,
one of the original objects is replaced with a novel object, and the animal’s interaction
with both objects is observed [208]. A preference for exploring the novel object over the
familiar one is typically indicative of healthy recognition memory, as it suggests the animal
remembers the original object and finds the new one more interesting [207,208]. Studies
employing NORT have demonstrated its utility in detecting memory impairment. For
example, socially isolated mice subjected to MCAO showed impairment in recognition
memory, as evidenced by their equal interest in exploring both novel and familiar objects.
This lack of preference for the novel object indicates a difficulty in recognizing or remem-
bering the previously encountered object, underscoring the impact of social isolation and
stroke on cognitive functions [137].

The Radial Arm Maze Test typically consists of a central platform with multiple arms
extending outward, resembling the spokes of a wheel [209]. At the end of each arm,
food rewards or other incentives are placed to motivate the rodent. The animal is placed
in the central area and must efficiently navigate through the maze to collect the rewards.
Successful navigation involves remembering which arms have already been visited to avoid
unnecessary revisits, thereby demonstrating the animal’s ability to learn and remember
spatial information [210].

The Passive Avoidance Test is a specific behavioral assay used to assess learning
and memory after stroke [211]. Rodents are typically placed into a two-compartment
apparatus, one illuminated and one darkened. Initially, the animal is allowed to explore
both compartments freely. After a predetermined period of time, usually during the
training phase, the animal receives a mild aversive stimulus (i.e., foot shock) upon entering
one of the compartments, typically the darkened compartment. This creates an association
between the aversive stimulus and the compartment. During the testing phase, the animal
is again placed in the apparatus and allowed to freely explore both compartments. The
latency to enter the aversive compartment is recorded. Animals with intact memory will
exhibit a longer latency to enter the aversive compartment due to their association with
the stimulus [212].

6.6. Motor Function Tests: Rotarod/Cylinder/Grid-Walking/Beam-Walking/Pole/Wire
Hanging/Horizontal Ladder/Adhesive Removal/Forelimb Grip/Staircase/Corner/Pasta

Assessing motor function in murine models of PSD is essential for comprehending
the effects of stroke. Accordingly, a range of tests has been introduced to measure various
aspects of motor skills, including coordination, balance, skilled locomotion, muscle strength,
and forelimb functionality, and these are described below and shown in Figure 4.

The Rotarod Test stands as the benchmark for evaluating motor function, particularly
coordination and balance in mice [43,213]. In this test, mice are placed on a rod that rotates
at a controlled speed. The duration for which each mouse remains on the rod before
falling is recorded, serving as a measure of its motor coordination and balance [214]. Addi-
tionally, a variation of the Rotarod, the RotaWheel, has emerged as a novel experimental
tool for assessing locomotion in mice [215,216]. This apparatus offers a new dimension
to the evaluation of motor skills, providing insights into locomotion abilities as well
as endurance [215,216].

The Cylinder Test is a crucial assessment for evaluating forelimb asymmetry, particu-
larly in the context of sensorimotor function following stroke [217]. In this test, mice are
placed inside a transparent cylinder, and the use of their forelimbs during vertical explo-

14



Life 2024, 14, 1110

ration or rearing movements is carefully observed and recorded. Stroke-induced deficits
can lead to a noticeable asymmetry in forelimb use, where the animal might predominantly
use one limb over the other, reflecting the impairment of sensorimotor function to one side
of the body. This test has frequently been adopted to assess motor function recovery or de-
cline after stroke, providing valuable insights into the extent of motor rehabilitation or the
effectiveness of therapeutic interventions aimed at mitigating motor function deficits [153].
The ability of this test to detect subtle changes in limb usage offers a sensitive measure of
motor skills and recovery.

The Grid-Walking Test is specifically designed to evaluate skilled locomotion and
motor coordination [217]. Mice are placed on a grid that features widely spaced holes.
As the animals navigate across the grid, the incidence of foot slips through the holes is
recorded [218]. This approach allows for precise quantification of motor deficits, par-
ticularly those affecting coordination and the ability to perform complex movements.
Stroke-induced impairments are often manifested as an increase in the number of foot slips,
indicating a loss of motor control or diminished spatial awareness [217,219].

The Beam-Walking Test assesses balance, coordination, and skilled locomotion [220],
and it requires a raised-beam apparatus and training sessions for the subjects [221]. Ani-
mals have to traverse a narrow beam to reach a secure platform, with their performance
providing insight into their motor capabilities. Both the time taken to cross the beam and
the incidence of foot slips during the attempt are key metrics for assessing the presence
and extent of motor deficits, particularly those resulting from stroke-induced damage.
When the Beam-Walking Test was been applied to Sprague Dawley rats following MCAO,
significant functional impairments were documented [222,223].

The Pole Test involves placing animals at the top of a vertical pole, where they are
trained to perform a turnaround maneuver before descending the pole headfirst. Evaluation
focuses on the time it takes for the animal to initiate and complete the turnaround maneuver,
as well as the descent [43]. This approach allows researchers to assess motor coordination,
agility, and the animal’s overall ability to control and execute complex motor tasks. The
test proved useful in the evaluation of mice after MCAO [224].

The Wire Hanging Test examines the forelimb motor strength of mice after stroke [224].
The mice undergo training to hang their bodies from a steel wire, which measures 2 mm in
diameter, solely using their forelimbs. This training spans two days, including three trials
per day. The average holding time across the three trials is calculated and analyzed [225].
A lower holding time is indicative of a decrease in motor strength.

The Horizontal Ladder Test is used to evaluate walking ability [226]. The animals are
trained to cross the ladder from a neutral cage to reach their home cage [227]. During the test,
the number of successful steps, slips, or missed steps is measured [228]. These assessments
provide valuable insights into the animals’ motor skills and coordination abilities.

The Adhesive Removal Test is another method for evaluating sensorimotor deficits
and somatosensory function in rodent models after stroke [229,230]. Small adhesive stimuli,
such as sticky tape or adhesive-backed dots, are placed on the forepaws of the animal, and
their ability to detect, remove, and discriminate between the stimuli is assessed [231].

The Forelimb Grip Force Test is used to measure muscle strength, providing a quan-
titative assessment [223]. Studies have reported a decrease in grip force for both the
right and left hind paws in C57BL mice 7 days following Distal Middle Cerebral Artery
(DMCA) occlusion. Interestingly, this reduction in grip strength was not observed 28 days
post-stroke, indicating some degree of recovery over time [232]. Additionally, rats subjected
to MCAO combined with CUMS exhibited a significant decrease in grip force 22 days after
the injury [223].

The Staircase Test is commonly used with rodents to assess skilled reaching and
grasping abilities, particularly in the context of examining motor function and recovery
after stroke. In this test, rodents are typically placed in a cage equipped with a staircase
apparatus consisting of a series of steps with food rewards placed on each step. The animals’
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ability to navigate the staircase and retrieve the food rewards offers insight into their skilled
reaching and grasping capabilities and overall motor recovery [233].

The Corner Test also provides valuable insights into motor asymmetry and sensori-
motor function [43]. Following a stroke, the rodent is placed near a corner of a testing
apparatus, typically a rectangular or triangular enclosure with two converging walls form-
ing the corner. As the rodent approaches the corner, it tends to turn in the direction of its
more impaired side, leading to a higher frequency of turns toward the affected side com-
pared to the unaffected one. Researchers observe and record the direction of the turns as
well as any asymmetry in movement patterns [234]. This method allows for the assessment
of both the preference in turning direction and any motor deficits that might influence this
preference, offering a direct indication of unilateral sensorimotor impairment.

The Pasta Test provides valuable insights into the motor abilities and functional
recovery of rodents following neurological insults [235]. Animals are typically given a
piece of pasta to manipulate and eat. The researchers then observe and analyze the rodent’s
behavior, focusing on the symmetry and effectiveness of its forepaw movements during
the manipulation and consumption of the pasta. Impairments in fine motor skills or
asymmetrical use of the forepaws can indicate deficits in manual dexterity, indicative of
neurological damage or dysfunction [236].

Motor dysfunction and depressive symptoms frequently coexist in patients following
a stroke, and there is evidence to suggest that these motor deficits can influence the onset
and severity of depressive symptoms [237]. The DigiGait system provides detailed and
quantitative assessments of gait and offers a unique opportunity to study these motor
abnormalities in stroke models [43]. Although DigiGait has not been extensively used
specifically for PSD research, its ability to precisely measure changes in gait and coordi-
nation could be invaluable in understanding the relationship between motor deficits and
depressive behaviors post-stroke [238]. Incorporating DigiGait assessments in PSD studies
could enhance our understanding of how motor impairments contribute to or exacerbate
depressive symptoms. Future research may explore this intersection, potentially leading to
more comprehensive therapeutic strategies that address both the motor and psychological
aspects of post-stroke recovery.

7. Pathophysiological Mechanisms Involved in PSD

The pathophysiological mechanisms underlying PSD are multifactorial, involving
biological, neurochemical, and psychosocial factors that interplay to reveal depressive
symptoms following a cerebrovascular event. Stroke lesions in critical brain areas, notably
the prefrontal cortex, limbic system, and basal ganglia, play a pivotal role in disrupting
neurotransmission pathways essential for mood regulation, thus contributing to the on-
set of PSD [56]. Specifically, lesions in the left hemisphere (left frontal cortex and basal
ganglia) are correlated with a higher incidence of depression, which is attributed to di-
minished levels of 5-HT and norepinephrine (NE) [56]. In contrast, another study also
points to the right hemisphere’s involvement in PSD, particularly during the subacute
phase (1–6 months) [70]. This neurotransmitter hypothesis further underscores the role of
monoamines (NE, 5-HT, DA) in mood regulation, as ischemic injury notably decreases their
production and availability. Ischemic lesions can disrupt the axons containing biogenic
amines that ascend from the brainstem to the cerebral cortex, resulting in reduced levels of
monoamines in limbic structures found in the frontal and temporal lobes, as well as the basal
ganglia. In turn, this influences motivation-related behaviors such as salience detection,
reward and punishment learning, processing incentives, decision making, goal-directed
actions, and regulation of anxiety levels [239]. Additionally, genetic predispositions, such
as the 5-HTTLPR genotype, also modulate susceptibility to PSD [240–242].

Inflammatory cytokines also play significant roles in the pathophysiology of both
stroke and depression. Specifically, the IL-10 -1082A/A genotype has been linked to PSD in
general, while the IL-4 + 33C/C genotype has shown an association with major PSD [243].
These genetic variants highlight the interplay between immune response and psychiatric
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outcomes following stroke, suggesting potential genetic markers for susceptibility to PSD
subtypes. Inflammation is a critical contributor, with elevated levels of pro-inflammatory
cytokines (IL-1β, IL-4, IL-8, TNF-α) [244,245] and the activation of pathways, such as
NLRP3, signifying an influence on PSD pathophysiology [246]. Neuroendocrine dysregu-
lation, especially concerning the HPA axis and resultant elevated cortisol levels, also con-
tributes significantly to PSD, highlighting the neuroendocrine system’s critical role in mood
regulation [247,248]. Poor post-stroke prognosis is linked to alterations in the HPA axis,
elevated levels of catecholamines and natriuretic peptides, and reduced levels of melatonin
and IGF-1 [249]. Moreover, neurotrophic factors, like brain-derived neurotrophic factor
(BDNF) and glial cell line-derived neurotrophic factor (GDNF), essential for neuronal
health and regeneration post-injury, are also linked to PSD development, with varia-
tions in their levels and methylation status closely associated with depressive outcomes
post-stroke [250,251]. Together, these mechanisms offer a comprehensive insight into the
intricate number of factors contributing to PSD [56].

8. Strain Differences in Rodents

Strain differences in rodents can significantly influence the manifestation and under-
standing of PSD [252]. The injection of ET-1 produced a pronounced and persistent anxiety
and depression phenotype in C57/BL6 mice [153]. However, in Sprague Dawley rats, it
resulted in anxiety-like behavior while it failed to induce depressive-like responses [154].
Even in various rat strains, distinct behavior patterns emerge following stroke. Lewis rats
exhibited behavior indicative of depression but not fatigue, whereas Wistar and Sprague
Dawley rats displayed behavior indicative of fatigue but not depression [252]. A future
and comprehensive analysis of rodent strain-related differences should provide insight into
symptom pathophysiology as well as guide researchers in choosing the appropriate mouse
or rat strain. Additionally, the development of transgenic animals may also play a critical
role in enhancing the translatability of preclinical tests for PSD. Introducing specific genetic
modifications will enable researchers to generate animal models that more closely mimic
the genetic and molecular aspects of human PSD.

9. Translatability of PSD Research

Examining clinical trial registries is essential in order to gain a broad understanding
of the progress made in ongoing PSD research. An analysis of PSD research indicates a
significant disparity between the abundance of preclinical studies and the relatively limited
number of clinical trials. A PubMed search with the keyword “post stroke depression” over
the past twenty years produces a total of 3273 entries. This includes 127 meta-analyses, 463
reviews, 180 systematic reviews, and 331 manuscripts related to clinical trials specifically
focusing on PSD.

Further examination of the National Institutes of Health’s (NIH) ClinicalTrials.gov
registry (accessed up to and including 20 April 2024] revealed 68 clinical studies at various
stages. This search encompassed studies marked both as completed and actively enrolling.
Of these, only thirteen are actively recruiting patients, an additional three are not yet
enrolling, and one is active but not recruiting. These trials, which primarily involve adult
participants of both sexes, range from early Phase 1 to Phase 4, with 43 categorized as
“Not applicable” regarding their phase. Fifty-three of these trials are interventional, with a
focus on directly modifying participant treatment or behavior to assess efficacy and safety
outcomes. There are also 15 observational studies, which typically gather data on PSD
without altering the treatment regimen. Additionally, there are four patient registries that
systematically collect information about patients with PSD to facilitate future research.
None of the studies are classified under expanded access, intermediate-size populations, or
treatment IND/Protocol categories, indicating a focus on controlled research settings rather
than broad or emergency-use interventions. Remarkably, only four of these studies have
reported results on ClinicalTrials.gov. This stark contrast to the abundance of preclinical
studies highlights a significant translational gap. As such, there is a pressing need for
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innovative methodologies and testing that can bridge this divide, which are essential in
accelerating the development of effective clinical PSD treatments.

10. Future Directions

PSD represents a prevalent and severe human neuropsychiatric complication that
impacts a significant number of stroke survivors, presenting challenges not only for the
patients but also for the healthcare system and support networks [60]. In this comprehen-
sive review, we compiled and analyzed the current scientific literature on PSD, covering
its epidemiological landscape, identifiable risk factors, and the biological and neurolog-
ical underpinnings. We also explored the tools available for studying PSD in preclinical
settings, including various animal (rodent) models and behavioral analyses. Our findings
highlighted the complex nature of PSD and underscored the challenges associated with
accurately modeling and evaluating its manifestations in preclinical settings. Recent stud-
ies have highlighted several pharmacological treatments for PSD. For example, selective
serotonin reuptake inhibitors (SSRIs) are commonly prescribed and have demonstrated
efficacy in alleviating depressive symptoms in stroke patients. Other antidepressants, such
as trazodone and tricyclic antidepressants, like nortriptyline, have also been used with
varying degrees of success [253,254]. These treatments work by modulating neurotrans-
mitter levels, thereby reducing depressive symptoms and enhancing the overall quality of
life. However, the selection of medication must be carefully considered due to the potential
side effects and interactions with other drugs frequently prescribed to stroke patients.
Neuromodulation techniques, such as repetitive transcranial magnetic stimulation and
transcranial direct current stimulation, along with innovative psychosocial interventions,
hold promise as effective treatments and warrant further investigations [254]. Furthermore,
effective management of PSD necessitates a multidisciplinary approach that integrates
pharmacological treatments with psychological, rehabilitative, and social interventions.
This strategy ensures that all aspects of the patient’s condition are addressed, promot-
ing better overall outcomes. Concurrently, ongoing research is focused on developing
novel therapeutic strategies, aiming to enhance the efficacy of treatments and minimize
side effects [255].

The combination of MCAO with social isolation and CUMS has emerged as a prevalent
murine model for studying PSD [38]. The duration of the CUMS procedure can vary for 3,
4, or 6 weeks, reflecting the different intensities and duration of stress exposure in studies
that induce depressive-like behaviors [138–140,256,257]. Numerous studies utilizing the
MCAO+CUMS model explored different aspects of PSD [120–123], indicating that social
isolation on its own can significantly contribute to the induction of rodent depressive-like
behavior [136]. This underscores the importance of social factors in the development of
depressive symptoms post-stroke, suggesting that the most effective animal models of
PSD must incorporate a multifaceted approach, mirroring the complex interplay of human
symptoms. Animal models of PSD exhibit distinct pathophysiological changes, which are
important for understanding the mechanisms underlying this condition. The MCAO model
shows microglial activation [258,259] and elevated levels of pro-inflammatory cytokines
in the brain [260,261] that are also involved in the neurodegenerative process [262]. The
additional chronic restraint stress and foot shock stress have been observed to decrease
BDNF levels [263]. The CUMS model induces the activation of the HPA axis [264], leading
to elevated cortisol levels [134]. Finally, the combined models of PSD provide insights into
the interaction between ischemia-induced brain damage and stress-induced neuroinflam-
mation, offering a more complex understanding of PSD pathophysiology. By integrating
findings from different models, researchers can better elucidate the complex biological
processes contributing to PSD and develop more effective therapeutic strategies.

In order to develop a comprehensive animal model of PSD, it is imperative to
thoroughly assess all depression-related aspects, such as the association between left
hemisphere stroke lesions and the manifestation of depressive symptoms [56,265]. Ap-
proximately 40% of individuals who experience left hemispheric infarctions develop de-
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pression, typically exhibiting mild to moderate symptoms shortly after the stroke or
after several months [266]. However, the hypothesis that the location of the brain le-
sion influences the risk of PSD is contested, with several studies challenging the notion
that depression is more commonly associated with left-hemisphere strokes than with
right-hemisphere strokes [70,267,268].

Age and gender also represent crucial factors that significantly impact the study of
neurodegenerative diseases, including PSD. Research predominantly utilizes young an-
imal models, which may not accurately reproduce the age-related complexities of PSD
in humans [34,146–148]. Including older animals in these studies will enhance model
validity, improve our understanding of age as a critical factor in disease progression and
recovery [80], and hopefully reduce the translational gap in clinical applications. Moreover,
the prevalence of studies focusing on male rodents [35,113,123,137] may overlook key
sex-based dimorphic differences that could influence both the presentation and progression
of PSD. Males and females may respond differently to stroke, with potential variations
in motor function, mood, cognitive abilities, and memory tasks [269]. Notably, female
rodents are more prone to weight loss during chronic social stress and may exhibit height-
ened anxious behaviors [270]. These differences are modulated by sex hormones, like
estrogen and testosterone, which are also known to affect stroke responses and depres-
sive behaviors [271]. For example, estrogen was shown to alleviate depressive symptoms
post-stroke [272]; however, recent findings suggest that the estrous cycle in females does not
significantly impact behavior or neurogenesis under basal conditions [273,274], indicating
that sex differences might not drastically alter outcomes in commonly used behavioral
tests. However, the inflammatory response to stroke, which is integral to PSD pathology,
appears to vary between sexes, with females often showing a stronger anti-inflammatory
response [275]. Future research should continue to address these variables, providing
a deeper understanding of how age and sex influence the development, treatment, and
ultimately, recovery from PSD. Such insights are vital for designing tailored neuro- or
psychotherapeutic clinical approaches.

Behavioral tests play a crucial role in assessing depressive-like behaviors in animal
models that aid our understanding of the multifaceted nature of PSD. These tests evaluate
a range of symptoms, from mood disturbances and cognitive deficits to motor dysfunctions
and social behavior changes. Commonly employed tests include the sucrose preference test
for anhedonia, the forced swim and tail suspension tests for despair-like behavior, or social
interaction tests for assessing social withdrawal. Additionally, motor function tests also
help to gauge the physical aspects of depression, which are often impacted in post-stroke
conditions [39]. Each test is designed to measure specific symptoms associated with PSD,
providing a comprehensive view of the animal’s emotional and cognitive state post-stroke.
However, interpreting the results of these behavioral tests requires careful consideration
and interpretation. The inherent variability in rodent behavior, the subjective nature of
depressive symptoms, and the potential for human error in collecting data during the
experiment or subsequent analyses necessitate a cautious approach [33,252]. Variations in
test conditions, handling, and even the environment can influence the outcomes, potentially
affecting the accuracy of the data [166]. Given these challenges, there is a pressing need
for future research to focus on refining existing behavioral tests and also develop more
sophisticated and direct methods for assessing PSD. This involves enhancing the objec-
tivity, sensitivity, and specificity of behavioral assays to accurately capture the nuanced
manifestations of PSD in animal models. Improvements in test design, execution, and data
analysis can lead to more reliable and valid measurements of depressive-like behaviors,
facilitating the identification of effective treatments and interventions for PSD.

In conclusion, this review summarized the complex and multifaceted nature of PSD,
emphasizing the significant challenges involved in modeling and evaluating this condi-
tion in preclinical trials. Our exploration into the epidemiology, risk factors, underlying
mechanisms, and the development of animal models for PSD has underscored the crucial
need for advanced, nuanced approaches in preclinical research. Indeed, bridging the gap
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between animal studies and clinical applications requires focused efforts to refine and
develop animal models and sophisticated behavioral assessments that more accurately
mirror the human condition and behavior. Enhancing these models and assessments is
essential for improving the translation of research findings into the clinic, resulting in more
effective diagnostic tools and treatments for PSD. This includes addressing the variability
in rodent responses, the challenge of extending the results to human pathology, and the
integration of diverse biological, psychological, and social determinants of PSD. Addi-
tionally, considerations of age, gender differences, and strain variability among rodents
highlight the importance of a custom-tailored approach in understanding and treating PSD.
This approach will help ensure that the insights gained in the laboratory can be effectively
applied in the clinic, ultimately improving patient outcomes and accelerating recovery.
While most previous studies address these aspects individually, our aim was to integrate
all recent developments in PSD pathology within both clinical and experimental contexts
in order to provide a complete perspective, highlighting the gap between human clinical
data and preclinical research.

11. Summary

PSD stands as a significant barrier to recovery from stroke and is defined by its com-
plexity stemming from an interplay of physiological, psychological, and social factors.
PSD research has expanded our understanding, revealing that risk factors such as age,
gender, pre-stroke psychiatric history, and the physical location of the stroke significantly
influence the likelihood and severity of PSD. Animal models, particularly those involv-
ing rodents, are pivotal for understanding the pathophysiological underpinnings of PSD.
Models such as MCAO, BCAO, and various genetic models are utilized to mimic stroke
in rodents, enabling the study of depressive-like behaviors subsequent to cerebrovascular
insults. Techniques combining MCAO with CUMS or social isolation post-stroke have been
particularly insightful and highlight the role of PSD environmental and social stressors.
Further, behavioral assessments are crucial in measuring symptoms, like anhedonia, de-
spair, hopelessness, and motor dysfunctions, which help evaluate the efficacy of potential
treatments and the validity of the models themselves. Despite these advances, translating
findings from animal models to human patients remains challenging. Variability in rodent
responses, differences in stroke etiology, and the subjective nature of depressive symptoms
complicate the direct application of preclinical results to the clinic. Moreover, the outcomes
of these studies underline the need for a personalized approach to treatment, considering
individual risk factors such as age, sex, comorbidities, social network, etc. While animal
models and behavioral studies have greatly contributed to our understanding of PSD,
the relatively limited number of clinical studies compared to the many preclinical studies
underscores the complexity of this condition and the existing translational gap. Advance-
ments in these areas are vital for developing targeted psychiatric, neuro-, or psychological
interventions, ultimately improving the quality of life and recovery outcomes for stroke
survivors worldwide.
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In the realm of life sciences, the journal ‘Life’ has consistently served as a beacon
for groundbreaking research and scientific discovery. This Special Issue continues this
tradition, presenting a diverse array of studies that collectively underscore the intricate and
multifaceted nature of biological research. The articles featured in this issue collectively
enhance our comprehension of health and disease, with notable advancements in the
realms of genetics, disease biomarkers, musculoskeletal health, therapeutic interventions,
and beyond.

This Special Issue primarily concentrates on exploring the genetic and molecular
pathways underlying various diseases. A notably important study examines the polymor-
phisms in the gene encoding heat shock factor 1 (HSF1) and their link to type 2 diabetes [1].
This research sheds light on the crucial role of protein folding and stress responses in
diabetes pathogenesis, pinpointing specific genetic variations in HSF1 associated with an
increased risk of the disease, especially in overweight and obese females [1–3]. This finding
enhances our comprehension of the molecular mechanisms driving diabetes and proposes
potential avenues for targeted genetic therapies.

The quest for dependable biomarkers continues to be a major research priority, es-
pecially for chronic and degenerative conditions like osteoarthritis (OA) [4]. The review
of soluble and extracellular vesicle (EV)-associated biomarkers in knee OA pathology
underscores the urgent need for early and precise diagnostic tools [5,6]. Scientists predict
that developing non-invasive biomarkers capable of forecasting disease progression and
identifying therapeutic targets will significantly enhance patient outcomes. Such biomark-
ers will change OA management by enabling early intervention and a more personalized
approach to treatment [4,7–11].

This special edition also addresses the important topic of obesity and its effects on
musculoskeletal health. A thorough study that looked at how cartilage works and how
likely it is to break in the medial tibiofemoral compartment makes the link between having
a higher body mass index and a higher risk of cartilage degradation very clear. This would
imply that scientific research would more likely encourage weight control as a significant
component of programs to prevent musculoskeletal diseases and how multidimensional
lifestyle interventions can offset the effects on joint health [12–18].

Exercise functions as a crucial therapeutic intervention for mitigating chemotherapy-
induced peripheral neuropathy (CIPN) [19]. Systematic reviews and meta-analyses detailed
in this issue reveal that therapeutic exercise markedly alleviates peripheral neuropathy
symptoms in cancer patients. These findings underscore the significance of exercise not
only as an adjunctive treatment during chemotherapy but also as a strategy to enhance
the overall quality of life for cancer patients [19,20]. This underscores the importance of
integrating physical activity into standard cancer care protocols.

The intersection of autoimmune diseases and parasitic infections presents a unique
and fascinating avenue for understanding disease mechanisms [21,22]. An intriguing
study on the influence of intestinal nematode infections on growth factors in autoimmune
models reveals how parasitic infections can modulate immune responses and angiogenesis.
This research offers potential therapeutic insights, suggesting that manipulating parasitic
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infections could lead to novel treatments for autoimmune diseases [22]. This kind of finding
represents the complexity of interplay among various biological systems and the possibility
of cross-disciplinary ways of disease treatment.

This emphasis on emerging breakthroughs is dynamic in the development of new
insights into sepsis-induced coagulopathy. Understanding the prothrombotic states in-
duced by severe infections is crucial for developing early-stage diagnostic markers and
therapeutic strategies [23–25]. By identifying these markers, researchers aim to improve
the management and outcomes of septic conditions, which remain a significant challenge
in clinical settings.

This edition also advocates for the biomedical applications of platelet-derived extra-
cellular vesicle (PEV) transfer. PEVs now elegantly transfer a diverse array of biomolecules,
modifying numerous target cell functions and supporting processes like inflammation,
coagulation, and tissue repair [26–28]. These findings indicate promising avenues for
developing novel therapeutic regimens based on PEVs for various clinical contexts. More-
over, the potential of PEVs to serve as both diagnostic biomarkers and therapeutic tools
represents a major advancement in translational medicine.

Cutting-edge research on chondrocyte biology further enriches this issue. Studies
on the role of WNT16 in maintaining the articular chondrocyte phenotype bring new un-
derstandings to joint homeostasis and osteoarthritis [29,30]. Studies suggest that WNT16
stimulates proliferation and sustains chondrocytes at a crucial level for cartilage home-
ostasis [29]. The molecular mechanism by which WNT16 works basically helps to create
a number of therapeutic interventions that can stop or at least slow the progression of
OA [29]. Such advancements are particularly relevant given the aging global population
and the increasing prevalence of joint-related disorders.

This issue also highlights the innovative use of dupilumab for treating dermatitis
associated with immunoglobulin G4-related disease (IgG4-RD) [31]. The case study in this
issue showcases how targeting specific interleukins can result in significant therapeutic
benefits, underscoring the potential of personalized medicine. The patient dramatically
improved in quality of life after treatment with dupilumab, thus reflecting how innovative
therapeutic strategies can control complex and rare diseases [31,32].

Even more suggestively, the balance between genetic predisposition and added risk
from environmental factors forms a constant undercurrent in this volume. Research on
genetic susceptibility in various diseases takes into account both innate genetic makeup and
exogenous ecological influences [33]. This holistic approach is crucial for developing more
effective and comprehensive treatment strategies that address the multifactorial nature of
most diseases.

In sum, this Special Issue of ‘Life’ reflects the dynamic and interconnected nature of
life sciences research. From genetic predispositions to innovative therapeutic interventions,
the contributions within these pages highlight the relentless pursuit of knowledge aimed
at understanding and ultimately improving human health. Each article, in addition to
moving forward our scientific understanding, emphasizes the need for interdisciplinary
collaboration in facing complex health and disease challenges. As we continue to explore
new areas of biological research, the insights gained from these studies will undoubtedly
aid in devising more effective strategies for improving human health and well-being.
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17. Pelivan, I.; Šeparović, I.; Vuletić, M.; Dulčić, N.; Gabrić, D. Radiological and Periodontal Evaluation of Stock and Custom
CAD/CAM Implant Abutments—A One-Year Follow-Up Study. Prosthesis 2023, 5, 437–452. [CrossRef]

18. Tanaka, T.; Hara, S.; Hendawy, H.; El-Husseiny, H.M.; Tanaka, R.; Asakura, T. Development of Small-Diameter Artificial Vascular
Grafts Using Transgenic Silk Fibroin. Prosthesis 2023, 5, 763–773. [CrossRef]

19. Chung, K.H.; Park, S.B.; Streckmann, F.; Wiskemann, J.; Mohile, N.; Kleckner, A.S.; Colloca, L.; Dorsey, S.G.; Kleckner, I.R.
Mechanisms, Mediators, and Moderators of the Effects of Exercise on Chemotherapy-Induced Peripheral Neuropathy. Cancers
2022, 14, 1224. [CrossRef]

20. Nuñez de Arenas-Arroyo, S.; Cavero-Redondo, I.; Torres-Costoso, A.; Reina-Gutiérrez, S.; Lorenzo-García, P.; Martínez-Vizcaíno,
V. Effects of Exercise Interventions to Reduce Chemotherapy-induced Peripheral Neuropathy Severity: A Meta-analysis. Scand. J.
Med. Sci. Sports 2023, 33, 1040–1053. [CrossRef]

21. Matisz, C.E.; McDougall, J.J.; Sharkey, K.A.; McKay, D.M. Helminth Parasites and the Modulation of Joint Inflammation.
J. Parasitol. Res. 2011, 2011, 942616. [CrossRef]

22. Everts, B.; Smits, H.H.; Hokke, C.H.; Yazdanbakhsh, M. Helminths and Dendritic Cells: Sensing and Regulating via Pattern
Recognition Receptors, Th2 and Treg Responses. Eur. J. Immunol. 2010, 40, 1525–1537. [CrossRef] [PubMed]

23. Pons, S.; Fodil, S.; Azoulay, E.; Zafrani, L. The Vascular Endothelium: The Cornerstone of Organ Dysfunction in Severe
SARS-CoV-2 Infection. Crit. Care 2020, 24, 353. [CrossRef] [PubMed]

24. Fletcher-Sandersjöö, A.; Bellander, B.-M. Is COVID-19 Associated Thrombosis Caused by Overactivation of the Complement
Cascade? A Literature Review. Thromb. Res. 2020, 194, 36–41. [CrossRef] [PubMed]

25. Sokol, J.; Nehaj, F.; Mokan, M.; Lisa, L.; Stasko, J. COVID-19 Infection in a Patient with Paroxysmal Nocturnal Hemoglobinuria.
Medicine 2021, 100, e25456. [CrossRef] [PubMed]

26. Antich-Rosselló, M.; Forteza-Genestra, M.A.; Monjo, M.; Ramis, J.M. Platelet-Derived Extracellular Vesicles for Regenerative
Medicine. Int. J. Mol. Sci. 2021, 22, 8580. [CrossRef] [PubMed]

27. Zaldivia, M.T.K.; McFadyen, J.D.; Lim, B.; Wang, X.; Peter, K. Platelet-Derived Microvesicles in Cardiovascular Diseases. Front.
Cardiovasc. Med. 2017, 4, 74. [CrossRef] [PubMed]

34



Life 2024, 14, 895

28. Taus, F.; Meneguzzi, A.; Castelli, M.; Minuz, P. Platelet-Derived Extracellular Vesicles as Target of Antiplatelet Agents. What Is
the Evidence? Front. Pharmacol. 2019, 10, 1256. [CrossRef]

29. Yan, H.; Hu, Y.; Akk, A.; Rai, M.F.; Pan, H.; Wickline, S.A.; Pham, C.T.N. Induction of WNT16 via Peptide-MRNA Nanoparticle-
Based Delivery Maintains Cartilage Homeostasis. Pharmaceutics 2020, 12, 73. [CrossRef]

30. Tong, W.; Zeng, Y.; Chow, D.H.K.; Yeung, W.; Xu, J.; Deng, Y.; Chen, S.; Zhao, H.; Zhang, X.; Ho, K.K.; et al. Wnt16 Attenuates
Osteoarthritis Progression through a PCP/JNK-MTORC1-PTHrP Cascade. Ann. Rheum. Dis. 2019, 78, 551–561. [CrossRef]

31. Beck, L.A.; Thaçi, D.; Hamilton, J.D.; Graham, N.M.; Bieber, T.; Rocklin, R.; Ming, J.E.; Ren, H.; Kao, R.; Simpson, E.; et al.
Dupilumab Treatment in Adults with Moderate-to-Severe Atopic Dermatitis. N. Engl. J. Med. 2014, 371, 130–139. [CrossRef]

32. Tameez Ud Din, A.; Malik, I.; Arshad, D.; Tameez Ud Din, A. Dupilumab for Atopic Dermatitis: The Silver Bullet We Have Been
Searching For? Cureus 2020, 12, e7565. [CrossRef]

33. Rogler, G. Interaction between Susceptibility and Environment: Examples from the Digestive Tract. Dig. Dis. 2011, 29, 136–143.
[CrossRef]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

35



Citation: Adkins, A.M.; Luyo,

Z.N.M.; Gibbs, A.J.; Boden, A.F.;

Heerbrandt, R.S.; Gotthold, J.D.;

Britten, R.A.; Wellman, L.L.; Sanford,

L.D. Alterations in Blood–Brain

Barrier Integrity and Lateral Ventricle

Differ in Rats Exposed to Space

Radiation and Social Isolation. Life

2024, 14, 636.

https://doi.org/10.3390/life14050636

Academic Editor: Mengliang Zhang

Received: 4 April 2024

Revised: 3 May 2024

Accepted: 8 May 2024

Published: 16 May 2024

Copyright: © 2024 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

life

Article

Alterations in Blood–Brain Barrier Integrity and Lateral
Ventricle Differ in Rats Exposed to Space Radiation and Social
Isolation
Austin M. Adkins 1 , Zachary N. M. Luyo 1 , Alayna J. Gibbs 2, Alea F. Boden 1 , Riley S. Heerbrandt 1,
Justin D. Gotthold 1, Richard A. Britten 3, Laurie L. Wellman 1 and Larry D. Sanford 1,*

1 Sleep Research Laboratory, Center for Integrative Neuroscience and Inflammatory Diseases,
Pathology and Anatomy, Eastern Virginia Medical School, Norfolk, VA 23507, USA;
adkinsam@evms.edu (A.M.A.); luyozn@evms.edu (Z.N.M.L.); bodenaf@evms.edu (A.F.B.);
heerbrrs@evms.edu (R.S.H.); gotthojd@evms.edu (J.D.G.); wellmall@evms.edu (L.L.W.)

2 Pathology and Anatomy, Eastern Virginia Medical School, Norfolk, VA 23507, USA; gibbsaj@evms.edu
3 Center for Integrative Neuroscience and Inflammatory Diseases, Radiation Oncology, Eastern Virginia

Medical School, Norfolk, VA 23507, USA; brittera@evms.edu
* Correspondence: sanforld@evms.edu; Tel.: +1-(757)-446-7081

Abstract: The proposed Mars missions will expose astronauts to long durations of social isolation
(SI) and space radiation (SR). These stressors have been shown to alter the brain’s macrostructure
and microenvironment, including the blood–brain barrier (BBB). Breakdown of the BBB is linked
to impaired executive functions and physical deficits, including sensorimotor and neurocognitive
impairments. However, the precise mechanisms mediating these effects remain unknown. Addi-
tionally, the synergistic effects of combined exposure to SI and SR on the structural integrity of the
BBB and brain remain unknown. We assessed the BBB integrity and morphology in the brains of
male rats exposed to ground-based analogs of SI and SR. The rats exposed to SR had enlarged lateral
ventricles and increased BBB damage associated with a loss of astrocytes and an increased number
of leaky vessels. Many deficits observed in SR-treated animals were attenuated by dual exposure
to SI (DFS). SI alone did not show BBB damage but did show differences in astrocyte morphology
compared to the Controls. Thus, determining how single and combined inflight stressors modulate
CNS structural integrity is crucial to fully understand the multiple pathways that could impact
astronaut performance and health, including the alterations to the CNS structures and cell viability
observed in this study.

Keywords: social isolation; space radiation; blood–brain barrier; lateral ventricle

1. Introduction

The future of space exploration and planned NASA operations, such as the proposed
Mars missions, will require crew members to log longer mission times and travel deeper
into space than ever before. As such, crews will also experience increased exposure to
multiple inflight stressors, including social isolation (SI) and space radiation (SR). Moreover,
these missions will likely offer new challenges and obstacles that NASA and crews have
not yet encountered [1].

SI and SR have been reported to alter immune system functionality. SI alone induces
neuroinflammation and microglial overactivation [2]. SI can increase redox stress and levels
of pro-inflammatory cytokines (e.g., TNF-α) [3]. Exposure to SR can induce neuroinflamma-
tion by elevating microglial activation [4]. Increases in neuroinflammation related to SI and
SR can induce changes to the brain’s macrostructure and microenvironment [5–7]. Signifi-
cant alterations to CNS structural integrity have been associated with exposure to either SI
and SR, including changes in tissue microenvironments [8] and regional morphology [9,10].
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Individually, SI [11] and SR [8,12] have been reported to disrupt the blood–brain barrier
(BBB). The BBB is an assembly of endothelial cells, blood vessels, astrocytes, and pericytes,
which provides a semi-permeable border to regulate the movement of particles and cells
into the CNS [13], thereby maintaining CNS homeostasis [14]. In contrast, the breakdown
of the BBB leads to cognitive dysfunction and increases in neuroinflammation [15] and is
associated with multiple neuropsychiatric disorders [16]. However, the precise mechanisms
mediating these effects remain unknown. Therefore, alterations to immune functionality
by exposure to SI and SR could reduce an astronaut’s ability to maintain adequate levels of
performance during missions that could not only affect crew health but mission success
through several pathways.

Ultimately, SI and SR-induced immune system changes will likely result in significant
alterations to the brain’s structural integrity, which could lead to increases in anxiety,
issues with memory processing, and impairments of cognitive and executive functions.
However, the potential for SI and SR interactions to change immune system responses
remains unknown. Given the dynamic environment of space missions, multiple stressors
could have synergistic effects that interact in unknown ways that may result in differential
outcomes. Thus, determining how single and compound inflight stressors interact to
modulate the immune system and its relationship to structural alterations in the brain is
crucial to fully understand the pathways impacting astronaut performance and health. In
this experimental study, we investigated how SI and SR, and their combination, modified
immune system function and its relevance to BBB integrity and brain homeostasis. Our
goal was to assess how spaceflight stressors impact the BBB in ways that could alter brain
function in astronauts.

2. Materials and Methods
2.1. Subjects

Male, outbred, Wistar strain rats (8–9 months old at the time of study, n = 4–5 per
group) obtained from Hilltop Lab Animals, Inc. (Scottdale, PA, USA) were used in this
study [17]. The rats were either subjected to SI (visual barriers between cages) or indi-
vidually housed (as a Control group). SI began at least eight weeks prior to experimen-
tation and was maintained throughout the study as previously described [17]. Separate
groups of rats received a single dose of SR (15 cGy simplified 5-ion galactic cosmic ra-
diation (GCRsim), Brookhaven National Laboratory (BNL); Long Island, NY) and were
either individually housed or subjected to SI (dual flight stressors (DFS)). Other than irradia-
tion, all the experimental manipulations and measures were conducted at Eastern Virginia
Medical School in 2021–2022. Food and water were available ad libitum. The housing
rooms were kept on a 12:12 light:dark cycle and the ambient temperature was maintained at
24.5 ± 0.5 ◦C. All the procedures were conducted in accordance with the National Institutes of
Health Guide for the Care and Use of Experimental Animals and were approved by Eastern
Virginia Medical School’s Institutional Animal Care and Use Committee (Protocol#: 19-018).

2.2. Euthanasia

The rats were euthanized via isoflurane sedation (inhalant: 5%, ≤5 min duration)
and cardiac perfusion with 1X PBS. Their brains were extracted and halved along the
longitudinal fissure. The right hemisphere was used for analyses not discussed in this
study. The left hemisphere was prepared as described in detail below.

2.3. Histology

The left hemisphere of the brain was fixed in 10% formalin solution at 4 ◦C for
24 h and then processed and paraffin-embedded for the subsequent histological analysis
(n = 4–5 in each group). Five µm sagittal tissue sections through the limbic system were
obtained via microtomy and mounted on glass slides (two sections per slide) for confocal
or light microscopy.
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2.4. Confocal Microscopy

Quadruple-label immunofluorescence staining was used to visually assess the poten-
tial effects of SI and SR on BBB integrity. The slides were first run through a deparaffiniza-
tion/hydration sequence as follows: xylene 2 × 5 min each, 100% EtOH 2 × 2 min each,
95% EtOH 2 × 1 min each, 70% EtOH 2 × 1 min each, and dH2O 2 × 1 min each. The slides
were then quenched twice to reduce the fixative-induced auto-fluorescence by eliminating
the free aldehyde groups using a 1% solution of NaBH4 in 70% EtOH for 30 min at room
temperature (RT) followed by a solution containing 0.375% glycine and 0.267% NH4Cl
in dH2O for 10 min. Next, the tissue sections were soaked in the UltraCruz® blocking
reagent for 30 min to eliminate potential background staining due to non-specific antibody
binding. In between each solution, the tissue sections were quickly rinsed 3× each in 1X
PBS. The tissue sections were then stained at RT for 1 h each with the following optimized
concentrated antibodies: Fibrinogen (Diluted 1:600 in PBS. Biorbyt; Cat. #orb4255), Glut-1
(Diluted 1:200 in PBS. abcam; Cat. #ab195020), and GFAP (Diluted 1:400 in PBS. Novus
Biologicals; Cat. #NBP2-34401AF488). In between each antibody incubation, the tissue
sections were quickly rinsed 3× each in 1X PBS followed by a 5 min incubation in the
glycine-containing quenching solution above. Following the final incubation, the tissue
sections were covered in a Fluoroshield™ mounting medium containing DAPI (Abcam;
Cat. #ab104139) and incubated for 5 min at RT and then cover-slipped and stored at 4 ◦C
until imaged via confocal microscopy.

Stained tissue sections were imaged using a Zeiss Axio Observer Z.1 confocal micro-
scope and ZEN Black acquisition software (version 2.1 SP3, Carl Zeiss, Inc.; Dublin, CA, USA)
at 40× magnification. Eight 1024 × 1024 images including the basolateral amygdala, cau-
date putamen, hippocampus, and medial prefrontal cortex per treatment group were
obtained. The acquired images were then uploaded to the ZEN Blue analysis software
(version 3.7, Carl Zeiss, Inc.; Dublin, CA, USA) and the following parameters were assessed:
total number of vessels, total number of astrocytes, total amount of fibrinogen extravasa-
tion, vesicular diameter, and astrocyte morphology (number of projections, distance of
projections, and number of branches from projections).

The total number of vessels and astrocytes within each image were calculated using
the cell counting tool within ImageJ (Version 2.14.0/1.54f) by manually “marking” each
cell with the counter function. The counts were automatically tallied through ImageJ. The
vesicular diameter was automatically calculated using the ImageJ measuring where a line
was drawn across the width of the vessel. The number of astrocyte projections and branches
within each image were calculated using the cell counting tool within ImageJ by manually
“marking” each projection or branch with the counter function. Astrocyte projections were
considered to be any protrusion that was directly connected to the cell body. Astrocyte
branches were considered to be any outgrowth from a projection. The distance of each
astrocyte projection was automatically calculated using the measuring tool within ImageJ,
which was used to draw a line from the base of the astrocyte cell body to the furthest point
of the projection.

2.5. Light Microscopy

H&E staining was used to assess the morphological changes in the brain. Following
a deparaffinization/hydration sequence consisting of 60 dips in xylene, 20 dips in 100%
EtOH, 10 dips 100% EtOH, 10 dips in 95% EtOH, 10 dips in 70% EtOH, and 10 dips in dH2O,
the slides were submerged for 2 min in filtered modified Harris hematoxylin. The slides
were then briefly rinsed with tap water and dipped 10× each in bluing reagent followed by
dH2O. The slides were again briefly rinsed with tap water and then dipped 20× in eosin.
Following a final dehydration sequence consisting of 10 dips in 95% EtOH, 20 dips in 100%
EtOH, and 30 dips in xylene, the slides were cover-slipped.

The H&E-stained sagittal tissue sections (Lateral 1.4 mm, Bregma −0.45 mm) were
imaged on a Nikon Eclipse E800 using the RT Slider SPOT Camera and SPOT acquisi-
tion software (version 3.1, Spot Imaging; Sterling Heights, MI, USA) light microscope at
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2× magnification. Six 120 × 120 images per treatment group of the LV were obtained. All
the images were then uploaded to ImageJ (Version 2.14.0/1.54f) software for analysis of the
following parameters: LV total area, perimeter, width, and height, as well as number of
endothelial cells.

The total area and perimeter of the LV for each image were automatically calculated
using the ImageJ “freehand” selection tool to draw the area around the LV. The measuring
tool was then used to draw a line within the area of the LV to automatically calculate the
width and height for each image. The number of endothelial cells within the LV for each
image were calculated using the cell counting tool within ImageJ by manually “marking”
each cell with the counter function. The counts were automatically tallied through ImageJ.

2.6. Statistical Analyses

The data were analyzed with a one-way ANOVA with the treatment (Control, SI, SR,
and DFS) as between factors. Tukey’s post hoc multiple comparisons test was performed
when indicated by a significant ANOVA. All the ANOVAs were generated using GraphPad
PRISM software (Version 9.4.1).

3. Results
3.1. Blood–Brain Barrier (BBB) Integrity

Figure 1 provides representative images for each treatment group stained to examine
the potential damage to the BBB. The rats exposed to SR (15cGy) had a reduction in
astrocytes compared to the Control group (indicated by low GFAP staining (in green)).
Astrocyte loss was also associated with increased fibrinogen extravasation (indicated in
yellow) outside of the vasculature into the brain parenchyma. Interestingly, there was
a rescue of astrocytes in the DFS animals, but this was still associated with increased
fibrinogen extravasation. There was no apparent astrocyte loss or increase in fibrinogen
extravasation in the SI group compared to the Controls. The Control animals did not
exhibit any evident insults to the BBB. The quantification of these observations revealed
no difference in the total vessel abundance (p = 0.41) (Figure 2A) or number of astrocytes
(p = 0.201) (Figure 2B). However, the ANOVA revealed significant differences of treatment
in the percent of leaky vessels (indicated by positive fibrinogen staining (in yellow) outside
of the vessel) (F3,28 = 29.49; p < 0.0001). Tukey’s post hoc test revealed that the SR and DFS
groups had an increased percentage of leaky vessels compared to the Control and SI groups
(p < 0.0001 and p < 0.001, respectively) (Figure 2C). The percentage of leaky vessels was
also positively correlated with increased fibrinogen extravasation. The ANOVA revealed
significant differences for the treatment group in the total amount of fibrinogen leaking
from the vessels (F3,28 = 15.17; p < 0.0001). Tukey’s post hoc tests revealed that the SR and
DFS groups had increased fibrinogen extravasation compared to the Control and SI groups
(p < 0.0001 and p < 0.001, respectively) (Figure 2D). Additional images showing separated
color channels can be viewed in Supplementary Figure S1.

3.2. Astrocyte Morphology

Further investigation into the astrocytes between the groups also revealed morpho-
logical differences. The Control animals appeared to have a protoplasmic-like morphol-
ogy with long, multi-branched radial projections [18,19]. The SI and DFS animals had a
more fibrous morphology with an enlarged cell body and unilateral projections that were
shorter, thinner, and less branched that showed increased GFAP staining intensity [18,19].
The astrocytes in the animals exposed to SR alone exhibited increased damage, including
a dramatic loss of projections, or death (Figure 3). The quantification of these results via
ANOVA revealed significant differences in the treatment group (F3,78 = 27.65; p < 0.0001).
Tukey’s post hoc comparisons revealed astrocytes in the SR (p < 0.0001 compared to Control
and SI) and DFS (p = 0.01 compared to Control and p < 0.001 compared to SI) groups had
fewer projections (Figure 4A).
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Figure 1. SR-induced BBB damage and astrocyte death was ameliorated by SI. Images of repre-
sentative tissue slices within the limbic area of the brain showing quadruple-label immunofluores-
cence stained with GFAP (green), fibrinogen (yellow), Glut-1 (red), and DAPI (blue) displaying differ-
ences in vascular permeability in each treatment group. All images are at 40× magnification. Scale bar = 
80 µm. 

 
Figure 2. Irradiated animals had increased leaky vessels and fibrinogen extravasation in the 
brain. Graphs plotting the relative (A) vessel abundance (counts) ± SEM, (B) astrocyte abundance ± 
SEM, (C) % leaky vessels ± SEM, and (D) fibrinogen extravasation ± SEM based on quantified 

Figure 1. SR-induced BBB damage and astrocyte death was ameliorated by SI. Images of repre-
sentative tissue slices within the limbic area of the brain showing quadruple-label immunofluo-
rescence stained with GFAP (green), fibrinogen (yellow), Glut-1 (red), and DAPI (blue) displaying
differences in vascular permeability in each treatment group. All images are at 40× magnification.
Scale bar = 80 µm.
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Figure 2. Irradiated animals had increased leaky vessels and fibrinogen extravasation in the brain.
Graphs plotting the relative (A) vessel abundance (counts) ± SEM, (B) astrocyte abundance ±
SEM, (C) % leaky vessels ± SEM, and (D) fibrinogen extravasation ± SEM based on quantified
immunofluorescence staining amounts in the brain in each treatment group. Significant differences
compared to Control: ++++ p < 0.0001. Significant differences compared to SI: ˆˆˆ p < 0.001.
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Figure 3. SI and SR differentially altered astrocyte morphology. Immunofluorescent images of in-
dividual astrocytes stained with GFAP (green) displaying differences in astrocyte morphology in 
each treatment group. Additional background staining includes fibrinogen (yellow), Glut-1 (red), 
and DAPI (blue). All images were acquired at 40× magnification and zoomed to focus on a single 
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Figure 4. The average number of projections and branches from astrocytes differed between SI 
and SR exposure. Graphs plotting the (A) relative number (counts) of projections from an astrocyte 
soma ± SEM, (B) average distance from the soma of each projection ± SEM, and (C) relative number 
(counts) of branches off each projection ± SEM based on the quantified immunofluorescence staining 
amounts in each treatment group. Significant differences compared to Control: + p < 0.05, +++ p < 

Figure 3. SI and SR differentially altered astrocyte morphology. Immunofluorescent images of
individual astrocytes stained with GFAP (green) displaying differences in astrocyte morphology in
each treatment group. Additional background staining includes fibrinogen (yellow), Glut-1 (red),
and DAPI (blue). All images were acquired at 40× magnification and zoomed to focus on a single
astrocyte. Scale bar = 5 µm.
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Figure 4. The average number of projections and branches from astrocytes differed between
SI and SR exposure. Graphs plotting the (A) relative number (counts) of projections from an
astrocyte soma ± SEM, (B) average distance from the soma of each projection ± SEM, and (C) relative
number (counts) of branches off each projection ± SEM based on the quantified immunofluorescence
staining amounts in each treatment group. Significant differences compared to Control: + p < 0.05,
+++ p < 0.001. Significant differences compared to SI: ˆ p < 0.05, ˆˆˆ p < 0.001. Significant differences
compared to DFS: ** p < 0.01.

The analyses of the projection length via the ANOVA revealed significant differences
for the treatment group (F3,95 = 19.88; p < 0.0001). Tukey’s post hoc tests revealed that the SI
(p = 0.02), SR (p < 0.0001), and DFS (p < 0.001) groups had significantly shorter projections
than the Control animals and fewer branches compared to the Control (p < 0.001) and SI
(p < 0.001) groups, while the SR animals also had significantly shorter projections compared
to the SI (p < 0.0001) and DFS (p = 0.001) groups (Figure 4B). Furthermore, the ANOVA
analyses of the astrocyte branching revealed significant differences for the treatment group
(F3,78 = 22.56; p < 0.0001). Tukey’s post hoc tests revealed that compared to the Control and
SI groups, the SR (p < 0.0001) and DFS (p = 0.01) groups had significantly fewer branches
(Figure 4C). A summary of these results is provided in Supplementary Table S1.
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3.3. Brain Morphology

When investigating the morphological differences between the treatment groups, we
found that the SR animals had a 1.5- to 5.6-fold enlargement of the lateral ventricle (LV)
compared to any other group (Figure 5). Interestingly, we found that these deficits were
ameliorated when SR was combined with SI (DFS), similar to the findings for astrocytes
discussed above. The quantification of these results analyzed by ANOVA did not reveal
significant differences in the total area of the LV for any group (F3,12 = 1.718; p = 0.2164)
(Figure 6A). However, further investigation into the directionality of the LV enlargement
revealed significant differences in the treatment group (F3,12 = 8.116; p < 0.01). Tukey’s
post hoc tests that revealed significant differences in the LV size between the SR group
compared to the other groups was in the medio-lateral direction (p < 0.05 compared to
Control and p < 0.01 compared to SI, respectively) but not in the dorso-ventral direction
(p = 0.53) (Figures 6B and 6C, respectively).
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Figure 5. SR exposure resulted in an enlarged lateral ventricle (LV), which was ameliorated by
a combined exposure to SI. Light microscopy images of sagittal brain sections (Lateral 1.4 mm,
Bregma −0.45 mm) stained with H&E displaying morphological differences in LV area in each
treatment group. Arrowheads point to endothelial cells within LV. CPu—caudate putamen. All
images are at 2× magnification. Scale bar = 1 mm.

We also found that the SR animals had a 2.4- to 4.4-fold reduction in endothelial cells
lining the LV compared to any other group. These deficits were also ameliorated when
SR was combined with SI (DFS), similar to the findings for the astrocytes discussed above.
The ANOVA analyses of the quantification of the number of endothelial cells within the LV
revealed significant differences for the treatment group (F3,12 = 17.15; p = 0.0001). Tukey’s
post hoc tests revealed that the SR animals had significantly fewer endothelial cells in
the LV compared to the Control (p < 0.0001) and SI (p < 0.01) animals. The DFS animals
also had significantly fewer endothelial cells in the LV compared to the Control animals
(p < 0.01) (Figure 6D).
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Figure 6. SR animals had an increased lateral ventricle (LV) size that was rescued by DFS. Graphs
plotting the (A) average total area of LV ± SEM, (B) average height of LV ± SEM, (C) average width
of LV ± SEM, and (D) average number of endothelial cells within LV ± SEM based on quantified
H&E staining amounts in the brain for each treatment group. Significant differences compared to
Control: + p < 0.05, ++ p<0.01, and +++ p < 0.001. Area measures are indicated in Pixels. Significant
differences compared to SI: ˆˆ p < 0.01.

4. Discussion

The present study provides comparative data for the effects of SI, SR, and DFS relative
to the Control on measures of BBB integrity and on astrocyte and gross brain morphology
in rats. The Control and SI rats did not differ in astrocyte numbers or show differences
in fibrinogen extravasation or in gross brain morphology but did differ in astrocyte mor-
phology. The astrocytes in the Control animals had protoplasmic-like morphology with
long, multi-branched radial projections [18,19], whereas the astrocytes in both the SI and
DFS (which also experienced SI) animals had a fibrous morphology with an enlarged cell
body and unilateral projections that were shorter, thinner, and less branched with increased
GFAP staining intensity [18,19]. By comparison, the SR and DFS rats exhibited both an
increased percentage of leaky vessels and fibrinogen extravasation relative to the Control
and SI rats, and the astrocytes in the rats exposed to SR alone exhibited greater astrocyte
damage, including a loss of projections and death. The SR rats also had an enlarged LV in
the medial-to-lateral direction and both the SR and DFS rats had a reduction in endothelial
cells lining the LV compared to the Control, and in SR rats was also reduced compared to
SI rats. Together, these findings suggest that the greater loss of BBB integrity and structural
changes in the brain were associated with greater astrocyte damage and loss.

Overall, these data indicate that SR exposure had a negative impact on the integrity
of brain macro- and microstructures. The altered morphology induced by SR appeared to
disrupt both the vascular and lymphatic systems, observed by increased BBB permeability
and LV enlargement, and was associated with a loss of supporting cells, including astrocytes
and endothelial cells. Interestingly, some of the deficits observed in the SR group were
marginally rescued in the DFS group. We have also observed a similar effect in some
behavioral tasks [17], though the mechanisms are not yet known. Despite this partial
rescue, compared to the Control and SI groups, the DFS animals still had a significant
reduction in structural integrity. The differences in the BBB morphology exhibited in the
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group that was exposed to SI alone were mainly related to altered astrocyte morphology
compared to the Control group.

The breakdown of the BBB has been associated with cognitive dysfunction and in-
creases in neuroinflammation [15]. Studies have shown the negative effects of singular
SR [20,21] and SI [11,22,23] exposure on BBB integrity. Specifically, SR has been shown to
target the microvascular system and disrupt endothelial barrier function by uncoupling
important cell adhesion molecules (e.g., PECAM-1 and CD31) [8]. SI has been reported to
increase levels of pro-inflammatory cytokines [22] and reactive oxygen species (ROS) [23]
in the brain.

Our study found similar evidence for the disruption of the microvasculature system
by SR. However, we also found that BBB permeability in this group was heavily associated
with astrocyte viability and/or altered functionality (decrease in, or complete loss of,
projections) in astrocytes that survived. These SR-induced changes were heavily associated
with increased vessel leakage and fibrinogen relocation into the brain parenchyma. Other
studies have reported that SR can induce astrocyte senescence [24]. In our study, it is
possible that the SR-induced loss and/or senescence of astrocytes dysregulated the vascular
endothelium, which led to increased BBB permeability. Interestingly, dual exposure to
SI and SR (DFS) ameliorated the astrocyte loss observed in SR alone but was associated
with an altered, fibrous-like astrocyte morphology and increased vessel leakage. The
fibrous morphology was also found in the animals that experienced SI alone, but this was
not coupled with fibrinogen extravasation. To our knowledge, this study is the first to
report chronic individual or combination effects of SI and SR on astrocyte viability and
morphology in association with BBB regulation in vivo [25].

Astrocytes are integral in maintaining CNS homeostasis by providing structural sup-
port, supplying energy and metabolites, participating in immune responses [26], and
regulating vasculature endothelial responses [25,27]. The existence of two basic subtypes
of astrocytes in rodents has been established [18]. Protoplasmic astrocytes possess highly
branched projections that can extend to enwrap synapses, as well as blood vessels, to form
the outermost layer of the BBB. This allows for the regulation of both synaptic functions
and the regulation of blood flow/endothelium integrity. Fibrous astrocytes possess uni-
lateral, thin projections that are less branched. While the function of this subtype is still
not clear, its projections are mainly associated with blood vessel interactions similar to the
protoplasmic subtype. However, they create fewer connections with vessels compared to
the protoplasmic subtype [28] and are associated with increased GFAP staining [18,19].
This evidence could explain the increased BBB permeability that still occurred in the SI
and DFS groups compared to the Control group. Previous studies have shown that SI
alone can cause astrocytes to become hyperactive, and this change in astrocyte function
by SI has been linked to suppressed memory formation [29]. In our previously published
work [17], SI animals experienced blunted learning in sensorimotor tasks, though this was
not a chronic impairment. Further investigation into these alterations is required to fully
understand the effects of SI on astrocytes.

We also found that SR alone induced LV enlargement, which was also associated
with a dramatic loss of endothelial cells within the LV. Unlike in the BBB, these deficits
appeared to be rescued by DFS exposure. Previous studies have reported that prolonged
spaceflight altered cerebrospinal fluid (CSF), specifically through an enlargement of the
LV and decreased area of subarachnoid spaces [30]. The negative effects of SR on the
endothelial barrier and vascular integrity have also been previously reported [31,32]. To
our knowledge, this study is the first to report combination effects of SI and SR (DFS) on
endothelial cell viability and LV morphology.

BBB dysfunction has been linked to the pathogenesis of multiple neuropsychiatric
disorders [16,33,34] and to more severe anxiety symptoms [16,34]. Indeed, the SR and DFS
animals in this study exhibited increased BBB damage as well as increased anxiety across
multiple behavioral paradigms [17,35]. Elevated anxiety has been previously reported in
animals exposed to GCR [4,36]. Anxiety-related disorders and symptoms have also been
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associated with endothelial dysfunction in multiple organ systems (e.g., in the LV) [37,38].
Additionally, altered CSF flow and brain lymphatics have been linked to multiple neurode-
generative and neuromuscular diseases [39,40]. Mechanistically, this may be through a loss
of tight junction proteins, as previous studies have shown that a loss of these proteins (e.g.,
Cldn5) induced anxiety-like behaviors [41].

Alterations in immune system functionality could also be associated with these mor-
phological changes as previously discussed. Immune system activation has been shown to
negatively impact mood and behavior by increasing anxiety [42–44], fatigue, and emotional
dysregulation [45]. Given that executive functions play an important role in regulating
behavior, motivation, impulses, and arousal, astronauts with alterations in the BBB and LV
may exhibit reduced motivation and possibly aberrant or impulsive behavior. However,
further investigation into these mechanisms is necessary to understand fully how BBB and
LV dysfunction leads to increased altered behaviors.

Interestingly, the reported effects of SI alone on tight junction proteins have varied
across studies. Alshammari et al. [11] reported that SI increased Cldn5 and tight junction
proteins in the hippocampus, which could result in a tighter BBB. However, other work
has reported that SI beginning on post-natal day 21 decreased Cldn5 and increased BBB
breakdown and microglial activation in the amygdala relative to group-housed female
mice [46]. Other studies have reported similar decreases in BBB structural components [47]
produced by SI, which would be consistent with greater deficits in combined stressor rats.
Our results are consistent with these later findings, though we did not find additional
significant increases in leaky vessels and fibrinogen extravasation in DFS rats.

Our study has limitations. We conducted analyses on a relatively small number of
animals per condition. Thus, there is the possibility that we missed some alterations that
could have achieved significance with larger sample sizes. However, even with a smaller
n, we observed significant alterations in the BBB parameters in the SR and DFS rats. Our
study also was primarily descriptive and did not assess the functional significance of the
alterations that we observed. The changes we observed predict likely impairments in BBB
function; however, additional studies will be needed to assess and quantify the extent of
functional impairment.

The BBB serves a critical role in regulating the molecular exchange between peripheral
blood and the central nervous system. Maintaining proper functioning of the BBB is essen-
tial for brain health, although the full pathological relevance of its dysfunction is poorly
understood [48,49]. However, research has linked BBB dysfunction to cognitive dysfunc-
tion, increased neuroinflammation [15], and neuropsychiatric disorders [16], suggesting
that SR and damage induced by SR and other spaceflight stressors could alter emotion and
impair cognitive function in astronauts in ways that could impact their ability to complete
their mission. Thus, determining how singular and combination inflight stressors interact to
modulate the immune system and BBB is crucial to fully understand the multiple pathways
that could impact astronaut performance and health, including the alterations to the CNS
structures and cell viability observed in this study.

Supplementary Materials: The following supporting information can be downloaded at: https:
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Abstract: Objectives: This study aimed to showcase how implementing a patient blood management
(PBM) program effectively cuts unnecessary red blood cell (RBC) transfusions in a New York City
urban community teaching hospital. Methods: Analyzing seven years from 2013 to 2019, a retro-
spective review of RBC transfusions was conducted. Results: Following the introduction of PBM,
considerable improvements were observed annually. These included a drop in mean pretransfusion
hemoglobin levels from 7.26 g/dL (2013) to 6.58 g/dL (2019), a 34% reduction in yearly RBC unit
transfusions, and fewer units given to patients with pre-Hgb levels ≥ 7 g/dL (from 1210 units in
2013 to 310 units in 2019). Furthermore, this study noted a decline in two-unit RBC orders when Hgb
levels were ≥ 7 g/dL from 65 orders in 2013 to merely 3 in 2019. The estimated total cost savings
attributed to the six-year PBM program duration after full implementation in 2014 amounted to
USD 2.1 million. Conclusions: Overall, PBM implementation significantly decreased RBC transfu-
sions and enhanced transfusion practices. The findings emphasize that successful PBM strategies do
not always necessitate extensive resources or increased budgets but instead rely on the application of
intuitive methods, as evidenced by this study.

Keywords: patient blood management; red blood cell; transfusion; hemoglobin; retrospective study

1. Introduction

Introducing patient blood management (PBM) principles in a small hospital, despite
the absence of a specific budget allocation, poses challenges. However, various strategic
steps can be pursued to integrate PBM practices without relying on additional funding.

A 350-bed urban community teaching hospital serves an acute care trauma center
in a sub-served area of New York City. The hospital provides a comprehensive array of
residency training programs, covering specialties such as psychiatry, dentistry, surgery,
podiatry, pediatrics, emergency medicine, osteopathic manipulative medicine, neuromus-
culoskeletal medicine, internal medicine, and dermatology.

Using an organized, evidence-based multidisciplinary approach [1] to transform blood
transfusion practices to optimize patient care for the patients who might need a blood
transfusion, a patient blood management (PBM) program was initiated in 2013 and fully
implemented in 2014 at the hospital.
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The PBM program was designed to promote better blood management practices,
reduce transfusion rates, and improve patient outcomes. To achieve these goals, the
implementation of the program required the cooperation of all healthcare professionals
involved in the transfusion process, including physicians, nurses, laboratory technicians,
and administrators.

One of our key strategies employed was the use of broad-based educational mod-
ules [2] for licensed practitioners. These modules were updated and provided annual
education, especially for new attending physicians, residents, fellows, physician assistants,
and nurse practitioners. The education was designed to improve practitioners’ understand-
ing of blood management principles and to promote best practices for the use of blood
products. Transfusion guidelines and clinical transfusion protocols were adjusted to focus
on symptomatic anemia rather than on hemoglobin triggers. This approach reduced the
use of blood products in cases where transfusions were not clinically indicated.

Another critical aspect of the PBM program was the conversion of laboratory samples
to low-volume testing. By using smaller samples, the laboratory was able to perform more
efficient and cost-effective testing, reducing the need for unnecessary blood draws and
minimizing the risk of iatrogenic anemia.

Furthermore, the program included a reduction in the critical-level reporting of
hemoglobin (Hgb) from 7 g/dL to 6 g/dL. This change helped ensure that transfusions
were only given when necessary, based on the patient’s symptoms and clinical condition.

Finally, the initial orderable number of red blood cell (RBC) units in the electronic
medical health record system was set to one unit instead of two units [3]. This change
helped to reduce the number of unnecessary RBC transfusions and decreased the overall
cost of the transfusion process.

Overall, the PBM program was effectively implemented without any specifically allo-
cated budgetary support. The program’s success was due in large part to the collaboration
and dedication of all healthcare professionals involved in the transfusion process, as well
as the commitment to evidence-based best practices for blood management.

2. Materials and Methods

We conducted a retrospective analysis of all RBC transfusions from 2013 to 2019 to
examine the impact of this PBM program on RBC utilization in the hospital.

This retrospective study was given exempt status by the institutional review boards of
St. Barnabas Health.

2.1. Hypothesis

The implementation of an evidence-based PBM program would effectively reduce
unnecessary RBC transfusions in the hospital.

2.1.1. Aim

The goal of this study is to analyze the impact of this PBM program.

2.1.2. Data Selection Criteria

We retrospectively analyzed our health system’s blood transfusion database from
1 January 2013 to 31 December 2019. RBC transfusion events without exclusion for all
patients admitted during this seven-year period were identified, regardless of age, gender,
race, or disease condition. However, certain exclusions were applied, such as emergency
transfusion events involving the use of uncrossmatched RBC for trauma and acute severe
bleeding cases, as well as events following the massive transfusion protocol. Outpatient
transfusion events were excluded. Transfusion events with plasma products, platelet
products, or cryoprecipitate were also excluded since this PBM study only focused on
inpatient RBC transfusions.
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2.1.3. Study Endpoints

To examine the impact of this restrictive PBM program, the following endpoints from
2014 to 2019 were analyzed and compared with baseline data from 2013:

1. Average (and median) of pre-transfusion Hgb levels that triggered the RBC transfusion
orders.

2. Volume of RBC transfusion units.
3. Annual volume of RBC transfusion units when the pre-transfusion Hgb level was ≥

7 g/dL (thereafter referred to as # Hb le7).
4. Annual percentage of RBC transfusion units when the pre-transfusion Hgb level was

≥ 7 g/dL (thereafter referred to as % Hb le7).

This comparison was used to show the reduction, if any, of unnecessary RBC transfu-
sions since, in the context of the PBM program, orders for RBC transfusions in nonbleeding
patients with Hgb ≥ 7 g/dL without symptomatic anemia or known cardiac disease are
unnecessary. Thus, the impact on # Hb le7 and % Hb le7 reflect the effect on the reduction
of unnecessary RBC transfusions.

5. The number of two-unit RBC transfusion orders.
6. When Hgb ≥ 7 g/dL, the number and percentage of two-unit orders of RBC transfu-

sion.
7. Overall rate of RBC transfusions.

To remove the variations caused by the patient length of stay (LOS) and the number
of admissions/discharges for the comparison, the annual overall rate of RBC transfusion is
calculated and compared to the one in 2013.

The overall rate of RBC transfusions is calculated as follows: Overall rate of RBC trans-
fusion = RBC transfusions without exclusions per 1000 patient days. Patient days = total
number of discharges X average LOS (days).

8. Length of stay (LOS).

Since the goal of PBM is to optimize care for patients who might need a blood transfu-
sion, the impact estimation was not limited to transfused patients only. The yearly LOS for
all of the inpatients in 2014–2019 was analyzed and compared with the LOS for 2013.

9. Potential cost savings from reducing unnecessary RBC transfusions. This estimation
is based on a reduction of % Hb le7. Calculation steps (see Table 1):

(1) Number of transfused RBC units.
(2) Number of RBC units transfused when Hgb triggers ≥ 7 g/dL.
(3) % of RBC units transfused when Hgb trigger ≥ 7 g/dL.
(4) Potential reduction of RBC units = ((3) of year 2013 (3) of year of interest (yi)) ×

(1) of yi.
(5) Potential cost savings of yi = (4) potential reduced RBC units of yi × USD

1000/unit.

Per estimation [4], it costs about ~USD 1000 per unit of RBC transfusion.
The total potential cost saving of years 2014–2019 = the summary of potential cost

saving from years 2014 to 2019.

2.1.4. Statistics

Quantitative data were expressed as the arithmetic mean ± standard deviation. The
median of each group’s data was also sometimes displayed as desired. Statistical analysis
was conducted with the unpaired t-test using Excel 2019 (Microsoft Corp., Redmond,
WA, USA) to evaluate the difference between each endpoint value mentioned above and
the counterpart value for the year 2013. Values of p < 0.05 were considered statistically
significant.
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Table 1. RBC units transfused and potential cost savings.

Year 2013 2014 2015 2016 2017 2018 2019 Total

(1) Number of transfused RBC units 2061 1762 * 1460 * 1514 * 1251 * 1286 * 1350 *

(2) Number of RBC units transfused when Hgb
trigger ≥ 7 g/dL 1210 830 * 572 * 517 * 371 * 357 * 310 *

(3) % of RBC units transfused when Hgb
trigger ≥ 7 g/dL = (2) ÷ (1) 58.7 47.1 39.2 34.1 30.0 27.8 23.0

(4) Potential reduction of RBC units = ((3) of year
2013 − (3) of this year) × (1) of the year) ** 0 204 285 372 375 397 482 2115

(5) Potential cost saving (USD) = (4) × USD 1000/ unit 0 204K 285K 372K 375K 398K 482K USD 2.1
million

* p-value < 0.0001 compared to the number in year 2013. ** Row (4) calculation example: potential reduction in
RBC units in 2014 = (58.7% − 47.1%) × 1762 = 204 units.

3. Results

Our results show that significant improvements in RBC transfusion practices and
usage have occurred since the implementation of the PBM program in 2014, as follows:

• Mean pre-transfusion Hgb for RBC transfusion orders consistently decreased year-
over-year after PBM program implementation, comparing a nadir of 6.58 g/dL in 2019
to 7.26 g/dL in 2013 (p < 0.0001) (Figure 1).
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Figure 1. Average hemoglobin level for RBC transfusion orders. Note: * The p-value is < 0.0001 for
the value of each year from 2014 to 2019 compared to the number for the year 2013.

• Median Hgb for RBC transfusion orders revealed the same trend (Supplementary Data
Figure S1).

• During the same six-year period (2014–2019), the number of annual transfused RBC
units showed a significant decrease of 34% compared to the one in 2013 (Table 1;
(2061–1350) ÷ 2061 = 34%).

• Similarly, the absolute number and percentage of transfused RBC units with Hgb
trigger ≥ 7 g/dL significantly decreased year-over-year, reaching a nadir in 2019
compared to 2013 (310 units vs. 1210 units, respectively, p < 0.0001, and 23.0% vs.
58.7%, respectively) (Table 1). This reflects a significant reduction (by 35.7%) of
unnecessary RBC transfusions consistently year after year. 58.7% − 23.0% = 35.7%.
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• The number of two-unit RBC transfusion orders decreased from 150 to 42 post-
intervention (Figure 2).
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Figure 2. Number of double RBC orders.

• When Hgb trigger ≥ 7 g/dL, the number and percentage of two-unit orders for RBC
transfusions decreased from 65 (3.4% of RBC transfusions) to 3 (0.2%) post-intervention
(p < 0.0001), as shown in Figure 3.
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Figure 3. Number of double RBC orders when Hgb ≥ 7 g/dL.

• The annual overall rate of RBC transfusion without exclusion per 1000 patient days
decreased from 21.9 in 2013 to 16.1 in 2019 (Figure 4), demonstrating a 26% reduction.
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Figure 4. Annual inpatient RBC transfusion rate.

Overall rate of RBC transfusions = units of inpatient RBC transfusion without exclu-
sions per 1000 inpatient days.

• Minimal change in the mean and median inpatient LOS over seven years suggested
no hospital patient harm caused by the restrictive PBM program (Table 2).

Table 2. Hospital inpatients’ length of stay (LOS).

LOS (Days) 2013 2014 2015 2016 2017 2018 2019

Mean (Days) 5.1 4.9 5.5 5.5 5.2 5.3 5.5

Standard deviation (Days) 13.1 9.3 12.5 8.7 10.8 10.5 11.2

Median (Days) 3.0 3.0 3.0 3.0 3.0 3.0 3.0

• This RBC usage reduction translates into approximately 2115 units of RBC saved
during the six-year post-launch period (2014–2019). Based on a cost of ~USD 1000 per
unit [4], the potential cost savings peaked at ~USD 482,000 in 2019, with total savings
of ~USD 2.1 million during the six years of PBM implementation (Table 1).

• The data presented in this paper are original.

Remarkably, the advancement of this PBM program was achieved without any addi-
tional budget allocated to it.

4. Discussion

The scope of overtransfusion and the problems associated with it are significant in
healthcare. Overtransfusion refers to the unnecessary or excessive administration of blood
or blood products to patients. Some key issues associated with overtransfusion [5,6] are as
follows:

• Transfusion reactions and complications: Receiving unnecessary blood transfusions
increases the risk of adverse reactions, which can range from mild to severe transfusion-
associated circulatory overload (TACO), transfusion-related acute lung injury (TRALI),
allergic reactions, hemolytic reactions, and transfusion-transmitted infections, among
others.

• Potential for adverse outcomes: Overtransfusion may not improve patient outcomes
and can potentially lead to increased morbidity and mortality in certain cases [6].
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• Increased healthcare costs: Blood transfusions are costly and can substantially con-
tribute to healthcare expenses. Unnecessary transfusions lead to increased healthcare
spending without providing commensurate benefits to the patient.

• Resource utilization: Inappropriate blood use leads to a strain on blood bank resources,
potentially resulting in shortages for patients who genuinely require transfusions.

Shander et al. illustrated that the key strategies in PBM include support of hematopoiesis
and improving hemoglobin level, optimizing coagulation and hemostasis, use of interdisci-
plinary blood conservation modalities, and patient-centered decision making throughout
the course of care [1].

Patient blood management (PBM) aims to mitigate these problems by optimizing
blood use, minimizing unnecessary transfusions, and improving patient outcomes through
evidence-based practices tailored to individual patient needs. It emphasizes a personalized
approach to care that prioritizes patient safety and well-being while conserving precious
blood resources [1,7–9].

The primary pillars of PBM typically include:
(1) Optimizing red blood cell mass: Ensuring patients have adequate red blood cell

levels before surgery or invasive procedures through treatments like iron supplementation,
erythropoietin therapy, or other medications. (2) Minimizing blood loss: Employing
surgical techniques, such as minimally invasive surgery, to reduce blood loss during
procedures. Additionally, use specific medications or interventions to control bleeding.
(3) Enhancing patients’ tolerance to anemia: Some patients may tolerate lower blood levels
without experiencing adverse effects. PBM involves identifying patients who can safely
function with lower hemoglobin levels without the need for a transfusion. (4) Appropriate
blood transfusion: Making evidence-based decisions on when to transfuse blood and
ensuring that transfusions are only administered when necessary and beneficial.

Implementing PBM in a small hospital without a dedicated budget can be challenging,
but there are several steps that can be taken to introduce PBM principles [5,6] without
requiring significant additional funding.

The subsequent table encapsulates diverse approaches for executing PBM without the
need for supplementary financial backing (Table 3).

Chau et al. reported that a successful multidisciplinary PBM program involved a
series of educational lectures, consultations, and discussions with doctors, nurses, and
theater staff [2].

By focusing on education, utilizing existing resources efficiently, implementing evidence-
based guidelines, and fostering an interdisciplinary culture of responsible blood utilization,
a hospital can implement PBM practices without a dedicated budget.

Our study validates the principle that successful implementation of practical PBM
strategies is achievable without budgetary support and no funds allocated toward the PBM
program in a small urban community teaching hospital. Main outcome measures across the
seven-year study period showed that statistically significant (i.e., p < 0.05) improvements
in RBC utilization occurred marked by reductions in the overall number of transfused RBC
units, transfusion rate per 1000 patient days, two vs. single unit transfusions, transfusions
with a Hgb trigger greater than 7 g/dL, and blood product wastage. In addition, PBM
implementation led to significant cost savings. These beneficial study outcomes were
realized despite the inclusion of all inpatient populations, including trauma and neonatal
patients; larger reductions in blood utilization and cost savings may have resulted had
these patient populations been excluded from the study. The observational nature of this
study is a noted limitation, though.

Jenkins et al. implemented a restrictive transfusion strategy with a typical quality
improvement framework and, based on education and computerized physician order entry
(CPOE) enhancements, significantly reduced off-protocol and total blood transfusions [7].
Our keys to successful implementation included ongoing PBM education via online learn-
ing modules targeted for licensed practitioners, along with the use of PBM tools such as
restrictive transfusion guidelines, computerized physician order entry alerts with clinical
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decision choices in the hospital EMR system to guide physicians in transfusion decisions,
the use of low-volume test sample tubes to reduce hospital-acquired anemia, and the
reduction in the critical Hgb alert value from 7 g/dL to 6 g/dL. The calculation method of
the overall RBC transfusion rate by Jenkins et al. was utilized in this study.

Table 3. Ways to Introduce PBM without Additional Funding.

Education and training
Start by educating staff, including physicians, nurses, and other healthcare professionals, about the
principles and benefits of PBM. Utilize internal expertise that may offer free or low-cost educational
materials and training sessions.

Clinical guidelines and
pathways

Develop and implement evidence-based clinical guidelines and pathways that emphasize
conservative blood management strategies. These guidelines can include practices such as
minimizing unnecessary blood tests, optimizing hemoglobin levels pre-operatively, and employing
blood conservation techniques during surgery.

Utilize existing resources
Assess and optimize the use of existing resources within the hospital. Work with the laboratory and
clinical staff to reduce unnecessary blood tests, adopt restrictive transfusion thresholds, and explore
alternatives to transfusions, such as iron supplementation or medications that reduce bleeding.

Quality improvement
initiatives

Implement quality improvement initiatives aimed at reducing blood product waste, improving blood
utilization practices, and ensuring that transfusions are given based on the established clinical criteria
rather than routine practice.

Collaboration and
partnerships

Collaborate with blood banks, regional blood centers, or other healthcare facilities in the area to
explore cost-sharing opportunities, joint training programs, or information sharing related to best
practices in blood management.

Utilize data and analytics
Leverage data analytics to monitor blood utilization patterns, transfusion rates, and associated costs.
This information can help identify areas for improvement and guide decision making to optimize
blood utilization without requiring additional funds.

Engage stakeholders
Involve stakeholders across different departments and specialties in discussions about PBM.
Encourage collaborative efforts to implement changes and promote a culture of responsible blood use
throughout the hospital.

Adopt technology
solutions

Implement electronic health record (EHR) systems or clinical decision support tools that can help
clinicians adhere to evidence-based transfusion guidelines, thereby reducing unnecessary blood
transfusions.

Evaluate and Adjust
Continuously monitor the impact of PBM initiatives on patient outcomes, transfusion rates, and
associated costs. Use these data to refine strategies and make the necessary adjustments to improve
the effectiveness of PBM practices.

Seek Grants or
collaborative opportunities

Look for grants or collaborative opportunities within the healthcare community that support PBM
initiatives or projects aimed at improving blood management. Participating in such programs can
provide additional resources and support without requiring a separate budget allocation.

In comparison, Warner et al. published observational data from an eight-year study
to support the successful implementation of PBM in a large U.S. academic medical center
without evidence of patient harm. Their data, which included 400,998 admissions, showed
a 33% reduction of allogenic transfusions per 1000 admissions, an absolute risk reduction
for transfusion of 6%, and a 22% decrease in the rate of transfusions over projected [8].

PBM has emerged as a crucial aspect of healthcare, seeking to optimize patient out-
comes, enhance safety, and achieve cost savings. In the study conducted by Hofmann
et al., the implementation of PBM was explored across 12 nations through in-depth, semi-
structured interviews. The findings revealed a unanimous consensus among healthcare
professionals on the potential benefits of PBM, including improved patient outcomes, en-
hanced safety measures, and financial savings. However, despite this agreement, several
barriers to successful PBM implementation were identified. One of the primary obsta-
cles highlighted by this study was the limited experience with PBM among healthcare
practitioners. The lack of familiarity with PBM practices posed a significant challenge,
emphasizing the need for comprehensive education and training initiatives. Additionally,
this study identified the necessity for a shift in work practices and emphasized the crucial
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roles of collaboration and communication in facilitating successful PBM integration. To
address these challenges and enhance the implementation of PBM, this study proposed six
intervention levels. These levels encompassed various stakeholders, including government
entities, healthcare providers, educational institutions, funders, research organizations, and
patients [9].

Recognizing the significance of education in fostering better patient care, the focus
of our PBM project was on educating healthcare providers. In alignment with the find-
ings of the broader study, the PBM project underscored the importance of healthcare
providers adopting dual roles. Providers were encouraged not only to serve as front-line
care providers but also as leaders in quality improvement initiatives. This approach aimed
to empower healthcare professionals with the knowledge and skills needed to effectively
implement and practice PBM within their clinical settings. By fostering a culture of con-
tinuous learning and quality improvement, the PBM project sought to overcome barriers
to implementation. The dual role of healthcare providers as both caregivers and quality
improvement leaders was envisioned as a pivotal strategy for creating sustainable change.
Through education, training, and the cultivation of leadership skills among healthcare
providers, the PBM project aimed to contribute to broader efforts to enhance patient care,
safety, and the overall effectiveness of healthcare delivery.

The “Why give 2 when 1 will do?” Choosing Wisely campaign, inspired by Podlasek et al.
and Warner et al. [3,10], further exemplifies the commitment to sustaining positive changes.
We launched a “Why give 2 when 1 will do?” Choosing Wisely campaign, and we have
been sustaining it using education and computer-physician-order entry alerts with clinical
decision support (CPOE-CDS). We witnessed an overall decrease of 2-unit orders for
Hgb ≥ 7 g/dL progressively from 65 orders per year (3.4% of total orders) to 3 orders
(0.2%) from 2013 to 2019.

Fischer et al. studied the effect of PBM implementation on physicians’ risk perception,
clinical knowledge, and perioperative practice across four German university hospitals. Key
implementation strategies targeted knowledge (i.e., development and distribution of PBM
educational materials and local guidelines; standardization of performance metrics and data
collection to allow valid benchmarking within organizations, etc.); attitude (i.e., fostering
team spirit and corporate identity; aggressive marketing, etc.); and behavior (i.e., changing
the infrastructure and preoperative flow of patients; preoperative anemia assessment;
measurement of individual physician transfusion practice, etc.). Utilizing pre- and post-
implementation questionnaires, Fischer et al. demonstrated significant positive shifts in
physicians’ attitudes toward preoperative anemia treatment and patient assessment after
each single-unit RBC transfusion. Moreover, there was a noteworthy reduction in the
percentage of physicians routinely using Hgb < 6 g/dL as an indicator for transfusion.
This reduction was coupled with an increase in those favoring physiological transfusion
triggers, such as electrocardiogram changes or lactic acidosis [11].

In parallel, the strategies implemented in response to the “Why give 2 when 1 will
do?” Choosing Wisely campaign aligns with Fischer et al.’s findings. The educational
efforts and the integration of CPOE local guidance in the original text are reflected in the
success story of improved clinicians’ knowledge, attitude, and behavior regarding RBC
transfusion orders. The progressive and substantial decrease in RBC transfusions observed
further reinforces the positive impact of these combined strategies. These parallel successes
underscore the universality of certain principles in optimizing blood transfusion practices.
Both the campaign and Fischer et al.’s study emphasize the importance of education,
attitude change, and behavioral modification in achieving positive outcomes in the realm of
patient blood management. The amalgamation of these principles, as evident in the original
text, stands as a testament to the multifaceted and comprehensive approach needed to
bring about meaningful change in healthcare practices.

Our strategies of education and CPOE local guidance successfully improved clinicians’
knowledge, attitude, and behavior toward RBC transfusion orders, with evidence of a
progressively substantial decrease in RBC transfusions.
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Finally, in its policy brief calling for the urgent implementation of PBM, the World
Health Organization [12] highlighted data from the largest study on PBM outcomes to date
published by the Western Australia PBM Program. This study included over 600,000 pa-
tients admitted to Western Australia’s four major adult hospitals during a six-year study
period and showed significant reductions in mortality, infection, acute myocardial infarc-
tion and stroke, and hospital length of stay. Improved key indicators showed reductions
in preoperative anemia, pre-transfusion Hgb, and transfused blood products. Meanwhile,
single-unit RBC transfusions increased. This program resulted in an estimated product cost
savings of USD 18.5 million and activity cost savings of USD 80–USD 100 million [13]. Our
study demonstrated that our PBM was successful in reducing unnecessary blood products
with a total cost savings of 2.1 million US dollars over 6 years (2014–2019). Our experience
also showed that the PBM can be achieved in a community hospital without budgetary
support. Lowering the hemoglobin trigger for blood transfusion may reduce the amount
of blood transfused to patients, which could result in lower risks of transfusion reactions,
infections, and other adverse events associated with blood transfusions. On the other hand,
a lower hemoglobin trigger may increase the risk of patient harm, especially in patients
with cardiac disease or other medical conditions where a higher hemoglobin level may
be required to maintain adequate oxygen delivery. The decision to lower the hemoglobin
trigger from 7 g/dL to 6 g/dL for non-cardiac patients was made in conjunction with an
interdisciplinary team of healthcare providers, taking into account the patient’s individual
needs, the clinical context, and the best available evidence.

The minimal change in the mean and no change in the median of the inpatient length
of stay over a 7-year period indicates that the restrictive PBM program did not result in
harm to hospital patients.

Another limitation in our PBM implementation is that although the initial orderable
RBC units were set to one unit per order in our EMR, the full impact of computerized
physician order entry with clinical decision support (CPOE-CDS) may not have been
realized to its maximum potential. Goodnough and Hollenhorst [14] demonstrated a 42%
reduction in RBC transfusions using a targeted CPOE-CDS to promote restrictive blood
transfusion practices in their institution through smart best practice alerts (SBPA’s) that
are triggered for RBC orders above 7 g/dL or 8 g/dL for patients with acute coronary
syndrome or post-cardiothoracic procedure. The inclusion of CPOE-CDS with SBPA’s could
potentially have impacted further reductions in RBC transfusions in our institution.

The study authors believe that this report demonstrates that successful PBM can be
achieved without the allocation of significant additional resources or budgetary support
through the implementation of a few common-sense strategies. It should serve as a source
of inspiration for other healthcare facilities that have yet to embark on their journey toward
successful PBM implementation.

To further enhance the impact of PBM, future directions should focus on continuous
improvement and adaptation to evolving healthcare landscapes. This includes ongoing
education and training programs, updates to clinical guidelines based on emerging ev-
idence, using targeted CPOE-CDS with smart best practice alerts to promote restrictive
blood transfusion practices, and the integration of advanced technologies such as artificial
intelligence to optimize decision-making processes.

Continuous monitoring and evaluation of PBM initiatives are essential for identifying
areas for improvement and ensuring sustained positive outcomes. Collaboration with
other healthcare institutions and participation in national and international initiatives
can facilitate the sharing of best practices, fostering a global community committed to
advancing patient blood management.
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5. Conclusions

This retrospective seven-year study demonstrated that this multidiscipline PBM pro-
gram in an urban community teaching hospital using education and restrictive tools
effectively reduced total RBC usage without specific budgetary support. In particular, the
PBM program markedly reduced the unnecessary RBC transfusion for Hgb ≥ 7 g/dL (by
35.7%) and total RBC transfusion (by 28%) and reduced unnecessary 2-unit RBC orders for
Hgb ≥ 7 g/dL (from 3.4% to 0.2%). The potential cost savings is estimated at 2.1 million US
dollars. This research underscores how effective PBM implementation can occur without
the need for substantial extra resources or increased budgetary support by adopting a
handful of practical strategies.
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Abstract: Maintenance of the health of our oceans is critical for the survival of the oceanic food
chain upon which humanity is dependent. Zooplanktonic copepods are among the most numerous
multicellular organisms on earth. As the base of the primary consumer food web, they constitute
a major biomass in oceans, being an important food source for fish and functioning in the carbon
cycle. The potential impact of climate change on copepod populations is an area of intense study.
Omics technologies offer the potential to detect early metabolic alterations induced by the stresses
of climate change. One such omics approach is lipidomics, which can accurately quantify changes
in lipid pools serving structural, signal transduction, and energy roles. We utilized high-resolution
mass spectrometry (≤2 ppm mass error) to characterize the lipidome of three different species of
copepods in an effort to identify lipid-based biomarkers of copepod health and viability which are
more sensitive than observational tools. With the establishment of such a lipid database, we will have
an analytical platform useful for prospectively monitoring the lipidome of copepods in a planned
long-term five-year ecological study of climate change on this oceanic sentinel species. The copepods
examined in this pilot study included a North Atlantic species (Calanus finmarchicus) and two species
from the Gulf of Mexico, one a filter feeder (Acartia tonsa) and one a hunter (Labidocerca aestiva). Our
findings clearly indicate that the lipidomes of copepod species can vary greatly, supporting the need
to obtain a broad snapshot of each unique lipidome in a long-term multigeneration prospective study
of climate change. This is critical, since there may well be species-specific responses to the stressors of
climate change and co-stressors such as pollution. While lipid nomenclature and biochemistry are
extremely complex, it is not essential for all readers interested in climate change to understand all
of the various lipid classes presented in this study. The clear message from this research is that we
can monitor key copepod lipid families with high accuracy, and therefore potentially monitor lipid
families that respond to environmental perturbations evoked by climate change.

Keywords: copepods; lipidomics; climate change; oceanic food chain; sentinel species

1. Introduction

Oceans contain the largest ecosystem on our planet, dominated by phytoplankton [1].
Primary producing phytoplankton play an important role in the regulation of global
temperature through the seeding of low-lying clouds with volatile sulfur-based organics.
In turn, phytoplankton are a major component of the diet of copepods, the dominant
zooplankton in the pelagic food chain [2]. As primary consumers, copepods feed heavily
on phytoplankton, thereby influencing their role in climate regulation. In this regard,

Life 2023, 13, 2335. https://doi.org/10.3390/life13122335 https://www.mdpi.com/journal/life61



Life 2023, 13, 2335

copepods are a keystone species in marine food webs and have been referred to as the
singing canaries of the ocean due to their sensitivity to the physiochemical conditions of
the oceans [3]. Copepods serve both as a food source for marine fish larvae, including
a variety of commercially harvested fish, and they also are critical players in carbon
sequestration. In studies of climate change, it has been shown that copepods are intrinsic to
the carbon cycle, which involves fixation of atmospheric CO2 by photosynthetic algae and
the export of this carbon via detrital debris from copepods and other predators to deeper
depths of oceans [4,5]. With climate change resulting in elevated oceanic temperatures and
pCO2 (i.e., ocean acidification), populations of phytoplankton are projected to increase,
while those of copepods are projected to decrease [6–10] or shift with regard to dominant
copepod species, since Calanus finmarchicus (C. finmarchicus) is most sensitive to warmer
temperatures [11]. Monitoring the numbers of these species is important, but there are
limitations to observational methods. It is therefore important to obtain early biomarkers
of the viability/health of phyto- and zoo-plankton populations.

“Omics” technologies, which monitor mRNA (transcriptomics), proteins (proteomics),
and metabolites (metabolomics), offer a solution to this current problem. Lipidomics is
a subfield of metabolomics which provides an in-depth evaluation of lipids involved in
structural, signal transduction, and energy functions. High-resolution mass spectrometry
(HR-MS) provides a high-capacity workflow which acquires high-precision data that allows
for the identification and quantification of a broad range of individual lipid members
of a diverse array of lipid families. In the case of our analytical platform, we monitor
over 12,000 potential lipids across 181 lipid families. The platform also monitors organic
soluble non-lipids from 12 different chemical families. Direct flow infusion analysis (FIA)
reduces the risk of sample alteration during processing, reduces the variation introduced
by manipulative steps, significantly reduces the sample preparation time, and provides a
stable ionization via the supply of a constant lipid concentration during the FIA [12].

In studies of the nutritional quality of phytoplankton, lipidomics evaluations have
monitored isoprostanoids, glycerophospholipids (GPL), diacylglycerols (DG), triacylglyc-
erols (TG), monogalactosyl-DG (MGDG), digalactosyl-DG (DGDG), and diacylglycyceryl-
trimethylhomoserine (DGTS) lipid families [13–22]. In addition, tandem mass spectrometry
has been used in a number of these studies to define the fatty acid substitutions of lipids.
Definition of fatty acid substituents in complex lipids supplies information on the avail-
ability and flux of free fatty acids involved in the dynamic and critical processes of lipid
remodeling [23]. These processes include altered deacylation/reacylation mechanisms,
changes in the utilization of biosynthetic precursors, and altered lipid degradation. Mon-
itoring the fatty acid constituents of complex lipids has a proven track record of utility
in the study of responses in the lipidome to environmental changes [24–27]. It is already
established that remodeling of membrane lipids, to maintain membrane fluidity, is a critical
process in cellular stability. Work from a number of laboratories has already established
that one of the major effects of ocean acidification is to decrease the quality of the lipidome
in microalgae [28,29]. The domino effects of this are projected to affect copepods which
utilize microalgae as a major nutrient source, and subsequently on fish which feed on
copepod populations. Defining these climate-dependent lipid alterations in copepods is
our long-term research goal.

The lipidome of Gammarus fossarum has been characterized to monitor environmental
effects on this freshwater crustacean sentinel species [30]. Lipidomics studies of copepods
have been more limited, but have characterized fatty acids and fatty alcohols [31–33], wax
esters [34–36], carotenoids [37–39], and copepodamides [40–42]. Our goal is to utilize this
published data and expand on it to obtain a more detailed picture of the lipidomes of
three different copepod species and compare that to the lipidome of a marine alga. With
this database, we will next be positioned to move into a longer-term ecological study of
the effects of climate change on copepod health and viability. Our data will also provide
information on the health of phytoplankton, since these marine organisms represent a
major source of nutrition for copepods that are filter feeders. These speculations are based
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on prior research that has shown large alterations in membrane lipids with environmental
stressors on fungi [43], bacteria [44], and algae [45]. Having the first highly quantitative
longitudinal data of copepod viability will ultimately be of incredible value to agencies
involved in regulatory decision-making.

2. Materials and Methods
2.1. Copepods

Freeze-dried zooplankton copepods (Calanus finmarchicus) were purchased from Brine
Shrimp Direct (sales@brineshrimpdirect.com; accessed on 4 April 2022). Acartia tonsa
(A. tonsa) and Labidocerca aestiva (L. aestiva) were both harvested via netting from the
Gulf of Mexico in May of 2022. Sea water was filtered in a plankton net with a 200 µm
mesh, and the copepods were identified and separated under 400× magnification light
microscopy. Copepods were washed in distilled water and frozen at −20 ◦C for future
analysis. Microalgae (Isochrysis galbana) were obtained from Algae Research & Supply
(Carlsbad, CA, USA) for comparison to copepods, since microalgae are a major source of
lipids and lipid precursors for copepods. This is only one of many species of microalgae
consumed by copepods.

2.2. Lipidomics

The copepod and algal samples (n = 5) were sonicated in 2 mL of methanol:water
(1:1) containing stable isotope internal standards. These included 2 nmoles [2H5]DHA and
2 nmoles [13C3]diacylglycerol 36:2. Next, 2 mL of methyl-tert-butyl ether were added
prior to vigorous shaking at room temperature for 30 min. To attain phase separation, the
samples were centrifugated at 4000× g for 30 min. at room temp. One mL of the upper
organic layer was isolated and dried by centrifugal vacuum evaporation. The lower layer
was dried at 80 ◦C overnight, and the resulting dried pellets weighed to obtain the dry
weight for each sample.

The dried organic extracts were dissolved in infusion solution (2-propanol: methanol:
chloroform: H2O (160:80:80:1) with the water containing 15 mg of NH4Cl) for mass spec-
trometric analyses. For flow infusion analysis (FIA), the samples were infused at 12 µL
per min into the ESI source for high-resolution data acquisition (140,000, <2 ppm mass
error), with an orbitrap mass spectrometer (Thermo Q Exactive). The specific adducts mon-
itored are listed in data Tables [12,46,47]. Between injections, the transfer line was washed
with successive 800 µL washes of methanol and hexane/ethyl acetate/chloroform/H2O
(3:2:1:0.1). Structural validation was achieved via tandem mass analyses (MS2). Product
ions were monitored with <2 ppm mass error. For MS2 analyses, an isolation window of
0.4 amu and collision energies of 15, 25, and 35 NCE (arbitrary units) were used.

2.3. Data Analysis

HR-MS provides high quality data with <2 ppm mass error, and in the majority of cases
<1 ppm. Within a given lipid family, this allows for clear separation of family members with
similar but not identical masses. In the case of isobars, lipids with the same exact mass but
different chemical structures, tandem mass spectrometry (MS2) often allows differentiation,
since product ions are collected with high resolution. In cases where HR-MS is insufficient
to resolve compounds, chromatographic methods prior to HR-MS are required.

We have built an Excel spreadsheet database of over 12,000 unique lipids which
includes exact masses and calculated ion adducts. Based on our infusion solvent, the
predominant ions were [M+H]+, [M-H2O+H]+, or [M+NH4]+ in positive electrospray
ionization (PESI), while they were [M-H]− or [M+Cl]− in NESI. For lipids forming a
chloride adduct, the Cl37 isotope was also monitored to validate the lipid identity. The HR-
MS scan data were imported into this Excel spreadsheet, and any mass with less than 2 ppm
mass error for the calculated ion adduct was recorded as a hit; the peak intensity for each hit
was imported into the spreadsheet if greater than 100,000 integrated counts (S/N > 3). The
exact masses used to build our database were obtained (December 2022) from LipidMaps
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(lipidmaps.org), Human Metabolome Database (https//hmdb.ca), Mycobacterium Lipid
Database (mrl.colostate.edu/mtb), Chemspider (https://www.chemspider.com), Seaweed
Metabolite Database (SWMD), and PubChem (https://pubchem.ncbi.nlm.nih.gov). Since
these databases are not all inclusive or always up-to-date with regard to invertebrate lipids,
we also extensively used scientific publications to expand the database. This is essential for
copepod and microalgal lipids.

For relative quantitation, the peak intensities of individual lipids were divided by the
peak intensity of the appropriate internal standard. The internal standard for negative ESI
(NESI; 2 nmoles [2H5]DHA) or for positive ESI (PESI; 2 nmoles [13C3]diacylglycerol 36:2)
were used in these calculations. The values obtained were corrected for the sample dry
weight, which ranged from 5 to 20 mg, and are presented as mean ± standard deviation
(SD) in Tables and as a summary Figure with bar plots created in R Version 4.2.3 (R Core
Team, 2023, R: A language and environment for statistical computing. R Foundation for
Statistical Computing, Vienna, Austria. URL https://www.R-project.org/), to visualize
lipid ratio trends across copepod species.

For MS2 studies, parent ions were selected with a 0.4 amu window and product ions
monitored with 140,000 resolution (<2 ppm mass error). The HCD energies used were 15,
25, and 35 arbitrary units [46,47].

2.4. Nomenclature

Lipid nomenclature adheres to the guidelines of Lipid Maps [48]. Carbon positions are
counted from the terminal carboxy group. Lipid notation such as 20:5 indicates 20 carbons
and 5 double bonds. Lyso is shorthand for loss of a fatty acid substitution.

3. Results and Discussion
3.1. Overview

The following section integrates the background, our findings, and relevance of these
observations to a planned long-term prospective study of the consequences of climate
change on the lipidome of oceanic copepods.

3.2. Carotenoid Pigments

Carotenoids are organic pigments synthesized from lipid precursors by algae, bacteria,
fungi, and plants [49]. The long hydrocarbon chains of these pigments span membranes
with the terminal ring groups residing at the interior and exterior surfaces of membranes.
These terminal ring groups act as antioxidants at the membrane surfaces. Copepods utilize
carotenoids, which they ingest with phytoplankton [50], as protective pigments against the
oxidative stress of short-wavelength solar radiation [51,52].

In copepods and microalgae (Isochrysis galabana), we found high levels of the carotenoids
phoenicoxanthin and astaxanthin, along with fatty acyl esters of astaxanthin in copepods
(Table 1). These included myristyl (14:0), behenyl (22:0), and cervonyl (22:6) esters, which
have previously been reported for krill, another crustacean [53,54]. Red carotenoid pig-
ments are generated by metabolism of yellow dietary precursors from microalgae [38,40].
Dietary pigments include 3-hydroxyechinenone, canthaxanthin, zeaxanthin, adonirubin,
and adonixanthin. We did not observe any of these carotenoids or apocarotenoids [55] in
copepods. We therefore speculate that dietary pigments are rapidly converted to astaxan-
thin and phoenicoxanthin by mitochondrial metabolism in copepods [42]. Therefore, at
this time, we anticipate that astaxanthin levels in copepods may have the potential to be
biomarkers of the health of the microalgal community that provides a food reservoir to
copepods, which are filter feeders, and of copepod mitochondrial function. These future
data will supply valuable information regarding the interplay of these oceanic species.

Carotenoid identities were validated by MS2 of the [M+H]+ cations. In all cases, the
product ions were monitored with less than 1 ppm mass error for [Toluene–H2]+ = [91.0542]+

and [MH-Toluene]+ = [MH 92.0526]+. While these data validate that the monitored lipids
were carotenoids, it cannot distinguish between potential isobaric carotenoids.
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Table 1. Relative levels of carotenoids and carotenoid fatty esters in copepods and microalga. Levels
are presented as a ratio of the peak intensity of each lipid to the peak intensity of the internal standard
(2 nanomoles [13C3]triacylglycerol 48:0), corrected for the sample dry weight. Results are presented
as Mean ± SD (n = 5). -, not detected.

Carotenoids [M+H]+ Isochrysis galbana Acartia tonsa Calanus
finmarchicus

Labidocerca
aestiva

Phoenicoxanthin 581.3989 566.9 ± 124.8 3.34 ± 1.23 32.8 ± 15.3 1.04 ± 0.72

Astaxanthin 597.3938 18.56 ± 4.32 2.46 ± 1.07 3854.0 ± 200.8 16.5 ± 7.0

Astaxanthin-14:0 807.5922 - 0.99 ± 0.12 - 10.2 ± 3.6

Astaxanthin-22:0 919.7174 - - - 2.34 ± 1.34

Astaxanthin-22:6 907.6235 - - - 3.63 ± 0.66

3.3. Copepodamides

Copepodamides are polar isoprenoid fatty acids with a terminal amide linkage to
the amino acid taurine. These amino lipids are produced and released into the water
solely by copepods, where they stimulate toxin production by phytoplankton to evade
predation [40,56,57]. Copepodamides (=CH2 at C2) and dihydrocopepodamides (-CH3 at
C2) possess a fatty acid acyl linkage at C3 [40,58].

In our study we only monitored copepodamides in C. finmarchicus (Table 2). High
levels of the lyso forms were measured, along with lower levels of the palmitoyl (16:0)
and gaidyl (16:1) acyl esters. The lack of copepodamides in A. tonsa and L. aestiva may
relate to the Gulf of Mexico environment, which possesses a much richer food source for
copepods. It is more essential to synthesize copepodamides to protect less-rich food sources
from predation by other species [56]. The high levels of lysocopepodamide measured in C.
finmarchicus suggest that this may be a storage pool of this precursor of copepodamides
that are synthesized for secretion.

Table 2. Relative levels of copepodamides in C. finmarchicus. Levels are presented as a ratio of the
peak intensity of each lipid to the peak intensity of the internal standard (2 nanomoles [2H5]DHA),
corrected for the sample dry weight. Results are presented as Mean ± SD (n = 5).

Copepodamides [M-H]− Calanus finmarchicus

Lysocopepodamide 448.2739 1240 ± 329

Lysodihydrocopepodamide 450.2895 59 ± 13

Copepodamide-16:0 686.5035 2.11 ± 1.20

Copepodamide structures were validated by MS2 of the [M-H]− anions (Supplemen-
tary File). In all cases, the product ions were monitored with less than 1 ppm mass error for
the terminal taurine [124.0074]− and for the base scaffold [C22H41NO5S]− = [430.2633]−,
with loss of the acyl substitutions at position C5.

Since copepodamides are lipids that are unique to copepods, monitoring this lipid
family will provide biomarkers of C. finmarchicus viability and ability to participate in the
maintenance of their major food source, marine phytoplankton.

3.4. Wax Esters and Triacylglycerols

The two major lipid families that serve as energy reservoirs are triacylglycerols (TG)
and wax esters (WE). In the case of copepods, wax esters are generally stored at higher
concentrations [32,35,36,59–61]. WE are generated by acylation of a fatty alcohol [62]. First,
fatty-acyl-CoA reductase (FAR; EC 1.2.1.84) converts a fatty acyl-CoA to the corresponding
fatty aldehyde, which in turn is converted to the fatty alcohol by fatty aldehyde reduc-
tase (FALR; EC 1.1.1.2). Acylation of the fatty alcohol involves acyl-CoA wax alcohol
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acyltransferase (AWAT1; EC 2.3.1.75), which has been reported for algae [63] but requires
confirmation in copepods. Wax ester metabolism occurs via wax ester hydrolase (WEH; EC
3.1.1.50), which has been characterized in plants but not in copepods at this time.

Our analyses demonstrated high levels of wax esters in copepods and microalgae
(Isochrysis galabana) (Table 3). The higher molecular weight wax esters and triacylglycerols
possessed significant levels of the fatty acids 20:4, 20:5, 22:5, and 22:6 (Table 3), suggesting
that these lipids also function as storage pools of this critical polyunsaturated fatty acid
(PUFA). C. finmarchicus was unique in that wax esters were the dominant lipid storage pool.
This may be the result of the cold-water environment of C. finmarchicus. Previous work
has demonstrated that cold-water copepods like Tigriopus kingsejongensis have greater lipid
metabolism than Pacific Ocean copepods like Tigriopus japonicus [64].

Table 3. Relative levels of wax esters (WE) and triacylglycerols (TG) in copepods and microalga.
Levels are presented as a ratio of the peak intensity of each lipid to the peak intensity of the internal
standard (2 nanomoles [13C3]triacylglycerol 48:0), corrected for the sample dry weight. Results are
presented as Mean ± SD (n = 5). -, not detected.

Wax Esters [M+NH4]+ Isochrysis galbana Acartia tonsa Calanus
finmarchicus

Labidocerca
aestiva

WE 32:1 496.5088 - - 4318 ± 2414 -

WE 32:2 494.4932 - - 2516 ± 1392 0.058 ± 0.017

WE 34:4 518.4932 - 0.54 ± 0.25 10,686 ± 5960 1.50 ± 0.28

WE 38:2 578.5871 18.35 ± 4.84 - 8009 ± 4530 -

WE 38:3 576.5714 2.67 ± 0.77 0.091 ± 0.008 2835 ± 1618 -

WE 38:5 572.5401 2.41 ± 1.23 0.13 ± 0.019 22,497 ± 12,673 0.16 ± 0.017

WE 38:6 570.5245 - - 11,219 ± 6374 0.018 ± 0.006

WE 40:2 606.6184 0.20 ± 0.026 - 6865 ± 3916 -

WE 40:3 604.6027 0.16 ± 0.024 0.71 ± 0.062 2042 ± 1423 -

WE 40:6 598.5558 1.21 ± 0.034 - 11,687 ± 6611 -

WE 42:2 634.6497 0.31 ± 0.051 - 5028 ± 2764 -

WE 42:5 628.6027 0.038 ± 0.008 4.63 ± 2.25 7584 ± 4321 2.64 ± 0.065

WE 42:6 626.5871 1.20 ± 0.23 1.08 ± 0.23 10,882 ± 6056 0.66 ± 0.18

Triacylglycerols [M+NH4]+ Isochrysis galbana Acartia tonsa Calanus
finmarchicus

Labidocerca
aestiva

TG 46:1 780.7076 - 1.51 ± 0.75 - 5.81 ± 3.00

TG 47:0 810.7545 - 0.57 ± 0.26 - 1.70 ± 0.88

TG 47:1 808.7389 - 0.29 ± 0.15 - 3.24 ± 1.57

TG 48:3 818.7232 - - - 2.01 ± 1.00

TG 48:4 816.7076 - - - 1.28 ± 0.65

TG 50:1 850.7858 - 1.02 ± 0.17 - 5.29 ± 2.89

TG 50:2 848.7702 - 0.15 ± 0.05 - -

TG 50:3 846.7545 - 0.042 ± 0.021 - 2.79 ± 1.45

TG 50:5 842.7232 - - - 1.68 ± 1.02

TG 51:1 864.8015 - - - 2.20 ± 1.01

TG 52:2 876.8015 - - - 3.19 ± 1.66

TG 52:3 874.7858 - - - 1.75 ± 0.090

TG 52:6 868.7389 - - - 8.97 ± 3.12
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Table 3. Cont.

Triacylglycerols [M+NH4]+ Isochrysis galbana Acartia tonsa Calanus
finmarchicus

Labidocerca
aestiva

TG 54:6 896.7702 - - - 1.63 ± 0.83

TG 56:4 928.8328 - - - 0.51 ± 0.15

TG 56:6 924.8015 - - - 3.31 ± 1.53

TGs were not detected in C. finmarchicus, which had the highest levels of WE (Table 3).
WE serve as a rich energy resource pool in the copepods C. finmarchicus, Calanus helgolanicus,
and Gaussia princeps [34,65]. In contrast, in the hunter copepod species L. aestiva, TGs
predominated, presumably a biomarker of the more complex diet of this species. As with
WEs, TGs also were found to have PUFA constituents (Table 3).

3.5. Monoacylglycerols (MG) and Modified MGs

Monoacylglycerols (MG) have diverse functions that include storage pools of fatty
acids, membrane structure, and signal transduction. We monitored MGs with saturated
fatty acid and PUFA substituents in copepods and microalgae (Isochrysis galabana) (Table 4).

We also report, for the first time, alanyl-MGs (Table 4) in copepods and microalga
(Isochrysis galabana). This finding was validated via monitoring the product cation of
90.0550 for alanine in MS2 experiments. Alanyl-phosphatidylglycerols (Ala-PG) and alanyl-
phosphatidyl-ethanolamines (Ala-PE) have been reported for many Gram-positive bacterial
strains, but not alanyl-MGs [66–68]. These aminoacylations modify the membrane charge
in bacteria. It remains to be determined if the alanyl-MGs we monitored are synthesized by
copepods or their gut bacteria, or if they are degradation products of Ala-PG and Ala-PE.
However, we did not monitor Ala-PGs or Ala-PEs in our analysis.

There are also a number of betaine lipids that have been reported for bacteria, fungi,
and microalgae [69,70]. Monoacylglyceryl trimethylhomoserine (MGTS) is one of these
betaine lipids which we monitored in copepods and microalga. Structural validation was
obtained with the product cation of 104.1075 for choline in MS2 experiments (Supplemen-
tary File), however, monoacylglyceryl hydroxymethyltrimethyl-β-alanine (MGTA) is a
structural isomer of MGTS that we cannot rule out at this time. It is important to note
that all previous publications of algae have monitored only MGTS and not MGTA. While
MGTSs may be acquired via the diet, the biosynthetic pathway for these lipids may well be
present in copepods. This involves the initial formation of an aminolipid by the reaction
of S-adenosylmethionine with either an MG or a DG. Next, the homoserine addition to
the glycerol backbone is sequentially methylated to generate MGTSs. In the green alga
Chlamydomonas reinhardtii, a single DGTS synthase protein (BTA1Cr) co-ordinates all of
these reactions [71].

MGTSs, like phosphatidylcholines (PC), are quaternary amines, making them zwitteri-
onic membrane lipids. However, they are connected to the glycerol backbone via an ether
linkage, which is more flexible than the phosphodiester linkage of a PC, more chemically
stable, and more stable against degradation by phospholipases, presumably improving
membrane stability in an aquatic environment [71].

The third betaine lipid family in algae and plants is monoacylglyceryl carboxyhydroxy-
methylcholine (MGCC) which is present in the non-plasmid membrane fraction where it
also can substitute for PCs [72]. We monitored, and report for the first time, high levels of
MGCCs in C. finmarchicus (Table 4). MGCC structures were validated via identification of
the product cation of 104.1070 for choline in MS2 experiments. It remains to be determined
if these MGCCs are dietary or synthesized by copepods.
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Table 4. Relative levels of monoacylglycerols (MG) and modified MGs in copepods and microalga.
Levels are presented as a ratio of the peak intensity of each lipid to the peak intensity of the internal
standard (2 nanomoles [2H5]DHA for NESI and 2 nanomoles [13C3]triacylglycerol 48:0 for PESI),
corrected for the sample dry weight (Mean ± SD; n = 5). -, not detected.

Monoacylglycerols [M+Cl]− Isochrysis galbana Acartia tonsa Calanus
finmarchicus

Labidocerca
aestiva

MG 16:0 365.2469 1.76 ± 0.094 24.09 ± 14.64 21.70 ± 3.08 -

MG 18:0 393.2782 0.73 ± 0.079 177.7 ± 88.2 28.43 ± 6.91 -

MG 18:1 391.2625 3.31 ± 0.061 5.07 ± 0.79 19.07 ± 8.00 10.11 ± 4.78

MG 18:3 387.2312 0.29 ± 0.011 9.35 ± 4.64 9.42 ± 1.95 13.26 ± 4.20

MG 20:4 413.2469 1.20 ± 0.13 1.59 ± 0.58 5.45 ± 1.49 7.28 ± 3.73

MG 22:6 437.2469 1.32 ± 0.10 9.26 ± 0.26 52.88 ± 12.05 42.74 ± 20.38

Alanyl-monoacyl-
glycerols [M+H]+ Isochrysis galbana Acartia tonsa Calanus

finmarchicus
Labidocerca

aestiva

Ala-MG 16:1 400.3057 0.20 ± 0.063 3.55 ± 0.57 2.24 ± 0.81 0.34 ± 0.012

Ala-MG 18:1 428.3370 0.27 ± 0.084 5.77 ± 0.35 1.14 ± 0.26 0.30 ± 0.11

Ala-MG 20:1 456.3683 0.029 ± 0.013 3.31 ± 1.72 - 0.13 ± 0.070

Ala-MG 20:4 450.3214 - 0.20 ± 0.11 17.8 ± 7.10 0.18 ± 0.051

MGTS [M+H]+ Isochrysis galbana Acartia tonsa Calanus
finmarchicus

Labidocerca
aestiva

MGTS 20:4 522.3789 - 0.19 ± 0.028 3.74 ± 2.56 1.26 ± 0.58

MGTS 22:2 554.4415 1.77 ± 0.71 0.86 ± 0.51 14.01 ± 4.07 1.29 ± 0.85

MGTS 22:4 550.4102 - 0.044 ± 0.021 11.37 ± 3.32 0.52 ± 0.20

MGTS 24:2 582.4728 0.83 ± 0.38 0.48 ± 0.21 19.88 ± 5.12 0.59 ± 0.20

MGCC [M+H]+ Isochrysis galbana Acartia tonsa Calanus
finmarchicus

Labidocerca
aestiva

MGCC 16:0 490.3738 - 0.95 ± 0.03 0.22 ± 0.23 0.83 ± 0.40

MGCC 18:0 518.4051 - - 293.0 ± 69.6 -

MGCC 20:0 546.4364 - - 1504 ± 1002 -

MGCC 22:0 574.4677 - - 2100 ± 66 -

MGCC 22:6 562.3738 0.18 ± 0.12 - 1781 ± 798 -

MGCC 24:0 602.4990 - - 1498 ± 516 -

MGCC 24:2 598.4677 - - 1534 ± 424 -

Ala, Alanine; MGCC, Monoacylglyceryl carboxyhydroxymethylcholine; MGTS, Monoacylglyceryl trimethylho-
moserine.

3.6. Diacylglycerols (DG) and Modified DGs

We monitored high levels of DGs in copepods but much lower levels in Isochrysis
galabana (Table 5). DGs are essential for membrane function both as structural lipids and
as precursors for structural GPLs. DGs are also important lipids in the membranes of
the nuclear envelope, endoplasmic reticulum [73], and in the Golgi for transport carrier
biogenesis [74]. DGs are involved in signal transduction pathways via activation of protein
kinases and by direct modulation of nuclear signal transduction [75].

As with the MGs, we also monitored the trimethylhomoserine modification of DGs
(DGTS) in copepods and microalga (Isochrysis galabana) (Table 5). DGTSs have been re-
ported for microalgae [64,69–71], but this is the first report of these lipids in copepods.
As with MGTSs, structural validation for DGTSs was obtained with the product cation
of 104.1075 for choline in MS2 experiments. However, DGTAs are possible isobars. In
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microalgae, DGTSs substitute for glycerophospholipids in membranes, thereby conserving
phosphate but also function as a source for triacylglycerols under stress conditions, thereby
maintaining a major energy source [76].

Table 5. Relative levels of diacylglycerols (DG) and modified DGs in copepods and microalga. Levels
are presented as a ratio of the peak intensity of each lipid to the peak intensity of the internal standard
(2 nanomoles [2H5]DHA) for NESI and 2 nanomoles [13C3]triacylglycerol 48:0 for PESI), corrected for
the sample dry weight. Results are presented as Mean ± SD (n = 5). -, not detected.

Diacylglycerols [M+Cl]− Isochrysis galbana Acartia tonsa Calanus
finmarchicus

Labidocerca
aestiva

DG 34:0 631.5078 0.12 ± 0.022 28.1 ± 14.6 4.94 ± 1.35 8.26 ± 4.40

DG 34:1 629.4922 1.14 ± 0.14 2.45 ± 1.24 1.99 ± 0.20 4.25 ± 1.29

DG 34:5 621.4296 0.18 ± 0.039 - 3.38 ± 0.92 2.81 ± 0.64

DG 36:0 659.5391 - 45.1 ± 5.24 2.37 ± 1.01 28.8 ± 10.1

DG 38:4 679.5078 0.012 ± 0.005 0.022 ± 004 1.19 ± 0.46 0.78 ± 0.44

DG 38:6 675.4765 0.37 ± 0.04 0.54 ± 0.10 0.52 ± 0.11 5.81 ± 2.12

DGTS [M+H]+ Isochrysis galbana Acartia tonsa Calanus
finmarchicus

Labidocerca
aestiva

DGTS 28:0 656.5460 1.99 ± 0.64 0.019 ± 0.009 41.6 ± 22.5 0.16 ± 0.025

DGTS 30:0 684.5773 0.67 ± 0.23 1.29 ± 0.67 44.8 ± 21.9 029 ± 0.18

DGTS 32:1 710.5929 39.7 ± 5.8 0.63 ± 0.075 67.6 ± 23.7 0.069 ± 0.033

DGTS 32:2 708.5773 1.97 ± 0.37 0.024 ± 0.004 27.7 ± 6.2 -

DGCC [M+H]+ Isochrysis galbana Acartia tonsa Calanus
finmarchicus

Labidocerca
aestiva

DGCC 32:0 728.6035 0.81 ± 0.045 6.74 ± 2.12 - 2.12 ± 1.2

DGCC 32:1 726.5878 4.23 ± 0.94 0.86 ± 0.51 - 2.66 ± 1.37

DGCC 32:2 724.5722 2.18 ± 1.0 - - 0.93 ± 0.13

DGCC 34:0 756.6348 - 1.72 ± 0.91 - 1.84 ± 1.00

DGCC 36:6 772.5722 5.41 ± 1.05 - - -

DGCC 40:6 828.6348 0.18 ± 0.051 - - 0.51 ± 0.11

Monogalactosyl
DG [M+Cl]− Isochrysis galbana Acartia tonsa Calanus

finmarchicus
Labidocerca

aestiva

MGDG 32:1 763.5137 12.31 ± 3.91 - - -

MGDG 32:2 761.4981 4.07 ± 1.12 - - -

MGDG 32:3 759.4824 2.04 ± 0.65 - - -

MGDG 32:4 757.4668 3.90 ± 1.26 - - -

MGDG 32:5 755.4511 1.22 ± 0.42 - - -

MGDG 34:1 791.5450 4.25 ± 1.29 - - -

MGDG 34:2 789.5294 3.96 ± 1.16 - - -

MGDG 34:6 781.4668 1.57 ± 0.48 - - -

MGDG 36:2 817.5607 11.13 ± 3.40 - - -

MGDG 36:3 815.5450 1.92 ± 0.51 - - -

MGDG 36:4 813.5294 1.39 ± 0.39 - - -

MGDG 36:5 811.5137 2.55 ± 0.86 - - -

MGDG 36:6 809.4981 2.64 ± 0.76 - - -
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Table 5. Cont.

Digalactosyl DG [M+Cl]− Isochrysis galbana Acartia tonsa Calanus
finmarchicus

Labidocerca
aestiva

DGDG 30:1 897.5352 1.11 ± 0.60 - - -

DGDG 30:2 895.5196 0.49 ± 0.16 - - -

DGDG 32:1 925.5665 0.51 ± 0.04 - - -

DGDG 32:4 919.5196 0.33 ± 0.01 - - -

DGDG 34:3 949.5665 0.22 ± 0.11 - - -

DGDG 34:5 945.5396 2.79 ± 1.25 - - -

DGDG 36:3 977.5978 3.96 ± 1.16 - - -

DGDG 36:4 975.5822 0.64 ± 0.17 - - -

DGDG 36:5 973.5665 0.42 ± 0.19 - - -

DGDG 36:6 971.5509 0.22 ± 0.05 - - -

DGCC, Diacylglyceryl carboxyhydroxymethylcholine; DGTS, Diacylglyceryl trimethylhomoserine.

We also monitored the carboxyhydroxymethylcholine modification of MGs (MGCC)
and DGs (DGCC) in copepods and microalgae (Isochrysis galabana) (Table 5). DGCCs which
were detected at higher levels than MGCCs in the microalga I. galabana and the copepods
A. tonsa and L. aestiva (Table 5), suggesting that MGCCs may be deacylation products (i.e.,
lyso) of DGCCs. C. finmarchicus lacked detectable DGCCs.

Major saccharolipids that are integral to photosynthetic membranes are mono- and
di-galactosyl DGs (MGDG and DGDG, respectfully). In the case of microalga (Isochrysis
galabana), we monitored both MGDGs and DGDGs (Table 5). In this regard, previous
studies have demonstrated that MGDG levels in microalgae are decreased with exposure
to ocean acidification [20]. As expected, these lipids were not monitored in copepods since
they lack chloroplasts.

3.7. Docosahexaenoic Acid (DHA)

Copepods have the enzyme machinery [34] required for the biosynthesis of docosa-
hexaenoic acid (DHA; FA 22:6n-3). Our data (Table 6) validate that copepods maintain
very high levels of DHA and hydroxy-DHA isoforms, oxylipin metabolites of DHA [77–81].
Oxylipins are also synthesized by closely related krill [80]. We monitored these oxylipins
in copepods, where they may come from their diet but are more likely synthesized by
the copepods. Our data cannot distinguish the many isoforms of hydroxy-DHA. The
complex roles of oxylipins in cellular regulation in copepods require further study. In
contrast to copepods, low levels of DHA and hydroxy DHA were monitored in microalga
(Isochrysis galabana).

3.8. Sterols: Cholesterol

Cholesterol is the most abundant sterol in the membranes of copepods [82–84]. This
sterol is critical for the formation of a liquid-ordered phase in membranes, thereby providing
membrane stabilization/fluidity and maintenance/restriction of membrane permeability
across a range of body temperatures [84]. Cholesterol is also contained within lipid rafts,
regulating the integration of receptor, enzyme, transporter, and ion channel proteins.
In our samples, we, like previous researchers [83], observed that copepods have high
levels of cholesterol and cholesterol esters (Table 6). It should be cautioned that, without
chromatography, our cholesterol measurements may also include other sterol isobars at
the same monitored mass; however, chromatography of copepod lipid extracts support
the identity of cholesterol [83]. We also report, for the first time, that microalgae (Isochrysis
galabana) have high levels of galactosyl/glucosyl cholesterol.
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Table 6. Relative levels of docosahexaenoic acid (DHA; PUFA 22:6), cholesterol, and cholesterol esters
(CE) in copepods and microalga. Levels are presented as a ratio of the peak intensity of each lipid
to the peak intensity of the internal standard (2 nanomoles [2H5]DHA for NESI and 2 nanomoles
[13C3]triacylglycerol 48:0 for PESI), corrected for the sample dry weight. Results are presented as
Mean ± SD (n = 5). -, not detected.

PUFA [M-H]− Isochrysis galbana Acartia tonsa Calanus
finmarchicus

Labidocerca
aestiva

DHA 327.2330 0.57 ± 0.055 394 ± 153 696 ± 149 2090 ± 769

Hydroxy-DHA 343.2279 0.36 ± 0.10 333 ± 67 1139 ± 278 712 ± 310

Cholesterol [MH-H2O]+ Isochrysis galbana Acartia tonsa Calanus
finmarchicus

Labidocerca
aestiva

Cholesterol 369.3516 - 34.58 ± 15.34 4.59 ± 2.12 12.98 ± 2.43

Cholesterol Esters [M+NH4]+ Isochrysis galbana Acartia tonsa Calanus
finmarchicus

Labidocerca
aestiva

Hexosyl-
Cholesterol * 566.4415 591 ± 252 - - -

CE 12:0 586.5558 - 0.66 ± 0.13 - 0.11 ± 0.04

CE 14:0 614.5871 - 4.11 ± 1.83 - 1.51 ± 0.74

CE 15:0 628.6027 - 4.63 ± 2.24 7584 ± 4521 2.64 ± 0.66

CE 15:1 626.5871 - 1.08 ± 0.40 - 0.66 ± 0.18

CE16:0 642.6184 - 1.76 ± 0.89 12.44 ± 4.75 0.90 ± 0.22

CE 16:1 640.6027 - 4.31 ± 0.23 - 3.63 ± 0.69

CE 17:0 656.6340 - 0.30± 0.99 20.70 ± 1.78 1.03 ± 0.26

CE 18:2 668.6340 - 4.94 ± 1.26 - 2.90 ± 0.10

CE 22:6 714.6184 - 2.28 ± 0.93 - 1.71 ± 0.84

*, hexosyl = glucosyl and/or galactosyl.

In contrast to copepods, hopanoids are the major membrane sterols in eubacteria,
but not archaebacteria. Both sterols and hopanoids are polycyclic triterpene products of
the metabolic precursor squalene. Archaebacteria are conjectured to utilize polyterpenes
(polyprenols, carotenoids, and quinones) as membrane regulators [84].

3.9. Glycerophospholipids (GPL)

The chemical skeleton of glycerophospholipids (GPL) includes a glycerol back bone
with one (i.e., Lyso-GPL) or two (i.e., diacyl, also termed phosphatidyl) fatty acid sub-
stituents and a polar phosphodiester head group. In the case of this study, we detected
GPL with headgroups of phosphocholine, phosphoethanolamine, and phosphoglycerol.

Copepods were found to contain choline and ethanolamine GPL with the rank order
of C. finmarchicus >> L. aestiva > A. tonsa (Table 7). In the cases of PCs and PEs, PUFAs were
present in a large number of these GPLs (Table 7). This profile for PCs is similar to that
previously reported for krill [85]. No phosphatidylcholines were detected in the microalgae
(Isochrysis galabana), along with low levels of phosphatidylethanolamines. However, phos-
phatidylglycerols were only monitored in the microalgae (Isochrysis galabana) (Table 7) and
did not contain PUFAs. Previous work has demonstrated that ocean acidification results in
elevated levels of both phosphatidylglycerols and phosphatidylethanolamines in microal-
gae [86]. These data demonstrate the sensitivity of lipidomics analyses in monitoring the
effects of climate change on marine organisms.
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Table 7. Relative levels of glycerophospholipids in copepods and microalga. Levels are presented as
a ratio of the peak intensity of each lipid to the peak intensity of the internal standard (2 nanomoles
[2H5]DHA) for NESI and 2 nanomoles [13C3]triacylglycerol 48:0 for PESI), corrected for the sample
dry weight. Results are presented as Mean ± SD (n = 5). -, not detected.

Phosphatidylcholine
(PC) [M+H]+ Isochrysis galbana Acartia tonsa Calanus

finmarchicus
Labidocerca

aestiva

PC 28:0 (14:0/14:0) 678.5068 - 3.44 ± 1.23 - 5.91 ± 2.34

PC 28:1 676.4912 - - - 0.39 ± 0.21

PC 28:4 670.4442 - - 2134 ± 658 3.03 ± 0.75

PC 30:5 696.4599 - - 1037 ± 324 -

PC 34:1 (16:0/18:1) 760.5851 - 0.92 ± 0.21 995 ± 473 2.24 ± 0.90

PC 34:4 754.5381 - - 360 ± 114 -

PC 34:5 752.5225 - - 116 ± 56 -

PC 36:4 782.5694 - 0.73 ± 0.11 806 ± 52 1.60 ± 0.87

PC 36:5 780.5538 - 2.70 ± 0.34 1416 ± 745 1.37 ± 0.29

PC 38:6 (18:1/20:5) 806.5694 - - 1984 ± 868 -

Phosphatidylethanolamine
(PE) [M-H]− Isochrysis galbana Acartia tonsa Calanus

finmarchicus
Labidocerca

aestiva

PE 32:0 (16:0/16:0;
18:0/14:0) 690.5079 - 0.35 ± 0.05 - 4.27 ± 2.1

PE 32:1 688.4923 0.14 ± 0.04 0.19 ± 0.06 11.70 ± 1.25 0.29 ± 0.12

PE 34:1 716.5236 0.025 ± 0.011 - - 0.17 ± 0.08

PE 36:0 746.5705 - - - 1.94 ± 0.93

PE 36:2 742.5392 0.051 ± 0.020 0.68 ± 0.21 - -

PE 38:3 768.5549 - - - 2.07 ± 0.88

PE 40:4 794.5702 - - 114 ± 51 2.59 ± 0.11

PE 42:5 820.5862 - - - 1.69 ± 0.79

PE 42:6 (20:0/22:6) 818.5705 - - 13.99 ± 3.81 -

PE 44:6 846.6018 - - - 0.67 ± 0.33

Phosphatidylglycerol
(PG) [M-H]− Isochrysis galbana Acartia tonsa Calanus

finmarchicus
Labidocerca

aestiva

PG 30:0 (15:0/15:0) 693.4712 1.23 ± 0.62 - - -

PG 32:1 719.4869 0.63 ± 0.23 - - -

PG 34:1 (16:0/18:1) 747.5182 3.51 ± 1.35 - - -

PG 34:2 745.5025 2.51 ± 0.99 - - -

PG 36:2 (18:1/18:1) 773.5338 7.58 ± 3.06 - - -

PG 36:3 771.5182 1.27 ± 0.51 - - -

PCs were the predominant GPL in all three copepod species (Table 7), and relative
levels were higher than what we monitored with DGTSs (Table 5), lipid substitutes for PCs.

PC and PE are isobaric with, for example, PC 36:0 = PE 39:0. Since PCs do not
form [M-H]− ions, reliable measurement of PEs in negative ESI is possible. We also
performed MS2 analyses of the observed PEs and monitored the expected product [PE
headgroup]− = [140.0118]−. In positive ESI, the PEs could contribute to the PC signals; how-
ever, this contribution would come from odd-carbon PCs, which are rare. In addition, we
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performed MS2 analyses of the PCs and monitored the expected product [Phosphocholine]+

= [184.0739]+.
Since our analytical platform accurately quantitates both PCs and DGTSs, calculating a

ratio of the levels of PCs to DGTSs could be a future useful index of phosphorous under- or
over-supply with environmental stressors, based on prior studies of fungi [43], bacteria [44],
and algae [86,87].

3.10. Sphingolipids: Ceramides

The basic skeleton of a ceramide is a sphingolipid base with an amide-linked fatty acid.
For all but one class of sphingolipids, the sphingolipid base is sphingosine or sphinganine,
both generated by addition of a long-chain CoA to the carboxy function of serine. In
contrast, in the case of deoxyceramides, the addition of the long-chain CoA is to alanine,
which lacks a hydroxy group, hence they are termed deoxyceramides. In the biosynthesis
of both ceramides and deoxyceramides, a second fatty acid undergoes N-acylation to the
amine group of serine or alanine, respectfully. With the absence of the 1-hydroxyl group
in the sphingolipid base, deoxyceramides cannot be converted into ceramide phosphates,
hexosylceramides, or sphingomyelins (SM). In the case of C. finmarchicus, which had the
highest levels of deoxyceramides, this copepod species had the smallest variety of SM
variants (Table 8).

Table 8. Relative levels of sphingolipids (ceramides and sphingomyelins) in copepods and microalga.
Levels are presented as a ratio of the peak intensity of each lipid to the peak intensity of the internal
standard (2 nanomoles [2H5]DHA for NESI and 2 nanomoles [13C3]triacylglycerol 48:0 for PESI),
corrected for the sample dry weight. Results are presented as Mean ± SD (n = 5). -, not detected.

Deoxyceramides [M+H]+ Isochrysis galbana Acartia tonsa Calanus
finmarchicus

Labidocerca
aestiva

Cer 34:0; O 524.5401 - - 12,363 ± 6942 -

Cer 34:1; O 522.5245 - - 3871 ± 2188 -

Cer 34:2; O 520.5088 - - 5258 ± 2970 0.42 ± 0.064

Cer 34:3; O 518.4932 - - 10,686 ± 5960 1.50 ± 0.28

Cer 34:4; O 516.4775 - - 4711 ± 1458 0.70 ± 0.17

Cer 34:5; O 514.4619 - - 978 ± 562 -

Cer 36:0; O 552.5714 - - 16,760 ± 9450 -

Cer 36:1; O 550.5558 - - 5883 ± 3285 -

Cer 36:2; O 548.5401 - 0.14 ± 0.04 3146 ± 1805 0.11 ± 0.05

Cer 36:3; O 546.5245 - 0.11 ± 0.06 6435 ± 3759 0.25 ± 0.13

Cer 36:4; O 544.5088 - 0.61 ± 0.31 12,199 ± 6893 0.76 ± 0.02

Cer 36:5; O 542.4932 - 0.058 ± 0.023 9800 ± 5450 0.11 ± 0.02

Cer 38:0; O 580.6027 - - 11,112 ± 6221 -

Cer 38:1; O 578.5871 - - 8009 ± 4500 -

Cer 38:2; O 576.5714 - 0.091 ± 0.008 2835 ± 1618 -

Cer 38:3; O 574.5558 - - 5059 ± 2750 0.079 ± 0.039

Cer 38:4; O 572.5401 - 0.13 ± 0.01 22,497 ± 12,676 0.16 ± 0.01

Cer 38:5; O 570.5245 - - 11,220 ± 6341 0.018 ± 0.006

Cer 40:1; O 606.6184 - - 6865 ± 3716 -

Cer 40:5; O 598.5558 - - 11,687 ± 6211 -

Cer 42:4; O 628.6027 - 4.63 ± 2.25 7584 ± 4012 2.64 ± 0.66
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Table 8. Cont.

Deoxyceramides [M+H]+ Isochrysis galbana Acartia tonsa Calanus
finmarchicus

Labidocerca
aestiva

Cer 42:5; O 626.5871 - 1.08 ± 0.22 10,822 ± 6156 0.66 ± 0.18

Cer 44:4; O 656.6340 - 0.21 ± 0.11 20.7 ± 1.7 1.03 ± 0.26

Cer 44:5; O 654.6184 - 0.094 ± 0.01 3289 ± 1642 0.18 ± 0.04

Ceramides [M+Cl]− Isochrysis galbana Acartia tonsa Calanus
finmarchicus

Labidocerca
aestiva

Cer 34:0; O2 574.49758 0.69 ± 0.09 2.33 ± 0.10 8.17 ± 3.2 12.16 ± 6.31

Cer 34:1; O2 572.48193 0.25 ± 0.09 43.45 ± 5.56 0.86 ± 0.23 60.3 ± 23.0

Cer 34:2; O2 570.46628 8.93 ± 0.28 32.91 ± 15.17 43.8 ± 10.4 145 ± 43

Cer 34:3; O2 568.45063 - 17.50 ± 6.56 132.4 ± 29.0 77.9 ± 19.7

Cer 34:4; O2 566.43498 - 4.75 ± 1.22 37.5 ± 7.6 13.7 ± 6.63

Cer 34:5; O2 564.41933 - 1.22 ± 0.34 9.00 ± 1.31 1.38 ± 0.52

Cer 36:0; O2 602.52888 1.93 ± 0.37 0.63 ± 0.24 8.38 ± 2.56 2.67 ± 1.89

Cer 36:3; O2 596.48193 - 17.25 ± 6.59 151 ± 30 86.8 ± 28.0

Cer 36:4; O2 594.46628 - 7.18 ± 3.77 91.5 ± 20.5 26.03 ± 14.63

Cer 36:5; O2 592.45063 - 3.44 ± 1.56 42.5 ± 8.4 11.69 ± 4.96

Cer 38:3; O2 568.45063 - 8.28 ± 1.86 375 ± 86 27.03 ± 8.33

Cer 38:4; O2 566.43498 - 1.80 ± 0.34 85.9 ± 22.5 6.63 ± 2.21

Cer 38:5; O2 564.41933 - 2.12 ± 0.45 18.6 ± 3.0 6.72 ± 3.23

Cer 40:4; O2 622.49758 - 3.98 ± 1.45 68.5 ± 16.4 6.62 ± 3.78

Cer 42:3; O2 652.54453 - 4.00 ± 1.10 421 ± 104 326 ± 54

Cer 42:4; O2 650.52888 - 18.81 ± 5.84 771 ± 210 66.3 ± 4.1

Cer 42:5; O2 648.51323 - 0.92 ± 0.26 24.2 ± 6.1 2.26 ± 1.0

Cer 44:3; O2 680.57583 - 16.76 ± 8.49 12.9 ± 3.7 130 ± 2

Cer 44:4; O2 678.56018 - 6.32 ± 2.30 274 ± 72 44.30 ± 1.05

Cer 44:5; O2 676.54453 - - 9.77 ± 2.04 0.45 ± 0.17

Cer 46:4; O2 706.59148 - - 19.5 ± 5.7 0.16 ± 0.09

Sphingomyelins
(SM) [M+H]+ Isochrysis galbana Acartia tonsa Calanus

finmarchicus
Labidocerca

aestiva

SM 32:0; O2 677.5592 - 0.42 ± 0.17 - 1.55 ± 0.38

SM 34:0; O2 705.5905 - 4.04 ± 2.03 - 0.44 ± 0.06

SM 34:2; O2 701.5592 - - - 0.81 ± 0.37

SM 36:3; O2 727.5749 - - 44.83 ± 21.90 1.23 ± 0.60

SM 42:3; O2 811.6688 - 5.31 ± 1.89 15.76 ± 5.39 12.35 ± 5.62

SM 42:4; O2 809.6531 - 0.96 ± 0.48 - 2.51 ± 0.79

SM d18:1/25:3 823.6688 - 2.87 ± 1.21 - 20.21 ± 10.39

SM d18:1/25:4 821.6531 - 0.47 ± 0.14 - 1.45 ± 0.72

SM d18:1/26:2 839.7001 - - - 5.72 ± 2.39

SM d18:1/26:3 837.6844 - 0.40 ± 0.15 19.04 ± 8.32 1.46 ± 0.47
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The loss of the hydroxy function in deoxyceramides results in a significant reduction
in the ability of deoxyceramides to hydrogen bond, making them more hydrophobic [88,89].
Ceramides function as structural components of membranes and in signal transduction
pathways. In this regard, a number of studies indicate that ceramides [89] and deoxyc-
eramides [89] are activators of autophagy and mitophagy. Specifically, deoxyceramides
augment the autophagic flux via inducing the accumulation of phagosomes and lysosomes,
thereby regulating cellular proliferation/differentiation and programmed cell death.

High levels of deoxyceramides were detected in copepods but not microalgae (Isochry-
sis galabana), with the rank order of C. finmarchicus >>> L. aestiva ≈ A. tonsa (Table 8). This is
the first report of these sphingolipids in copepods. The identity of deoxyceramides was vali-
dated by monitoring the dehydrated deoxybases in MS2 experiments. These bases included
m18:2 (264.2686) for deoxyceramides 34:2 and 36:2, m18:3 (262.2529) for deoxyceramides
34:3 and 36:3, and m18:4 (260.2373) for deoxyceramides 34:4 and 36:4.

The functions of deoxyceramides in copepods remain to be defined, but the greater
lipophilicity of these unique lipids may be important for their roles in membrane function
in species with lower GPL content. In the study of climate change effects on microalgae,
sphingolipid levels (ceramides) were augmented [90].

3.11. Sphingolipids: Sphingomyelins

Copepods and closely related krill possess significant levels of sphingomyelins
(SM) [91–93]. This is a result of the unique feature of these invertebrates possessing
myelinated axons [92,93]. In contrast to mammals, the dominant sphingomyelin was not
SM 42:5;O2. We monitored a variety of sphingomyelins, with each copepod species pos-
sessing a unique fingerprint for these sphingolipids (Table 8). No hydroxy-sphingomyelins
were detected in copepods and no sphingomyelins were detected in microalgae (Isochrysis
galabana). Since SM are isobaric with ceramide phosphoethanolamines [94], we performed
MS2 analyses and monitored the expected SM product ion [Phosphocholine]+ = [184.0739]+

with < 1 ppm mass error. Monitoring SMs in future studies may be useful, since these lipids
represent a nervous system biomarker.

3.12. Copepod Heterofibrins

Lipid droplets are cellular organelles that store cholesterol, cholesterol esters, and
acylglycerols (mainly TGs). These organelles are critical in energy metabolism via regulation
of the cellular levels of free lipids. This involves a complex integration of lipid storage,
hydrolysis, and transport [95]. The levels of lipid droplets have been shown to vary with
the reproductive cycle in C. finmarchicus [96]. Heterofibrins have been described as small
molecule modulators of lipid droplet formation [96]. Heterofibrins encompass two families
of 18 and 19 carbon fatty acids possessing a unique diyne-ene moiety. Analogs within each
family have a carboxy-terminal monolactyl or dilactyl substitution [96]. These complex
lipids were initially isolated from Spongia (Heterofibria). Ours is the first data to demonstrate
the presence of heterofibrins in the copepod C. finmarchicus (Table 9). We monitored both
heterofibrin A2 (HF-A2) and heterofibrin B2 (HF-B2); the structures were validated by
MS2 of the [M-H]− anions (Supplementary File). Both heterofibrins generated product
ions for lactic acid [89.0244]− and propionic acid [73.0294]− of the carboxy terminal. Both
heterofibrins also had product ions that resulted from cleavage at the diyne-ene moiety
closest to the carboxy terminal, resulting in product ions of [173.1336]− for HF-A2 and
[187.1492]− for HFB2. All product ions were monitored with less than 1 ppm mass error.

These data support a complex regulation of lipid droplet storage in cold-water cope-
pods. Hence, heterofibrins may prove to be useful as biomarkers of the complex effects of
climate change on energy metabolism in C. finmarchicus.
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Table 9. Relative levels of heterofibrins in C. finmarchicus and chlorophylls in I. galabana. Levels are
presented as a ratio of the peak intensity of each lipid to the peak intensity of the internal standard
(2 nanomoles [2H5]DHA for NESI and 2 nanomoles [13C3]triacylglycerol 48:0 for PESI), corrected for
the sample dry weight. Results are presented as Mean ± SD (n = 5).

Heterofibrins (HF) [M-H]− Calanus finmarchicus

HF-A2 345.2071 6.40 ± 1.33

HF-A3 417.2283 4.50 ± 1.54

HF-B1 287.2017 0.82 ± 0.15

HF-B2 359.2228 495 ± 105

HF-B3 431.2439 1.10 ± 0.58

Chlorophylls [M+H]+ Isochrysis galbana

Chlorophyll a 911.5532 0.40 ± 0.12

Pheophytin a 872.5765 12.6 ± 3.7

3.13. Microalgal Chlorophylls

Microalgae are a large photosynthetic biomass that represents a significant feedstock
for many aquatic inhabitants [90]. In our analysis of I. galabana, we demonstrated that
pheophytin a [97] is the major chlorophyll in this microalgae (Table 9), which are known to
utilize pheophytin a and chlorophyll a for photosynthesis [97]. In contrast, chlorophylls
were not detected in copepods, which do not utilize photosynthesis as an energy source.
These data also suggest that any dietary chlorophylls are presumably rapidly digested
after ingestion.

3.14. Bacillariolides

Bacillariolides are heterocyclic (hydroxycyclopentafuranone) oxylipins with a 13 car-
bon isopentyl sidechain that have only previously been reported in diatoms [98]. This is
the first report of these oxylipins in copepods, with none being detected in algae (Isochry-
sis galabana). Bacillariolide II and its methoxymethyl derivative were monitored in all
three copepod species (Table 10). Presumably, the 13-carbon isoprenoid chain inserts into
membranes and the terminal cyclopentafuranone ring contributes to membrane charge.

Table 10. Relative levels of bacillariolides in copepods. Levels are presented as a ratio of the peak
intensity of each lipid to the peak intensity of the internal standard (2 nanomoles [2H5]DHA) corrected
for the sample dry weight. Results are presented as Mean ± SD (n = 5). -, not detected.

Bacillariolides [M-H]− Isochrysis galbana Acartia tonsa Calanus
finmarchicus

Labidocerca
aestiva

Bacillariolide II 315.1966 - 10.7 ± 4.8 27.6 ± 6.2 10.7 ± 3.1

Methoxymethyl-
Bacillariolide II 359.2228 - 70.4 ± 38.4 494.8 ± 105.1 120.8 ± 60.2

Product ions of the [M-H]− molecular ions were fragments of the lipid sidechain
(Supplementary File). These included [C10H16]− = [135.1179]− and [C12H18]− = [161.1336]−,
all monitored with less than 1 ppm mass error. The function(s) of these novel marine
oxylipins remains to be determined.

4. Summary

Our lipidomics analytical platform, with the desired characteristics of high precision
and accuracy, will allow for quantitation of lipid adaptations to the stressors of climate
change. In fact, lipidomics has already been shown to quantify the effects of herbicide
exposure, as an experimental stressor, on microalgae [99] and lipid changes in heat-stressed
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mussels [100]. The lipidomics platform we have established provides the technology
required to monitor copepod species-specific lipid adaptations to climate change as well
as shifts in their food sources [101]. This is essential for the quantification of long-term
multigenerational responses of this oceanic sentinel species to altering climate conditions.
As presented in Figure 1, the lipidome of each copepod species is very unique, and our data
clearly indicate that detailed lipidomics analyses will be required to evaluate the effects of
climate stressors on the lipidome of each copepod species.
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Figure 1. Relative levels (R) of lipids in copepods. Levels are presented (mean values) as a ra-
tio of the peak intensity of each lipid to the peak intensity of the internal standard (2 nanomoles
[2H5]DHA) corrected for the sample dry weight. (n = 5). Ala, alanine; ASt-X, astaxanthin; CE,
cholesterol ester; Cer, ceramide; Cope, copepodamide; DG, diacylglycerol; DGCC, diacylglyceryl
carboxyhydroxymethylcholine; DGTS, diacylglyceryl trimethylhomoserine; DHA, FA 22:6; HF, het-
erofibrin; L, lyso; MG, monoacylglycerol; OH-DHA, hydroxy FA 22:6; PC, phosphatidylcholine; PE,
phosphatidylethanolamine; SM, sphingomyelin; TG, triacylglycerol; WE, wax ester.

5. Conclusions

While lipid biochemistry and nomenclature are extremely complex, it is not essential
for all readers interested in climate change to understand all of the various lipid classes
presented in this study. The clear message from this research is that we can monitor key
copepod lipid families with high accuracy and, therefore, potentially monitor lipid families
that respond to environmental perturbations evoked by climate change. Ultimately, it is
the goal of this research to identify sensitive lipid biomarkers of climate change.

Study Limitations

Biological: Copepods have complex life cycles and their lipidomes will vary with
those cycles and the seasons. We have only taken a snapshot of one point in time with this
probe study. However, these analyses have established the major lipid families to monitor
in our longitudinal studies. Larger sample sets from different seasons of the year will be
crucial to build a lipid database for a long-term climate change study.
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Technical: Our HR-MS analytical platform (<2 ppm mass error), that utilizes both
PESI and NESI, significantly reduces the risk of lipid misassignments. However, there
are a number of lipid structural isobars that require MS2 and/or TLC evaluations for full
structural validation. Over the last 10 years, our Metabolomics Unit has built a database of
a number of these specific issues and optimal technical solutions. Specific issues include
our inability to distinguish between: (i) a cyclopropyl group and a double bond in a fatty
acid chain, and (ii) an added methyl group vs. addition of a CH2 in a fatty acid chain.
Again, MS2 and/or TLC evaluations will be our first strategies with lipids of high interest.
NMR may be considered if required, but this involves significant scale-up and purification
methods due to the low sensitivity of NMR.

Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/life13122335/s1, Supplementary Figure S1. The MS2 product
spectra for novel lipid observations.
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Abstract: Background: Aging is associated with cognitive decline, leading to cognitive and physical
impairments, which are risk factors for loss of independence and dementia development. Early
diagnosis is beneficial for both, the patient and their family, to avoid long-term consequences. The aim
of this study was to analyze the frequency of depressive disorders and their influence on cognitive
and physical function of older people in early dementia detection. Methods: There were 852 patients,
aged at least 60 years, from the Central Teaching Hospital. The study was conducted between
September 2022 and June 2023. The qualified participants were examined using four tools: Geriatric
Depression Scale (GDS), Instrumental Activities of Daily Living (IADL), Timed Up and Go (TUG) and
Schulman’s Clock-Drawing Test. Results: Over one-third had depressive disorders. A relationship
with p < 0.05 was observed between GDS and IADL: r = −0.61. A relationship with p > 0.05 was
observed between GDS and TUG: r = −024. A relationship with p < 0.05 was observed between
GDS and CDT: r = 0.74. Conclusions: The first signs of depressive disorders in older people may be
considered an indication for further diagnosis of dementia.

Keywords: depressive disorders; cognitive function; physical function; dementia; older people

1. Introduction

Aging of societies is a global phenomenon, especially in highly developed countries [1].
Aging is associated with the deterioration of cognitive functions, leading to their impair-
ment and dementia, which, together with the impairment of physical functions, leads to
a loss of independence [2]. The search for effective solutions to prevent the loss of inde-
pendence of the elderly by detecting emerging physical, mental and social dysfunctions
as soon as possible is the theme of many studies [3]. The mutual relationship between the
deterioration of cognitive functions, physical functions, mental functions and independence
in everyday life should be emphasized.

Many reports emphasize that a common problem is the lack of screening for cognitive
decline. Meanwhile, early diagnosis of dementia allows for avoiding long-term conse-
quences [4], such as deterioration of thinking skills leading to loss of independence and
deterioration of physical functions. It is important to note that cognitive impairment affects
tens of millions of people worldwide, not only patients but also their caregivers, placing
a financial burden on families and healthcare systems. It is interesting to study cognitive
and physical functions at the same time, as both are associated with the risk of loss of
independence and a higher risk of dementia [5]. The limited success of current treatments
has led to the search for early markers of dementia that could predict future progression or
improve the quality of life of people already suffering from the disease [6].

The risk of cognitive impairment increases with age due to physical disability [5,7].
This risk increases if it is accompanied by a noticeable decrease in walking speed [8]. In
addition, a slower gait is associated with worse results in tests of attention, executive
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function, and memory [9]. Identifying early physical decline in older adults is important,
but individuals who experience decline can usually ignore early changes in physical
functioning and therefore do not report them [10]. The lack of adequate epidemiological
studies on comprehensive measurements of physical fitness in the elderly also makes it
difficult to compare functional status across countries and cultures [11,12]. Physical fitness
is a key indicator of the health status of older people. According to gerontological studies,
physical fitness may be an important predictor of later disability, significant morbidity
and mortality, or may help predict future health needs and the use of social care [6]. The
research also confirms the hypothesis that the loss of physical fitness may be an additional
risk factor for the clinical onset of Alzheimer’s disease [7,13].

The deteriorating condition of the elderly leads to dependence, i.e., the inability to live
independently and requires constant or long-term care and assistance from third parties in
the performance of everyday activities [14]. For some people, it becomes necessary to use
care facilities. In turn, institutionalization in older people deepens the process of loss of
adaptive abilities that occurs with age, and resistance to adversity, as does the diagnosis of
mental disorders. A relationship was also found between the decline in adaptive abilities
of psychiatric patients staying in nursing homes, especially in psychotic and mentally
disabled patients [15]. One of the confirmed actions reducing the risk of institutionalization
of older people is the introduction of regular adapted physical activity (APA) that improves
physical and mental functions [16]. APA should be treated as a prevention against loss of
independence, especially since the vast majority of older people do not meet the minimum
requirements for the level of physical activity necessary to maintain health, leading to the
premature onset of frailty [17].

In the case of evaluating the functioning of the elderly, many studies have shown
a significant impact of age on the daily functioning of seniors in terms of complex ev-
eryday activities, stating a decrease in functional efficiency with increasing age [18–21].
Researchers’ opinions on the relationship between gender and independence in every-
day activities are divided, in some of the studies women were more often disabled in
these activities than men [19,22], and others did not find any significant differences be-
tween the sexes [18,23]. In terms of instrumental activities of daily living (IADL), financial
capacity is of great importance for older people. It covers a variety of activities and spe-
cific skills, including executive skills (such as coin/currency arithmetic, paying bills, etc.)
and decision-making and judgment skills. It is clearly related to general cognitive and
neuropsychological efficiency [24].

The coexistence of depressive symptoms reduces the financial capacity of both older
adult men and women with mild Alzheimer’s disease [25], vascular dementia [26], as
well as older adults with depression without a diagnosis of neurocognitive disorders [27].
Cognitive dysfunction combined with depressive disorders also significantly impairs the
financial capacity of patients [28]. Financial deficits in patients with mixed dementia
and coexisting depression require a thorough neuropsychological assessment to prevent
financial exploitation [29].

The relationship between failure in daily activities and the occurrence of depressive
disorders has been confirmed in numerous studies. People with disabilities in basic and
complex activities and with reduced efficiency of cognitive functions, more dependent on
others and with greater deficits in self-care were more likely to be depressed. Research
results confirm that older people with greater functional impairment were more likely to
experience depressive symptoms, similarly demonstrated by other researchers [18,30–32].

Elderly depression is a serious and growing social problem, although in practice it
seems to be diagnosed too rarely. It increases mortality rates, is associated with the unfa-
vorable course of somatic diseases, intensifies disability and leads to loss of independence,
affecting the quality of life of patients and their relatives. This disorder is a challenge at
the stage of diagnosis due to the masking of depressive symptoms by other psychological
and health problems occurring in this period of life [33]. The diagnosis of depression in
the elderly is a challenge for researchers. Ailments reported by the patient or his family
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may be both symptoms of dementia and depression. Dementia may also intensify the
occurrence of depression and be its mask [34]. Frequent coexistence of depressive disorders
and somatic diseases may delay the entire diagnostic process and accelerate the evolution
of both disorders [35]. When examining the prevalence of depressive disorders in Poland in
the WOBASZ study, symptoms of depression were confirmed in over 25% of the examined
population on the basis of the Beck Depression Scale [36]. On the other hand, in the PolSe-
nior study, in which the Geriatric Depression Rating Scale (GDS) was used, the incidence
of age-related depressive disorders ranged from 20% to 33%, depending on the age of
the respondents [31].

In another study, the prevalence of major depression in the elderly population ranged
from 30 to 45%, with 10–12% of these patients admitted to an intensive care unit and 12–14%
to a nursing home [37]. Some researchers confirm the thesis that age is an important factor
influencing the increased risk of depression [30,31,38,39]. Others have not observed such
a relationship [18,40].

Depressive symptoms may be part of the clinical picture of dementia, which has led to
a debate about the direction of causality: whether depression is a prodromal symptom or
an independent risk factor for dementia. Cohort studies with longer follow-ups indicate a
relationship between the number of depressive episodes and the risk of dementia, which
confirms the thesis that depression is a risk factor for dementia [41]. The incidence of
cognitive decline in combination with depression in the elderly is high and both factors
influence each other [42]. It has been documented that cognitive impairment occurs in
85–94% of cases of an acute depressive episode and 39–44% of the time after a depressive
episode has subsided [43]. On the other hand, neurodegenerative dementia is accompanied
by depression in 15–23% of cases [44].

Few studies report differences between men and women in the observed relationship
between depression and dementia [45]. Current knowledge and conducted scientific
research prove that the prognosis is equally good for the treatment of depressive syndrome,
regardless of age [46]. However, a big problem is the lack of screening tests, more than 82%
of the surveyed patients declared that primary care physicians omit the issue of mental well-
being during the general examination. Taking into account the prevalence of depression
in the elderly and the risks it entails, this situation requires rapid changes [47]. The lack
of a systemic examination of the state of cognitive, physical and mental functions and the
ability to function independently in order to implement prompt treatment and prevention
of further impairments was described by many Polish researchers [31,33,36].

In Poland, from January 2022, the National Health Fund (NFZ) introduced a manda-
tory assessment of patients aged 60+, referred to hospitalization [48]. Until now, it was only
applicable to patients in geriatric wards. The healthcare provider is required to document
the geriatric assessment performed by a geriatric physician or geriatric consultative team.
On the day of admission, the doctor performs a screening assessment using the Vulnerable
Elders-13 Survey (VES-13). If the patient scores at least 3 points, he/she is qualified for
the Comprehensive Geriatric Assessment (CGA). It is a widely recognized and repeatedly
validated research tool used to assess the health and functioning of the elderly. It consists of
questionnaires assessing the severity of depression, independence in everyday life, physical
condition and cognitive abilities. The results obtained in the questionnaires, together with
the assessment of the patient’s health condition and the degree of nutrition, are assessed by
a geriatrician, who directs patients in need to specialist geriatric care.

Currently, the Polish medical literature lacks current reports on the results of the
CGA, which has been in force since January 2022, therefore the aim of the study was
to analyze the incidence of depressive disorders and their impact on the cognitive and
physical functioning of the elderly and independence in the field of daily activities based
on the results of the CGA conducted in patients of a multi-profile hospital.
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2. Materials and Methods
2.1. Participants

The study involved 852 patients aged 60 years at the Central Teaching Hospital of
the Medical University of Lodz. The study was conducted between September 2022 and
June 2023. The inclusion criteria for the participants were: (1) age of at least 60 years;
(2) a score of at least 3 or more points in the Vulnerable Elders-13 Survey (VES-13) scale
performed during admission to the hospital. The VES-13 scale is used to assess the health
of the older people. It aims to identify people at risk of a sudden deterioration in health
or death in the course of age-related diseases. The subjects were patients of the follow-
ing clinics: cardiology, cardio surgery, electrocardiology, internal medicine, diabetology,
endocrinology, surgery, nephrology, gastrology and rehabilitation. These were people
admitted on a scheduled basis for diagnostic tests, surgical and conservative treatment or
in an emergency due to a sudden deterioration—health status.

2.2. Desing and Procedure

The participants who were qualified for the study were examined using four different
tools: the Geriatric Depression Scale (GDS), Instrumental Activities of Daily Living (IADL),
The Timed Up and Go (TUG) and Schulman’s Clock-Drawing Test. The Comprehensive
Geriatric Assessment was carried out on the second or third day of hospitalization, which
in the case of patients after surgical procedures, invasive diagnostics or in the state of
persistent symptoms of health deterioration sometimes made it impossible to conduct a
full examination. The results of the questionnaires together with diagnostic tests and the
assessment of the patient’s general health were the basis for the geriatrician to qualify the
patient for permanent specialist geriatric care.

The study was approved by the Institutional Review Board, approval Ref: RNN/200/23/KE.

2.3. Instruments

The Geriatric Depression Rating Scale (GDS) according to Yesavage is used for screen-
ing depressive disorders in older people. The person can get a maximum of 15 points by
answering the questions. The interpretation of the results is as follows: a score between
0–5 means no depression; a score between 6–10 means moderate depression and a score
between 11–15 means severe depression. Based on the current literature, many studies
reported that the mean internal consistency coefficient was 85 and the test-retest coefficient
was 83. [49].

Activities of Daily Living (IADL) questionnaire is used to assess the level of physical
disability in older people. The person is asked to define his/her abilities in the scope of
8 daily activities. For every activity performed independently, the patient receives 1 point.
The interpretation of the results is as follows: the total score between 5–6 points means
no disability, a score between 3–4 points means moderate disability and a score between
0–2 points means severe disability. Based on the study on the Polish population, the
reliability coefficients of the scale measured with the internal consistency method and
test-retest were ≥0.80 [50].

Test Time Up and Go (TUG) is used to assess the physical fitness of the elderly. The
course of the test is as follows: a person gets up from the chair on time, walks a distance of
3 m, turns around, returns and sits on the chair as quickly as possible. The interpretation of
the results is as follows: time of the covered distance below 10 s means a correct functional
efficiency; time between 10–19 s means that the person can go outside on his/her own,
does not need any walking aids, is independent in most activities of daily living, but has a
low risk of falls; time over 19 s means that the person has a significantly limited functional
capacity, cannot go outside on his/her own and has a high risk of falls. Here, the walking
aids are recommended.

Clock Drawing Test (CDT) allows for quick detection of cognitive and executive
function deterioration. The patient draws a clock face on a blank sheet of paper, marking
the time “11.10”. In our study the person gets a point from 1 to 5 according to the correctness
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of the task: 1 point means a correctly drawn clock; 2 points mean minor visual-spatial
errors; 3 points mean a wrong designation 10 after 11 with a generally good visuo-spatial
organization; 4 points mean the visuospatial difficulties, correct marking of 10 after 11 is
impossible; 5 points mean inability to fill the clock face in a clock-like manner and 6 points
refers to ‘no reasonable attempt of a clock’. There are several different well-validated scales
to interpret the result of CDT. However, there is no consensus about which of them is the
most reliable. The methods by Shulman et al. demonstrated the best diagnostic accuracy,
therefore the results were analyzed according to the Shulman protocol [51].

2.4. Statistical Analysis

Statistical analyses were performed using Statistical version 13.1 software (StatSoft,
Tulsa, OK, USA). The Shapiro–Wilk test was used to check whether the data had a normal
distribution. Normally distributed measurement data were expressed as mean ± standard
deviation (SD) and the enumeration data were expressed in numbers and percentages.
The Chi2 test was performed to analyze the differences between and inside the groups.
Multivariance ANOVA was used for comparison of measurement data between groups,
and post-doc least significant difference (LSD) was used for comparison of data between
and within groups. Spearman correlation test was used to analyze the relationship between
GDS, IADL, TUG and CDT. Significant differences were accepted for all analyses at the
level of p < 0.05.

3. Results
3.1. Characteristics of the Study Group

Half of the study participants, both females and males, did not have any depressive
disorders and were not disabled. However, almost 30% of the female and male participants
were characterized by a moderate level of depressive disorders or severe disability. Most
of the participants had a correct functional efficiency, but if not, their physical fitness was
characterized by a low risk of falls. One-third of the participants, both males and females,
were not able to obtain satisfying results from CDT (Table 1). Based on the mean values of
GDS, IADL, TUG and CDT, there were statistically significant differences between females
and males in the results. Generally, females had worse results in GDS and TUG tests than
males, but slightly better in CDT (Table 2).

Analysing the IADL results, it was observed that half of the study participants had
problems with doing shopping, preparing meals, cleaning or washing, both males and
females. In opposition to males, the study females more often were noticed to have
problems with different forms of transport (Table 3).

3.2. Spearman Correlation Test

Spearman’s correlation test identified a relationship between the results of IADL, TUG,
CDT and GDS. A strong negative relationship statistically significant (p < 0.05) was observed
between GDS related to depressive disorders and IADL results related to disability level.
Additionally, a strong positive relationship statistically significant (p < 0.05) was observed
between GDS and CDT related to cognitive disorders. There was observed a negative
small relationship between GDS and TUG results related to physical fitness, but with no
statistical significance. In contrast, there was a small, but positive relationship between
IADL and TUG results A moderate negative relationship was also observed between IADL
and CDT with p < 0.05 (Table 4). Similar correlations were observed in males and females
(Tables 5 and 6).
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Table 1. Characteristics of the study group.

ALL MALES FEMALES

N (%)
GDS

No depression 452 (52.99) * 177 (57.65) * 275 (50.37) *
Moderate depression 250 (29.31) * 84 (27.36) * 166 (30.40) *

Severe depression 53 (6.21) 15 (4.88) 38 (6.96)
Impossible to do 98 (11.49) 31 (10.10) 67 (12.27)

IADL
Severe disability 255 (29.89) * 88 (28.66) 167 (30.59)

Moderate disability 146 (17.12) 49 (15.96) 97 (17.76)
No disability 452 (52.99) * 170 (55.37) 282 (51.65)

TUG
Correct functional efficiency 436 (51.11) * 163 (53.09) * 273 (50.00) *

Low risk of falls 281 (32.94) * 105 (34.20) * 176 (32.23) *
High risk of fall 136 (15.94) 39 (12.70) 97 (17.76)

CDT
Correct drawing 186 (21.80) 53 (17.26) 133 (24.36)

Minor visual-spatial errors 86 (10.08) 17 (5.54) 69 (12.64)
Wrong designation 10 after 11 128 (15.01) 38 (12.38) 90 (16.48)

Visuospatial difficulties 111 (13.01 53 (17.26) 58 (10.62)
Inability to draw a clock 258 (30.25) * 119 (38.76) * 139 (25.46) *

Impossible to do 83 (9.73) 27 (8.77) 57 (10.44)
* p < 0.05.

Table 2. The mean values of the results obtained by the study participants.

ALL
(N = 853)

MALES
(N = 307)

FEMALES
(N = 546) t df p

Mean (±SD)
Geriatric Depression Scale (GDS) 7.02 ± 6.18 6.32 ± 6.03 7.41 ± 6.24 −2.47 853 0.014 *

Instrumental Activities of Daily Living (IADL) 4.53 ± 2.98 4.75 ± 3.01 4.41 ± 2.96 1.57 853 0.116
The Timed Up And Go (TUG) 10.36 ± 14.97 9.01 ± 10.32 11.13 ± 17.00 −1.98 853 0.048 *

Clock-Drawing Test (CDT) 5.02 ± 5.74 5.16 ± 5.34 4.94 ± 5.96 −2.17 853 0.030 *

* p < 0.05.

Table 3. The analysis per item of the IADL scale in the study sample.

ALL
(N = 853)

MALES
(N = 307)

FEMALES
(N = 546)

N (%)
Yes No Yes No Yes No

IADL 1
ACTIVITY: USING A PHONE 716 (83.94) 137 (16.06) * 258 (84.04) 49 (15.96) * 458 (83.88) 88 (16.12) *

IADL 2
ACTIVITY: DOING SHOPPING 350 (41.03) 503 (58.97) 156 (50.81) 151 (49.18) 194 (35.53) 352 (64.47) *

IADL 3
ACTIVITY: PREPARING MEALS 446 (52.29) 407 (47.71) 154 (50.16) 153 (48.84) 292 (53.48) 254 (46.52)

IADL 4
ACTIVITY: CLEANING 405 (47.48) 448 (52.52) 153 (49.84) 154 (50.16) 256 (46.15) 290 (53.85)
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Table 3. Cont.

ALL
(N = 853)

MALES
(N = 307)

FEMALES
(N = 546)

IADL 5
ACTIVITY: WASHING 456 (53.46) 397 (46.54) 151 (49.18) 156 (50.81) 305 (55.86) 241 (44.14)

IADL 6
ACTIVITY: USING DIFFERENT FORMS

OF TRANSPORT
303 (35.52) 550 (64.48) * 144 (46.90) 163 (53.09) 159 (29.12) 387 (70.88) *

IADL 7
ACTIVITY: USING MEDICATIONS 574 (67.29) 279 (32.71) * 206 (67.10) 101 (32.90) * 368 (67.40) 178 (32.60) *

IADL 8
ACTIVITY: USING MONEY 621 (72.80) 232 (27.20) * 235 (76.55) 72 (23.45) * 386 (70.70) 160 (29.30) *

* p < 0.05.

Table 4. Correlations between the results of GDS, IADL, TUG and CDT test results in the whole
study group.

GDS IADL TUG CDT

GDS 1.00 −0.61 * −0.24 0.74 *
IADL −0.61 * 1.00 0.28 −0.54 *
TUG −0.24 0.28 1.00 −0.25
CDT 0.74 * −0.54 * −0.25 1.00

* p < 0.05.

Table 5. Correlations between the results of GDS, IADL, TUG and CDT test results in males.

GDS IADL TUG CDT

GDS 1.00 −0.62 * −0.34 0.75 *
IADL −0.62 * 1.00 0.34 −0.53 *
TUG −0.34 0.34 1.00 −0.28
CDT 0.75 * −0.53 * −0.28 1.00

* p < 0.05.

Table 6. Correlations between the results of GDS, IADL, TUG and CDT test results in the whole study
group in females.

GDS IADL TUG CDT

GDS 1.00 −0.61 * −0.22 0.73 *
IADL −0.61 * 1.00 0.27 −0.54 *
TUG −0.22 0.27 1.00 −0.25
CDT 0.73 * −0.54 * −0.25 1.00

* p < 0.05.

The Spearman correlation test was provided to identify a relationship between the
results of GDS and instrumental activities assessed by IADL. Generally, a negative re-
lationship was observed between GDS related to depressive disorders and every IADL
activity. A statistically significant relationship was observed especially among the activities
related to using a phone, medications and money. In females, also a negative statistically
significant relationship was observed between GDS results and the activity related to using
transport (Table 7).
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Table 7. The analysis of the relationship between the depressive symptomatology measured and
instrumental activities.

GDS

ALL MALES FEMALES

IADL 1 −0.46 * −0.48 * −0.45 *
IADL 2 −0.42 −0.45 −0.38 *
IADL 3 −0.40 −0.43 −0.40
IADL 4 −0.41 −0.42 −0.40
IADL 5 −0.41 −0.42 −0.43
IADL 6 −0.42 * −0.47 −0.37 *
IADL 7 −0.47 * −0.46 * −0.49 *
IADL 8 −0.51 * −0.53 * −0.49 *

* p < 0.05.

3.3. Relationship between the Level of Depressive Disorders and Cognitive and Physical Function

Figures 1 and 2 present the association between the TUG test related to physical
fitness and the CDT test related to cognitive function. It can be observed that the results
of the tests depended significantly on the severity of the diagnosed depressive disorders
(Figures 1 and 2).
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Figure 1. The relationship between the level of depressive disorders and physical fitness.

No relationship between the GDS test results and sex was observed. There was an
observed relationship between GDS test results, TUG and CDT test results, but it was not
statistically significant. There was also observed the statistically significant relationship
between GUS and IDAL results with p < 0.001 and the interaction between GDS, IDAL and
sex with p < 0.05 (Table 8).
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Table 8. Multivariate analysis of variance (MANOVA) comparing the results of GDS with other variables.

Value F df Mean Square p

SEX 0.979 4.32 4 841.000 0.002 *
GDS 0.293 109.38 12 2225.368 0.001 *

GDS × SEX 0.993 0.47 12 2225.368 0.934
GDS × TUG 0.975 1.12 18 1624 0.320
GDS × IDAL 0.922 3.82 18 2370.707 0.001 *
GDS × CDT 0.975 1.12 18 1624 0.319

GDS × SEX × TUG 0.974 1.17 18 1624 0.280
GDS × SEX × IADL 0.974 1.78 12 2190.974 0.046 *
GDS × SEX × CDT 0.974 1.17 18 1624 0.279

* p < 0.05.

4. Discussion

Dementia is a neurodegenerative disease that results mostly in a decline in cognition
abilities due to neuron death affecting the independent functioning of older people [52]. The
primary risk factor for dementia development is age. Research shows that more than 50% of
90-year-olds have a dementia disorder and according to WHO, there are nearly 10 million
new cases every year. It is also estimated that the total number of people with dementia will
reach 82 million in 2030 and 152 million in 2050 [53]. WHO recognizes dementia as a public
health priority [54]. Currently, there is no reliable test or sufficiently developed diagnostic
tools for the early identification of dementia or screening of its first symptoms. Although
there are different scales or indices that can be used to measure the severity of symptoms,
such as cognitive deterioration, functional decline and behavioral changes which can be the
predictors of dementia development, studies are lacking that have combined different types
of testing and showing which approaches are most effective [52,55]. Apart from dementia,
depression is one of the most challenging mental health problems in late life which is
even more common among older people than in adolescents [56]. There were identified
several risk factors for dementia and among them, depression seems to have an important
role [57]. Therefore, the present study was to analyze the frequency of depressive disorders
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among older people and notice its relationship with cognitive and physical impairment in
older people. Previous studies have indicated that it is of great importance to examine the
association between cognitive impairment in older patients with depressive disorder for
early diagnosis and timely treatment intervention [58].

The results of the study showed that over 35% of the participants were diagnosed with
depressive symptoms. Moreover, most of them were characterized by the moderate level
of depressive symptoms and it was similar among males and females. It is in line with
the meta-analysis in which it was found that over a third of elderly populations globally
were diagnosed with depression symptoms [59]. In turn, in the PolSenior study, in which
the Geriatric Depression Rating Scale (GDS) was used, it was noted that the prevalence of
depressive disorders increases with age (20% in the 55–59 age group; 25% in the 65–79 age
group; 33% in the age group of 80 and more years) [31]. In the study of the prevalence of
depressive symptoms in 202 people aged 65 and over in treatment and care facilities in the
Bielsko district in Poland, the mean values of the GDS test for the entire study population
were 11.7 ± 6.5 points. The absence of a depressive mood was found in 45.6% of the subjects,
mild symptoms of depression in 43.6%, and severe depression in 10.9% of the subjects. A
statistically significant positive relationship between the GDS results and the sex of the
subjects was demonstrated [60]. In turn, in a study of 151 people over 65 who are patients
of the Geriatrics Clinic of Collegium Medi-cum im. Ludwik Rydygiera in Bydgoszcz, using
the Geriatric Depression Rating Scale in the extended version, depressive symptoms were
found in 41.72% of the respondents (of which 77.78% were mild depression). Of these,
5 people were patients with depression diagnosed earlier—treated during the study, while
the rest were cases of newly diagnosed depressive disorders. A relationship between the
occurrence of depressive symptoms and the advancing age of the subjects and the female
gender was found [47].

In China’s population study, it was noticed that the depression tendency in the elderly
was associated with the cognitive function change trajectory, so attention should be paid
to the mental health of older people to prevent the development of dementia [61]. In
the present study, one-third of the participants, both males and females, were not able to
obtain satisfying results of CDT which means that their cognitive function was impaired.
Unfortunately, it is evidenced that people with cognitive impairment, especially the mild
level of CI, are 3 to 4 times more likely to develop dementia in comparison to those with
normal cognitive function [62].

According to the test results, about one-third of the participants were noticed to have
severe impairment of physical fitness with a high risk of falls. However, almost one-fifth
of the study participants were characterized with a physical impairment which enabled
them to go outside on his/her own with no walking aids, they felt independent in most
activities of daily living and had a low risk of falls. The rest of the participants had a
correct functional efficiency. Reppermund S. et al. study confirmed no relationship between
current depression with functional abilities, although it was observed with poorer cognitive
performance [63]. In contrast, in the cross-sectional study among elder people aged over
65 years and with diagnosed MCI or dementia, there was observed a significant relationship
between physical fitness and cognition, except the components such as flexibility [64].

There were statistically significant differences between females and males in the
results. Generally, females had worse results related to depressive disorders and those
results characterized physical fitness. However, their cognitive function seemed to be
slightly better than males. Evidence shows that there are differences between the sexes in
the rate of cognitive decline with aging [65], which is explained by estrogens which can be
helpful in maintaining cognitive function, especially in women who are current users of
hormone therapy [66].

Depression disorders were related to greater impairment of cognitive function of the
study participants which has been confirmed in previous research [67]. In Bellou et al. study
it was reported that over half of patients who were diagnosed with depressive disorder also
met the diagnosis of cognitive dysfunction [68]. In the present study, depressive disorders
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had an impact on the activities of daily living of the participants and the level of perceived
physical disability. Moreover, in the present study, there was observed a relationship
between the severity of the diagnosed depressive disorders and the physical fitness and
cognitive function test results. Some other studies indicated also the inverse relationship,
namely that physical function may influence the course of depressive disorders [69].

To sum up, the study showed that depressive disorders are frequent among the
older population and affect 1 in 3 people. The cognitive impairment of older people
and physical fitness can be associated with the degree of severity of depressive disorders.
There is a need to examine if effective treatment of depressive disorders has any effect
in reducing the prevalence of dementia. In addition, it is important to be vigilant with
the clinicians for depression development indicating also the possible development of
dementia in older people, and therefore carefully following up these individuals for future
cognitive impairment.

There are several strengths of the present study, including large sample size, simul-
taneous use of several tests enabling a multi-aspect assessment of the patient and the use
of methods which are internationally recognized standardized tools. It is also worth to
underline that the tests for older people were conducted by the same researcher, so the
results were not influenced by the subjective assessment of different people. However,
some limitations should be acknowledged. Firstly, the study population was only from
one medical center in the country which may affect the incidence of depression. The
incidence of the phenomenon may vary depending on the region of the country, so the
results cannot be generalized to the whole elderly people and treated with caution. Fur-
ther, multi-centered studies would be recommended. Secondly, we did not make a direct
analysis of depression, but it can be carried out by a professional psychiatrist and not
by a self-reported questionnaire. Our study also does not take into account the time of
occurrence of the first symptoms of depression, which can help to differentiate subtypes
of depression in old age. In addition, the results could be supplemented with additional
morphological and biochemical tests or other information related to the health status of the
older people which could be cofounders influencing the study results.

5. Conclusions

Observing the first signs of depression among older people may be considered an
indication for further diagnosis of dementia. Therefore, mandatory screening of older
people for dementia should be introduced, and extended by tools diagnosing depressive
disorders. This will allow for early diagnosis and appropriate preventive measures to slow
down the development of the disease and maintain independence and good quality of life
for older people as long as possible.
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Występowanie objawów depresyjnych u osób starszych. In Aspekty Medyczne, Psychologiczne, Socjologiczne i Ekonomiczne Starzenia
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Abstract: Introduction: In some cases, there may be a discrepancy between the symptomatology
alleged by Crohn’s disease (CD) patients and the results of laboratory tests or imaging investiga-
tions. Ileocolonoscopy with biopsy is the primary investigation for diagnosing and monitoring CD
patients. Cross-sectional imaging techniques such as CT or MR enterography (MRE) and intestinal
ultrasonography (IUS) have been proposed as complementary methods to colonoscopy for a complete
evaluation of this category of patients. This study aims to identify the role of IUS, contrast-enhanced
ultrasound (CEUS) and MRE in evaluating ileal CD activity, using clinical severity scores (Crohn’s
disease activity index—CDAI, Harvey–Bradshaw index—HBI) and faecal calprotectin or C-reactive
protein (CRP) levels as reference methods. Materials and Methods: A total of 44 adult patients with
ileal CD confirmed using an ileocolonoscopy with biopsy and histopathological examination were
assessed by IUS, CEUS and MRE. The evaluation of the disease activity based on the results obtained
from the cross-sectional imaging tests was carried out by using some severity scores available in the
literature. The sensitivity and specificity of IUS + CEUS and MRE for differentiating active from
inactive forms of CD were determined using CDAI, HBI, faecal calprotectin and CRP as reference
methods. The accuracy of the results was assessed by the receiver operating characteristics method.
The Pearson correlation coefficient was used to determine the types of correlation. A p-value less than
0.05 suggested a statistically significant relationship. Results: Compared to CDAI, the best correlation
was identified for Limberg score (r = 0.667, 95% confidence interval (CI) [0.46, 0.8], p < 0.001), followed
by MaRIAs score (r = 0.614, 95% CI [0.39, 0.77], p < 0.001). A sensitivity of 93.33% and a specificity
of 71.43% (AUC = 0.98) were demonstrated in the case of Limberg score for differentiating patients
with active disease from those in remission and for MaRIAs score a sensitivity of 100.00% and a
specificity of 57.14% (AUC = 0.97). Regarding HBI, the best correlation was observed for MaRIAs
score (r = 0.594, 95% CI [0.36, 0.76], p < 0.001). Also, faecal calprotectin showed the best correlation
with MaRIAs score (r = 0.697, 95% CI [0.46, 0.84], p < 0.001), but in the case of CRP, there was only a
weak correlation for all evaluated scores. Conclusions: Although magnetic resonance imaging does
not appear to be superior to ultrasonography in terms of accuracy for differentiating active forms of
CD from those in remission, the results of our study suggest that MRE associates a better correlation
with clinical severity scores and faecal calprotectin levels compared to ultrasonography. More studies
are needed to validate these results.

Keywords: Crohn’s disease; intestinal ultrasonography; contrast-enhanced ultrasound; MR
enterography
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1. Introduction

Crohn’s disease (CD) is one of the primary forms of inflammatory bowel disease (IBD).
The characteristic inflammatory process of CD is transmural, can affect all layers of the
bowel wall and can spread to adjacent tissues. Regarding location, CD may interest any
segment of the digestive tract. A predilection for the terminal ileum and proximal colon is
noted [1]. Approximately 40% of CD patients present with ileocolonic localisation, 30% have
a localisation at the colon level and 25% at the small bowel level [2]. Cases with extensive
lesions in the small bowel seem to be associated with a less favourable outcome, with
reduced response to drug therapy and requiring surgery and higher healthcare costs [1,3].
For this reason, properly managing these patients requires a more complex evaluation of
the entire digestive tract with the correct establishment of the extent of the disease.

Ileocolonoscopy with biopsy is the primary investigation for diagnosing and monitor-
ing CD patients [4]. The limitations of this method refer to the fact that it does not always
allow endoscopic exploration of the terminal ileum, and the examination is limited to the
appearance of the mucosa without providing information on the deeper layers of the bowel
wall. Moreover, it is not an investigation accepted by patients to be repeated frequently [5].

Imaging evaluation of the small bowel is required in all patients in whom the diagnosis
of CD is suspected [4]. Thus, cross-sectional imaging techniques such as CT enterography
(CTE) or MR enterography (MRE) and intestinal ultrasonography (IUS) have been proposed
as complementary methods to colonoscopy for a complete evaluation of this category of
patients [6]. The computed tomography (CT) scan of the small bowel allows for obtaining
high-resolution images in a shorter time compared to MRE, reducing the discomfort created
for certain patients (e.g., those with claustrophobia); this method uses ionising radiation,
which is why it cannot be performed repeatedly, especially in young patients [6]. MRE
shows superior sensitivity and specificity to IUS in evaluating CD extension in the small
bowel [4,7]. Therefore, MRE is considered the best non-ionising imaging investigation for
evaluating CD patients [6,8,9]. But this method is not widely available, involves relatively
high costs and sometimes patients hardly tolerate the examination [10]. Furthermore,
a series of meta-analyses revealed no significant differences in diagnostic accuracy in
CD between MRE, CTE or IUS [4,11–15]. Based on these results, IUS could represent
an effective alternative to MRE for evaluating CD patients. Ultrasonography is widely
available, relatively inexpensive and does not use ionising radiation, and is, thus, of
great interest, especially for young patients who require frequent monitoring. But it is an
operator-dependent method, which can associate difficulties in obtaining quality images in
the case of obese patients and the experience in evaluating the digestive tract is limited.
However, despite these impediments, recent years have seen an increase in the popularity
of ultrasonography for evaluating patients with IBD.

Over time, several methods have been proposed for evaluating CD activity. Among
these, we mention clinical severity scores, such as Crohn’s disease activity index (CDAI) [16]
and the Harvey–Bradshaw index (HBI) [17], or laboratory tests, such as faecal calprotectin
or C-reactive protein (CRP) levels [18–20]. The assessment of inflammation with the help of
cross-sectional imaging techniques can be achieved by measuring the thickness of the bowel
wall [10,11,21,22] and evaluating the mural blood flow using the colour Doppler during US
examination [10,23–25] or by the bowel wall enhancement of the contrast agent in the case
of CT or magnetic resonance imaging (MRI) [26,27]. Another parameter with an essential
role in the imaging assessment of inflammation severity is the appearance of mesenteric
fat [28]. Using contrast agents during US examination (contrast-enhanced ultrasound—
CEUS) allows the evaluation of the microcirculation at the level of the bowel wall [10,29].
According to the EFSUMB guidelines [30], CEUS can be used to assess the activity of IBD
and also allows the differentiation of inflammatory stenoses from fibrous ones in the case
of CD; it can also be used to monitor treatment response in CD. Several scores have been
proposed to evaluate CD activity using CEUS [10,31,32] or MRE [33], which seem to show
excellent correlations with disease severity assessed by colonoscopy [34]. However, in
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some instances, there is a contradiction between the symptomatology alleged by the patient
and the results of laboratory tests or imaging investigations.

Thus, this study aims to identify the role of IUS, CEUS and MRE in evaluating ileal
CD activity, using clinical severity scores (CDAI, HBI) and faecal calprotectin or CRP levels
as reference methods.

2. Materials and Methods
2.1. Study Population

This prospective study was conducted over a period of 27 months. From November
2020 to January 2023, a total of 44 adult patients with ileal CD confirmed by ileocolonoscopy
with biopsy and histopathological examination were included in the study.

Inclusion criteria for patients: (1) over 18 years of age; (2) known ileal CD confirmed
by histopathological examination; and (3) signed written informed consent.

Patients with general contraindications for MRE (e.g., claustrophobia, presence of
metal implants); those with contraindications for contrast agents used for US or MRE;
patients in whom difficulties were encountered in obtaining high-quality images during
the US examination; patients who associated other diseases that could have influenced the
results of laboratory tests; pregnant women; and patients who refused to participate in the
study were excluded.

The interval between the two cross-sectional imaging examinations, US and MRE, was
a maximum of 7 days.

The study was performed according to the principles of the Declaration of Helsinki.
The local ethics committee approved the study protocol, and written informed consent was
obtained for all patients before inclusion in the study.

2.2. Clinical Activity Scores and Laboratory Tests

When patients presented for ultrasonographic examination, they were assessed by
CDAI (<150—remission) and HBI (<5—remission) activity scores. Blood and stool samples
were also collected from the patients to determine hematocrit levels (necessary for CDAI
calculation), CRP and faecal calprotectin. We used threshold values of 10 mg/L for CRP,
respectively, and 250 µg/g for faecal calprotectin to differentiate inactive forms of the
disease from active ones [35,36].

2.3. Ultrasound

The examination was performed by a gastroenterologist with about 15 years of expe-
rience in IUS using a Hitachi Arietta V70 ultrasonography system (Hitachi Ltd., Tokyo,
Japan) and the L34 linear transducer with a frequency of 7.5 MHz. Patients were instructed
to fast for at least 6 h before the procedure. The ultrasound examination was performed at
the level of the terminal ileum. The assessed parameters included: maximum bowel wall
thickness (BWT), parietal stratification, mural blood flow on colour Doppler imaging (CDI),
mesenteric fatty proliferation and the presence of lymph nodes (Appendix A Figure A1).
Considering BWT and relying on a classification proposed by Rigazio et al. [37], CD could
be divided as follows: inactive, BWT < 4 mm; mild, BWT 4 mm-6 mm; moderate, BWT
6.1 mm–8 mm; and severe, BWT ≥ 8.1 mm. To assess the mural blood flow at the CDI, we
used the Limberg score [23].

Next, an intravenous bolus injection of 4.8 mL of a second-generation contrast agent
(SonoVue, Bracco S.p.A., Milan, Italy) was administered, followed by an infusion of
5 mL sodium chloride 0.9%. CEUS examinations (T0-T180s) were evaluated in real-time
(Appendix A Figure A2) and then recorded on an external storage drive for quantitative
analysis of the obtained images.

The quantitative analysis of the vascular pattern at the level of the wall of the terminal
ileum was performed using a dedicated software called VueBox® (Bracco Suisse SA, Plan-
les-Ouates, Switzerland). Images recorded during CEUS were converted to DICOM format.
Afterward, they were analysed through the mentioned dedicated software. Three regions
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of interest (ROI) were selected at the level of the terminal ileum wall—Figure 1. The
time-intensity curve (TIC) was analysed with the automatic generation of the following
parameters—Figure 2, as follows:

- Peak Enhancement (PE)—Figure 3b;
- Wash-in Area Under the Curve (WiAUC);
- Rise Time (RT);
- Mean Transit Time Local (mTTl);
- Time To Peak (TTP);
- Wash-in Rate (WiR);
- Wash-in Perfusion Index (WiPI);
- Wash-out AUC (WoAUC);
- Wash-in and Wash-out AUC (WiWoAUC);
- Fall Time (FT);
- Wash-out Rate (WoR);
- Quality Of Fit between the echo-power signal and f(t) (QOF).
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The quality of this process was assessed based on the value of the QOF parame-
ter, which is considered appropriate if it exceeded the 50% threshold. The results of the
generated parameters were expressed in arbitrary units [a.u] and seconds [s]. To con-
vert [a.u.] to decibels [dB], we used the following formula suggested by the developer:
value_dB = 10 × log10 (value_au/1).

The evaluation of the disease activity based on the results obtained from the ultra-
sonographic examination was carried out by using some severity scores available in the
literature. These scores used colonoscopy as a reference method, resulting in good correla-
tions. The first score used was proposed by Medellin-Kowalewski et al. [10] and evaluates
the PE parameter obtained following CEUS quantification. Thus, a value of PE < 18.2 dB
seems to associate with an inactive form of the disease, values between 18.2–22.8 dB seem
to characterise mild to moderate forms, and a value above 22.8 dB suggests moderate to
severe forms. Ripollés et al. [31] developed an ultrasonographic score based on grey-scale
ultrasound and CEUS parameters. It uses the BWT, the colour Doppler grade based on the
Limberg score and the WiR parameter (expressed in [a.u]) obtained after CEUS quantifi-
cation, according to the following formula (parietal thickness × 0.957) + (colour Doppler
grade × 0.859) + (wash-in × 0.036). A cut-off value of 8.38 was established to distinguish
inactive from active forms of the disease. They also proposed a simplified variant—simple
CEUS score: thickness (mm) + colour Doppler grade + (wash-in × 0.036) (with the same
cut-off value of 8.38) or a score based only on the BWT and colour Doppler grade—simple
US score: parietal thickness (mm) + colour Doppler grade, using a cut-off value of 5.5. The
PE and WiR values we introduced in the formulas mentioned above were represented by
the average of these parameters obtained at the level of each ROI.

2.4. Magnetic Resonance Enterography

MRE examinations were performed using a Philips Ingenia 3.0T device (Philips Medi-
cal Systems International, Best, Noord-Brabant, The Netherlands). Patients were instructed
to fast for at least 6 h before the examination. In addition, they were given 1.5 L of 2.5%
mannitol water-based oral solution, which they had to consume 60 min before the actual
procedure. No particular preparation of the colon was performed before the examination.

A radiologist with experience in the field of IBD analysed the images obtained at MRE.
He was blinded to the results of clinical activity scores, laboratory tests or those obtained
from US and CEUS. The assessed parameters included: BWT, the presence of parietal
edema, mesenteric fatty proliferation, the existence of bowell wall ulcers, the presence of
complications such as stenoses, fistulas or abscesses and the bowel wall enhancement after
the administration of gadolinium (Appendix A Figure A3).

Quantification of CD severity by MRE was performed using a score proposed by
Ordás et al. [33], called Simplified Magnetic Resonance Index of Activity for Crohn’s
Disease (MaRIAs). This score evaluates 4 parameters and gives 1 point each for bowel wall
thickness > 3 mm, the presence of bowel wall edema and perienteric fat stranding, and
2 points for the existence of bowel wall ulcers.

A MaRIAs score greater than 1 has been shown to identify intestinal segments with an
active CD with 90% sensitivity and 81% specificity, and a score greater than 2 indicates the
presence of severe lesions with 85% sensitivity and 92% specificity [33].

2.5. Statistical Analysis

The obtained data were analysed using Microsoft Excel (Microsoft Corp., Redmond,
WA, USA). The utility of IUS + CEUS and MRE for differentiating active from inactive
forms of CD was evaluated by determining the sensitivity, specificity and positive and
negative predictive values, using the results of clinical activity scores (CDAI, HBI) and
laboratory tests (calprotectin faecal, CRP) as reference methods. Next, we created receiver
operating characteristics (ROC) curves using this data and calculated the area under the
curve (AUC) for accuracy assessment.
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According to the data obtained from the studies of Swets [38], an AUC value between
0.50–0.70 suggests poor accuracy, values between 0.70–0.90 indicate good accuracy, and
values above 0.90 offer excellent accuracy.

The Pearson correlation coefficient was used to determine the type of correlation
between cross-sectional imaging findings, clinical activity scores, and laboratory tests. To
identify the statistical significance of the correlation coefficient obtained after comparing the
data, we used the t-test (t-test). A p-value less than 0.05 suggested a statistically significant
relationship.

3. Results

During a time interval of 27 months, 44 patients with confirmed ileal CD were included
in the study (18 men, 26 women; mean age 43 years, standard deviation (STDEV)—10.34).
One female patient was excluded because she could not tolerate the MRE examination
due to claustrophobia. The clinical characteristics of the patients are shown in Table 1.
From a total of 44 patients, according to the Montreal classification, 8 were known to have
a stenotic form of CD. Four patients from this group required surgical intervention for
intestinal obstruction before the study. Using the IUS, we could highlight the presence
of intestinal stenoses in the case of four patients, the results being later confirmed by the
MRE (Appendix A Figure A4). The mean values of the clinical severity scores were 210.54
(STDEV = 84.61) for CDAI, respectively, and 7.04 (STDEV = 3.25) for HBI.

Table 1. Clinical characteristics of the patients (n = 44).

Age [mean (range)] 43 (23–66)
Gender (male/female) 18/26
Disease behaviour
Non-stricturing/non-penetrating 36
Stricturing 8
Penetrating 0
- Perianal disease 2
Crohn’s Disease Activity Index [mean (STDEV)] 210.54 (84.61)
Harvey–Bradshaw Index [mean (STDEV)] 7.04 (3.25)

STDEV—standard deviation.

Based on clinical activity scores, CDAI identified 14 patients (31.81%) in clinical
remission and 30 patients with active disease (Appendix A Table A1); according to HBI,
there were 8 patients (18.18%) with inactive disease and 36 patients with active forms of
the disease. The faecal calprotectin and CRP levels revealed 28 (63.63%), respectively, and
25 (56.81%) patients with active disease. Regarding the information obtained at CDI, the
Limberg score classified 12 patients (27.27%) as having inactive disease and 32 patients
with active disease. At CEUS, the scores proposed by Medellin-Kowalewski et al. [10]
and Ripollés et al. [31] identified 4 (9.09%), respectively, 8 (18.18%), patients with inactive
disease and 40, respectively, 36 patients with active disease. MaRIAs score, used to quantify
the results obtained after MRE, detected 8 patients (18.18%) with inactive disease and
36 patients with active disease, of which 26 patients (59.09%) had severe lesions (Figure 3).
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Compared to HBI (Table 2), Limberg score presented a sensitivity of 83.33% and a
specificity of 75.00% (AUC = 0.958) for the evaluation of CD activity and Ripollés and
MaRIAs scores had a sensitivity of 88.89% and a specificity of 50.00% (AUC = 0.805 for
Ripollés score, respectively, 0.888 for MaRIAs score). In comparison, the score proposed
by Medellin-Kowalewski et al. [10] had a sensitivity of 100.00% and a specificity of 50.00%
(AUC = 0.805) (Figure 5).
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Regarding the use of laboratory tests as reference methods, based on the results of
faecal calprotectin (Table 2), the Limberg score was characterised by a sensitivity of 100.00%
and a specificity of 83.33% (AUC = 1), and in the case of MaRIAs score, a sensitivity of
100.00% and a specificity of 66.67% (AUC = 1) were achieved for the differentiation of active
forms of the disease. The results of the sensitivity and specificity of the imaging tests for
assessing CD activity using the CRP levels as the reference method are shown in Table 2
(Appendix A Table A3).

Pearson correlation coefficient values between clinical severity scores, laboratory tests
and results of cross-sectional imaging techniques are shown in Table 3 (a more detailed table
version can be consulted in the Appendix A, Tables A4 and A5). Our study demonstrated
a good correlation between CDAI and Limberg score (r = 0.667, 95% confidence interval
(CI) [0.46, 0.8], p < 0.001) and between CDAI and MaRIAs score (r = 0.614, 95% CI [0.39,
0.77], p < 0.001) and a reasonable correlation between CDAI and Medellin-Kowalewski
score (r = 0.537, 95% CI [0.29, 0.72], p < 0.001). Between HBI and imaging investigations, the
results demonstrated reasonable correlations for most of the evaluated scores, the highest
Pearson correlation coefficient value being obtained for HBI and MaRIAs score (r = 0.594,
95% CI [0.36, 0.76], p < 0.001). In addition, the study identified a good correlation between
faecal calprotectin values and MaRIAs score (r = 0.697, 95% CI [0.46, 0.84], p < 0.001). In the
case of CRP, only weak correlations with the scores assessed were demonstrated.
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Table 3. Correlation values and significance of results in comparison between clinical activity scores
(Crohn’s disease activity index/Harvey–Bradshaw Index), laboratory tests (fecal calprotectin/C-
reactive protein), IUS + CEUS and MRI.

US—Maximal Wall
Thickness Limberg Score

Medellin-
Kowalewski

Score
MaRIAs Score

r p-Value r p-Value r p-Value r p-Value

Crohn’s disease activity index 0.502 <0.001 0.667 <0.001 0.537 <0.001 0.614 <0.001

Harvey–Bradshaw Index 0.352 <0.05 0.468 <0.01 0.459 <0.01 0.594 <0.001

Faecal calprotectin 0.419 <0.05 0.446 <0.05 0.159 >0.05 0.697 <0.001

C-reactive protein 0.195 >0.05 0.238 >0.05 0.298 >0.05 0.395 <0.05

r—Pearson correlation coefficient.

4. Discussion

A consensus has yet to be established regarding the treatment goals in CD. Both
achieving clinical remission and mucosal healing are discussed. There is often a discrep-
ancy between the symptoms reported by CD patients and the results of laboratory tests or
imaging investigations. Colonoscopy is currently an indispensable method for monitoring
patients with CD. One of the most used endoscopic scores in clinical practice is represented
by the Simple Endoscopic Score for Crohn’s Disease (SES-CD) (a score between 0–2 sug-
gests inactive disease) [39]. Results are conflicting regarding the correlation of SES-CD
with various clinical severity scores, such as the CDAI, with some studies suggesting
a weak correlation between the two methods [40,41]. The levels of some inflammatory
biomarkers, such as CRP and faecal calprotectin, seem to show good correlations with the
endoscopic activity of colonic or ileocolonic CD, but not in patients with lesions limited
to the ileum [19,42–44]. Therefore, such biomarkers should be used as initial methods to
identify patients who require more complex investigations but often find utility in moni-
toring disease activity and response to drug treatment [5]. A meta-analysis that included
13 studies (1471 patients with IBD) demonstrated that a faecal calprotectin threshold value
of 250 µg/g presents a specificity of 82% for identifying active forms of IBD, which is
superior to values corresponding to a threshold of 100 µg/g or 50 µg/g (specificity of 66%
and 60%, respectively) [45]. However, faecal calprotectin appears to be associated with a
more remarkable ability to assess disease activity in ulcerative colitis than CD [45].

The ileum cannot always be explored endoscopically. A study evaluating 189 pa-
tients with CD using ileocolonoscopy and CTE found that 53.7% of patients with normal
endoscopic aspects had an active CD of the small bowel [46]. For this reason, all newly
diagnosed CD patients should benefit from small bowel evaluation by complementary
radiological methods, such as MRE, CTE or IUS, to assess the disease’s extent, activity and
the presence of complications [47].

Cross-sectional imaging techniques provide information on the bowel wall and sur-
rounding tissues, thus supplying a superior disease phenotype classification [4]. Studies
have demonstrated similar sensitivity and specificity for CT and MRI to diagnose small
bowel lesions [14,48,49]. Since most CD patients are diagnosed at young ages due to the
lack of ionising radiation, MRI is preferable if this investigation is available [4,47]. The MRI
examination of the pelvis is instrumental in describing the anatomy of perianal fistulas as
an auxiliary method to the examination under anaesthesia (EUA) of the anorectal region by
an experienced surgeon, currently representing the method of choice for the evaluation
of perianal CD [4]. In addition to the diagnostic role, MRI can also be used to assess CD
activity. In this regard, several scores have been developed, some of which have been
validated in clinical practice [50–53]. Among the most used is the Magnetic Resonance
Index of Activity (MaRIA), which shows a good correlation with the Crohn’s Disease
Endoscopic Index of Severity (CDEIS) [51,54].
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In recent years there has been a growing interest in using IUS and CEUS as alternatives
to MRI for evaluating CD patients. IUS is a non-irradiating method, being particularly
useful in the case of young patients. In addition, it is cheap and widely available, readily
accepted by patients, and thus can be repeated as often as needed. It has the disadvantage
of being operator-dependent, and experience in evaluating the digestive tract is limited [55].
A study evaluating the learning curve of IUS for the evaluation of patients with IBD
concluded that at least 150 supervised examinations are required to acquire proficiency
in IUS, with physicians already experienced in abdominal ultrasonography developing
these skills more quickly than those without experience [56]. Most patients prefer IUS to
MRE. MRE examination is associated with more significant discomfort and longer post-
procedural recovery than IUS, especially in young or emotional patients [57]. However, the
discomfort associated with the procedure seems to matter less than the diagnostic accuracy
of the investigation [57]. Several meta-analyses have demonstrated similar results between
IUS, CTE or MRE, with sensitivity and specificity between 85–95% regarding the diagnosis
of CD [11–15]. IUS seems inferior to MRI for establishing the extension of the disease in
the small bowel and characterising proximal lesions or lesions localised in the pelvis [7,14].
Still, the diagnostic accuracy of complications such as stenoses, fistulas or abscesses is
similar between the methods [7,14]. In our study, most patients had lesions limited to
the terminal ileum, which is why no great difficulties were identified in evaluating the
segments affected by the inflammatory process by ultrasonography. CD’s most frequent
and constant ultrasonographic feature is the thickening of the intestinal wall above the
threshold value of 3–4 mm, directly proportional to the disease severity [58]. A meta-
analysis by Fraquelli et al. [59] demonstrated that, although the BWT threshold of 4 mm
has a lower sensitivity than the value of 3 mm, it is associated with a higher specificity
for Crohn’s disease. Numerous studies have demonstrated a good correlation between
BWT assessed by ultrasonography and disease activity assessed by colonoscopy [37,59,60].
Increased BWT and loss of parietal layering, identified via IUS, appear to be associated
with a higher risk of surgery in CD patients [37,61,62].

Recently, there has been increasing talk of transmural healing (TH) as a therapeutic
goal in CD [63]. Achieving TH appears to be associated with a more favourable long-
term outcome than mucosal healing [64]. For this reason, some authors propose that TH
represents the main therapeutic target in CD [63]. At the moment, there is yet to be a
universally valid definition of this term. TH can be assessed through MRE, CTE or IUS.
Parameters used to define TH could include BWT and parietal vascularisation assessed by
CDI or bowel wall enhancement of contrast agents [63]. However, using BWT as the sole
criterion for defining TH seems insufficient, as this could result from fibrosis, which is why
additional evaluation of the vascular pattern is recommended [63,65]. CDI can evaluate
the inflammatory activity of the bowel wall by assessing the vascular signal provided
by the larger blood vessels [23,25,66]. According to the classic Limberg classification, the
degree of the colour Doppler signal is usually measured at the level of the thickened bowel
wall (stage ≥ 2), but modified versions of this score have been proposed that evaluate
the presence of the signal also at the level of the normal looking bowel wall, considering
punctiform Doppler signal as non-pathological or uncertain [67–70]. In our study, the
colour Doppler signal was identified only in association with bowel wall thickening of
>4 mm, consistent with the classic Limberg score. Most likely, these modified variants
of the classification were proposed to be adapted to modern ultrasonographic systems
that associate a better image resolution. Using contrast agents during CEUS allows a
superior evaluation of the inflammation by assessing the bowel wall vascularisation at the
microcirculatory level, the neoangiogenesis of the bowel wall is characteristic of the active
inflammation associated with CD [10,29,71,72].

Numerous studies, including those that provided the scores used in our research,
have demonstrated a good correlation between disease severity assessed by cross-sectional
imaging techniques and endoscopic CD activity [10,26,29,31–34,73,74]. Ripollés et al. [31]
confirm that the primary ultrasonographic criterion for evaluating CD activity is repre-
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sented by the bowel wall enhancement after intravenous administration of contrast agents,
describing a sensitivity of 92% and a specificity of 86.4% for this parameter. In addition, TH
also seems to show a good correlation with faecal calprotectin and CRP levels [63]. Cerrillo
et al. [75] described a sensitivity of 90% and a specificity of 74%, corresponding to a faecal
calprotectin cut-off level of 166.50 µg/g for the diagnosis of inflammation in ileal CD, using
MRE as the reference method. Regarding the correlation with clinical activity scores, the re-
sults available in the literature are contradictory. Recently, Yamanashi et al. [76] described a
strong correlation between an ultrasonographic score (based on BWT, parietal stratification,
presence of stenoses, colour Doppler signal and mesenteric fat appearance) proposed for
assessing the severity of CD and CDAI, even superior to the correlation established for
SES-CD and CDAI. Also, Yiğit et al. [74] identified a good correlation between Limberg
score, bowel wall thickness and mesenteric inflammation assessed through IUS or CTE and
clinical activity scores (CDAI and HBI). However, other studies have suggested that quanti-
tative measurement of bowel wall vascularisation utilising CEUS or MRI shows a weak or
no correlation with clinical activity scores or laboratory tests, such as CRP levels [77,78].

Our study aimed to identify the correlation between various scores proposed in the
literature for assessing CD activity by IUS + CEUS or MRI and clinical activity scores
(CDAI, HBI) or specific laboratory tests (faecal calprotectin, CRP). The scores were selected
according to the degree of difficulty of their calculation, the simplicity and the quickness of
obtaining a result being essential elements in everyday clinical practice. Time optimisation
could be achieved by integrating dedicated quantitative analysis software, such as the
one used in our study, in ultrasonography systems, without the need for image recording
and subsequent processing on other devices. Compared to CDAI, the best correlation was
identified for the Limberg score, followed by MaRIAs score, the simple US score and then
the score proposed by Medellin-Kowalewski and colleagues. A sensitivity of 93.33% and a
specificity of 71.43% (AUC = 0.98) were demonstrated in the case of the Limberg score for
differentiating patients with active forms of CD from those in remission and for MaRIAs
score a sensitivity of 100.00% and a specificity of 57.14% (AUC = 0.97). BWT showed a
reasonable correlation with CDAI but was still inferior to the Limberg score, reinforcing the
idea that the additional assessment of the vascular pattern provides superior information
for the evaluation of disease activity. Regarding HBI, the best correlation was observed for
MaRIAs score, followed by the Limberg score, the Medellin-Kowalewski score, and the
simple US score. Faecal calprotectin showed the best correlation also with MaRIAs score.
Still, in the case of CRP, there was only a weak correlation for all evaluated scores, which
shows that more than this investigation is needed to assess the disease activity.

Other authors also confirmed similar results for MaRIAs score. Roseira et al. [79]
demonstrated a strong correlation between this score and faecal calprotectin (R = 0.88,
p < 0.001) in patients with ileal CD. Regarding CEUS, in our study, the score proposed by
Medellin-Kowalewski et al. which uses the PE parameter showed reasonable correlations
with clinical activity scores but only a weak correlation with inflammatory biomarkers.
Also, Freitas et al. [80] reported a good correlation between PE and HBI, with PE being
significantly different in patients with clinically active disease (HBI ≥ 5) compared to those
with inactive forms. In contrast, no statistically significant correlations were identified
with CRP or faecal calprotectin levels. For that reason, although CEUS appears to be a
promising method, there are currently insufficient data to recommend its use as a first-
line investigation.

Taking an overview, we can see that the assessment of CD activity by MRI using
MaRIAs score shows overall the best correlations with clinical severity scores and inflam-
matory biomarkers, especially CDAI and faecal calprotectin. Favourable results were also
obtained for the ultrasonographic scores, particularly the Limberg score, which is even su-
perior to MaRIAs score in terms of specificity for diagnosing active forms of CD, according
to the reference methods used. Therefore, following international guidelines, we suggest
using MRI for the initial evaluation of patients and, subsequently, IUS for their follow-up.
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The main limitation of our study concerns the small number of patients evaluated,
so the results obtained may not be reliable in the case of larger groups. Thus, additional
multicenter studies that include more subjects are needed. At the same time, another
limitation could be that we used only one type of contrast agent during CEUS, especially
since in the study conducted by Medellin-Kowalewski et al., another contrast agent was
used. Thus, there could be a discrepancy between the PE values obtained in our research
and the cut-off value proposed by the authors of the score. It should also be emphasised
that this threshold could be a device-dependent parameter, possibly obtaining different
results when using different settings and ultrasound systems. Ileocolonoscopy remains
the gold standard for diagnosing and monitoring patients with CD. Therefore, another
limitation of our study is that we could not compare the results of the assessed imaging
investigations with the endoscopic activity scores in the case of all patients included. It
should be noted that only 26 of 44 patients agreed to be evaluated by ileocolonoscopy.
Referring to this number of patients, the best correlation with SES-CD was identified for
MaRIAs score (r = 0.562, 95% CI [0.22, 0.78], p < 0.01), then for the Limberg score (r = 0.382,
95% CI [−0.0056, 0.67], p > 0.05), but only a very weak correlation was observed for the
other evaluated scores. Regarding the accuracy of diagnosing active forms of the disease
using SES-CD as a reference method, for MaRIAs score, a sensitivity of 100.00% and a
specificity of 66.67% (AUC = 0.933) were established. In comparison, the Limberg score
had a sensitivity of 90.00% and a specificity of 66.67% (AUC = 0.667).

Considering that more and more authors propose transmural healing as the primary
goal of Crohn’s disease therapy, we can conclude that cross-sectional imaging techniques
represent viable methods for evaluating disease activity. Thus, the prognosis of patients
with Crohn’s disease could be improved by monitoring with the help of non-invasive imag-
ing investigations, widely available and easily tolerated by patients, such as ultrasonogra-
phy. Although magnetic resonance does not appear to be superior to ultrasonography in
terms of accuracy for differentiating active forms of Crohn’s disease from those in remission,
the results of our study suggest that magnetic resonance associates a better correlation
with clinical severity scores and faecal calprotectin levels compared to ultrasonography.
However, more studies are needed to validate these results.
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Figure A1. (a) Thickened wall (7.6 mm) with normal bowel wall stratification loss. (b) Colour Dop-
pler imaging of affected segment shows abundant mural blood flow—Limberg score = grade 3. (c) 
The presence of enlarged lymph nodes. 

 
Figure A2. Dual-screen ultrasound representation of an abnormal segment of bowel, in grey-scale 
imaging (B-mode) (left) and contrast-enhanced ultrasound (CEUS) of the matching segment (right). 
CEUS shows transmural enhancement. 

Figure A1. (a) Thickened wall (7.6 mm) with normal bowel wall stratification loss. (b) Colour Doppler
imaging of affected segment shows abundant mural blood flow—Limberg score = grade 3. (c) The
presence of enlarged lymph nodes.
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imaging (B-mode) (left) and contrast-enhanced ultrasound (CEUS) of the matching segment (right).
CEUS shows transmural enhancement.
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Figure A3. MRE—T1 postcontrast phase (venous phase), coronal plane: (a) the arrow indicates an 
increased wall thickness affecting the terminal ileum continuously, with increased homogeneous 
contrast uptake and engorged vasa recta in the affected region (star). (b) The area inside the circle 
highlights the presence of multiple enlarged lymph nodes located near the affected terminal ileum. 
The terminal ileum wall demonstrates restricted diffusion, seen as high signal intensity on the DWI 
sequence (c) and low signal intensity on the ADC map (d). 

 
Figure A4. IUS and MRE aspects in a patient with a moderate form of stricturing Crohn’s disease 
(CDAI = 339; HBI = 9; faecal calprotectin = 2190 µg/g; CRP = 30.51 mg/L). (a) IUS: Thickened wall, 

Figure A3. MRE—T1 postcontrast phase (venous phase), coronal plane: (a) the arrow indicates an
increased wall thickness affecting the terminal ileum continuously, with increased homogeneous
contrast uptake and engorged vasa recta in the affected region (star). (b) The area inside the circle
highlights the presence of multiple enlarged lymph nodes located near the affected terminal ileum.
The terminal ileum wall demonstrates restricted diffusion, seen as high signal intensity on the DWI
sequence (c) and low signal intensity on the ADC map (d).
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Figure A4. IUS and MRE aspects in a patient with a moderate form of stricturing Crohn’s disease
(CDAI = 339; HBI = 9; faecal calprotectin = 2190 µg/g; CRP = 30.51 mg/L). (a) IUS: Thickened wall,
with typical bowel wall stratification loss, resulting in stenosis with dilation of the intestinal lumen
upstream of the obstruction. Colour Doppler imaging highlights the presence of the colour flow
signal in both the bowel wall and surrounding mesenteric fat—Limberg score = 4. (b) CEUS shows
transmural enhancement, suggesting an inflammatory stricture. (c) MRE: T1 postcontrast phase
(venous phase), coronal plane—the stars highlight stenotic areas with an increased wall thickness
affecting the ileum discontinuously, resulting in dilated normal ileum segments between the affected
areas. The arrow indicates a possible abscess near one of the affected ileum segments.

Table A1. Disease activity based on results of clinical activity scores, laboratory tests and imaging
techniques.

Parameters Evaluated
Disease’s Activity—No. of Patients (%)

Inactive Active
Maximal wall thickness

(mm)
<4 mm:

2 (4.54%)
Mild (4.0–6.0):

10 (22.73%)
Moderate (6.1–8.0):

26 (59.09%)
Severe (≥8.1):

6 (13.63%)

Limberg Score Grade 0 and Grade 1:
12 (27.27%)

Grade 2:
22 (50%)

Grade 3:
8 (18.18%)

Grade 4:
2 (4.54%)

Ripollés Score Inactive disease < 8.38:
8 (18.18%)

Active disease > 8.38:
36 (81.81%)

Simple CEUS Score Inactive disease < 8.38:
6 (13.63%)

Active disease > 8.38:
38 (86.36%)

Simple US score Inactive disease < 5.5:
2 (4.54%)

Active disease > 5.5:
42 (95.45%)

Medellin-Kowalewski
Score

Inactive < 18.2 dB:
4 (9.09%)

Mild to moderate
18.2–22.8 dB:

8 (18.18%)

Moderate to severe
>22.8 dB:

32 (72.72%)

MaRIAs Inactive < 1:
8 (18.18%)

Active disease ≥ 1:
10 (22.72%)

Severe lesions ≥ 2:
26 (59.09%)

Crohn’s disease activity
index

Remission (<150):
14 (31.81%)

Mild (150–220):
10 (22.72%)

Moderate (220–450):
20 (45.45%)

Severe (>450):
0 (0%)

Harvey–Bradshaw
Index

Remission (<5):
8 (18.18%)

Mild (5–7):
16 (36.36%)

Moderate (8–16):
20 (45.45%)

Severe (>16):
0 (0%)

Faecal calprotectin
(µg/g)

Inactive (<250 µg/g):
16 (36.36%)

Active (> 250 µg/g):
28 (63.63%)

CRP (mg/L) Inactive (<10 mg/L):
19 (43.18%)

Active (>10 mg/L):
25 (56.81%)
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Table A2. Assessment of the quality of IUS + CEUS and MRE in detecting active forms of Crohn’s
disease using Crohn’s disease activity index and Harvey–Bradshaw Index as reference methods.

Parameters Sensitivity (%) Specificity (%) AUC
Positive

Predictive Value
(%)

Negative
Predictive Value

(%)

US—maximal wall
thickness vs. CDAI 100% 14.29% 0.876 71.43% 100%

Limberg Score vs. CDAI 93.33% 71.43% 0.980 87.50% 83.33%

Ripollés Score vs. CDAI 100% 57.14% 0.847 83.33% 100%

Simple CEUS Score vs.
CDAI 100% 42.86% 0.847 78.95% 100%

Simple US Score vs. CDAI 100% 14.29% 0.895 71.43% 100%

Medellin-Kowalewski Score
vs. CDAI 100% 28.57% 0.828 75% 100%

MaRIAs Score vs. CDAI 100% 57.14% 0.971 83.33% 100%

US—maximal wall
thickness vs. HBI 100% 25% 0.888 85.71% 100%

Limberg Score vs. HBI 83.33% 75% 0.958 93.75% 50%

Ripollés Score vs. HBI 88.89% 50% 0.805 88.89% 50%

Simple CEUS Score vs. HBI 94.44% 50% 0.805 89.47% 66.67%

Simple US Score vs. HBI 100% 25% 0.916 85.71% 100%

Medellin-Kowalewski Score
vs. HBI 100% 50% 0.805 90% 100%

MaRIAs Score vs. HBI 88.89% 50% 0.888 88.89% 50%

Table A3. Assessment of the quality of IUS + CEUS and MRE in detecting active forms of Crohn’s
disease using faecal calprotectin test and C-reactive protein test as reference methods.

Parameters Sensitivity (%) Specificity (%) AUC
Positive

Predictive Value
(%)

Negative
Predictive Value

(%)

US—maximal wall
thickness vs. FC 100% 16.67% 0.9 66.67% 100%

Limberg Score vs. FC 100% 83.33% 1 90.91% 100%

Ripollés Score vs. FC 100% 66.67% 0.866 83.33% 100%

Simple CEUS Score vs. FC 100% 50% 0.866 76.92% 100%

Simple US Score vs. FC 100% 16.67% 0.9 66.67% 100%

Medellin-Kowalewski Score
vs. FC 100% 33.33% 0.833 71.43% 100%

MaRIAs Score vs. FC 100% 66.67% 1 83.33% 100%

US—maximal wall
thickness vs. CRP 100% 12.50% 0.727 61.11% 100%

Limberg Score vs. CRP 90.91% 50% 0.886 71.43% 80%

Ripollés Score vs. CRP 100% 37.50% 0.715 68.75% 100%
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Table A3. Cont.

Parameters Sensitivity (%) Specificity (%) AUC
Positive

Predictive Value
(%)

Negative
Predictive Value

(%)

Simple CEUS Score vs. CRP 100% 25% 0.715 25% 100%

Simple US Score vs. CRP 100% 12.50% 0.750 61.11% 100%

Medellin-Kowalewski Score
vs. CRP 100% 12.50% 0.715 61.11% 100%

MaRIAs Score vs. CRP 100% 37.50% 0.886 68.75% 100%

FC—faecal calprotectin; CRP—C-reactive protein.

Table A4. Correlation values and significance of results in comparison between clinical activity scores
(Crohn’s disease activity index/Harvey–Bradshaw Index), IUS + CEUS and MRI.

Parameters Pearson Correlation
Coefficient

95% Confidence
Interval p-Value

CDAI vs. US—maximal wall
thickness 0.502 [0.24, 0.7] <0.001

CDAI vs. Limberg score 0.667 [0.46, 0.8] <0.001

CDAI vs. Ripollés score 0.320 [0.026, 0.56] <0.05

CDAI vs. Simple CEUS score 0.324 [0.031, 0.57] <0.05

CDAI vs. Simple US score 0.598 [0.37, 0.76] <0.001

CDAI vs. Medellin-Kowalewski
score 0.537 [0.29, 0.72] <0.001

CDAI vs. MaRIAs 0.614 [0.39, 0.77] <0.001

HBI vs. US—maximal wall
thickness 0.352 [0.062, 0.59] <0.05

HBI vs. Limberg score 0.468 [0.2, 0.67] <0.01

HBI vs. Ripollés score 0.184 [−0.12, 0.46] >0.05

HBI vs. Simple CEUS score 0.186 [−0.12, 0.46] >0.05

HBI vs. Simple US score 0.420 [0.14, 0.64] <0.01

HBI vs. Medellin-Kowalewski
score 0.459 [0.19, 0.67] <0.01

HBI vs. MaRIAs 0.594 [0.36, 0.76] <0.001

Table A5. Correlation values and significance of results in comparison between laboratory tests
(faecal calprotectin/C-reactive protein), IUS + CEUS and MRI.

Parameters Pearson Correlation
Coefficient

95% Confidence
Interval p-Value

FC vs. US—maximal wall
thickness 0.419 [0.083, 0.67] <0.05

FC vs. Limberg score 0.446 [0.12, 0.69] <0.05

FC vs. Ripollés score 0.076 [−0.28, 0.41] >0.05

FC vs. Simple CEUS score 0.079 [−0.28, 0.42] >0.05

FC vs. Simple US score 0.395 [0.054, 0.65] <0.05

FC vs. Medellin-Kowalewski
score 0.159 [−0.2, 0.48] >0.05
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Table A5. Cont.

Parameters Pearson Correlation
Coefficient

95% Confidence
Interval p-Value

FC vs. MaRIAs 0.697 [0.46, 0.84] <0.001

CRP vs. US—maximal wall
thickness 0.195 [−0.13, 0.48] >0.05

CRP vs. Limberg score 0.238 [−0.088, 0.52] >0.05

CRP vs. Ripollés score 0.030 [−0.29, 0.35] >0.05

CRP vs. Simple CEUS score 0.031 [−0.29, 0.35] >0.05

CRP vs. Simple US score 0.213 [−0.11, 0.5] >0.05

CRP vs. Medellin-Kowalewski
score 0.298 [−0.023, 0.56] >0.05

CRP vs. MaRIAs 0.395 [0.087, 0.64] <0.05
FC—faecal calprotectin; CRP—C-reactive protein.
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Abstract: Background: The presence of side effects and low bioavailability of rhein has limited
its use in the treatment of osteoarthritis. We aimed to evaluate the in vitro response of human
articular chondrocytes to the presence of the combination of platelet-rich plasma (PRP) and rhein.
Methods: Solutions of rhein were prepared to assess solubility and select a working concentration.
A stimulus with interleukin-1β (IL-β, 10 ng/mL) was induced for 24 h on human chondrocytes.
Five treatment groups were established: control, IL-β control, PRP, rhein, and PRP + rhein. Cell
viability, cell migration, nitric oxide (NO) production, tumor necrosis factor-α (TNF-α), and gene
expression analyses were carried out. Results: A concentration of 50 mg/L was selected after a
dose–response curve assay. Both NO and tumor TNF-α production significantly decreased after
PRP and PRP + rhein treatments at 24 and 48 h. The wound healing assay revealed a significant
stimulation of migration after 72 h with the PRP and PRP + rhein treatments. Expression of IL-1β,
IL-6, MMP-13, and ADAMTS-5 was significantly downregulated, particularly after treatment with the
combination of PRP + rhein. Conclusions: Much of the determinations denoted a better performance
of the combination of PRP and rhein in decreasing the levels of the different targets evaluated;
however, this was not great enough to detect a significant difference in comparison with the PRP
treatment alone.

Keywords: chondrocytes; platelet-rich plasma; rhein; knee osteoarthritis

1. Introduction

Osteoarthritis (OA) is a chronic degenerative disorder mostly characterized by joint
pain and stiffness which leads to a progressive decline in joint function and a deterioration
in quality of life [1,2]. The prevalence of OA increases with age, with an estimated almost
twice as many cases in women than in men over 60 years of age [3]. Particularly, obesity
(BMI ≥ 30 kg/m2) represents an increased risk factor for the development of symptomatic
knee OA (19.7% versus 10.9% of nonobese persons) [4]. As OA progresses, the joint un-
dergoes a series of structural changes as part of the pathophysiological process, such as
cartilage degradation, bone remodeling, osteophyte formation, and synovial inflamma-
tion [5].

Despite the high prevalence of OA worldwide, the therapeutic options initially rec-
ommended by the main clinical treatment guidelines continue to be topical and oral non-
steroidal anti-inflammatory drugs (NSAIDs) [6]. This occurs in the absence of approved
pharmacological agents that may interfere with the progression of the disease.
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As an alternative to NSAIDs, other molecules such as glucosamine, chondroitin sulfate,
and diacerein have been considered as secondary interventions that may improve or control
OA-associated symptomatology [7]. Diacerein, of which the active metabolite is rhein, is
an anthraquinone derivative that has been shown to inhibit the production and activity of
the proinflammatory cytokine interleukin-1β (IL-1β) [8,9]. Rhein has been also credited
with different biological properties, including anti-inflammatory and chondroprotective
activities [10]. Diacerein can improve pain and joint function, but its oral administration is
associated with gastrointestinal secondary effects [11].

Intra-articular injections of platelet-rich plasma (PRP) have served as an effective
emerging therapeutic alternative in the improvement of symptoms caused by OA [12]. This
fact has also been supported by the beneficial effects that PRP exerts on certain tissues and
cell types within the joint (particularly cartilage and chondrocytes), such as promoting cell
proliferation, anti-inflammatory, antiapoptotic, anabolic, and anticatabolic effects [13].

This study aimed to evaluate the response in vitro of human articular chondrocytes in
the presence of the combination of PRP and the active metabolite of diacerein (rhein), in
search of a therapeutic alternative with a potential synergistic effect.

2. Materials and Methods
2.1. Patients and Samples

Articular cartilage was obtained from patients undergoing total knee replacement
surgery. Tissue handling and procurement of human tissues was approved by the Insti-
tutional Research Ethics Committee (approval No. OR 18-00004). Informed consent was
obtained from all patients. Cartilage samples were obtained from nine patients (six female
and three male) with a median of 70 years and an interquartile range of 61–79 years. Sam-
ples from infected joints were excluded, and samples from patients in whom the tissue
sample was insufficient or not presenting viable tissue for processing were also eliminated.
To recover viable cartilage, the procured joint tissue was cut using an Osteochondral Au-
tograft Transfer System (OATS®, Arthrex Inc., Naples, FL, USA). Precise circular samples
measuring 6–8 mm in diameter were meticulously extracted. The goal was to obtain carti-
lage specimens free from erosion or any exposure of the subchondral bone. These samples
were specifically taken from non-weight-bearing regions located at the periphery of the
femoral condyles.

2.2. Isolation and Culture of Articular Chondrocytes

Isolation of articular chondrocytes was carried out through several cycles of enzymatic
digestion. Briefly, cartilage was mechanically disrupted into small pieces (1 mm3 approxi-
mately) using a scalpel, and subsequently subjected to enzymatic breakdown (30 min at
37 ◦C with constant stirring at 90 rpm) with trypsin without EDTA (GIBCO®-BRL Life
Technologies, Grand Island, NY, USA). Then, digestion continued with at least two cycles of
type II collagenase 2 mg/mL at 37 ◦C with constant stirring at 90 rpm. Cells contained in the
supernatant were pelleted via centrifugation at 1800 rpm for 5 min for each digestion cycle.
Chondrocytes were suspended in complete DMEM/F12 (GIBCO®-BRL Life Technologies,
Grand Island, NY, USA) culture medium supplemented with 10% fetal bovine serum (FBS,
GIBCO®-BRL Life Technologies, Grand Island, NY, USA) and gentamicin (0.05 mg/mL,
Laboratorios Química SON’S, Puebla, Mexico), and transferred to 75 cm2 culture flasks at
37 ◦C in a 5% CO2 environment and relative humidity of 100%. Cells with less than three
passages were used.

2.3. Rhein Solubility Determination

Solubility tests were performed by following the OECD (Organisation for Economic
Cooperation and Development) guidelines for the testing of chemicals No. 107 (shake
flask method) at a constant temperature [14]. Briefly, a saturated rhein solution was left
under constant stirring for 24 h at 25 ◦C, followed by 24 h of rest at the same temperature,
and finally centrifuged at 3500 rpm at 25 ◦C for 5 min to separate the solution from the
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undissolved solid. The tests were performed on pooled human PRP samples activated
with 10% calcium gluconate in a ratio of 0.15 mL for each mL of serum (to simulate the
combination of PRP and rhein if injected in an OA knee). For rhein quantification, a high-
performance liquid chromatography (HPLC) method was developed using a Waters 3695
chromatograph with a diode array detector (Waters Corporation, Milford, MA, USA). The
developed method was validated considering ICH (International Council for Harmonisa-
tion of Technical Requirements for Pharmaceuticals for Human Use) recommendations [15].
The parameters evaluated were linearity, precision, accuracy, limit of detection, and limit
of quantification. To validate the method, a 200 µg/mL concentrated solution of rhein
was prepared in a mixture of 100 mM ammonium/ammonia buffer (pH 9) and methanol
(60:40). Working solutions were prepared in a range of 0.25 to 16 µg/mL [16–19] in the
same mixture of solvents.

2.4. Determination of Rhein Working Concentration

Once the rhein solubility in human plasma was determined, we aimed to establish
the working concentration of rhein by evaluating the cell viability of cultured human
chondrocytes with a dose–response assay (5, 10, 25, 50, 75 mg/L), considering previous
data from the literature [16–20]. Chondrocyte viability was evaluated through an ATP
quantitation assay of metabolically active cells (CellTiter-Glo® Luminescent Cell Viability
Assay, Promega, WI, USA). This assay is ideal for automated high-throughput screening
and cell proliferation and cytotoxicity examinations. Chondrocytes were cultivated in 96-
opaque-walled plates suitable for luminescence measurements (Thermo Fisher Scientific,
Nunc, Denmark) at a cellular density of 2 × 105 cells per well with complete DMEM/F12
for 24 h. Mono-oxygenation of luciferin is catalyzed by luciferase in the presence of Mg2+,
ATP and molecular oxygen. There is a direct relationship between the luminescent signal
and the number of cells in the culture.

2.5. Establishment of Experimental Groups

Chondrocytes were cultivated in 24-well plates (Costar® Corning Incorporated, Corn-
ing, NY, USA) at a density of 5 × 105 cells/well with complete DMEM/F12 (10% FBS and
gentamicin). After the cells were attached, a stimulus with interleukin-1β (IL-β, 10 ng/mL)
for 24 h was induced. Then, five treatment groups were established: (1) negative control
(chondrocytes without IL-1β stimulus), (2) IL-1β (control of inflammation), (3) PRP (10%
PRP), (4) rhein (50 mg/L), and (5) PRP + rhein (10% PRP + 50 mg/L). Samples were ob-
tained from each group at different time points (0–72 h) of culture for total RNA extraction
or supernatant culture medium storage at −80 ◦C for subsequent analysis.

2.6. Cell Migration

The migration of chondrocytes was evaluated using a wound healing assay technique
by creating a cell-free vertical wound area in the confluent monolayer through mechanical
damage using a pipette tip [21,22]. The tip was placed firmly and perpendicular to the
surface at 90◦ to produce a vertical wound. Then, the cell debris was aspirated, and a new
culture medium was added. The gap generated was evaluated with microphotographs at 0,
24, 48, and 72 h. The wound healing size tool plugin for ImageJ was used to estimate the
area (percentage) devoid of cells through densitometric analysis [23]. The color parameters,
distribution, saturation, and luminance were established in the software, and were the
same for all the images obtained. The images were transformed to a gray scale and the
percentage of the area devoid of chondrocytes was estimated. The images obtained were
analyzed with the ImageJ program version 1.49 (National Institutes of Health).

2.7. Total RNA Extraction and Gene Expression Analysis

Total RNA was isolated from chondrocytes at the described time intervals and in the
described culture conditions with the RNeasy Mini Kit (QIAGEN, Hilden, Germany) fol-
lowing the manufacturer’s specifications. The yield and purity of the RNA were measured
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spectrophotometrically with NanoDrop 2000 equipment (Thermo Fisher Scientific Inc.,
Waltham, MA, USA). Complementary DNA (cDNA) synthesis and quantitative polymerase
chain reaction (qPCR) reactions were performed using a GoTaq Probe 2-Step RT-qPCR
System (Promega Corporation, Madison, WI, USA). Chondrocytes were examined for their
gene expression concerning inflammatory response and extracellular matrix (ECM) synthe-
sis. Specific probes were used for each gene (Integrated DNA Technologies, Inc., Coralville,
IA, USA), and the evaluation was conducted in triplicate for each tested condition and
experimental group. A 7500 Fast Real-Time PCR System (Applied Biosystems; Thermo
Fisher Scientific, Inc., Foster City, CA, USA) was utilized for gene expression assays. The
list of genes assessed can be found in Table 1. Data analysis involved the ∆∆Cq method
for relative expression, with β-2-microglobulin (B2M) serving as the endogenous gene for
normalization [24].

Table 1. Gene symbols and assay ID of the genes evaluated using RT-qPCR.

Gene Symbol Probe Assay ID 1

Interleukin-1 β IL-1β Hs.PT.58.1518186
Interleukin-6 IL-6 Hs.PT.58.40226675

Matrix metallopeptidase 13 MMP13 Hs.PT.58.40735012
ADAM metallopeptidase with
thrombospondin type 1 motif 4 ADAMTS4 Hs.PT.58.4659383

β-2-microglobulin B2M Hs.PT.58v.18759587
1 Integrated DNA Technologies (IDT), Inc.

2.8. Quantification of Nitric Oxide Production

The levels of nitric oxide (NO) in the culture supernatants were assessed using the
Griess reagent (Promega Corporation, Madison, WI, USA). This reagent converts available
nitrate into nitrite with the aid of nitrite reductase. Absorbance at 540 nm was measured
in 96-well plates using a Cytation3 HT multimodal plate reader (BioTek Instruments Inc.,
Winooski, VT, USA). A standard curve was generated using sodium nitrate to determine
the concentrations of the samples being evaluated. The production of NO was evaluated
five times for each culture condition and experimental group (five groups).

2.9. Quantification of Tumor Necrosis Factor-α

Tumor necrosis factor-α (TNF-α) production, released into the culture medium, was
measured using a Human TNF-α Quantikine ELISA Kit (R&D Systems, Minneapolis, MN,
USA), following the manufacturer’s instructions. All measurements were conducted in
duplicate, employing a quantitative sandwich enzyme immunoassay technique in a 96-well
plate format in all the experimental conditions previously mentioned. The optical density
of each well was determined at 450 nm using a Cytation3 HT multimodal plate reader
(BioTek Instruments Inc., Winooski, VT, USA).

2.10. Statistical Analysis

The data are expressed as the mean ± standard deviation (SD) from nine independent
experiments, each performed in triplicate unless otherwise stated. Normality testing
was conducted using a Shapiro–Wilk test. For numerical variables, a parametric one-
way ANOVA test with Tukey’s post hoc test was utilized to identify potential differences
between the experimental groups. Statistical significance was determined by p-values less
than 0.05. Data analysis was performed using GraphPad Prism software version 5.00 for
Windows (GraphPad Software, Inc., San Diego, CA, USA).

3. Results
3.1. Determination of Rhein Working Concentration

The average solubility of rhein in human serum samples supplemented with 10%
calcium gluconate was 1.8 mg/mL, as determined by the HPLC method. Rhein serum
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solubility along with previous concentration reported in the literature was considered for
the construction of the dose–response assay to determine an optimal working concentration.
The dose–response assay revealed that the highest concentration of rhein tested (75 mg/L)
reduced chondrocyte viability by more than 20%. The working concentration selected
was the highest in which cell proliferation surpassed 90% with respect to the control. The
concentration of 50 mg/L was chosen for further experiments (Figure 1).
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Figure 1. Graphical representation of the dose–response assay to determine the rhein working
concentration based on chondrocyte viability.

3.2. Effects of Rhein and PRP on Cell Migration

The effect of the selected rhein working concentration was evaluated on the migration
of human chondrocytes under different conditions, based on the chondrocytes’ capability
to fill the wound created in the monolayer culture. The effect of the rhein by itself was not
capable of inducing wound closure after 72 h (Figure 2), though the area that remained
cell-free was smaller compared to the IL-1β group (rhein 18.8 ± 1.8% vs. IL-1β 25.4 ± 5.4%;
p < 0.05; Figure 3). The combination of PRP + rhein (11.3 ± 1.2%) induced a greater
chondrocyte migration than the rhein alone (rhein 18.8 ± 1.8%; p < 0.05; Figure 3), as
reflected by the wound area, while the gap could not be entirely filled after 72 h as with
control and PRP groups (Figure 2). In all cases, the treatments were able to improve the
delay in wound closure caused by IL-1β at 72 h of culture (Figure 3).

3.3. Effect of Rhein and PRP on Inflammation- and Matrix Degradation-Related Genes

The normalized gene expression of IL-1β was significantly increased in all experimen-
tal groups after incubation with recombinant IL-1β. This effect was counteracted by both
PRP alone and PRP + rhein, inducing an mRNA downregulation (Figure 4A). Likewise,
IL-6 mRNA levels were upregulated after inflammatory stimulation, and this effect was
reversed after PRP and PRP + rhein treatments. At 48 h, the rhein by itself showed a
decrease in IL-6 gene expression (Figure 4B). Although IL-1β mRNA levels were lower in
the presence of PRP + rhein combination compared to the PRP group, the difference was
not statistically significant.

The expression of MMP-13 was significantly influenced by recombinant IL-1β. After
48 h, culture conditions with PRP and the PRP + rhein combination showed a significant
decrease in MMP-13 mRNA levels as compared to the inflammation control (Figure 4C).
Furthermore, the expression of ADAMTS-4 was similarly downmodulated after the treat-
ment with PRP and PRP + rhein. For this marker, the sole stimulation with rhein also
decreased the ADAMTS-4 expression at 48 h (Figure 4D). Despite the combination of PRP +
rhein inducing lower expression levels, the difference from the levels of the PRP group was
not significant.
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Figure 3. Graphical representation of the gap closure in the wound healing assay for chondrocyte
migration. * p < 0.05, ** p < 0.01, *** p < 0.001; a p < 0.05 for IL-1β vs. Rhein, b p < 0.05 for Rhein vs.
PRP + Rhein.

124



Life 2023, 13, 1723

Life 2023, 13, x FOR PEER REVIEW 7 of 13 
 

 

3.3. Effect of Rhein and PRP on Inflammation- and Matrix Degradation-Related Genes 
The normalized gene expression of IL-1β was significantly increased in all experi-

mental groups after incubation with recombinant IL-1β. This effect was counteracted by 
both PRP alone and PRP + rhein, inducing an mRNA downregulation (Figure 4A). Like-
wise, IL-6 mRNA levels were upregulated after inflammatory stimulation, and this effect 
was reversed after PRP and PRP + rhein treatments. At 48 h, the rhein by itself showed a 
decrease in IL-6 gene expression (Figure 4B). Although IL-1β mRNA levels were lower in 
the presence of PRP + rhein combination compared to the PRP group, the difference was 
not statistically significant. 

The expression of MMP-13 was significantly influenced by recombinant IL-1β. After 
48 h, culture conditions with PRP and the PRP + rhein combination showed a significant 
decrease in MMP-13 mRNA levels as compared to the inflammation control (Figure 4C). 
Furthermore, the expression of ADAMTS-4 was similarly downmodulated after the treat-
ment with PRP and PRP + rhein. For this marker, the sole stimulation with rhein also 
decreased the ADAMTS-4 expression at 48 h (Figure 4D). Despite the combination of PRP 
+ rhein inducing lower expression levels, the difference from the levels of the PRP group 
was not significant. 

 
Figure 4. Normalized expression of inflammation− and matrix degradation−related genes in articu-
lar human chondrocytes exposed to rhein or PRP after IL-1β stimulation. (A) Relative expression of 
IL-1β. (B) Relative expression of IL-6. (C) Relative expression of MMP13. (D) Relative expression of 
ADAMTS-5. Data represent the analysis of nine different experiments performed with three repli-
cates. Data are expressed as the mean ± SD. * p < 0.05 and ** p < 0.01; # p < 0.05 vs. all experimental 
groups. IL-1β, interleukin-1β; IL-6, interleukin 6; MMP-13, matrix metallopeptidase 13; ADAMTS-
4, ADAM metallopeptidase with thrombospondin type 1 motif 4. 

3.4. Effect of Rhein and PRP on NO Production 
Nitrite concentrations were determined as an index of NO production, increasing 

markedly in the groups in which inflammation with IL-1β was induced, compared to the 
control group at 24 and 48 h (p < 0.01; Figure 5). A decrease in the production of NO was 

Figure 4. Normalized expression of inflammation− and matrix degradation−related genes in articu-
lar human chondrocytes exposed to rhein or PRP after IL-1β stimulation. (A) Relative expression of
IL-1β. (B) Relative expression of IL-6. (C) Relative expression of MMP13. (D) Relative expression of
ADAMTS-5. Data represent the analysis of nine different experiments performed with three replicates.
Data are expressed as the mean ± SD. * p < 0.05 and ** p < 0.01; # p < 0.05 vs. all experimental groups.
IL-1β, interleukin-1β; IL-6, interleukin 6; MMP-13, matrix metallopeptidase 13; ADAMTS-4, ADAM
metallopeptidase with thrombospondin type 1 motif 4.

3.4. Effect of Rhein and PRP on NO Production

Nitrite concentrations were determined as an index of NO production, increasing
markedly in the groups in which inflammation with IL-1β was induced, compared to the
control group at 24 and 48 h (p < 0.01; Figure 5). A decrease in the production of NO was
especially observed in the groups treated with PRP and the combination of PRP + rhein
with respect to the IL-1β group at 24 and 48 h (p < 0.05; Figure 5). The effect of rhein alone
was not enough to detect a significant reduction after 48 h.
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3.5. Effect of Rhein and PRP on TNF-α Production

The TNF-α levels produced by chondrocytes stimulated with IL-1β were investigated
using an ELISA assay. As shown in Figure 6, the results showed that the concentration of
TNF-α in the supernatant increased significantly after IL-1β treatment. However, in the
presence of both the PRP and the PRP + rhein, the IL-1β-induced TNF-α production was
suppressed at 24 and 48 h (p < 0.01).
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4. Discussion

The main results of this study showed that rhein concentrations lower than 50 mg/L
do not affect human chondrocyte viability, and rhein exerts a mild chondroprotective effect
by itself. In combination with PRP, no evident synergistic effect was observed; however, in
some determinations, this combination produced the greatest reduction in inflammatory
and catabolic markers. Due to the poor systemic availability of rhein after diacerein is
metabolized, and its gastrointestinal side effects [8], alternative delivery systems for rhein
have been studied [25]. We wanted to explore the possibility of combining rhein and PRP as
an intra-articular administration alternative. The intra-articular administration of rhein has
not been explored before; however, we first wanted to evaluate the chondrocyte response
to the rhein + PRP combination.

IL-1β plays a significant role in the development of OA by promoting inflammation
and breaking down cartilage. It exerts a strong catabolic influence on cartilage by enhanc-
ing the production and function of crucial enzymes involved in the degradation of the
extracellular matrix [26]. Therefore, IL-1β can be used to simulate an OA model in vitro
in chondrocytes. This was evidenced by the marked increase in TNF-α, NO, IL-1β, IL-6,
MMP-13, and ADAMTS-4, as well as a decrease in the chondrocyte migration capacity. The
treatments employed in the different experimental conditions were able to counteract or
ameliorate the IL-1β-induced changes. Chondrocyte migration was significantly improved
in the presence of PRP, which was not surpassed by rhein or PRP + rhein. Evidence on the
effect of PRP or rhein specifically on chondrocyte migration is scarce; nevertheless, PRP has
been previously shown to stimulate the migration of chondral progenitor cells [27]. In our
study, the capability of chondrocytes to fill the area wounded might be directly related to a
proliferative effect. In this regard, the proliferative effect of PRP on articular chondrocytes
is well documented [28], even when these cells are in the presence of proinflammatory
cytokines such as IL-1β [27,29,30]; this is in agreement with our results. On the other hand,
rhein did not show the ability to improve gap filling after IL-1β stimulation. Previous
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studies have shown that rhein can affect chondrocytes’ and synoviocytes’ proliferation
in vitro, probably by targeting the cyclin-dependent kinase inhibitor p21, which is active in
the cell-cycle regulation of chondrocytes [31,32]. This might help to explain the incomplete
wound closure observed after 72 h in the PRP + rhein group.

We further investigated the effect of PRP and rhein on the expression of pro-inflammatory
and ECM-related genes. PRP was shown to decrease IL-1β-induced MMP-13, ADAMTS-4,
IL-6, and IL-1β mRNA levels. Several reports indicate that PRP has demonstrated the
ability to decrease the gene expression of certain proteinases, such as MMP-13, disintegrin,
ADAMTS-4, and ADAMTS-5 in animal and human OA chondrocytes [33–37], as well as
reducing gene expression of pro-inflammatory markers IL-1β, COX-2, IL-6, IL-8, and IL-
18 [34,38,39], thereby reversing the pro-inflammatory and extracellular matrix-degrading
effect caused by pro-inflammatory cytokines. Furthermore, rhein has been shown to coun-
teract some of the deleterious effects of IL-1β, including the downregulation of ADAMTS-4,
MMP-1, MMP-3, and MMP-13 gene expression in bovine chondrocytes [32]. Moreover, it
hinders the expression of genes associated with MMP-1 and MMP-3 (which encode for
enzymes involved in cartilage degradation), while promoting the production of aggrecan
and collagen, which help maintain cartilage health and prevent joint deterioration [40]. Our
data also indicate that rhein was able to reduce ADAMTS-4 and MMP-13 mRNA levels
after IL-1β induction. A previous report has shown that inhibition of IL-1β stimulated
transcription factors such as NF-κB, which can induce a downregulation of MMPs gene
expression in articular chondrocytes [41]. This may help to explain the positive effect on
gene expression that we observed. However, rhein did not significantly downmodulate
expression of IL-1β and IL-6. Interestingly, the combination of PRP + rhein did not produce
an additive effect in modulating the gene expression of the targets evaluated, as the mRNA
levels remained with slight decreases with respect to those observed in the PRP group,
while maintaining a positive effect. The chondroprotective effect of PRP on chondrocytes
exposed to IL-1β has been documented [29,42–44].

Rhein exhibits chondroprotective properties by suppressing various substances that
contribute to cartilage breakdown, including IL-1β and NO [45,46]. There is a close re-
lationship between these two proinflammatory mediators, since IL-1β has been shown
to induce the production of reactive oxygen species such as NO through inducible NO
synthase [47]. The induction of this signaling pathway becomes important, because it has
been documented that it leads to the inhibition of the synthesis of cartilage ECM [48]. We
detected inhibition of NO production after exposure to both rhein and PRP; the combina-
tion of PRP + rhein did not have an additive effect on the reduction of NO, reaching levels
very similar to those of the PRP group. The inhibition of NO production by rhein and
PRP on articular chondrocytes has been reported elsewhere [17,46,49]. Since it was earlier
established that NO mediates the stimulatory effect of IL-1β on MMPs synthesis [46,50], it
is possible that the effects of rhein and PRP on MMPs’ production result from the inhibition
of NO synthesis.

As with NO, the production of TNF-α was also reduced by the effect of both PRP and
rhein. This inhibitory effect can be directly related to the counteracting effect of rhein and
PRP on IL-1β. Previous research has proposed that the effect of rhein on IL-1β is a result of
the inhibition of the NF-κB pathway, resulting in the decrease of transcription factors for
different pro-inflammatory mediators such as IL-1β and TNF-α [45,51,52]. The reduction
of TNF-α has also been reported in IL-1β articular chondrocytes stimulated by activated
PRP, which can be attributed to the bioactive molecules encapsulated in exosomes [53].

Some of the limitations of this study include that some determinations were evaluated
within a short period, looking for an immediate effect after an inflammatory stimulation
through this first approach. However, since chondrocytes are exposed to chronic inflam-
matory conditions in knee OA, it would be interesting to determine the activity of PRP +
rhein or rhein alone in longer periods. In addition, the effects of PRP and rhein were tested
on chondrocytes derived from OA cartilage, instead of chondrocytes derived from healthy
tissue. We intended to evaluate the response of chondrocytes under conditions similar to
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what we expect to find in an OA knee. Both rhein and PRP have been tested in healthy
chondrocytes without reporting any kind of harmful effect [29,32,54–56]. The selection of
the rhein working concentration was based on a dose-dependent viability assay, because
we were not certain whether the active metabolite of diacerein would affect the viability
of chondrocytes due to the little information available in the literature. An assay of this
type evaluating the activity of chondrogenic or inflammatory markers could help to clarify
whether a concentration other than the one determined in this study (probably a lower one)
would provide a better additive effect for PRP.

5. Conclusions

A potential chondroprotective effect of the combination of PRP and rhein was ob-
served in chondrocytes subjected to pro-inflammatory stimulation. Although many of
the determinations denoted a better performance of the combination in decreasing the
levels of the different targets evaluated, this was not greater enough to detect a significant
difference in comparison with PRP treatment alone. It would be convenient to evaluate
lower concentrations of rhein with PRP in search of a potential synergistic effect.
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Abstract: Free play in kindergarten can be roughly divided into fine and gross motor activities, but
the effects of these activities on improving handgrip strength are unknown. Therefore, we aimed to
compare one-year changes in handgrip strength and forearm flexor muscle size in children separated
by preferred play in a kindergarten. One hundred and eleven children were recruited from a local
kindergarten. They underwent handgrip strength and forearm muscle thickness measurements, and
95 (49 boys and 46 girls) underwent a second measurement one year after the first measurement.
Class teachers assessed the physical activity of everyone in their class after the second measurement.
Using three evaluation scores by the class teachers, we divided children into three groups based
on the children’s preference to play in kindergarten (fine movement vs. gross motor movement).
Handgrip strength did not change differently between groups across one year. However, children
who liked active playing outside (i.e., gross motor activity) were stronger than others. Furthermore,
children who like playing outside observed greater changes than the other groups in the ulna (right
hand) and radius muscle thickness (left hand), suggesting that changes in forearm muscle size might
be incongruent with changes in handgrip strength among the three activity groups.

Keywords: grip strength; young children; active play; growth and development

1. Introduction

Handgrip strength is a biomarker of current health status and future morbidity/disability
in middle-aged and older adults [1]. For example, a study investigated the association
between handgrip strength and the incidence of heart disease in 20,829 middle-aged
and older adults aged 50 or older [2]. The incidence rate of heart disease was adjusted
for covariates such as age, education level, physical activity, body mass index, alcohol,
smoking, and medical history. The authors found that those in the highest quartile of
handgrip strength had a 35% lower risk of being diagnosed with heart disease compared
with those in the lowest quartile in men and 46% in women over 13 years of follow-up.
In addition, it is noted that there was a difference of 12 kg for men and 10 kg for women
between the highest and lowest quartile cut-off values for handgrip strength in each age
group. Similarly, recent large-sized follow-up studies also reported an inverse association
between handgrip strength and the incidence rate of type 2 diabetes [3], cancer [4], and
dementia [5]. Our article search found over 100 similar articles in the last quarter century
(e.g., [6–25]).

Given that handgrip strength can be a biomarker that predicts current and future
health status, it seems necessary to discuss how to increase this handgrip strength [26,27].
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Recently, we compared differences in handgrip strength among different sports in first-
year university male students enrolled in a sports university [28]. We found that handgrip
strength was greater in participants who participated in sports with upper-body movements
(i.e., kendo and baseball) than those in sports that primarily involve lower-body activities
(i.e., soccer). Interestingly, the mean difference between the kendo and soccer groups was
approximately 5 kg, but the difference between the two groups has gradually widened
over the past 45 years. Similar results were observed in female students [29]. Those results
suggest that the type of physical activity performed during the developmental period may
affect the handgrip strength acquired by children in the development process.

Although research is limited, previous studies have examined the impact of family-
and school-based interventions on handgrip strength in children and adolescents [30–32].
However, the intervention program did not affect handgrip strength in the intervention
group compared with the control group. Unfortunately, most studies investigating the
effects of school-based physical education classes did not include handgrip strength changes
after the exercise intervention [27]. In addition, more recent studies investigating the effects
of an exercise training intervention on handgrip strength in preschool-aged children have
reported conflicting results; one study found significant improvements in handgrip strength
in the intervention group compared to the control group [33], while another did not [34].
However, we could not determine why one study found a benefit and another did not.

In free-play behaviors in kindergarten, some children prefer fine movements (primarily
using hands and fingers) and others prefer gross motor activities (primarily using the
lower body). It would be meaningful to know the impact of preferred play on changes
in handgrip strength during growth. Therefore, this study aimed to compare one-year
changes in handgrip strength and forearm muscle size in children separated by preferred
play in a kindergarten (fine movement vs. gross motor movement).

2. Materials and Methods
2.1. Study Design

This is a study of kindergarteners conducted in the city of Fukuoka, Japan. This
kindergarten has a relatively large (approximately 3100 m2) lawn garden for children.
Data collection took place from October 2021 to November 2022. The measurements were
performed in the morning (9:00–10:00 AM, at room temperature of approximately 22 ◦C)
using the same methodological protocols described below. This study received approval
from the ethics committee of Seinan Gakuin University (application no SG #2021-2-2) and
was conducted according to the Declaration for Helsinki. Children with their parents were
fully informed about the purpose of the study and its safety, and written informed consent
was obtained from the parents of each child.

2.2. Participants

With the cooperation of the school’s staff and parents, 111 young children (56 boys
and 55 girls) were recruited from a local kindergarten. Few children used their left hand or
mixed hands to eat and write (n = 4). All participants completed the first measurement, but
95 (49 boys and 46 girls) underwent a second measurement one year after the first because
some children transferred to other kindergartens due to their parents’ jobs (Table 1). Only
data from these 95 participants were used for this study.
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Table 1. Changes in anthropometric variables, ultrasound-measured forearm muscle thickness, and
handgrip strength in boys and girls.

Boys Girls

N 49 46
Age (yr)

Test 1 4.5 ± 0.6 4.6 ± 0.5
Test 2 5.5 ± 0.6 5.6 ± 0.5

Height (cm)
Test 1 103.9 ± 5.5 103.1 ± 5.0
Test 2 109.9 ± 5.6 109.3 ± 5.4
Change 6.0 ± 0.8 6.2 ± 0.9

Body mass (kg)
Test 1 17.0 ± 1.9 16.4 ± 2.1
Test 2 18.8 ± 2.4 18.3 ± 2.7
Change 1.8 ± 0.9 1.9 ± 0.9

Muscle thickness ulna, right hand (mm)
Test 1 21.2 ± 1.7 20.8 ± 2.0
Test 2 23.3 ± 1.7 22.6 ± 2.1
Change 2.0 ± 0.9 1.8 ± 1.3

Muscle thickness radius, right hand (mm)
Test 1 10.6 ± 1.3 10.1 ± 1.3
Test 2 11.3 ± 1.3 10.8 ± 1.5
Change 0.7 ± 0.8 0.7 ± 0.9

Handgrip strength, right hand (kg)
Test 1 8.1 ± 2.7 6.6 ± 2.4
Test 2 11.6 ± 2.3 9.8 ± 2.3
Change 3.5 ± 1.6 3.3 ± 2.1

Results are expressed as mean and standard deviation. Statistical differences are noted in the text. The table is
meant to be descriptive.

2.3. Handgrip Strength Measurements

Maximum voluntary handgrip strength was measured with the right and left hands
using a Smedley handgrip dynamometer (TKK Grip-A, Niigata, Japan) [35,36]. All children
were instructed to maintain an upright standing position to keep their arms at their sides.
The participants held the dynamometer in their right or left hand with the elbow extended
downward without squeezing. The distance of the dynamometer grip bars (grip span)
was adjusted to the hand size of the children (the middle phalanx rested on the inner
handle) [37]. All children were allowed to perform two maximal trials on each side with a
one-minute break. All the participants appeared motivated during the strength tests [38,39].
The highest value on each side was used for data analysis.

2.4. Forearm Muscle Thickness Measurements

Anterior forearm muscle thickness was also measured using B-mode ultrasound
(Logiq e; GE, Fairfield, CT, USA) at 30% proximal of forearm length (between the styloid
process and the head of the radius) on the right side of the body [40]. A linear scanning
head was coated with transmission gel and placed on the skin surface of the measurement
site with minimum pressure to achieve a clear image. Two images from the site were stored
for offline analysis following data collection. Muscle thickness of the radius (MT-radius)
and ulna (MT-ulna) was measured as the perpendicular distance between the adipose
tissue–muscle interface and the muscle–bone interface. The average value measured on
two images was used for data analysis.

Before ultrasound measurements, standing height and body mass were measured to
the nearest 0.1 cm and 0.1 kg, respectively, using a height scale and an electronic weight
scale. Forearm length and girth (at 30% proximal of forearm length) were also measured
using a flexible tape measure.
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2.5. Physical Activity Assessments

Class teachers assessed the physical activity of everyone in their class after the second
measurement. The teacher of each class was unaware of any of the study participants’
results from the handgrip strength test and ultrasound muscle thickness measurements.
We asked the class teachers to evaluate the physical activity level from the following three
evaluation points. The first evaluation point concerned whether the children preferred
to play indoors or outdoors during free play in kindergarten: (1) Often plays indoors,
(2) intermediate, and (3) often plays outdoors. The second evaluation point was whether
or not children sweated during free play: (1) Never sweating from play, (2) intermediate,
and (3) always sweating from play. The last evaluation point was a question about the
type of play. We provided teachers with two different examples of play: One being
gross-motor movements (e.g., tag, rope-jumping, dodgeball) and the other being fine
movements (e.g., block play, the art of paper folding, drawing pictures). We asked teachers
whether or not children were challenged with various play in each preferred play: (1) Often
performed the same type of play; (2) intermediate; (3) or performed many different types of
challenging play.

From the above three points, we divided them into three groups. For example, children
who preferred to sit and play, never sweated from play, and performed relatively similar
activities would be rated 1, 1, and 1 and would be assigned to “Group 1”. In contrast,
children who liked to play outdoors, always sweated from play, and engaged in many
types of play would be rated 3, 3, and 3 and would be assigned to “Group 3”. Children
rated 2 (intermediate) on three evaluation points were assigned to “Group 2.” When all
three scores were not the same, children were grouped as follows: No children had all
different ratings (i.e., 1, 2, and 3) on the three evaluation points. That is, at least two ratings
were in agreement. Therefore, we adopted two matching evaluation points to separate the
groups. As a result, the number of children in each group was divided as follows: Group 1
(n = 23), Group 2 (n = 34), and Group 3 (n = 38).

2.6. Statistical Analysis

Overall changes in handgrip strength and muscle size were determined using paired
sample t-tests. A repeated-measures ANOVA on time with a between-subject factor of
sex was used to determine differences in muscle size and strength between boys and girls.
To determine the influence of activity level, we used a repeated-measures ANOVA on
time with a between-subject factor of activity level. We also included sex as a covariate to
determine if that altered the result. Post-hoc comparisons were not adjusted for multiple
comparisons. Statistical significance was set at p < 0.05. Normality was visually assessed
using a Q-Q plot, and Levene’s test was used for testing the homogeneity of variance. All
statistical analyses were run using Jamovi version 2.3.13.0. Data are presented as mean and
95% confidence intervals unless otherwise stated.

3. Results
3.1. Overall Change in Handgrip Strength and Muscle Size

Handgrip strength increased in both the right (a change of 3.3 (3.0, 3.7) kg) and left
(a change of 3.1 (2.7, 3.4) kg) hands. For muscle thickness, there were also increases for
MT-ulna (right forearm: 1.9 (1.7, 2.1) mm; left forearm: 1.8 (1.6, 2.1) mm) and MT-radius
(right forearm: 0.7 (0.5, 0.8) mm; left forearm: 0.7 (0.5, 0.9) mm) in both the right and
left forearms.

3.2. Comparison between Boys and Girls

Handgrip strength did not change differently between boys and girls for either the
right hand (time x sex: p = 0.498) or the left hand (time x sex: p = 0.991). Handgrip
strength was greater at the second time point compared to the first. However, boys had
greater overall strength than girls (when collapsed across time; p ≤ 0.001). On the right
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hand, boys were 1.6 (0.7, 2.5) kg stronger, and on the left hand, boys were 1.5 (0.6, 2.4) kg
stronger (Table 1).

MT-ulna did not change differently between boys and girls (Table 1) for either the
right forearm (time x sex: p = 0.309) or the left forearm (time x sex: p = 0.388). Muscle
thickness was greater at the second time point than the first, but there was no main effect
of sex (p = 0.11 and p = 0.1 for right and left, respectively).

MT-radius did not change differently between boys and girls (Table 1) for either the
right forearm (time x sex: p = 0.91) or the left forearm (time x sex: p = 0.388). Muscle
thickness was greater at the second time point than the first, but there was no main effect
of sex (p = 0.06 and p = 0.1 for right and left, respectively).

3.3. Comparison among Three Physical Activity Groups

Handgrip strength did not change differently between activity levels for either
the right hand (time x activity level: p = 0.365) or the left hand (time x activity level:
p = 0.307) (Figure 1). Handgrip strength was greater at the second time point compared
to the first; however, activity level did influence overall strength when collapsed across
time for the right hand (p = 0.002) and the left hand (p = 0.008). Post-hoc analysis for
the right hand found that Group 3 was significantly greater than Group 2 (difference of
1.3 (0.2, 2.3) kg, p =0.015) and Group 1 (difference of 2 (0.9, 3.2) kg, p = 0.001). Group 1 was
not statistically different from Group 2 (p = 0.2). This result held following an adjustment
for sex. Post-hoc analysis for the left hand found that Group 3 was significantly greater
than Group 1 (difference of 1.8 (0.6, 3.0) kg, p = 0.002) but not Group 2 (difference of
0.9 (−0.05, 2.0) kg, p = 0.06). Group 2 was also not statistically different from Group 1
(p = 0.166). This result held following an adjustment for sex.

MT-ulna changed differently (Figure 2) between activity levels for the right forearm
(time x activity level: p = 0.013) but not the left forearm (time x activity level: p = 0.4).
Changes across the year were greatest in Group 3 compared to Group 2 (difference of 0.67
(0.17, 1.1) mm) and Group 1 (difference of 0.68 (0.11, 1.2) mm). There were no differences
between Group 2 and Group 1 (p = 0.986). The statistical interaction held following an
adjustment for sex. When collapsed across time, Group 3 was greater than Group 2
(p = 0.02) and Group 1 (p = 0.03), but Group 2 was not greater than Group 1 (p = 0.96). For
MT-ulna of the left forearm, there was a time effect and effect of activity level. MT-ulna
was greater at the second time point than the first, and Group 3 was greater than Group
2 (difference of 1.0 (0.26, 1.9) mm, p = 0.01). There were no other statistically significant
differences. Results remained the same following an adjustment for sex.

MT-radius did not change differently (Figure 3) between activity levels for the right
forearm (time x activity level: p = 0.23), but it did for the left forearm (time x activity level:
p = 0.033). Both results held following an adjustment for sex. MT-radius of the right forearm
was greater at the second time point than the first. Group 3 had greater MT-radius values
than Group 2 (difference of 0.81 (0.23, 1.39) mm; p = 0.006) and Group 1 (difference of 0.82
(0.16, 1.47) mm; p = 0.014). Group 2 was not different from Group 1 (p = 0.993). MT-radius
of the left arm changed differently across time between activity levels. Changes across
the year in the left forearm were greater in Group 3 and Group 2 compared to Group 1
(Group 3 vs. Group 1: 0.59 (0.1, 1.0) mm; Group 2 vs. Group 1: 0.59 (0.09, 1.0) mm). There
was no difference in the differences between Group 3 and Group 2. When collapsed across
time, Group 3 was greater than Group 2 (p = 0.0004).
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Figure 1. One-year changes in handgrip strength of the right and left hands separated into three
groups on the basis of physical activity status. (A) Changes across time separated by group (vari-
ability of changes are found in Table 2) in the right hand, (B) between-subject effect of group (col-
lapsed across time) in the right hand, (C) time effect (collapsed across group) in the right hand;
(D) change across time separated by group (variability of changes are found in Table 2) in the left hand,
(E) between-subject effect of group (collapsed across time) in the left hand, (F) time effect (collapsed
across group) in the left hand. Variability is represented by 95% confidence intervals. Conditions that
share a letter are not statistically significantly from each other. * indicates a statistically significant
time effect.

Table 2. Changes in anthropometric variables, forearm muscle thickness, and handgrip strength in
three groups.

Group 1 Group 2 Group 3

N 23 (9 boys, 14 girls) 34 (15 boys, 19 girls) 38 (25 boys, 13 girls)
Age (yr)

Test 1 4.4 ± 0.6 4.6 ± 0.5 4.7 ± 0.6
Test 2 5.4 ± 0.6 5.6 ± 0.5 5.7 ± 0.5

Height (cm)
Test 1 101.9 ± 4.8 103.1 ±5.0 104.9 ± 5.5
Test 2 108.1 ± 5.4 109.1 ± 5.2 110.9 ± 5.5

Body mass (kg)
Test 1 16.6 ± 2.4 16.1 ± 1.7 17.3 ± 2.0
Test 2 18.4 ± 3.0 17.9 ± 2.2 19.3 ± 2.5

Muscle thickness ulna, right hand (mm)
Test 1 20.7 ± 2.2 20.7 ± 1.8 21.4 ± 1.6
Test 2 22.4 ± 2.3 22.4 ± 1.7 23.7 ± 1.6
Change 1.7 ± 1.2 1.7 ± 1.1 2.3 ± 1.0
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Table 2. Cont.

Group 1 Group 2 Group 3

Muscle thickness ulna, left hand (mm)
Test 1 20.7 ± 2.2 20.3 ± 1.5 21.2 ± 1.7
Test 2 22.4 ± 2.4 22.1 ± 1.8 23.3 ± 1.7
Change 1.7 ± 1.1 1.8 ± 1.0 2.1 ± 1.4

Muscle thickness radius, right hand (mm)
Test 1 10.0 ± 1.4 10.1 ± 1.4 10.7 ± 1.0
Test 2 10.7 ± 1.8 10.6 ± 1.4 11.6 ± 1.0
Change 0.7 ± 1.0 0.5 ± 0.7 0.9 ± 0.9

Muscle thickness radius, left hand (mm)
Test 1 10.4 ± 1.5 9.7 ± 1.5 10.8 ± 1.1
Test 2 10.7 ± 1.6 10.6 ± 1.4 11.7 ± 1.2
Change 0.3 ± 1.0 0.9 ± 0.9 0.9 ± 0.9

Handgrip strength, right hand (kg)
Test 1 6.1 ± 2.2 7.2 ± 2.8 8.2 ± 2.5
Test 2 9.7 ± 2.6 10.2 ± 2.5 11.8 ± 1.9
Change 3.6 ± 2.0 3.0 ± 1.7 3.6 ± 2.0

Handgrip strength, left hand (kg)
Test 1 5.7 ± 2.4 6.8 ± 2.6 7.5 ± 2.5
Test 2 8.9 ± 2.8 9.5 ± 2.3 10.8 ± 1.8
Change 3.2 ± 2.0 2.7 ± 1.5 3.4 ± 1.8

Results are expressed as mean and standard deviation. Change = Test 2 − Test 1. Statistical differences are noted
in the text. The table is meant to be descriptive.
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Figure 2. One-year changes in MT-ulna of the right and left hands separated into three groups on the
basis of physical activity status. (A) Changes across time separated by group (variability of changes
are found in Table 2) in the right arm, (B) between-subject effect of group (collapsed across time) in the
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right arm, (C) time effect (collapsed across group) in the right arm; (D) change across time separated
by group (variability of changes are found in Table 2) in the left arm, (E) between-subject effect
of group (collapsed across time) in the left arm, (F) time effect (collapsed across group) in the left
arm. Variability is represented by 95% confidence intervals. Conditions that share a letter are not
statistically significantly from each other. * indicates a statistically significant time effect.
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Figure 3. One-year changes in MT-radius of the right and left hands separated into three groups
on the basis of physical activity status. (A) Changes across time separated by group (variability of
changes are found in Table 2) in the right arm, (B) between-subject effect of group (collapsed across
time) in the right arm, (C) time effect (collapsed across group) in the right arm; (D) change across time
separated by group (variability of changes are found in Table 2) in the left arm, (E) between-subject
effect of group (collapsed across time) in the left arm, (F) time effect (collapsed across group) in the
left arm. Variability is represented by 95% confidence intervals. Conditions that share a letter are not
statistically significantly from each other. * indicates a statistically significant time effect.

4. Discussion

We investigated whether the change in one-year handgrip strength depended upon
the children’s physical activity status. Physical activity status was based on the children’s
preferred play in kindergarten (fine movement vs. gross motor movement). The present
study found that a one-year change in handgrip strength was similar among three physical
activity groups. However, children who liked active play outside (i.e., gross motor move-
ment) were stronger than children of other groups (i.e., group effect). In contrast, muscle
thickness changed differently across groups in MT-ulna of the right hand and MT-radius
of the left hand. These results suggest that differences among children already exist as
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early as kindergarten and that changes in forearm muscle thickness do not always occur in
alignment with changes in muscle strength.

4.1. One-Year Change in Handgrip Strength

Active play that children perform outside in kindergarten during free time is an
activity that primarily uses the lower body. Previous studies [41,42] observed increased
muscle strength of the untrained upper extremities due to resistance training of the lower
extremities (called the cross-transfer effect). However, there are no studies on increased
handgrip strength with a lower-body exercise intervention, and no such results were found
in this study. On the other hand, fine motor activities primarily use the hands and fingers.
Therefore, practicing fine motor activities helps children improve their fine motor skills [43].

In the present study, our results showed that a one-year change in handgrip strength
was not different among the three active groups, but children who liked active play outside
(Group 3) were stronger than other groups. Therefore, children in Group 3 are hypothesized
to have been similarly active before the study period, which may have contributed to
their greater handgrip strength. Unfortunately, in this study, we could not evaluate the
specific play of children, such as types, amount, and intensity before and during this study.
Furthermore, we could not investigate what children do with their families after school
or on weekends. However, previous studies have reported the possibility that exercise
using the upper body during play in children may be involved in improving handgrip
strength [27]. For example, one study investigated the effects of upper-body exercise on
handgrip strength in an intervention group by comparing it with a control group [44]. The
intervention group (n = 40, mean age 8.4 years) performed upper-body exercises such as
self-supported movements (e.g., wheelbarrow, seal walk, crabwalk) and circuit exercises
(e.g., tennis balls for squeezing, strips of rubber tire to pull) three times a week. The control
group (n = 46, mean age 8.6 years) had a free-play period, which was part of the normal
school routine. The changes in handgrip strength were significantly greater (p < 0.05) for
the intervention group compared to the control group (pre–post change of the right hand:
Experimental group = 1.5 kg and control group = 0.3 kg) following a 12-week intervention.
More recently, we investigated the effects of the type of sports practiced on handgrip
strength in first-year sport university students, as mentioned above [28,29]. The authors
selected two types of sporting events with matching physiques (i.e., height and body mass);
Soccer (n = 1127) targets the lower body, and Kendo (n = 297) and Baseball (n = 698) use the
lower body simultaneously with upper-body movement (including gripping) and report
that those in the lower-body-only (Soccer) sports had −3.78 (95% CI: −4.27, −3.29) kg lower
handgrip strength than those in the lower + upper body (Kendo and Baseball) sporting
events [28]. Comparing each individual sport found that each sport was different from the
others with Kendo > Baseball > Soccer (between each sport, p < 0.001). In addition, the
difference in handgrip strength between Kendo and Soccer was approximately 5 kg in the
overall sample. Considering the results of the above-mentioned previous studies and this
study, it is expected that grip strength during an object’s gripping movements improves
handgrip strength during the developmental period. However, further research is needed
on the gripping conditions (e.g., intensity and duration) for improving handgrip strength
in children and adolescents.

4.2. One-Year Change in Forearm Muscle Thickness

An interesting finding obtained in this study was that changes in handgrip strength
and changes in forearm flexor muscle thickness were inconsistent among the three groups
with different physical activity preferences. We recently investigated the association
between handgrip strength changes and forearm flexor muscle thickness changes in
218 young children different from the sample of this study [45]. The study found that there
were significant (p < 0.001) within-subject correlations between ulna muscle thickness and
handgrip strength (r = 0.50) and radius muscle thickness and handgrip strength (r = 0.59).
However, while there was a statistically significant (p < 0.001) between-subject relationship
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between radius muscle thickness and handgrip strength (r = 0.27), there was no significant
between-subject correlation between ulna muscle thickness and handgrip strength (r = 0.07).
It has been reported that muscle strength and size changes do not always match during
resistance training in healthy young adults [46]. Although changes do not necessarily
line up, it should be noted that those in Group 3 tended to have the most muscle size
and strength.

The reasons for the difference in muscle thickness change in children who liked active
playing outside compared with other groups between the left and right arms over one year
are unknown. However, considering the ulna muscle thickness includes two major extrinsic
flexor muscles of the fingers, whereas the radius muscle thickness involves muscles in
the forearm pronation and wrist and elbow joint flexion [47], and differences in how to
use the left and right hands may have appeared (e.g., perhaps related to tasks completed
with dominant vs. non-dominant hands; most children were right-handed). These are all
speculations and future research is needed to clarify this issue.

4.3. Physical Activity Assessment

In this study, class teachers assessed their children’s physical activity during their
free time in a kindergarten, as reported previously [48]. The teachers spend time in
kindergarten with the children in their class (approximately between 8:00 AM and 3:00 PM)
every weekday. An advantage of the proxy-reported tools over the other measurement
tools, such as the accelerometer, is that they could capture the context and type of the
behaviors [49]. This study aimed not to quantify children’s physical activity (such as
intensity and duration) but to understand the kind of play that children prefer. From
this point, it is considered that the assessments of physical activity by the teachers were
appropriate for measuring the behaviors of interest. Although we view this assessment
as appropriate and informative, subjective assessments of physical activity from teachers
are imperfect.

5. Conclusions

Free play in kindergarten is roughly divided into fine and gross motor activities. This
study observed no difference in one-year changes in handgrip strength between activity
groups, but children who liked active playing outside were stronger than other children.
These results suggest that there are already differences in strength in young children prior
to entering kindergarten. Assuming these children had similar activity levels prior to
entering school, these results suggest that children who actively play outdoors may acquire
higher handgrip strength than those who prefer indoor play. Regardless of the reason,
strength differences between children appear very early in life. Furthermore, changes in
forearm muscle thickness might be inconsistent with handgrip strength changes among the
three activity groups.
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Abstract: For children born with congenital heart defects (CHDs), extracorporeal life support may be
necessary. This retrospective single-center study aimed to investigate the outcomes of children with
CHDs on extracorporeal membrane oxygenation (ECMO), focusing on various risk factors. Among
the 88 patients, 36 (41%) had a single-ventricle heart defect, while 52 (59%) had a biventricular defect.
In total, 25 (28%) survived, with 7 (8%) in the first group and 18 (20%) in the latter. A p-value of 0.19
indicated no significant difference in survival rates. Children with biventricular hearts had shorter
ECMO durations but longer stays in the intensive care unit. The overall rate of complications on
ECMO was higher in children with a single ventricle (odds ratio [OR] 1.57, 95% confidence interval
[CI] 0.67–3.7); bleeding was the most common complication in both groups. The occurrence of a
second ECMO run was more frequent in patients with a single ventricle (22% vs. 9.6%). ECMO can
be effective for children with congenital heart defects, including single-ventricle patients. Bleeding
remains a serious complication associated with worse outcomes. Patients requiring a second ECMO
run within 30 days have lower survival rates.

Keywords: complications; congenital heart disease; ECMO; extracorporeal life support; mortality;
risk factors; single ventricle

1. Introduction

Extracorporeal membrane oxygenation (ECMO) is a well-established therapy utilized
in neonates and children. According to the Extracorporeal Life Support Organization
(ELSO), the survival rates for patients undergoing ECMO treatment vary depending on the
age group and the underlying condition. The survival rate for pediatric patients receiving
extracorporeal cardiopulmonary resuscitation (eCPR) is 55%, while the survival rate for
neonates receiving ECMO for respiratory problems is 84% [1].

Congenital heart defects (CHDs) are one of many factors that can affect how well
children and newborns respond to ECMO. Neonatal children with CHDs have a reported
40% survival rate, compared to 48% for pediatric patients [1]. Patients with single-ventricle
physiology within the CHD group are worse than those with biventricular CHDs in terms
of outcomes [2]. Studies show that the survival of children in this subgroup is still low,
with best-case survival rates being around 40% [3–6].

This study’s goal is to give a thorough overview of the particular population of
CHD-affected children who need ECMO support. Our analysis aims to determine the
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risk factors and issues associated with ECMO use in these patients as well as the overall
success of ECMO implantation. By examining all of these factors, just as other research
groups are doing [7–9], we hope to advance patient care in this population and increase
our understanding of CHD management in conjunction with ECMO therapy.

2. Materials and Methods
2.1. Study Design and Patient Population

This study is a retrospective, single-center investigation that aimed to evaluate the
outcomes of children diagnosed with CHDs who required ECMO support between the
years of 2009 and 2019. The study evaluated children up to the age of 16 and categorized
them as either “neonates” if they were up to 30 days old or “pediatric” if they exceeded
that age. To ensure the accuracy of the data, exclusion criteria were applied and consisted
of excluding patients without a CHD diagnosis and those whose baseline or follow-up
data were missing. Notably, patients who underwent a second ECMO run during the same
hospital admission were considered separately and labeled as “second ECMO run”, with
no patient receiving more than two ECMO runs.

2.2. Categorization of Patients Based on CHD Anatomical Classification

The patients were categorized into two groups based on the underlying anatomical
classification of their CHD: those with biventricular CHD and those with single-ventricle
CHD. The functional single-ventricle heart diagnosis encompassed conditions such as
hypoplastic left heart syndrome, tricuspid valve atresia, pulmonary atresia, and borderline
left ventricle.

2.3. Factors Leading to ECMO

This study identified five main categories of factors leading to the need for ECMO
support: respiratory failure, cardiac failure, sepsis, post-cardiotomy ECMO, and eCPR
(Table S1). The failure to wean off cardio-pulmonary bypass (CPB) or the need for ECMO
within the first 48 h after a CPB-assisted operation were both referred to as post-cardiotomy
ECMO.

Due to the complexity of patient cases, it was often challenging to attribute ECMO
support to a single factor, as multiple relevant factors were concurrently present, influencing
the decision to initiate ECMO support. In instances where multiple factors were identified,
the patient was classified into the categories considered more relevant by two independent
senior consultants. Any discrepancies were resolved through discussion until a consensus
was reached. Consequently, for the majority of patients, it was established that more than
one factor contributed to the need for ECMO support.

2.4. Complications and Criteria for Classifying Complications

A series of complications was defined and encompassed various situations. These
included bleeding, reposition of a cannula, disseminated intravascular coagulation (DIC),
circuit changes, and cerebrovascular insults (CVIs).

The main criterion for classifying bleeding as a complication was the need to repeat
surgery due to bleeding. Any occurrence of bleeding, whether inside or outside the area
of the index operation, was taken into account. Bleeding specifically related to ECMO
was also considered. Regarding the repositioning of a cannula, such adjustments may be
necessary either to improve ECMO flow or to correct unintentional displacement, and they
were labeled as complications. The cleaning of cannulas or tubes to address thrombus
formation also falls into this category of complications. Disseminated intravascular coagu-
lation was evaluated based on laboratory and clinical assessments, constituting another
complication category. This study also accounted for circuit changes, which were defined
as changes resulting from the depletion of the oxygenator. In the study, CVI was defined
as any thromboembolic event causing a cerebral insult during ECMO, confirmed through
magnetic resonance imaging (MRI) or computed tomography (CT). These imaging modali-
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ties were interpreted by pediatric radiologists or neuroradiologists, ensuring the accurate
identification and confirmation of CVI cases.

2.5. Non-Cardiac Genetic Diseases

In addition to the primary heart defect, some patients also had additional non-cardiac
genetic diseases, which were documented separately and listed as “other diagnoses”
(Table S2).

2.6. Data Storage and Ethics Approval

All data were safely stored in an Excel sheet protected by a password. The document
containing personalized information linked to patient IDs was kept separate from the Excel
sheet. The study received ethical approval from the Cantonal Ethics Committee Zurich
(BASEC-Nr. 2020-01147).

2.7. Statistical Analysis

Data pertaining to patients and ECMO were gathered from the clinical information
system “Phoenix®” provided by CGM Clinical (CompuGroup Medical Schweiz AG, Bern,
Switzerland) at the University Children’s Hospital Zurich. A comprehensive set of variables
was selected for analysis, including date of birth, gender, weight, classification as neonate or
pediatric, presence of single-ventricle or biventricular heart, specific congenital heart defect,
concomitant diseases, factors leading to ECMO initiation, occurrence of cardiopulmonary
resuscitation (CPR) prior to ECMO, previous cardiotomy, last recorded pH and lactate
levels before ECMO, type of ECMO implantation, cannulation site, timing of ECMO
initiation and removal, occurrence of a second ECMO run, complications experienced
while on ECMO, conversion to a ventricular assist device (VAD), length of stay in the
intensive care unit (ICU), survival while on ECMO, and survival after a 1-year follow-up.
To ensure the accuracy and consistency of the collected data, an Excel sheet was utilized
for data collection. Subsequent statistical analysis and evaluation were conducted using
the software “R-Studio” [RStudio Team (2020). RStudio: Integrated Development for R.
RStudio, PBC, Boston, MA, USA]. Results are given as mean values ± standard deviation
or numbers and percentages. Comparisons were performed using Student’s t-test or the
Mann–Whitney U-test. Qualitative variables were analyzed using Fisher’s exact test. The
survival times of the two groups were compared using a log-rank test, with statistical
significance assumed at a 2-sided p-value of 0.05 or lower.

3. Results
3.1. Study Group

A total of 88 patients received ECMO therapy, including 42 neonates and 43 females.
The mean age at ECMO implantation was 1.4 years, with a standard deviation of 3.6 years.
The average weight of the patients was 6.9 kg, with a standard deviation of 1.0 kg. Table 1
shows the specific baseline characteristics for both groups.

Table 1. Baseline characteristics.

Single Ventricle Biventricular
n 36 52

Age at ECMO implantation in months
(mean (±SD)) 28 (54.7) 9.9 (31.6)

Male (%) 16 (18) 29 (33)
Female (%) 20 (23) 23 (26)
Neonate (%) 13 (15) 29 (33)
Paediatric (%) 23 (26) 23 (26)
Other diagnosis (%) 5 (6) 16 (18)
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Single-ventricle heart defects were found in 36 (41%) of the 88 patients, with hy-
poplastic left heart syndrome (HLHS) being the most prevalent condition in this cohort,
accounting for 23 cases (26%). As shown in Table 2, which displays the distribution of CHD
types across the sample, 52 patients (59%) had a congenital heart defect with biventricular
physiology.

Table 2. Congenital heart defects.

Total Cases (n = 88)
Cardiac Diagnosis n %

Single ventricle 36 41
Functional single ventricle (non-HLHS) 13 15
HLHS 23 26

Biventricular 52 59
VSD 24 27
ASD 18 20
AVSD 19 22
TOF 5 6
TGA 14 16
Aortic valve stenosis 11 13
Truncus arteriosus communis 4 5
Pulmonary valve stenosis 3 3
Pulmonary atresia 13 15
IAA 3 3
TAPVD 9 10
Partial anomalous pulmonary venous connection 2 2
DORV 2 2
ALCAPA 3 3
Atrioventricular valve regurgitation 15 17
Myocarditis 1 1
Cardiomyopathy 3 3

In both the single-ventricle and biventricular groups, cardiac failure emerged as the
main cause of ECMO. Cardiovascular failure was identified in 33 of the 36 patients with
a single-ventricle defect (91%) and 48 patients (92%), respectively, in the biventricular
group. Notably, the majority of single-ventricle patients (70%) required ECMO support
post-cardiotomy, compared to 55% of the biventricular patients. Respiratory failure was a
contributing factor in 44% of single-ventricle cases and in 32% of biventricular cases. Sepsis,
on the other hand, was a relatively uncommon cause of ECMO, accounting for 5% of cases
in the single-ventricle group and 2% in the biventricular group.

Table 3 provides further information on the ECMO-related data for the two groups.

Table 3. ECMO Data.

Single Ventricle Biventricular
n 36 52

CPR time in minutes (mean (±SD)) 49.44 (40.44) 49.44 (52.78)
Surgery pre-ECMO (%) 33 (37.5) 36 (41)
ECMO pre-surgery (%) 3 (3.4) 11 (12.5)
pH pre-ECMO (mean (±SD)) 7.23 (0.15) 7.06 (0.66)
Lactate pre-ECMO (mean (±SD)) 6.05 (4.1) 6.93 (5.59)
VA-ECMO (%) 33 (37.5) 48 (54)
VV-ECMO (%) 3 (3.4) 4 (4.5)
Central cannulation (%) 33 (37.5) 44 (50)

3.2. Outcomes

The overall survival rate for children with CHDs receiving ECMO support was found
to be poor. Out of the 88 patients included in the study, 54% did not survive while
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on ECMO support. However, 45% of the patients were successfully weaned off ECMO.
Additionally, 6% of the patients required VAD support, and 28% of the patients were
discharged from the hospital. Figure 1 presents a schematic representation of the main
outcomes in absolute numbers:

Life 2023, 13, x FOR PEER REVIEW 5 of 13 
 

 

Table 3. ECMO Data. 

 Single Ventricle Biventricular 
n 36 52
CPR time in minutes (mean (±SD)) 49.44 (40.44) 49.44 (52.78)
Surgery pre-ECMO (%) 33 (37.5) 36 (41)
ECMO pre-surgery (%) 3 (3.4) 11 (12.5)
pH pre-ECMO (mean (±SD)) 7.23 (0.15) 7.06 (0.66)
Lactate pre-ECMO (mean (±SD)) 6.05 (4.1) 6.93 (5.59)
VA-ECMO (%) 33 (37.5) 48 (54)
VV-ECMO (%) 3 (3.4) 4 (4.5)
Central cannulation (%) 33 (37.5) 44 (50)

3.2. Outcomes 
The overall survival rate for children with CHDs receiving ECMO support was found 

to be poor. Out of the 88 patients included in the study, 54% did not survive while on 
ECMO support. However, 45% of the patients were successfully weaned off ECMO. Ad-
ditionally, 6% of the patients required VAD support, and 28% of the patients were dis-
charged from the hospital. Figure 1 presents a schematic representation of the main out-
comes in absolute numbers: 

 
Figure 1. Outcome: this chart shows the number of patients in absolute numbers. 

At the time of hospital discharge and one year after, 28% of the patients included in 
the study were still alive. In total, 7 (28%) of these survivors had a single-ventricular heart, 
whereas the remaining 18 (72%) had biventricular physiology. Notably, whether 
univentricular or biventricular, the type of underlying cardiac disease did not show a sig-
nificant impact on survival outcomes (p = 0.19). The survival curve corresponding to these 
findings is visually represented in Figure 2, providing a graphical representation of the 
observed survival rates over time. 

CHD Patients 
88

Single 
Ventricle

36

Death
29

VAD
1 

ECMO off
13

Biventricular
52

Death
34

VAD
4

ECMO off
27

Figure 1. Outcome: this chart shows the number of patients in absolute numbers.

At the time of hospital discharge and one year after, 28% of the patients included
in the study were still alive. In total, 7 (28%) of these survivors had a single-ventricular
heart, whereas the remaining 18 (72%) had biventricular physiology. Notably, whether
univentricular or biventricular, the type of underlying cardiac disease did not show a
significant impact on survival outcomes (p = 0.19). The survival curve corresponding to
these findings is visually represented in Figure 2, providing a graphical representation of
the observed survival rates over time.

Life 2023, 13, x FOR PEER REVIEW 6 of 13 
 

 

 
Figure 2. Survival after ECMO. The Kaplan–Meier curve shows the survival time of patients from 
ECMO implantation to one-year follow-up. The risk table shows survival in absolute numbers. 

The average duration of ECMO support was 5.4 days, with a standard deviation of 
4.4 days. Compared to children with univentricular hearts, children with biventricular 
hearts had shorter ECMO support durations while experiencing longer stays in the inten-
sive care unit (ICU). However, the difference in ICU stays between the two groups was 
not found to be statistically significant (p-value: 0.99), as indicated by the analysis. The 
outcome data are listed in Table 4. 

Table 4. Outcome: single ventricle versus biventricular. 

  Single Ventricle Biventricular 
n 36  52
ECMO duration in days (mean (±SD)) 5.9 (4.7) 5 (4.3)
ICU stay in days (mean (±SD)) 16 (14) 23 (34)
Second ECMO run (%) 8 (9) 5 (6)
Change to VAD (%) 1 (1.1) 4 (4.5)

It was found that ECMO-support-related complications were frequent, affecting 
about 49% of patients. Below and in Table 5 are descriptions of these issues in more detail. 
Importantly, patients with univentricular hearts showed significantly increased frequency 
of overall complications (odds ratio: 1.57, 95% confidence interval: 0.67–3.7). The most 
common complication seen in both groups was bleeding. 

Table 5. Complications of ECMO. 

  Single Ventricle Biventricular 
n 36  52
Reoperation due to bleeding (%) 9 (10) 15 (17)
Reposition of cannula (%) 8 (9) 11 (12.5)
Cleaning the cannula due to a thrombus (%) 1 (1.1) 0 (-)
DIC (%) 6 (7) 3 (3.4)
Verified CVI (%) 5 (5.6) 2 (2.2)
Circuit change (%) 2 (2.2) 4 (4.5)

Figure 2. Survival after ECMO. The Kaplan–Meier curve shows the survival time of patients from
ECMO implantation to one-year follow-up. The risk table shows survival in absolute numbers.

The average duration of ECMO support was 5.4 days, with a standard deviation of
4.4 days. Compared to children with univentricular hearts, children with biventricular
hearts had shorter ECMO support durations while experiencing longer stays in the intensive
care unit (ICU). However, the difference in ICU stays between the two groups was not
found to be statistically significant (p-value: 0.99), as indicated by the analysis. The outcome
data are listed in Table 4.
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Table 4. Outcome: single ventricle versus biventricular.

Single Ventricle Biventricular
n 36 52

ECMO duration in days (mean (±SD)) 5.9 (4.7) 5 (4.3)
ICU stay in days (mean (±SD)) 16 (14) 23 (34)
Second ECMO run (%) 8 (9) 5 (6)
Change to VAD (%) 1 (1.1) 4 (4.5)

It was found that ECMO-support-related complications were frequent, affecting about
49% of patients. Below and in Table 5 are descriptions of these issues in more detail.
Importantly, patients with univentricular hearts showed significantly increased frequency
of overall complications (odds ratio: 1.57, 95% confidence interval: 0.67–3.7). The most
common complication seen in both groups was bleeding.

Table 5. Complications of ECMO.

Single Ventricle Biventricular
n 36 52

Reoperation due to bleeding (%) 9 (10) 15 (17)
Reposition of cannula (%) 8 (9) 11 (12.5)
Cleaning the cannula due to a
thrombus (%) 1 (1.1) 0 (-)

DIC (%) 6 (7) 3 (3.4)
Verified CVI (%) 5 (5.6) 2 (2.2)
Circuit change (%) 2 (2.2) 4 (4.5)

Among the 33 patients who underwent eCPR prior to ECMO implantation, 30%
survived to hospital discharge and were still alive at one year. Prior to ECMO implantation,
CPR lasted an average of 49 min for both groups. The mean time spent performing CPR
was notably shorter, at 23 min, among the patients who survived.

3.3. Subgroup Second ECMO Run

An analysis was conducted specifically on the subset of patients who underwent a
second ECMO run, which included a total of 13 individuals (15% of the total). Figure 3 illus-
trates that out of this group, the majority (eight patients) had a single ventricle. With seven
cases, hypoplastic left heart syndrome was identified as the most common heart defect.
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Cardiac failure was the main factor leading to ECMO in this group, accounting for 85%
of cases, and the second ECMO run was started on average 1.9 days after the first run. The
average support duration for the children who needed a second ECMO run was 7.3 days,
with a standard variation of 1.2 days. Only 2 of the 13 patients survived through the second
ECMO run. These two survivors, who were pediatric patients, both had a single-ventricle
heart abnormality.

Complications were observed in 46% of the cases within the subset of patients who
underwent a second ECMO run. Among the patients with a univentricular heart defect,
complications occurred in four children, representing 50% of this subgroup. Similarly,
among the patients with a biventricular heart defect, complications were observed in two
individuals, accounting for 40% of this subgroup. Within this cohort, reoperation due to
bleeding emerged as the most frequent complication. It is worth highlighting that the
two children who survived the second ECMO run did not experience any complications
while on ECMO support. Additionally, none of the children in this group required the
implantation of a ventricular assist device.

4. Discussion

The use of ECMO in patients with congenital heart disease (CHD) is increasing glob-
ally [10–14]. In our study, we found that cardiac failure, not surprisingly, was the most
common factor leading to the need for ECMO, followed by post-cardiotomy failure. Almost
half of the patients (45%) were successfully weaned from ECMO, while a small but substan-
tial number of patients (n = 6; 7%) required long-term mechanical circulatory support in the
form of a ventricular assist device. For those patients who were successfully discharged,
the survival rate at one year was consistent with the rate at hospital discharge, with a
survival rate of 22% for neonates and 35% for pediatric patients. When we examined the
underlying anatomy of the total ECMO cohort, we found that a substantial number (41%)
of the patients had single-ventricle hearts. The survival rate for children on ECMO with
biventricular heart abnormalities is approximately 40%, and the survival rate for children
with single-ventricle hearts is lower [15–17].

The wide range of survival rates reported In the literature is noteworthy and can be
attributed to differences in inclusion and exclusion criteria, center size, study dimension
(single-center vs. multicenter), and the timing and setting of ECMO deployment (daytime
vs. nighttime), even though it has been found that the latter variable was irrelevant
in adults [18] and in pediatric patients [19]. Most of the studies found in the literature
primarily included children who underwent ECMO after cardiac surgery [12,15,20]. In
contrast, our study aimed to include all children who required ECMO, regardless of
their correction status or specific heart defect, provided that ECMO was indicated and
subsequently implemented. This approach allowed us to avoid selection bias. Our findings
are consistent with the survival rate ranges found in the literature [6,15,21] with a survival
rate of 35% for biventricular hearts and 19% for single-ventricle hearts. Importantly, we
did not observe a significant difference in survival based on the underlying anatomy,
whether the patient had a biventricular or univentricular defect. In the literature, there
are conflicting reports, with some studies showing no significant difference in outcome
as we found [15,22] or showing a better outcome for children with biventricular CHD,
when ECMO is needed [16]. It should be noted that dividing patients based on underlying
anatomy creates groups (biventricular and single-ventricle CHD) that inherently contain a
heterogeneous patient population.

Factors other than anatomy may also impact survival probability. High inotrope scores,
pre-ECMO acidosis, elevated pre-ECMO lactate, failure to clear lactate within 24 h, bleeding
while on ECMO, fluid overload, peripheral cannulation, renal failure, start of ECMO in the
intensive care unit, and length of ECMO support are some of the factors that have been
discussed in the literature, although not always with consistent conclusions [23–26]. In
terms of pH and lactate levels, we found higher lactate levels and lower mean pH values in
the group of children with biventricular hearts (pH 7.06 vs. 7.23, lactate 6.93 vs. 6.05). Even
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so, this group’s likelihood of survival was better than that of children with single-ventricle
hearts (35% vs. 19%).

Bleeding during ECMO is identified as a significant risk factor in the literature and is
known to reduce the likelihood of survival [12,27,28]. The incidence of bleeding in cardiac
patients on ECMO ranges from 25% to 78%, with children who have a structural heart
defect being at an increased risk of bleeding [29–32]. Our study also demonstrated a high
rate of bleeding complications during ECMO. However, the prevalence of reoperation due
to bleeding did not show a significant difference between children with single-ventricle
and biventricular hearts (25% vs. 29%). Nonetheless, the mortality rate for children with
a single ventricle and this complication was 100%, compared to 80% for children with
biventricular CHD.

Given the prevalence of post-cardiotomy cases or failures to wean from cardiopul-
monary bypass as reasons for ECMO, the majority of patients in our sample had central
cannulation. It is possible that the slightly higher survival rate (27.3% vs. 22.2%) seen
in patients with central cannulation can be attributed to the use of larger cannulas and
increased flow [33]. The benefits of central cannulation in post-cardiotomy adult patients
are being discussed, and contrasting findings have been found in the literature [34,35].
Peripheral ECMO may have the benefit of a lesser risk of bleeding [36] but pose a risk of
limb ischemia [37].

Another risk factor can be identified in the presence of genetic abnormalities other than
the ones strictly related to CHD. In children with a congenital heart defect, the incidence
of non-cardiac and genetic illnesses ranges from 15 to 30% [38,39], which is consistent
with the findings in our cohort (24%). According to the abovementioned study by Alsoufi
et al., genetic abnormalities are a significant risk factor for mortality. We also observed that
children with non-cardiac genetic illnesses had a lower survival rate than those without
them (9.5% vs. 26.1%).

Mortality after eCPR is still high, and longer CPR duration correlates with higher
mortality [40–42]. In our study population, 38% of children with ECMO received eCPR.
Among these, 10 patients (11%) were discharged from hospital and are still alive after one
year. It is worth noting that eight patients (9%) had a biventricular circulation, compared to
two patients (2.3%) who had a univentricular heart. In our analysis, the mean duration of
CPR prior to the implantation of an ECMO device was 49 min; the 10 survivors received
CPR for an average of 23 min. We did not look into the neurological outcomes of these
patients, but one objective of future studies should be examining the long-term effects of
such issues. Several investigations [40,43,44] have shown that neurological complications
are frequent in this patient subgroup.

In our analysis, the survival of children who required a second ECMO run was
worse compared to those who had only one run (15% vs. 28% survival). Following a
second ECMO run, the literature indicates survival rates of about 25% [45–48]. In our
cohort, 13 patients (15%) required a second ECMO run, of whom around half (n = 6) were
neonates. The outcomes were poor, with only two children surviving the second ECMO
run. Both survivors were pediatric patients with hypoplastic left heart syndrome. Although
the survival results were lower with the second ECMO run, there were no significant
differences in the incidence of complications (45.9% vs. 46.1%).

Limitations

Several limitations should be considered in the interpretation of our findings, given
that this study was retrospective and conducted at a single center. The relatively small
sample size of 88 patients and the long observation period of 10 years may have implications
for the generalizability of the results.

It is important to point out that the decision-making process was frequently influenced
by numerous factors rather than a single determinant, and that the indication for ECMO
implantation was determined retrospectively based on the data that were available.
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We acknowledge that we did not report the ultimate cause of death for the patients
in our cohort. While failure of cardiac function recovery could be attributed as a cause of
death, it is essential to recognize that there may be other contributing factors, such as sepsis,
intracranial hemorrhage, or multi-organ failure, which could have played a significant role.
Future studies should aim to provide a more comprehensive analysis of the ultimate causes
of mortality in this patient population.

It is important to highlight that our study did not conduct statistical analysis to
determine whether there were significant differences between the subgroups of patients
who underwent eCPR and those who did not receive CPR, instead choosing to focus on
descriptive representation. We were unable to conduct thorough statistical analysis for this
particular comparison due to insufficient data (unfortunately, CPR duration data were only
available for 18 of the 23 non-survivors). Therefore, our findings regarding the differences
between these two variables should be interpreted cautiously. Further research is necessary
to identify any appreciable differences in survival or other outcomes between patients
who received eCPR and those who did not in order to better understand the features and
outcomes of these subgroups.

5. Conclusions

Our findings suggest that neonates and children with congenital heart defects can
be successfully treated with ECMO, even in the presence of single-ventricle heart defects.
Bleeding, however, continues to be a serious complication linked to worse outcomes.
Patients who require a second ECMO run within 30 days continue to have a low survival
rate. In order to address the study’s limitations and examine options for enhancing results
in this patient population, additional research is necessary.
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Abbreviations

Abbreviation Meaning
ALCAPA anomalous left coronary artery from the pulmonary artery
ASD atrial septal defect
AVSD atrioventricular septal defect
CBP cardiopulmonary bypass
CT computer tomography
CVI cerebrovascular insult
CHD congenital heart disease
DORV double outlet right ventricle
DIC disseminated intravascular coagulation
eCPR extracorporeal cardiopulmonary resuscitation
ECMO extracorporeal membrane oxygenation
ELSO extracorporeal life support organization
HLHS hypoplastic left heart syndrome
IAA interrupted aortic arch
ICU intensive care unit
MRI magnetic resonance imaging
TAPVD total anomalous pulmonary venous drainage
TGA transposition of the great arteries
TOF tetralogy of Fallot
VA venoarterial
VAD ventricular assist device
VSD ventricular septum defect
VV venovenous
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Abstract: Background: As pediatric BOLD Signal Variability (SV) analysis is relatively novel, there
is a need to provide a foundational framework that gives researchers an entry point into engaging
with the topic. This begins with clarifying the definition of BOLD signal variability by identifying
and categorizing the various metrics utilized to measure BOLD SV. Methods: A systematic review
of the literature was conducted. Inclusion criteria were restricted to studies utilizing any metric
of BOLD SV and with individuals younger than 18 in the study population. The definition of
BOLD SV was any measure of intra-individual variability in the BOLD signal. Five databases were
searched: Psychinfo, Healthstar, MEDLINE, Embase, and Scopus. Results: A total of 17 observational
studies, including male (n = 1796) and female (n = 1324) pediatric participants were included. Eight
studies quantified variability as the amount of deviation from the average BOLD signal, seven used
complexity-based metrics, three used correlation measures of variability, and one used the structure
of the hemodynamic response function. In this study, 10 methods of quantifying signal variability
were identified. Associations and trends in BOLD SV were commonly found with age, factors
specific to mental and/or neurological disorders such as attention deficit disorder, epilepsy, psychotic
symptoms, and performance on psychological and behavioral tasks. Conclusions: BOLD SV is a
potential biomarker of neurodevelopmental and neurological conditions and symptom severity in
mental disorders for defined pediatric populations. Studies that establish clinical trends and identify
the mechanisms underlying BOLD SV with a low risk of bias are needed before clinical applications
can be utilized by physicians.

Keywords: BOLD signal variability; pediatrics; biomarker; fMRI; neurodevelopment

1. Introduction

Variability in the blood-oxygen-level-dependent (BOLD) signal has emerged as a
metric with potential clinical relevance. It is no longer viewed as simply “noise” from
confounding events during functional magnetic resonance imaging (fMRI) [1–3] at its most
inclusive, BOLD signal variability, hereafter referred to as BOLD SV, is a measure of the
intraindividual change of the measured BOLD signal, a proxy for neural activity. BOLD SV
has been associated with age and cognitive function over the lifespan [1], as well as clinical
symptoms in eating disorders [2], attention deficit hyperactivity disorder (ADHD) [3],
or 22q11.2 deletion syndrome [4]. Although it is true that other physiological pulsations
can confound the true neural activation found in the BOLD signal, the predictability of
these associations should decrease after regression of these confounding post-analysis
techniques such as independent component analysis (ICA) denoising and RETROspective
Image CORrection (RETROICOR) [1,5]. This allows for the isolation of neural activation
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effects from other external and physiological contributions that confound the association
and improve the signal-to-noise ratio [1].

Overall, younger individuals are reported to be more variable in neural processing than
older populations. Older populations report reduced BOLD SV during aging, primarily in
subcortical regions. In addition, correlations have been made between poorer performance
and reduced BOLD SD in these regions [6]. Although BOLD SV of individual brain regions
presents differing trends across the lifespan, an inverted U-shaped trend of cognitive
performance and whole brain variability level is observed over the lifespan. Specific trends
in the pediatric period have yet to be investigated [6–10].

Despite the growth of BOLD SV being utilized in pediatric research, there remains
inconsistency around its definition and the metrics used to characterize variability. Which
metrics exist and which should be used is unclear, rendering BOLD SV challenging to apply
or interpret in a standardized manner, especially in a clinical setting. For example, cortical
morphology metrics such as cortical thickness confound BOLD SV measurements, but this
is not consistently demonstrated or accounted for across all metrics [11].

Understanding pediatric BOLD SV may provide insight into critical neuro-developmental
processes including maturation of neurotransmitter systems, pruning and neuroplasticity,
myelination and white matter integrity, and functional network changes [7,8,10,12]. For
example, higher BOLD SV in medial prefrontal areas comprising the default mode network
(DMN) has been shown to positively correlate with ADHD symptom severity [3]. Importantly,
infancy and adolescence are unique periods of brain development in which early screening
and surveillance can mitigate neurodevelopmental issues. Diagnosing neurological and
developmental disorders early on in a child’s life can result in earlier identification, and
therefore, improved chances for intervention [2]. BOLD SV has the potential to be established
as a neurodevelopmental biomarker and contribute to the diagnosis, prognosis, and treatment
of neurological disorders in pediatric development [1].

As pediatric BOLD SV is relatively novel, there is a need to provide a foundational
framework that gives researchers an entry point into engaging with the topic. BOLD SV
is not yet clearly defined, nor is it measured using a single metric of variability deemed
more effective in clinical and research environments. This systematic review attempts to
clarify the definition of BOLD SV by identifying and categorizing the various metrics used
to measure BOLD SV, and how each metric has been utilized in the literature.

2. Materials and Methods
2.1. Operational Definitions

BOLD SV, in this review, was defined as any measure of intra-individual variance
in the BOLD signal. The BOLD signal was acquired signal correlated with changes to
blood flow and blood oxygenation to localized regions of the brain [13]. The signal also
had to characterize the flow of oxygenated hemoglobin being used to support neuronal
activity [13]. This definition was chosen to ensure a comprehensive set of all definitions,
which are presently not well defined in the BOLD SV literature.

2.2. Article Search Strategy

The preferred reporting items for a systematic review and meta-analysis (PRISMA)
guidelines were used to conduct the systematic review [14]. The electronic literature search
was conducted in November 2021 by using MEDLINE (2003 to 2021), Ovid Healthstar
(2003–2021), Psychinfo (2003–2021), and Embase (2003 to 2021) through the Ovid platform,
as well as the Scopus (2003 to 2021) database. Google Scholar was also searched, although
no additional citations were captured. The same strategy was used for each database
to search for controlled vocabulary and keywords. These key terms were: BOLD Signal
AND (Variability OR standard deviation OR Mean Successive Difference) AND (Paediatric
OR Adolescent OR Youth OR Infant). Forward and backward citation tracing was con-
ducted to search for articles that may not have been captured in electronic databases or
Google Scholar.
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2.3. Study Inclusion and Exclusion

Articles included used BOLD SV to measure intra-individual variability, or variability
changes across the lifespan. Measures of BOLD SV used to adjust for signal noise and
other confounders were excluded. All studies possessed participants in their final study
sample that were under the age of 18, even if individuals over the age of 18 were included
in the study. The inclusion criteria permitted both studies that used an observational or
experimental design. Only results relevant to pediatric samples were included in the final
extraction. Review papers, conference abstracts and letters to editor case reports and case
studies, non-peer-reviewed studies, populations over 18, non-human studies, non-English
papers, editorials, and any study without enough data (i.e., did not identify age) were
all excluded.

2.4. Study Selection and Quality Assessment

A two-stage screening process was conducted to identify relevant articles. All articles
were first identified through electronic database searches and imported into the systematic
review management system known as Covidence. Duplicates of captured articles were
then removed. Abstract and Title screening was completed by two authors (MD, DRP)
who screened inclusively to avoid the removal of potentially relevant articles. Then, a
full-text review was independently conducted by two authors (MD, DRP). The review team
collaboratively reviewed full-text articles and resolved conflicts. Risk of bias (ROB) and
quality assessment was then conducted using the Downs and Black checklist [15].

2.5. Data Synthesis

Mean and standard deviations (SD) described the study population’s age and the
number of control and diseased patients. In addition, the number and percentage of
analysis conducted in studies, and the total number of male and female participants were
also calculated from all studies included. Given the heterogeneity of the identified BOLD
SV definition subgroups, and of the pediatric populations studied, a meta-analysis was not
performed. A data extraction spreadsheet was developed to capture information pertaining
to the definitions, study characteristics, sample characteristics, patient characteristics,
variability metrics, scales, independent variables, and results of each article. Tables were
constructed to summarize study characteristics, BOLD SV metrics and associated findings,
and study objectives. Figures were constructed to summarize the results of the search via
the PRISMA flowchart, summarize overall findings of Metric type and prevalence, and
summarize significant findings in the literature.

3. Results
3.1. Study Sample

Of the five databases searched, Psychinfo contained 20 results, Healthstar had 41,
Medline had 46, Embase had 96, and Scopus had A total of 185 unique studies were
identified, and 17 studies were included. The PRISMA flowchart depicts how many studies
were included or excluded at each screening step (Figure 1). This study included 10 different
metrics of BOLD SV, a total of 3258 participants, and 2869 total pediatrics (1796 M/1324 F).
Of the 17 studies, 8 used deviation from the average BOLD signal [4,10,16–20], 4 used
correlational measures of BOLD SV [7,21–23], 7 used signal complexity [17,19,20,24–27],
and 1 used the structure of the HRF [28] (Table 1). Metrics classification and associated
findings can be found in Table 2.
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Figure 1. The Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) Diagram.Figure 1. The Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA)
Diagram.
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Figure 2. Summary of BOLD SV Metric Prevalence in the Pediatric Literature. Circles of the same 

color belong to a common metric subtype. The area of each circle is proportionate to the number of 

papers published that utilized the metric. BOLDSD appeared in six papers, making the largest circle. 

Colors were used to indicate metrics belonging to a common subtype of variability (i.e., Deviation 

from Average BOLD Signal). Abbreviations: BOLDSD, Blood Oxygen Level Dependent Signal Stand-

ard Deviation; MSSD, Mean Successive Square Difference; fALFF, Fractional amplitude of low-fre-

quency fluctuation; HRF, Hemodynamic Response Function; DoR, Difference of Residuals; GLM, 

General linear Model. 

3.2. Study Characteristics 

As presented  in Table 1, all  studies were observational. Of  these 11/17,  (65%) are 

cross-sectional studies and 6/17 (35%) are case control. Here, 11/17 of the studies exclu-

sively included children (those under the age of 18) and 6/17 included a mixed population 

that included more than one child in their study population. 

The statistical analyses performed in the included studies were heterogenous, with 

the most common being partial least squares analysis (n = 4, 24%) [10,17,18,30], followed 

by temporal fractal analysis (n = 2, 12%) [24,25] and principle component analysis (PCA) 

(n = 1, 5.9%) [26]. Age-based variability trends (n = 5, 29.4%) [4,16,26,28,30], behavioral and 

psychological  task performance  (n = 2, 12%)  [18,21], and mental disorders  (n = 5, 29%) 

[17,19,22,24,30],  neurological  disorders  (e.g., Autism, ADHD,  schizophrenia/psychotic 

symptoms,  and  anorexia)  (n  =  3,  18%)  [25,27,28],  and  genetic  conditions  (n  =  3,  18%) 

[4,23,30], were examined in relation to BOLD SV. Table A1 indicates the various objectives 

of the included articles. 

3.3. BOLD SV Metrics 

Variability metrics were grouped into four categories: BOLD signal deviation from 

the mean, measures of BOLD SV derived through a correlational analysis of the signal, 

measures of BOLD signal complexity, and measures that utilize characteristics of the he-

modynamic response function (HRF). Table 2 presents the descriptions of each variability 

metric identified in the review. 

Figure 2. Summary of BOLD SV Metric Prevalence in the Pediatric Literature. Circles of the same
color belong to a common metric subtype. The area of each circle is proportionate to the num-
ber of papers published that utilized the metric. BOLDSD appeared in six papers, making the
largest circle. Colors were used to indicate metrics belonging to a common subtype of variability
(i.e., Deviation from Average BOLD Signal). Abbreviations: BOLDSD, Blood Oxygen Level Dependent
Signal Standard Deviation; MSSD, Mean Successive Square Difference; fALFF, Fractional amplitude
of low-frequency fluctuation; HRF, Hemodynamic Response Function; DoR, Difference of Residuals;
GLM, General linear Model.
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3.2. Study Characteristics

As presented in Table 1, all studies were observational. Of these 11/17, (65%) are cross-
sectional studies and 6/17 (35%) are case control. Here, 11/17 of the studies exclusively
included children (those under the age of 18) and 6/17 included a mixed population that
included more than one child in their study population.

The statistical analyses performed in the included studies were heterogenous, with the
most common being partial least squares analysis (n = 4, 24%) [10,17,18,30], followed by
temporal fractal analysis (n = 2, 12%) [24,25] and principle component analysis (PCA)
(n = 1, 5.9%) [26]. Age-based variability trends (n = 5, 29.4%) [4,16,26,28,30], behav-
ioral and psychological task performance (n = 2, 12%) [18,21], and mental disorders
(n = 5, 29%) [17,19,22,24,30], neurological disorders (e.g., Autism, ADHD, schizophre-
nia/psychotic symptoms, and anorexia) (n = 3, 18%) [25,27,28], and genetic conditions
(n = 3, 18%) [4,23,30], were examined in relation to BOLD SV. Table A1 indicates the various
objectives of the included articles.

3.3. BOLD SV Metrics

Variability metrics were grouped into four categories: BOLD signal deviation from
the mean, measures of BOLD SV derived through a correlational analysis of the signal,
measures of BOLD signal complexity, and measures that utilize characteristics of the
hemodynamic response function (HRF). Table 2 presents the descriptions of each variability
metric identified in the review.

3.4. Findings Associated with Deviation from the Average BOLD Signal
3.4.1. Standard Deviation of the BOLD Signal (BOLDSD)

Five studies utilized BOLDSD (n = 5, 72.5%) [4,10,18,20,30] quantifying an average amount
of deviation from the typical BOLD signal (Table 2). Most studies had the objective of
characterizing variability differences between healthy or typically developing controls and
those with a mental disorder, neurological issue, or genetic condition (n = 2, 40%) [4,30]. The
next most common objective was identifying lifespan and age-based patterns in variability
(n = 2, 40%) [4,30]. Only one of these studies looked at structural changes across the lifespan
(n = 1, 20%) [8], while the rest looked at network-based changes (n = 4, 80%) [4,10,20,30].

A longitudinal study of white matter structure in healthy children, and a cross-
sectional study on 22q11.2 deletion syndrome, assessed aging and its effect on BOLDSD
of the brain and age-related variability patterns, respectively. A global association of in-
creasing BOLDSD with age, particularly in the frontal gyrus, supramarginal gyrus, middle
temporal gyrus, and superior parietal lobule was reported [10]. BOLD SV and white matter
micro and macro structure metrics such as white matter volume, mean fractional anisotropy
(FA), and mean diffusivity (MD) measured at younger ages were predictive of BOLD SV
at older ages [10]. BOLDSD associations with these macro and micro structural alterations
changed over the lifespan and across various regions throughout the brain.

Two studies focused on 22q11.2 deletion syndrome, a genetic disorder commonly
associated with schizophrenia, and its relationship to BOLDSD [4,30]. Strong positive
psychotic symptoms (PS+) were associated with aberrant age relationships and concurrently
saw BOLD SV increase in visual regions and decrease in the cortices of the prefrontal
and orbitofrontal regions of the brain [4]. Both of the studies identified elevated and
reduced BOLDSD across different brain regions, often being lower in regions of the DMN
(medial prefrontal cortex, posterior cingulate cortex (PCC), and lateral parietal cortex) [4,30].
Notably, the lack of association between age and BOLDSD was identified in the dACC or
DMN of patients with high psychotic symptom scores (PS+) [30] or schizophrenia, which
was typical of healthy controls [4,30] and populations with less severe psychotic symptoms
(PS-) and the 22q11.2 deletion [30]. This resulted in globally reduced variability in the
dACC region of children with PS+ when compared to children with PS- [30].

A task-based study measured internally directed creative cognition using a future
simulation task, and an alternate uses task (AUT) also has correlations with BOLDSD.
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Performance, which acts as an index of creativity, was negatively correlated with the
BOLDSD [18].

3.4.2. Mean Successive Squared Difference (MSSD)

MSSD is another way deviation from the average signal is measured (Table 1). Three
studies utilized MSSD as a metric of BOLD SV [16,17,19] (n = 3, 27.5%). Although hetero-
geneous, studies in this section focused on diseased-based findings, one study assessed
BOLD SV’s relationship to autism spectrum disorder (ASD) [17] and another assessed
lifespan-related trends in various networks across the brain [16]. The third study looked at
recovered anorexia patients but found no significant findings using the metric [19].

A cross-sectional study of ASD and typically developing individuals used MSSD as a
metric to quantify BOLD SV. Variability increased linearly in the SN nodes (anterior insula)
and the ventral temporal cortex and decrease across subcortical, visual, sensorimotor, DMN,
and central executive network (CEN) regions [16,17]. When MSSD was used in a population
of children with ASD, positive associations between MSSD of the BOLD time series and GE
in structural networks are present. Brain regions that had positive correlations with GE also
had a negative correlation with behavioral severity scores such as the social responsiveness
scale (SRS) [17].

3.5. Findings Associated with Correlational Measures of BOLD SV

The following section includes all metrics that attained variability measures through
correlation-based methods (n = 4, 24%). This includes temporal variability, GLM-derived
measures of variability, and the BOLD% signal change. Appendix A Table A2 includes the
definitions of these metrics.

3.5.1. Temporal Variability

Temporal variability was assessed in one study, which included subjects with men-
tal disorders and healthy controls (n = 1, 25%) [22]. In typically developing children,
age-related trends demonstrated significant increases in temporal variability across the
inhibition network, from childhood to adulthood [22]. When characterizing relationships
in mental disorders, children with schizophrenia had decreased BOLD SV in DMN regions
associated with higher activity and connectivity compared to typically developing patients.
This decreased variability was also associated with neurocognitive symptoms characteristic
of schizophrenia [22]. Increased variability was seen in subcortical regions (thalamus,
putamen, and pallidum) in these patients, while children with ADHD, saw increased BOLD
SV in regions of the DSN and decreased BOLD SV in subcortical regions. Variability levels
were not the same in the DMN regions of typically developing children with autism and
ADHD, with the medial frontal areas mainly affected in ASD, and the posterior cingulate
in ADHD [22]. Importantly, regions with the highest variability in controls, (i.e., trans
modal areas) have lower levels of variability in disorders [22]. Those areas in controls
with the lowest variability, such as primary sensory regions, are more prevalent in mental
disorders [22].

According to a study, 50% of regions with significant changes in BOLD SV in the three
disorders are in the top 10% of regions with the highest or lowest variability in controls [22].
Negative correlations between the variability of the signal in a brain region and its level of
activity were found. Low DMN variability was consistently identified alongside strong
functional connectivity (FC) within the DMN during resting state fMRI [22].

3.5.2. Multilinear and General Linear Model (GLM)-Derived Variance Measurement

Two studies used multilinear models or GLM-derived variance measures (n = 2,
50%) [21,23]. A reading skill task was used to investigate deviations from the mean BOLD
signal by measuring the standard deviation of a beta series representing mean activation.
In the left inferior frontal gyrus pars triangularis, the SD of the series appears to account
for additional variance in reading skill, measured as task performance [21].
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Only one study measured BOLD SV as the % change in signal. This study was task-
based, studying a “Go/No-Go” behavioral task in children and assessed neural factors
associated with inhibitory control and genetic variation in the Dopamine (DA) receptor
gene, having seven repeats in the variable number of tandem repeats (VNTR) of the DA
receptor gene DRD4 (7R+). The presence of seven repeats in the VNTR region of DRD4
(7R+) is associated with psychiatric disorders that present self-regulation issues such as
ADHD [23]. Lower variability was found in those with 7R+ when compared to 7R−
groups during successfully inhibited prepotent motor response. This was observed in
two regions located in the prefrontal cortex, one in the cerebellum and one in the occipital
lobe [23]. There were no differences in behavioral performance of the “Go/No-Go” task and
correlations between task-related BOLD responses were not observed during the task [23].

3.5.3. Difference of Residuals

One cross-sectional study used the difference of residuals metric (n = 1, 25%) [7]. This
variability metric compares the difference in variability between the two residual models of
observed and expected BOLD response. BOLD SV in the inhibition network was reported
as lower in children than adults during a successful stopping task [7].

3.6. Findings Associated with Signal Complexity

Signal complexity (as defined in Table 2) was also used to measure the variability in
the BOLD signal. Signal complexity is also described as the unpredictability of a signal
over its time series [31]. Seven studies were identified that utilized this metric (n = 7,
41%) [17,19,20,24–27].

3.6.1. Entropy/Sample Entropy

Another way BOLD SV is estimated is by using an entropy metric such as sample
entropy (SE). SE is used to identify repetitive patterns in a time series, and the degree of
regularity of patterns of activation observed [31].

Only one study used an entropy-based metric of BOLD SV in populations of children
with and without autism spectrum disorder (n = 1, 14%) [17]. Distributed brain regions
showed increases in MSSD and entropy from childhood through adolescence and positive
correlations between entropy, general efficiency (GE), and age in both ASD and typically
developing groups [17]. Negative correlations with SRS scores and entropy [17]. Lower
levels of sample entropy are seen in ASD individuals during social and non-social tasks [17].

3.6.2. Fractal Dimensionality

Two studies used fractal dimension, obtained by fractal analysis, as a measure of the
complexity derived from hurst exponents (n = 2, 29%) [24,25]. FD is a statistical measure of
how completely a fractal appears to fill the space in the geometric sense. When used for
signals, it can become a metric of structural complexity across a given time domain [32].

Reduced signal complexity was seen in ASD participants with respect to controls
in the amygdala, the vermis, the basal ganglia, and the hippocampus. Decreases were
correlated with autism diagnostic interview-revised (ADI-R) and autism diagnostic ob-
servation schedule (ADOS) scores [24]. The nucleus accumbens and the caudate head
showed significantly reduced fractal dimension. Regions of the cerebellum in the ASD
cohort showed significantly reduced FD, particularly in the vermis with mild correlations
with the Autism Diagnostic Interview restricted and repetitive behaviors (ADIRRB) and
Autism Diagnostic Observation Schedule Restricted and Repetitive Behaviors (ADOSRRB)
metrics [24].

A cross-sectional study of children with mTBI utilized FD as a metric of BOLD SV.
There were 11 brain regions where FD significantly decreased for mTBI patients, including
the caudate nucleus and nucleus accumbens [25]. The FD also decreased for mTBI patients
when compared with the uninjured control group in both these areas [11].
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3.6.3. Power-Based Metrics

Power or spectral density-based variability metrics are an index of the signal amplitude
of sinusoidal oscillations within and across frequencies over a time series [8]. This signal,
which demonstrates scale-free behavior, requires fractal-like self-similarity in a spatial or
temporal scale to use a power law measure of complexity [20].

Only one study used this metric to quantify complexity in healthy participants
(n = 1, 14%) [20]. Increases in complexity were found throughout the whole brain during
adolescence and early adulthood, excluding the DMN and attention control networks.
Complexity did not change with age in a subset of gray matter regions and dorsal attention
networks [20]. Decreases in complexity were observed in other regions of the brain, but the
largest reductions occurred in the subcortical gray nuclei [20]. A strong positive correlation
between local connectivity (ReHo) and complexity in endogenous brain activity fluctu-
ations was also identified [20]. White matter and areas of gray matter with lower local
connectivity exhibited more randomness in their BOLD fluctuations. In the basal ganglia,
thalami, and spinocerebellum. relatively lower complexity than would be predicted from
ReHo [20] was observed.

3.6.4. Fractional Amplitude of Low-Frequency Fluctuation (fALFF)

Three studies utilized fALFF as a metric of complexity (n = 3, 43%) [19,26,27]. One
cross-sectional study found that fALFF metrics were associated with age, with 5.2% of
the variability in age attributed to complexity. They distinguished areas of the DMN and
salience network in occipital, temporal, superior parietal, and pre- and post-central gyral
regions. The age-associated fALFF component was also distinguishable from the posterior
from anterior cortical regions. Anterior regions of the DMN had a more evident decline
compared to posterior regions not a part of the DMN [26].

Two studies identified used fALFF in populations with mental disorders or neurologi-
cal conditions [19,27]. It was found that in children with nocturnal enuresis (NE), fALFF
was higher in the right insula and in the typical spectral band. Regional Homogeneity
(ReHo) rose in the left insula and the right thalamus in children with NE, and the right
insula saw increased fALFF in NE patients [27]. In the slow-5 frequency band, fALFF
increased in the superior cerebellum and superior temporal gyrus in those with NE. The
fALFF in slow-2 was primarily seen in white matter and was observed to be negative in
other bands [27]. In anorexia nervosa patients and healthy controls, values indicated alter-
ations in the temporal gyrus and cerebellum of recovered anorexic patients. Between-group
differences in fALFF were also observed in the cerebellum, specifically in the vermis [19].

3.7. Findings Associated with Characteristics of the Hemodynamic Response Function (HRF)

The hemodynamic response function (HRF) describes the behavior of the BOLD
response over time by measuring the change in the HRF with respect to time. A single
cross-sectional study uses the “time to peak” in the function, as well as the overall shape,
as a metric of variability.

A study of pediatric epilepsy patients discovered that the shape of the HRF changes
in children, specifically, the amplitude decreases significantly with greater EEG spike
frequency in epileptic patients. When looking at age-related trends in these patients, the
intrasubject variability of the amplitude of the HRF does not vary significantly across the
age groups of epileptic children [28]. In epilepsy cases, authors reported differences in age
could not be distinguished using time-to-peak or amplitude-based metrics of the HRF [28].

4. Discussion
4.1. Summary of Evidence
4.1.1. Metric Utilization

A total of 17 studies and 10 unique metrics of BOLD SV were included in this review.
These metrics were categorized into four types of variability measures: Eight used deviation
from average BOLD signal, four used correlational measures of BOLD SV, seven used signal
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complexity, and one used the structure of the HRF. In addition, only seven studies included
healthy controls (HCs) exclusively, while 10 included patients with neurological, psychiatric,
or genetic disorders.

Presently, deviation-based and complexity-based metrics appear to be the most viable
for clinical application and utilization in pediatric BOLD SV research, as the majority of
studies included that used these metrics, produced significant results. In addition, com-
plexity and deviation-based methods of quantifying signal variability have been previously
established in other neuroscientific contexts that use biomedical signal analysis such as
brain variability, heart rate variability, and variability in respiratory rates [33,34]. This
attests to these metrics’ promise as future biomarkers of BOLD SV. These metrics have been
associated with neurophysiological, psychological, genetic, and developmental findings
and have been presented in these studies. The pediatric BOLD SV literature specifically
includes global and regional changes or associations of variability and neurostructural
alterations, factors relating to mental and neurological disorders, genetic markers of disease,
and psychological performance and aging (Table 2).

Deviation-based metrics can be used in the BOLD SV literature to describe how much
the magnitude of the BOLD signal changes in the y-axis compared to the baseline level of
activation over the course of the time series. Deviation-based metrics appear to be more
versatile, as they are used to assess pathological or non-pathologically related trends in
neuropsychological development [4,18]. This includes developmental, pathological, and
psychologically relevant findings in the BOLD SV literature (Table 2). Complexity metrics
best describe the degree of structure and information of signals and how associated they
are with other functional networks [35]. Signals can have equal amounts of deviation
from the average but still differ in complexity. Studies included in this review report on
only developmental or age-related trends, neurological pathologies, and mental disorders
(Table 2) since aging and pathologies of the nervous system result in signal degradation over
time [35–37]. Typically, the more complex a signal is, the less it is impacted by unhealthy
pathologies or age-related complexity degradation, and the metric should be utilized with
this in mind.

Non-deviation or non-complexity-based subgroups include HRF metrics and correla-
tional BOLD SV metrics. HRF-based variation currently is not well established or justified
as an effective BOLD SV metric, given the single study using the HRF variability metric
did not show significant results [28]. Correlational metrics are highly specific to statistical
models utilized in the study, and it is unclear how useful they will be unless they can be
applied to clinical settings in a standardized manner. Unlike the HRF, however, they have
produced significant results that have established pediatric BOLD SV trends [21,22].

4.1.2. The Inverted U Trend and BOLD SV

Global increases in whole brain BOLD SV were associated with aging in three of the
four metric types in pediatric populations. The literature has competing perspectives on age-
based variability trends. Typically, an inverted U-like pattern of variability is reported over
the lifespan, suggesting that variability is functionally related to cognitive performance, and
increases through childhood to adulthood and decreases in older age [8]. Multiple studies
included in this review demonstrate that in both resting state and task-based protocols,
whole brain variability increased from 0–18 years of age [4,17,24,30]. This inverted U may
relate to the development of cognitive capacity, dynamic range, and therefore, efficiency
that increases in childhood, peaks in young adulthood, and declines in older age [8]. One
cross-sectional study that was identified proposed that lifespan-based trends in BOLD SV
are better characterized by networks that simultaneously increase and decrease in variance
over the lifespan. They report resting state fMRI data, which indicates regions of the SN
nodes (anterior insula) and the ventral temporal cortex increase while there are decreases
across subcortical, visual, sensorimotor, DMN, and CEN regions [16].

Though not established yet in pediatrics, the inverted U trends of cognitive perfor-
mance and variability over the lifespan also follow dopamine signaling strength [38].
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Cognition appears to change as DA signaling strength becomes too low or too high, and
may play a role in the change in variability throughout the lifespan [38,39]. It should be
noted that higher levels of BOLD SV have been specifically associated with elevated levels
of cognitive flexibility [8]. In younger and older adults, suboptimal dopamine synthesis
capacity is also associated with reduced cognitive flexibility, in addition to reduced BOLD
SV [38,40].

4.1.3. BOLD SV Trends in Mental and Neurological Conditions

BOLD SV trends were identified in individuals with ASD, ADHD, schizophrenia,
epilepsy, NE, recovered anorexia mTBI, and VNTR 7R deletion syndrome. In all disorders,
atypical variability trends were uniquely observed across a variety of brain regions and
compared to health controls. Regions associated with mental disorders, brain injury, and
higher symptom severity were also associated with changes in variability.

Interestingly, lower variability of DMN specifically was seen in those with schizophre-
nia, while increased DMN variability in Autism/ADHD was identified, reporting opposite
relationships [22]. Schizophrenia and ASD/ADHD’s opposite variability trends in simi-
lar regions may be a result of their differing function in the social development patterns
associated with the two diseases [3,29,41]. In the identified mental disorders, variability
trends were inconsistent across regions, with some showing increases, aligning with the
global variability trend, while others showed decreases or no change, breaking the trend.
Elevated and reduced variability levels compared to healthy controls were consistent across
all studies with a focus on mental disorders and neurological conditions, often in affected
regions (Figure 3).
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Figure 3. Reduced or Elevated BOLD SV as a Biomarker of Mental Disorders. When symptom
severity scores and other markers of mental and neurological condition severity are present, BOLD
SV is often reported as elevated or reduced in regions associated with the condition. Though it
has promise as a biomarker, this model is only a representation of trends in the present literature.
Abbreviations: NE, nocturnal enuresis; mTBI, mild traumatic brain injury, ADHD, Attention Deficit
Hyperactive Disorder; ASD, autism spectrum disorder.

4.2. Recommendations for Clinical Applications

Though it is likely that deviation-based or complexity-based metrics have the potential
to be used as a clinical biomarker in the future, not enough information is known at this
time to make specific assessments on which metrics if any should be used and applied
to clinical environments at this stage. More studies conducted using these metrics will
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allow for a more comprehensive appraisal of BOLD SV metrics. For instance, each metric’s
ability to be used in combination with signal processing and statistical techniques to
mitigate confounding from non-neuronal sources of BOLD SV should be considered before
clinical utilization.

Although the variability in neuronal activity is a key component of BOLD SV, there are
other significant contributing sources to variability before processing, filtering, and statisti-
cal modeling, and ICA techniques are applied to the signal. Non-neuronal physiological
sources of BOLD SV include brain hemodynamics influenced by heartbeat, respiration, and
low-frequency oscillations (LFOs). LFOs in and of themselves are derived from a multitude
of sources, potentially including Mayer waves, vasomotion from oscillations in vascular
tone, CO2 vasodilation, variations in heart rate or respiratory volumes, gastric oscillations
seen using electrogastrograms, and aliased signals of cardiac and respiration due to long
signal repetition times (TRs) [42].

These three categories of physiological factors contribute to BOLD SV due to their
ability to impact fluctuations in oxygenated hemoglobin concentration in various regions of
the brain. Heart rate, vasodilation vasoconstriction, respiratory rate, and respiratory depth
over the course of the signal can all cause oxygenated hemoglobin concentration to change
independent of brain region activation. This can result in the true associations or effects of
BOLD SV being confounded by non-neuronal sources [43]. For instance, age or disease-
related correlations with decreased BOLD SV could truly be a result of a decrease in resting
cerebral blood flow, cerebral metabolic rate of O2 consumption, and vascular reactivity
from aging or disease-related causes. If this variability is not removed or controlled for
in the analysis inferences from study conclusions cannot be validly applied to clinical
practice [43,44].

These non-neuronal sources of signal can contribute between 20% and 70% of total
BOLD SV prior to filtering, component analysis, or other correction steps [42]. Non-
neuronal LFO variability is a particularly important target for controlling confound-
ing. The LFO frequency range is where the neuronally related contributions to the
BOLD signal can be found and is generally within the range of the low-frequency band
(0–0.15 Hz) [45,46]. This is a consequence of the speed at which neuronal activation occurs
relative to confounding physiological sources of BOLD SV [45,46]. Caution should be
exercised when preparing raw signal for analysis. Approximately 30% of BOLD SV in grey
matter is non-neuronal BOLD SV in the same 0–15 Hz frequency range that neuronal BOLD
SV is found [42,45,46]. Each contributor to non-neuronal BOLD SV must be mitigated
or removed from the signal through statistical modeling to control for these sources of
variability. This should be carried out post spectral filtering of the BOLD signal, which
already removes 10–15% of the variability in the BOLD signal derived from respiration and
cardiac factors [43,47]. If certain metrics are better equipped to isolate neuronal BOLD SV
in this frequency range, they should be favored in clinical and non-clinical practice.

Future areas of investigation into BOLD SV should continue to focus on developing
BOLD SV into a biomarker of neurodevelopment and a risk factor for neurological issues
and mental disorders such as schizophrenia would be a critical advancement of the pediatric
BOLD SV literature. Reduced or elevated levels of BOLD SV in particular may identify the
need for early intervention or treatment in pediatric populations [48]. In addition, given
global variability’s associations with age in childhood development, there are benefits
to producing standardized thresholds of BOLD SV in a typical healthy patient across
the different neurodevelopmental milestones in different populations (healthy, diseased,
injured, etc.). This can be for associated brain regions, networks, or across the whole brain.
This would allow for the establishment of BOLD SV as a biomarker of neurodevelopment
and neurological conditions. To achieve this, consistent use of BOLD SV metrics in the
literature and the recruitment of larger pediatric cohorts with a low risk of bias is vital. For
BOLD SV to be a useful clinical biomarker, researchers must produce normative and non-
normative distributions of BOLD SV for various regions of the brain in healthy populations
and those affected by different neurodevelopmental disorders, respectively.
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4.3. Future Directions and Limitations

Given the plethora of metrics identified, future studies should seek to implement
multiple variability metrics into their analysis to validate that their findings are consistent,
while simultaneously ensuring high-quality evidence is procured. Although it appears
deviation-based and complexity-based metrics are most utilized, complexity-based metrics
were primarily utilized in assessing associations between BOLD SV and either aging or
developmental trends, or neurological pathologies or mental disorders. To verify if these
metrics are more effective at characterizing variability in these populations, more work
must be done to logically standardize these metrics in a way that highlights the strengths
and weaknesses of each from a signal-processing perspective. Each metric should be
utilized across diverse populations of patients so that findings may contribute to a future
common framework for BOLD SV metric utilization.

A complimentary risk of bias analysis was conducted (Table A2), identifying that
included articles displayed a risk of bias for external and internal validity overall. Using the
Modified Downs and Black checklist identified total scores of 64% for reporting bias, 37%
for external validity, 42% for internal validity bias, 37% for internal validity confounding,
and an 11% score for power (Table A2). An overall score of 47% was obtained from all
articles (Table A2). Criteria that were not included in studies were given a score of 0 unless
otherwise indicated. In addition, seven studies included healthy controls while the rest
were cross-sectional and included none. Of the 17 studies, 10 (n = 10, 59%) studies included
patients with neurological, psychiatric, or genetic disorders. Many of the findings identified
come from cross-sectional and case-control studies with a risk of bias. These studies are
both observational and non-randomized, making it difficult to make etiologic or casual
statements regarding risk factors’ effect on variability. Higher quality evidence with a
lower risk of bias will be important to the future of this promising and developing field in
order to validate present trends in the literature [38,39]. Once studies on BOLD SV present
higher-quality results in terms of typical and atypical pediatric populations, BOLD SV can
be used as an important biomarker for neurodevelopment.
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Abstract: Decoy cells that can be detected in the urine sediment of immunosuppressed patients
are often caused by the uncontrolled replication of polyomaviruses, such as BK-Virus (BKV) and
John Cunningham (JC)-Virus (JCV), within the upper urinary tract. Due to the wide availability
of highly sensitive BKV and JCV PCR, the diagnostic utility of screening for decoy cells in urine
as an indicator of polyomavirus-associated nephropathy (PyVAN) has been questioned by some
institutions. We hypothesize that specific staining of different infection time-dependent BKV-specific
antigens in urine sediment could allow cell-specific mapping of antigen expression during decoy cell
development. Urine sediment cells from six kidney transplant recipients (five males, one female) were
stained for the presence of the early BKV gene transcript lTag and the major viral capsid protein VP1
using monospecific antibodies, monoclonal antibodies and confocal microscopy. For this purpose,
cyto-preparations were prepared and the BK polyoma genotype was determined by sequencing the
PCR-amplified coding region of the VP1 protein. lTag staining began at specific sites in the nucleus
and spread across the nucleus in a cobweb-like pattern as the size of the nucleus increased. It spread
into the cytosol as soon as the nuclear membrane was fragmented or dissolved, as in apoptosis or in
the metaphase of the cell cycle. In comparison, we observed that VP1 staining started in the nuclear
region and accumulated at the nuclear edge in 6–32% of VP1+ cells. The staining traveled through
the cytosol of the proximal tubule cell and reached high intensities at the cytosol before spreading to
the surrounding area in the form of exosome-like particles. The spreading virus-containing particles
adhered to surrounding cells, including erythrocytes. VP1-positive proximal tubule cells contain
apoptotic bodies, with 68–94% of them losing parts of their DNA and exhibiting membrane damage,
appearing as “ghost cells” but still VP1+. Specific polyoma staining of urine sediment cells can help
determine and enumerate exfoliation of BKV-positive cells based on VP1 staining, which exceeds
single-face decoy staining in terms of accuracy. Furthermore, our staining approaches might serve as
an early readout in primary diagnostics and for the evaluation of treatment responses in the setting
of reduced immunosuppression.

Keywords: BK-polyomavirus; decoy cell; polyoma nephropathy; large T antigen; VP1

1. Introduction

Among kidney transplant recipients under immunosuppressive therapy, uncontrolled
reactivation or primary infection with the human polyomaviruses 1 (BK-Virus, BKV) and
less often 2 (John Cunningham, JC-Virus, JCV) can turn into a common complication that
is mostly observed within the early phase after transplantation [1]. Patients may develop
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increasing viremia that can result—if not timely reversed by lowering immunosuppression—
into functional decline of the kidney transplant and ultimately lead to polyomavirus-
associated nephropathy (PyVAN), with a substantial degree of advanced early graft loss [2].
The routine screening for BKV/JCV via PCR in blood is currently thought to represent
the gold standard and has become a mainstay of post-transplant surveillance in most
centers [3]. To date, the primary response to a sustained increase in viral replication is
the concerted reduction of immunosuppression that, in the majority of cases, will lead to
resolving viremia. In refractory cases, as some small interventional studies have shown, the
administration of foscarnet, cidofovir, leflunomide and/or intravenous immunoglobulins
(IVIG) can be used, although the overall level of evidence for these approaches is quite
low [4]. Experimental approaches such as adaptive virus-specific T-cell therapy exist;
however, no other therapeutic solutions are yet known in routine clinical practice [5].

Polyomavirus transmission occurs via the fecal-oral route in childhood, but normally
healthy individuals show no symptoms during BKV/JCV primary infection. Overall,
83 to 90% of adults in Europe show a robust humoral immune response against these
polyomaviruses as a sign of prior exposition to this pathogen [6]. However, in a low
percentage of healthy individuals (0–6%), intermittent viruria without viremia can be
observed, which has not been shown to be associated with any pathologic process [7,8].
On the contrary, immunocompromised patients are more likely to show symptomatic
infection and viremia. Thereby, kidney transplant recipients tend to develop BK-viremia
and less often JC-viremia, although rare cases of JCPyVAN have been described, which
are thought to follow a more latent disease course compared to BKPyVAN [7,9]. In those
patients, BK/JC-viremia typically follows an antecedental constant rise of viruria. The test
for polyomavirus copy number in plasma therefore has a high sensitivity for identifying
patients at risk of developing PyVAN [10–12].

BK virus-transformed decoy cells appear in urine, which can be identified via cytology
and quantified as a percentage of total urine cells [4,13]. These so-called decoy cells in urine
can serve as a specific surrogate for BKV/JC viremia and PyVAN, but show an overall
low sensitivity in panoptic staining, which increases moderately with the amount of decoy
cells in urine. However, infected cells identified by double immunostaining allow a more
specific diagnosis of BKPyVAN [14]. In this case, decoy cells are former renal epithelial
cells that have been infected and have undergone a process that has allowed BKV/JCV to
replicate, and thus the cell moves from the resting phase to the S phase of the cell cycle.
This is achieved by inhibiting the retinoblastoma tumor suppressor via binding to the
large tumor antigen (lTag) and the associated effects on host-cell DNA and virus genome
replication [15–17] by using the host’s replisome [18]. As a result, the nucleus develops a
disproportionate nuclear/cytoplasmic ratio during the transition from the G0 to the S phase
of the cell cycle, which has also been incorporated into the current pathologic hallmarks of
cytopathic changes often seen in kidney transplant biopsies with PyVAN [19–21]. Further
morphological changes are nuclear inclusions and shiny staining [22]. The major site of BK
replication is the proximal tubule epithelial cell, but as shown by in vitro experiments, BK
infection can cause marked changes in gene transcript and protein expression by two days
after infection [23]. This affects proteins involved in energy metabolism, detoxification,
tumor necrosis factor signaling and protein translation. However, it has also been shown
that infection can occur in uroepithelial cells further distal from the renal tubular cells, such
as the urinary bladder [14,22].

The double-stranded 5000 bp genome of the BKV or JCV encodes early transcribed
genes, such as the lTag, and late-transcribed genes, of which VP1 is the major capsid protein
that forms the outer layer of the viral capsid [24,25]. The lTag protein is translated in the
nucleus shortly after infection of the cell and forms hexameric structures that bind to the
viral genome ORI with their origin-binding domain [26,27], initiating replication of the
BK- or JC viral genome. Transcription of the VP1 gene is initiated later, and virus particle
formation may be initiated soon thereafter.
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We hypothesized that staining various time-dependent polyomavirus-specific proteins
in the urine sediment of patients with known viremia and assessing their localization
in cellular compartments during different phases of the cell cycle could enable us to
identify a tool to assist clinicians in making treatment decisions, such as reduction of
immunosuppression or as yet unknown antiviral treatments. In this pilot project, we
focused on lTag as the most important member of the early transcriptional part of the
BKV genome, and especially on the VP1 protein as the most important part of the late
transcriptional part. VP1 staining was used to follow virus particle synthesis and its passage
through the cell and its environment. We evaluated the expression and distribution pattern
of lTag and VP1 by immunostaining and confocal microscopy in urine sediment cells of
patients with PyVAN.

2. Patients and Methods
2.1. Patients

Five male and one female kidney transplant patients aged 51–61 years, diagnosed with
BK viremia, had undergone allograft biopsy because of an acute increase of sCr combined
with BK viremia and urinary decoy cells.

Morning urine sediment was obtained and separated into two portions. One part
was used for cytopreparations as described below. The other part was lysed in TRIzol and
frozen at −20 ◦C for further analysis.

2.2. Virus Genotype Definition

The total RNA was isolated by phase separation by adding 200 µL chloroform to the
TRIzol lysate and spinning at 12,000× g for 10 min. The aqueous phase was taken off and
mixed with 650 µL of isopropanol, out of which the RNA was precipitated by pelleting at
12,000× g for 10 min. Following a wash with 75% ethanol, the semidry RNA pellet was
redissolved in nuclease-free water and used for cDNA transcription. In brief, 800 ng of
total RNA was mixed with random primers in a volume of 12 µL and heated for 3 min at
65 ◦C, followed by chilling in ice water. The dNTP, reaction buffer, Ribolock and RNA Aid
were then added and 5 min annealing at 25 ◦C was followed by cDNA synthesis at 42 ◦C
for 60 min. The process was stopped by heating the sample at 80 ◦C for 10 min.

As primers for the VP1 PCR reaction, the forward primer ATGGCCCCAACCAAAAG
and reverse primer TTAAAGCATTTTGGTTGCAATTG were used. The cycling conditions
were initially 5 min denaturing at 94 ◦C followed by 30 cycles at 94 ◦C for 30 s denaturing,
55 ◦C for annealing and 68 ◦C for 60 s for synthesis. The resultant PCR product was then
submitted for Sanger sequencing.

2.3. Cytopreparations

Morning urine was collected in a sterile container and aliquots of 7 mL were cen-
trifuged at 2000× g for 10 min. The supernatant was discarded and the cell pellet was
resuspended in 1 mL of culture medium (RPMI supplemented with 10% calf serum). Next,
70 µL of the resulting cell suspension was added to the funnel of the cytocentrifuge and
spun at 1200 rpm for 3 min. The cytopreparation was air-dried and subsequently fixed in
acetone for 5 min. The slide was then wrapped in aluminum and frozen at −25 ◦C. For
immunostaining, the frozen slides were thawed under air flow, maintaining the aluminum
wrapping until ambient temperature was reached to prevent water condensation and
protein denaturation.

2.4. Immunofluorescence

After thawing the cytoslides, a hydrophobic circle was drawn around the cell-
containing area and 30 µL of PBS was applied to this area to rehydrate the preparation.
After rehydration, approximately 60 µL of the antibody solution was applied to the cyto-
preparation, which was incubated overnight in a humidified chamber at 4 ◦C on a shaking
platform. For detecting the large T-antigen, the affinity purified anti-SV40 large T-antigen-
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specific antibody (diluted 1:100) PAS 112036 was used (Invitrogen, Waltham, MA, USA),
and for staining BK polyoma virus VP1, the monoclonal (diluted 1:30) MAB:33242 clone
4942 (Invitrogen) was used. The next morning, the cytopreparation was washed in PBS with
constant agitation of the wash liquid. Then, the secondary antibody solution Alexa-Fluor
488 goat anti rabbit IgG (A11008) or Alexa-Fluor 594 goat anti mouse IgG (H+L) (A11032,
Invitrogen) was applied to the labeled areas containing the cells. After 60 min incubation
in the moist chamber, the slides were washed in PBS for 10 min with constant stirring. For
nuclear DNA staining, a three-minute staining with DAPI was performed before washing.
Finally, an embedding solution and a glass coverslip were applied before images were
recorded using an Axiovert confocal microscope.

3. Results

We used reverse transcription of RNA from the urine sediment of six BKPyVAN
patients (Table 1), and VP1 transcripts from the late coding region of BK polyomavirus
were amplified by PCR and sequenced. Thereby, BK virus genotype 1 was identified in all
six patients. Confocal microscopy of these urine sediment cells was used to localize the
product of the early coding region lTag and the late coding portion VP1. For this purpose,
cytopreparations were stained by immunofluorescence.

Table 1. Demographic data of the six kidney transplant patients. ADPKD: autosomal dominant
polycystic kidney disease, BK PCR: BK polyomavirus PCR, eGFR: estimated glomerular filtration
rate, KTX: kidney transplantation, NP: nephropathy, * 95% granulocytes. BK PCR data are given in
copy numbers per ml blood plasma.

Case 1 Case 2 Case 3 Case 4 Case 5 Case 6

Age 61 58 52 60 51 60
Gender m m m m m f

Underlying disease ADPKD ADPKD Reflux NP Diabetic NP. Undefined Undefined
eGFR (MDRD) mL/min 15 32 12 42 24.51 24.51

BK PCR (Plasma) 5.2 × 104 4.1 × 105 1 × 102 2.3 × 104 4 × 103 3 × 108

Decoy cells in urine (%) 50 20 30 40 90 5 *
Months after KTX 6 2 96 27 4 14

3.1. LTag Distribution

LTag staining was performed on urine sediment when about 20% of urine sediment
cells resembled decoy cells. The distribution of lTag took place within the nucleus (Figure 1).
It began at specific locations within the nucleus when the nucleus still maintained its normal
size (Figures 1 and 2). The distribution spread over the nucleus in a ‘spiderweb’ fashion
(Figure 1). During the phase when nuclear staining was most intense, little staining was
found in the cytoplasm (Figures 2 and 3). When the nuclear membrane dissolved in the
mitotic cycle (Figures 2 and 3A,C) or was destroyed in apoptosis (Figure 1C, insert), lTag
staining distributed into the cytoplasm. This redistribution of the protein was typically
observed in the green monkey kidney cell line COS. The nuclear lTag in its variable staining
intensity was distributed in a reticular pattern, but was seen in the cytoplasm when the
metaphase chromosome plate was formed (Figure 3).
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Figure 1. Cytopreparation of urine sediment and lTag immunofluorescence staining. Out of eight 
tubular epithelial cells, six presented morphological disparities: three presented with disproportion-
ately enlarged nuclei, two with moderately enlarged nuclei and one with apoptotic bodies. Two cells 
with moderately enlarged nuclei and the decoy cell in the lower part of the figure showed distinct 
lTag nuclear staining (A). In the upper part of the image, the cell shows apoptotic bodies (long-tailed 
arrow, (B)). This part of the image is shown as an insert at higher magnification in (C). In this cell, 
the lTag staining has spread from the apoptotic bodies into the cytosol. Cells with normal-sized 
nuclei are weakly lTag-positive at specific sites of the nucleus (C). 

 
Figure 2. Ltag-positive tubular cells at different stages of the cell cycle. The cell in late telophase, or 
representing an endocycling cell with absence of cell division but with already separated nuclei, still 
had cytosolic staining and incipient nuclear spot staining at a specific location (A). The cell in the 
upper part showed nuclear spiderweb-like staining, but its nuclear chromatin did not show a clear 
border and shaded out into the cytosol (B). 

Figure 1. Cytopreparation of urine sediment and lTag immunofluorescence staining. Out of eight
tubular epithelial cells, six presented morphological disparities: three presented with disproportion-
ately enlarged nuclei, two with moderately enlarged nuclei and one with apoptotic bodies. Two cells
with moderately enlarged nuclei and the decoy cell in the lower part of the figure showed distinct
lTag nuclear staining (A). In the upper part of the image, the cell shows apoptotic bodies (long-tailed
arrow, (B)). This part of the image is shown as an insert at higher magnification in (C). In this cell, the
lTag staining has spread from the apoptotic bodies into the cytosol. Cells with normal-sized nuclei
are weakly lTag-positive at specific sites of the nucleus (C).
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Figure 2. Ltag-positive tubular cells at different stages of the cell cycle. The cell in late telophase, or
representing an endocycling cell with absence of cell division but with already separated nuclei, still
had cytosolic staining and incipient nuclear spot staining at a specific location (A). The cell in the
upper part showed nuclear spiderweb-like staining, but its nuclear chromatin did not show a clear
border and shaded out into the cytosol (B).
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Figure 3. Green monkey kidney cell line ltag staining. Cos cells, known to be positive for the SV40 
lTag, showed the typical strict nuclear staining pattern in variable intensity, but this staining spread 
into the cytosol (A,C) when the nuclear membrane was dissolved, such as at the metaphase stage of 
the cell cycle shown by DAPI stain (B). 

3.2. VP1 Translation and Distribution 
After lTag transcription and translation was deployed, further steps represent the 

production of virus capsid proteins. The outer layer of the capsid is the VP1, which is 
supplemented by VP2 and VP3 in the inner compartment of the virion. Its transcription 
and translation is achieved by host-cell enzymes in a strictly concerted mode. As already 
demonstrated, in the case of viruses, this can happen within the nucleus of the host cell 
[28], or the proteins are shuttled back into the nucleus from the cytosol due to the nuclear 
localization signal. We were able to show that in decoy cells of human BKPyVAN patients, 
the VP1 staining in cells with intact morphology could be restricted to the nucleus and its 
outer rim where it is concentrated (Figure 4A,C). As shown in the cell (Figure 4), the outer 
rim of the nucleus underwent some sort of demarcation and it was not entirely clear 
whether the virus particles had already passed the nuclear membrane. About 16–20% of 
VP1-positive cells were found at this stage of virus infection depending on the patient and 
specimen (Table 2). In contrast to these cells were decoy cells with a disintegrated nucleus 
and reduced DNA staining by DAPI, such as in Figure 5, or in an apoptotic nucleus (Fig-
ures 6 and 7), where VP1 staining was distributed all over the cytoplasm (Figure 5) and 
seemed to represent a late stage of infection. In general, these cells were characterized by 
much stronger VP1 staining and represented the dominant version of the positive cells 
(80–84%, see Table 2). The staining intensity and thereby virus particle content showed 
remarkably different extent and differed from cell to cell. On rare occasions, these cells 
even appeared in clusters (Figure 7) and were positive for AQP1 as a marker of proximal 
tubular origin. In most of them, the cytoplasmic membrane appeared to be destroyed or 
had lesions. 

Table 2. Percentage of VP1 staining cells at different stage of virus production. Faint nuclear staining 
with intact morphology was much less frequent than cells with nuclear fragmentation and mem-
brane damage resembling ghost cells. 
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Case 1 6 94 
Case 2 18 82 
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Case 4 16 84 
Case 5 21 79 
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Figure 3. Green monkey kidney cell line ltag staining. Cos cells, known to be positive for the SV40
lTag, showed the typical strict nuclear staining pattern in variable intensity, but this staining spread
into the cytosol (A,C) when the nuclear membrane was dissolved, such as at the metaphase stage of
the cell cycle shown by DAPI stain (B).

3.2. VP1 Translation and Distribution

After lTag transcription and translation was deployed, further steps represent the
production of virus capsid proteins. The outer layer of the capsid is the VP1, which is
supplemented by VP2 and VP3 in the inner compartment of the virion. Its transcription
and translation is achieved by host-cell enzymes in a strictly concerted mode. As already
demonstrated, in the case of viruses, this can happen within the nucleus of the host cell [28],
or the proteins are shuttled back into the nucleus from the cytosol due to the nuclear
localization signal. We were able to show that in decoy cells of human BKPyVAN patients,
the VP1 staining in cells with intact morphology could be restricted to the nucleus and
its outer rim where it is concentrated (Figure 4A,C). As shown in the cell (Figure 4), the
outer rim of the nucleus underwent some sort of demarcation and it was not entirely clear
whether the virus particles had already passed the nuclear membrane. About 16–20% of
VP1-positive cells were found at this stage of virus infection depending on the patient
and specimen (Table 2). In contrast to these cells were decoy cells with a disintegrated
nucleus and reduced DNA staining by DAPI, such as in Figure 5, or in an apoptotic nucleus
(Figures 6 and 7), where VP1 staining was distributed all over the cytoplasm (Figure 5) and
seemed to represent a late stage of infection. In general, these cells were characterized by
much stronger VP1 staining and represented the dominant version of the positive cells
(80–84%, see Table 2). The staining intensity and thereby virus particle content showed
remarkably different extent and differed from cell to cell. On rare occasions, these cells
even appeared in clusters (Figure 7) and were positive for AQP1 as a marker of proximal
tubular origin. In most of them, the cytoplasmic membrane appeared to be destroyed or
had lesions.

Table 2. Percentage of VP1 staining cells at different stage of virus production. Faint nuclear staining
with intact morphology was much less frequent than cells with nuclear fragmentation and membrane
damage resembling ghost cells.

Start of Virus Production at
Nucleus (%)

Ghost Cells Membrane
Damage (%)

Case 1 6 94
Case 2 18 82
Case 3 20 80
Case 4 16 84
Case 5 21 79
Case 6 32 68
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When the cytoplasmic membrane was ruptured, the virus particles dispersed in the
environment, probably encapsulated in exosomes (Figure 6). When also present in urine,
we found that some of these exosome-like particles attached to erythrocyte membranes
(Figure 5, short-tail arrows) and stained the membrane edge to very different degrees. This
is consistent with the fact that in earlier experiments, the erythrocyte agglutination test has
been used in human polyomavirus research [29]. The VP1 staining of tubular epithelial
cells was highly variable (Figure 7), indicating the asynchronous infection stage of these
urinary sediment cells. Some of them could not be identified as decoy cells by simple
H/E staining. The disproportionately enlarged nucleus did not go along with high VP1
expression (Figure 7). DAPI staining of the nuclear DNA was frequently reduced and
nuclear borders were not clearly demarcated in up to 40% of decoy cells, and apoptotic
bodies (arrow in Figure 7) were seen in up to 10% of decoy cells which stained for VP1.
Fragments of cells were found all over the cyto-preparation which contained less than 10%
VP1 staining (Figure 6).

3.3. VP1 and lTag-Positive Decoy Cells in Process of Apoptosis

Apoptosis, programmed cell death, is a specific process that can either be induced by
certain types of immune cells, e.g., when the expression of danger signals or microbial/viral
proteins on target cells is recognized by them (extrinsic), or under circumstances when
distinct intracellular signals shift the overall cellular response towards the apoptosis path-
ways (intrinsic). In the case of polyomavirus-infected renal epithelial cells, they will often
become targets of specific cytolytic T cells and NK cells upon recognition by an adequate
immune response [30–32]. The number of late-stage apoptotic cells with highly condensed
chromatin and nuclear DNA distributed in apoptotic bodies varies from day to day. How-
ever, it must be assumed that these cells received the hit while intact and subsequently
exfoliated from the basement membrane and shed. Such cells are still positive for lTag,
but apoptotic bodies are negative; rather, the protein is distributed throughout the cytosol
(Figure 1C insert). As expected, these apoptotic cells were positive for VP1 to varying
degrees (Figures 6 and 7). In addition, apoptotic bodies floated in the urine (Figure 6),
which entered the urine sediment through centrifugation conditions, as indicated in the
Methods section, but these were negative for VP1 staining. Such a scenario was caused by
VP1-positive cell ghosts that have spread their entire nucleus except for a minimal DNA
residue, and from which VP1-positive small microsomes were released (Figure 6). Such
mode of virus release was observed in all six patients, but the percentage of decoy cells
with such virus-spreading conditions was not more than 3–4%.

4. Discussion

In this work, we focused on urinary sediment cell morphology and its relationship to
early gene expression in terms of lTag, and the late gene product VP1 as an indicator for
BK polyomavirus production and particle formation. This question was investigated by
using lTag and virus capsid specific antibodies and observing the lTag protein distribution
and the VP1 protein that forms the outer layer of the virion by confocal microscopy.

Firstly, we focused on the lTag as the early transcribed gene of the polyoma virus, incor-
porating a nuclear localization sequence similar to that of the SV40 virus [33], and therefore
detected within the nucleus starting shortly after nuclear separation in the telophase. It
spread in a ‘spider web’ fashion all over the nucleus in resting cells at specific stages of
infection. We could show that it was redistributed into the cytosol when the nuclear mem-
brane was dissolved, such as in the cell cycle, or destroyed, as in apoptosis. Whether lTag
staining in apoptotic or mitotic cells detected the intact lTag protein or only a fragmented
form or a specific splice variant [34] must be left open for this method.

In a second step, regarding gene translation from the late coding region [24] and virion
assembly, it was clearly demonstrated, confirming the work of previous authors [35], that
virus production is initiated and accomplished mainly in the nucleus. Subsequently, the
virus particles spread through the cytosol and were distributed in the environment in
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exosome-sized vesicles. Earlier work has associated the promyelocytic leukemia nuclear
bodies with JCV production sites and have termed these “virus factories” [36]. This
morphology of viral spread, as shown by this work, has not yet been demonstrated,
but previous authors have suggested that the BK polyoma virus hides in extracellular
vesicles [37], so-called exosomes, to evade immune defense. This could help explain why
the virus can still spread even when patients are positive for BK antibodies. Embedding of
JC polyomavirus in extracellular vesicles has been shown by earlier authors [38], and our
morphologic work supports this theory.

The third important observation of this work is that erythrocyte membranes are sus-
ceptible to BK virus binding, which could serve as a vehicle for transport of virions, which
then leads to randomly distributed foci of BKPyVAN in kidney transplant recipients. If this
erythrocyte binding is also true for the JC virus, this could help explain the transmission of
virions from the kidney to the brain.

Previous authors have used dual immunocytochemistry to identify the origin of decoy
cells and whether they originate from the ureterorenal region or urinary bladder [14]. We
used AQP1 as a marker for proximal tubular cells [39,40].

Testing urine sediment for decoy cells has, without debate, gained importance, and
various methods, such as Sternberg–Malbin staining, have improved availability and show
excellent discriminative potential from other cells of the urinary tract [41,42]. Combined
confocal immunostaining for proteins specific to the early and late stages of infection
will extend the specificity for counting polyomavirus-infected cells beyond simple decoy
staining. Various stages of apoptotic cells and ghost cells can be detected as virus carriers.
These would be overlooked in panoptic decoy cell staining. However, it must remain open
whether the extremely high viral replication in them, where the virus completely takes over
the transcription and translation machinery, has led to intrinsic apoptosis. Nevertheless,
extrinsic apoptosis caused by cytolytic immune cells remains another option. In particular,
this could occur after modification of immunosuppression.

According to our data, the combination of a high number of decoy cells, especially
when identified by immunostaining with BK-virus-specific antibodies, in conjunction with
the BK virus copy number in the plasma, seems to be a strong indication of an ongoing
infection of the allograft with BK virus. This is true, especially when the copy number
reaches 10,000 copies per mL [43]. It is not yet decided whether this can replace the allograft
biopsy and serve as a liquid biopsy in the future. Because the BK virus infection sites in the
allograft are unevenly and patchily distributed, BK immunostaining in fine-needle biopsies
can miss the infection in up to 10–30% of cases [10].

Another important question is whether the timing of a biopsy and decision-making is
significantly facilitated by these two non-invasive testing methods. This question cannot
be answered clearly in this study. However, follow-up of patients with proven BKPyVAN
undergoing modified immunosuppression shows a decreasing number of decoy cells in
the urine and, with some delay, a decrease in viral copies in the plasma. Consequently, the
two methods combined, plasma copy numbers and immunostained decoy cells in urine,
should be able to assess the status of viral replication in the allograft. However, we noted
decoy cells in low percentages (1–4%) for several months while allograft function was
stable. The cells in which the BK virus replicates could also originate from a site distal to
the nephron. But still, this is important as the virus exhibits oncogenic potential and BK-
positive urothelial carcinomas are frequent among transplant patients [44], or an already
ongoing BK-virus-induced malignant process might be the origin of exfoliation [31].

This work stresses that monitoring decoy cells by urine cytology and virus-specific
immunostaining is important information for the care of kidney transplant patients. Routine
hematoxylin/eosin examination of decoy cells misses some of the infected cells, especially
when large amounts of inflammatory cells are present, which is observed in about 20% of
kidney transplant patients for various reasons, e.g., concurrent asymptomatic urinary tract
infections.
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5. Limitations of This Work

Immunostaining with mAbs is complicated by the specificity of the antibodies, which
may result in missing BK mutants with rare genotypes. In addition, the virus replication rate
in the cells must reach a certain level for the staining intensity to reach the detection limit.
Although the antibody used works excellently in patients positive for the BK polyomavirus
genotype 1, it is not clear whether this will be the case in other genotypes.

6. Conclusions

Diagnostics need to become more specific, as much more has been learned in recent
years about the twelve characterized members of the human polyomavirus and the specific
association with human disease. Therefore, immunostaining of decoy cells in the urine
sediment for routine diagnostics needs to be further explored and improved. This might
become of significant value for clinical application.

Author Contributions: S.P., Z.H., D.G., M.E., W.W., A.S., F.E. and L.W. designed experiments; Z.H.,
S.P., M.E., O.K., M.A., F.E. and L.W. performed experiments and analyzed data; A.S., D.G. and F.E.
procured funding; and D.G., W.W., F.E. and L.W. wrote the manuscript. All authors have read and
agreed to the published version of the manuscript.

Funding: This research was funded by the Medical Scientific Fund of the Mayor of the City of Vienna,
grant numbers 22100 and 22099.

Institutional Review Board Statement: This study was approved by the Ethics committee of the
Medical University of Vienna (EK 1065/2021).

Informed Consent Statement: Written informed consent was obtained from all study participants.

Data Availability Statement: All data ae provided within this publication.

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Hariharan, S.; Israni, A.K.; Danovitch, G. Long-Term Survival after Kidney Transplantation. N. Engl. J. Med. 2021, 385, 729–743.

[CrossRef] [PubMed]
2. Mohamed, M.; Parajuli, S.; Muth, B.; Astor, B.C.; Panzer, S.E.; Mandelbrot, D.; Zhong, W.; Djamali, A. In kidney transplant

recipients with BK polyomavirus infection, early BK nephropathy, microvascular inflammation, and serum creatinine are risk
factors for graft loss. Transpl. Infect. Dis. 2016, 18, 361–371. [CrossRef]

3. Nickeleit, V.; Singh, H.K.; Dadhania, D.; Cornea, V.; El-Husseini, A.; Castellanos, A.; Davis, V.G.; Waid, T.; Seshan, S.V. The 2018
Banff Working Group classification of definitive polyomavirus nephropathy: A multicenter validation study in the modern era.
Am. J. Transplant. 2021, 21, 669–680. [CrossRef] [PubMed]

4. Hirsch, H.H.; Randhawa, P.S.; AST Infectious Diseases Community of Practice. BK polyomavirus in solid organ transplantation—
Guidelines from the American Society of Transplantation Infectious Diseases Community of Practice. Clin. Transplant. 2019, 33,
e13528. [CrossRef] [PubMed]

5. Nelson, A.S.; Heyenbruch, D.; Rubinstein, J.D.; Sabulski, A.; Jodele, S.; Thomas, S.; Lutzko, C.; Zhu, X.; Leemhuis, T.; Cancelas,
J.A.; et al. Virus-specific T-cell therapy to treat BK polyomavirus infection in bone marrow and solid organ transplant recipients.
Blood Adv. 2020, 4, 5745–5754. [CrossRef]

6. Egli, A.; Infanti, L.; Dumoulin, A.; Buser, A.; Samaridis, J.; Stebler, C.; Gosert, R.; Hirsch, H.H. Prevalence of polyomavirus BK
and JC infection and replication in 400 healthy blood donors. J. Infect. Dis. 2009, 199, 837–846. [CrossRef]

7. Drachenberg, C.B.; Hirsch, H.H.; Papadimitriou, J.C.; Gosert, R.; Wali, R.K.; Munivenkatappa, R.; Nogueira, J.; Cangro, C.B.;
Haririan, A.; Mendley, S.; et al. Polyomavirus BK versus JC replication and nephropathy in renal transplant recipients: A
prospective evaluation. Transplantation 2007, 84, 323–330. [CrossRef]

8. Coleman, D.V.; Wolfendale, M.R.; Daniel, R.A.; Dhanjal, N.K.; Gardner, S.D.; Gibson, P.E.; Field, A.M. A prospective study of
human polyomavirus infection in pregnancy. J. Infect. Dis. 1980, 142, 1–8. [CrossRef]

9. Wiegley, N.; Walavalkar, V.; Aujla, H.; Chen, L.X.; Huang, Y.; Lee, B.K.; Jen, K.Y. Clinicopathologic Characteristics of JC Virus
Nephropathy in Kidney Transplant Recipients. Transplantation 2021, 105, 1069–1076. [CrossRef]

10. Hirsch, H.H.; Vincenti, F.; Friman, S.; Tuncer, M.; Citterio, F.; Wiecek, A.; Scheuermann, E.H.; Klinger, M.; Russ, G.; Pescovitz, M.D.;
et al. Polyomavirus BK replication in de novo kidney transplant patients receiving tacrolimus or cyclosporine: A prospective,
randomized, multicenter study. Am. J. Transplant. 2013, 13, 136–145. [CrossRef]

190



Life 2023, 13, 1526

11. Schaub, S.; Hirsch, H.H.; Dickenmann, M.; Steiger, J.; Mihatsch, M.J.; Hopfer, H.; Mayr, M. Reducing immunosuppression
preserves allograft function in presumptive and definitive polyomavirus-associated nephropathy. Am. J. Transplant. 2010, 10,
2615–2623. [CrossRef] [PubMed]

12. Petrov, R.; Elbahloul, O.; Gallichio, M.H.; Stellrecht, K.; Conti, D.J. Monthly screening for polyoma virus eliminates BK nephropa-
thy and preserves renal function. Surg. Infect. 2009, 10, 85–90. [CrossRef]

13. Hirsch, H.H.; Knowles, W.; Dickenmann, M.; Passweg, J.; Klimkait, T.; Mihatsch, M.J.; Steiger, J. Prospective study of polyomavirus
type BK replication and nephropathy in renal-transplant recipients. N. Engl. J. Med. 2002, 347, 488–496. [CrossRef] [PubMed]

14. Chen, X.-T.; Chen, W.-F.; Hou, X.-T.; Yang, S.-C.; Yang, H.-F.; Li, J.; Deng, R.-H.; Huang, Y.; Nuertai, Y.; Wang, C.-X.; et al.
Non-invasive urinary sediment double-immunostaining predicts BK polyomavirus associated-nephropathy in kidney transplant
recipients. Ann. Transl. Med. 2020, 8, 235. [CrossRef] [PubMed]

15. Kim, H.Y.; Ahn, B.Y.; Cho, Y. Structural basis for the inactivation of retinoblastoma tumor suppressor by SV40 large T antigen.
Embo J. 2001, 20, 295–304. [CrossRef]

16. DeCaprio, J.A.; Garcea, R.L. A cornucopia of human polyomaviruses. Nat. Rev. Microbiol. 2013, 11, 264–276. [CrossRef]
17. Harris, K.F.; Christensen, J.B.; Imperiale, M.J. BK virus large T antigen: Interactions with the retinoblastoma family of tumor

suppressor proteins and effects on cellular growth control. J. Virol. 1996, 70, 2378–2386. [CrossRef]
18. Sowd, G.A.; Fanning, E. A wolf in sheep’s clothing: SV40 co-opts host genome maintenance proteins to replicate viral DNA. PLoS

Pathog. 2012, 8, e1002994. [CrossRef]
19. Gai, M.; Lanfranco, G.; Segoloni, G.P. “Decoy cells” in urine. Transplant. Proc. 2005, 37, 4309–4310. [CrossRef]
20. Maia, T.M.; Silva, S.F.; Silva, S.L.; Holanda, M.C.; Nascimento, J.M.; Ferreira, M.V. Polyomavirus-infected decoy cells in

cytocentrifuged urine cytology specimens from renal transplant recipients. Acta Cytol. 2011, 55, 445–448. [CrossRef]
21. Drachenberg, C.B.; Beskow, C.O.; Cangro, C.B.; Bourquin, P.M.; Simsir, A.; Fink, J.; Weir, M.R.; Klassen, D.K.; Bartlett, S.T.;

Papadimitriou, J.C. Human polyoma virus in renal allograft biopsies: Morphological findings and correlation with urine cytology.
Hum. Pathol. 1999, 30, 970–977. [CrossRef]

22. Nickeleit, V.; Hirsch, H.H.; Binet, I.F.; Gudat, F.; Prince, O.; Dalquen, P.; Thiel, G.; Mihatsch, M.J. Polyomavirus infection of renal
allograft recipients: From latent infection to manifest disease. J. Am. Soc. Nephrol. 1999, 10, 1080–1089. [CrossRef]

23. An, P.; Cantalupo, P.G.; Zheng, W.; Saenz-Robles, M.T.; Duray, A.M.; Weitz, D.; Pipas, J.M. Single-Cell Transcriptomics Reveals a
Heterogeneous Cellular Response to BK Virus Infection. J. Virol. 2021, 95, 10–1128. [CrossRef]

24. White, M.K.; Safak, M.; Khalili, K. Regulation of gene expression in primate polyomaviruses. J. Virol. 2009, 83, 10846–10856.
[CrossRef]

25. Hurdiss, D.L.; Morgan, E.L.; Thompson, R.F.; Prescott, E.L.; Panou, M.M.; Macdonald, A.; Ranson, N.A. New Structural Insights
into the Genome and Minor Capsid Proteins of BK Polyomavirus using Cryo-Electron Microscopy. Structure 2016, 24, 528–536.
[CrossRef] [PubMed]

26. Meinke, G.; Phelan, P.J.; Kalekar, R.; Shin, J.; Archambault, J.; Bohm, A.; Bullock, P.A. Insights into the initiation of JC virus DNA
replication derived from the crystal structure of the T-antigen origin binding domain. PLoS Pathog. 2014, 10, e1003966. [CrossRef]
[PubMed]

27. Chang, Y.P.; Xu, M.; Machado, A.C.D.; Yu, X.J.; Rohs, R.; Chen, X.S. Mechanism of Origin DNA Recognition and Assembly of an
Initiator-Helicase Complex by SV40 Large Tumor Antigen. Cell Rep. 2013, 3, 1117–1127. [CrossRef] [PubMed]

28. David, A.; Dolan, B.P.; Hickman, H.D.; Knowlton, J.J.; Clavarino, G.; Pierre, P.; Bennink, J.R.; Yewdell, J.W. Nuclear translation
visualized by ribosome-bound nascent chain puromycylation. J. Cell Biol. 2012, 197, 45–57. [CrossRef]

29. Ou, W.C.; Wang, M.; Fung, C.Y.; Tsai, R.T.; Chao, P.C.; Hseu, T.H.; Chang, D. The major capsid protein, VP1, of human JC virus
expressed in Escherichia coli is able to self-assemble into a capsid-like particle and deliver exogenous DNA into human kidney
cells. J. Gen. Virol. 1999, 80 Pt 1, 39–46. [CrossRef]

30. Cioni, M.; Leboeuf, C.; Comoli, P.; Ginevri, F.; Hirsch, H.H. Characterization of Immunodominant BK Polyomavirus 9mer Epitope
T Cell Responses. Am. J. Transplant. 2016, 16, 1193–1206. [CrossRef]

31. Meier, R.P.H.; Muller, Y.D.; Dietrich, P.Y.; Tille, J.C.; Nikolaev, S.; Sartori, A.; Labidi-Galy, I.; Ernandez, T.; Kaur, A.; Hirsch, H.H.;
et al. Immunologic Clearance of a BK Virus-associated Metastatic Renal Allograft Carcinoma. Transplantation 2021, 105, 423–429.
[CrossRef] [PubMed]

32. Comoli, P.; Basso, S.; Azzi, A.; Moretta, A.; De Santis, R.; Del Galdo, F.; De Palma, R.; Valente, U.; Nocera, A.; Perfumo, F.; et al.
Dendritic Cells Pulsed with Polyomavirus BK Antigen Induce Ex Vivo Polyoma BK Virus–Specific Cytotoxic T-Cell Lines in
Seropositive Healthy Individuals and Renal Transplant Recipients. J. Am. Soc. Nephrol. 2003, 14, 3197–3204. [CrossRef] [PubMed]

33. Lanford, R.E.; Butel, J.S. Construction and characterization of an SV40 mutant defective in nuclear transport of T antigen. Cell
1984, 37, 801–813. [CrossRef] [PubMed]

34. Abend, J.R.; Joseph, A.E.; Das, D.; Campbell-Cecen, D.B.; Imperiale, M.J. A truncated T antigen expressed from an alternatively
spliced BK virus early mRNA. J. Gen. Virol. 2009, 90, 1238–1245. [CrossRef] [PubMed]

35. Erickson, K.D.; Bouchet-Marquis, C.; Heiser, K.; Szomolanyi-Tsuda, E.; Mishra, R.; Lamothe, B.; Hoenger, A.; Garcea, R.L. Virion
Assembly Factories in the Nucleus of Polyomavirus-Infected Cells. PLoS Pathog. 2012, 8, e1002630. [CrossRef]

36. Maul, G.G.; Negorev, D.; Bell, P.; Ishov, A.M. Review: Properties and assembly mechanisms of ND10, PML bodies, or PODs. J.
Struct. Biol. 2000, 129, 278–287. [CrossRef]

191



Life 2023, 13, 1526

37. Giannecchini, S. Evidence of the Mechanism by Which Polyomaviruses Exploit the Extracellular Vesicle Delivery System during
Infection. Viruses 2020, 12, 585. [CrossRef]

38. Morris-Love, J.; O’Hara, B.A.; Gee, G.V.; Dugan, A.S.; O’Rourke, R.S.; Armstead, B.E.; Assetta, B.; Haley, S.A.; Atwood, W.J.
Biogenesis of JC polyomavirus associated extracellular vesicles. J. Extracell. Biol. 2022, 1, e43. [CrossRef]

39. Gerges, D.; Hevesi, Z.; Schmidt, S.H.; Kapps, S.; Pajenda, S.; Geist, B.; Schmidt, A.; Wagner, L.; Winnicki, W. Tubular epithelial
progenitors are excreted in urine during recovery from severe acute kidney injury and are able to expand and differentiate in vitro.
PeerJ 2022, 10, e14110. [CrossRef]

40. Schnermann, J.; Chou, C.L.; Ma, T.; Traynor, T.; Knepper, M.A.; Verkman, A.S. Defective proximal tubular fluid reabsorption in
transgenic aquaporin-1 null mice. Proc. Natl. Acad. Sci. USA 1998, 95, 9660–9664. [CrossRef]

41. Yan, L.; Guo, H.; Han, L.; Huang, H.; Shen, Y.; He, J.; Liu, J. Sternheimer-Malbin Staining to Detect Decoy Cells in Urine of 213
Kidney Transplant Patients. Transplant. Proc. 2020, 52, 823–828. [CrossRef] [PubMed]

42. Sekito, T.; Araki, M.; Yoshinaga, K.; Maruyama, Y.; Sadahira, T.; Nishimura, S.; Wada, K.; Watanabe, M.; Watanabe, T.; Tanabe,
K.; et al. Presence of decoy cells for 6 months on urine cytology efficiently predicts BK virus nephropathy in renal transplant
recipients. Int. J. Urol. 2021, 28, 1240–1246. [CrossRef] [PubMed]

43. Nickeleit, V.; Singh, H.K.; Randhawa, P.; Drachenberg, C.B.; Bhatnagar, R.; Bracamonte, E.; Chang, A.; Chon, W.J.; Dadhania, D.;
Davis, V.G.; et al. The Banff Working Group Classification of Definitive Polyomavirus Nephropathy: Morphologic Definitions
and Clinical Correlations. J. Am. Soc. Nephrol. 2018, 29, 680–693. [CrossRef] [PubMed]

44. Müller, D.C.; Rämö, M.; Naegele, K.; Ribi, S.; Wetterauer, C.; Perrina, V.; Quagliata, L.; Vlajnic, T.; Ruiz, C.; Balitzki, B.; et al.
Donor-derived, metastatic urothelial cancer after kidney transplantation associated with a potentially oncogenic BK polyomavirus.
J. Pathol. 2018, 244, 265–270. [CrossRef] [PubMed]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

192



Citation: Ronsini, C.; Reino, A.;

Molitierno, R.; Vastarella, M.G.;

La Mantia, E.; De Franciscis, P.

Critical Overview of Serous

Endometrial Intraepithelial Cancer

Treatment: Systematic Review of

Adjuvant Options. Life 2023, 13, 1429.

https://doi.org/10.3390/life13071429

Academic Editor: Nihar R. Nayak,

Stefanos Roumeliotis and Giuseppe

Minervini

Received: 31 March 2023

Revised: 22 May 2023

Accepted: 13 June 2023

Published: 22 June 2023

Copyright: © 2023 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

life

Systematic Review

Critical Overview of Serous Endometrial Intraepithelial Cancer
Treatment: Systematic Review of Adjuvant Options
Carlo Ronsini 1 , Antonella Reino 1, Rossella Molitierno 1, Maria Giovanna Vastarella 1, Elvira La Mantia 2

and Pasquale De Franciscis 1,*

1 Department of Woman, Child and General and Specialized Surgery, University of Campania “Luigi
Vanvitelli”, Largo Madonna Delle Grazie, 1, 80138 Naples, Italy; carlo.ronsini@unicampania.it (C.R.);
mariagiovanna.vastarella@studenti.unicampania.it (M.G.V.)

2 Pathology Unit, University of Campania “L. Vanvitelli”, Via Luciano Armanni, 80138 Naples, Italy
* Correspondence: pasquale.defranciscis@unicampania.it

Abstract: SEIC is a non-invasive lesion of the endometrial epithelium considered to be the precursor
to uterine serous carcinoma (USC) and is just as aggressive as USC. Currently, there are no reliable
data about the behavior and prognosis of SEIC; therefore, the therapeutic management approach is
not clear. Method: A systematic search of the Pubmed, Scopus and Embase databases was conducted,
following the recommendations in the Preferred Reporting Items for Systematic Reviews and Meta-
Analyses (PRISMA). Results: Of the 296 studies that matched the search criteria, only 9 met the
inclusion criteria, covering a total of 81 patients. The main disease-presenting pattern was AUB
(abnormal uterine bleeding). In 31 cases, SEIC was associated with extrauterine disease. All patients
underwent hysterectomy and salpingo-oophorectomy, while only 15 of the 81 patients received
adjuvant treatments. In the patients receiving adjuvant therapy, the RR was 42.67%, the DFS was
35.71% and the OS was 57.13%. In patients subjected to follow-up alone, the RR was only 28.78%,
the DFS was 59.1% and the OS was 66.6%. Conclusions: The presence of an extrauterine disease
significantly worsens outcomes, regardless of adjuvant treatment. In cases of disease confined to
the uterine mucosa alone, the prognosis is good and follow-up allows a good control of the disease;
however, adjuvant therapy could further increase survival rates and reduce relapse rates.

Keywords: serous endometrial intraepithelial carcinoma; SEIC; MUSC; adjuvant therapy; relapse

1. Introduction

Serous endometrial intraepithelial carcinoma (SEIC) is also described in the litera-
ture as ‘minimal uterine serous carcinoma’ (MUSC), ‘serous endometrial intraepithelial
neoplasia’, ‘endometrial carcinoma in situ’, ‘non-invasive endometrial serous carcinoma’
and ‘superficial serous carcinoma’. It represents a non-invasive lesion of the endometrial
epithelium [1]. As with invasive serous carcinoma of the uterus (USC), it constitutes an
aggressive histological form of type II endometrial cancer. Although previously considered
a pre-cursor of USC, recent evidence demonstrates its aggressive behavior and its ability
to extensively metastasize extrauterine, despite the absence of myometrial invasion and
lymph-vascular involvement [2,3]. Several studies suggest that superficial intraepithelial
carcinoma may spread through the tubes or lymphatic vessels within the peritoneal cavity.
However, its behavior is currently unpredictable [4]. Although there are no International
guidelines, the WHO recommends surgical staging of the disease (hysterectomy, bilateral
salpingo-oophorectomy, omentectomy, lymph node removal, or peritoneal dissection and
biopsy). The scarcity with which it occurs and the variable prognosis reported in the
literature mean that there is no non-ambiguous adjuvant therapy. Data are available in the
literature on the use of chemotherapy and on follow-up models [4–6]. The purpose of this
review is to investigate the effects of adjuvant treatments on the prognosis of the disease.
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2. Materials and Methods

The selected registrations complied with the PRISMA (Preferred Reporting Items
for Systematic Reviews and Meta-Analysis) guidelines [7]. We registered this systematic
review on the PROSPERO site with protocol number 403507.

2.1. Search Methods

A systematic search of the Pubmed, EMBASE and Scopus databases was carried out
in February 2023. Studies were considered if they had been included in published material
since their first release. No country restrictions were carried out. The search criteria
adopted to identify studies applicable to the subject of the review were: “intraepithelial
serum endometrial carcinoma” OR “minimal serous uterine carcinoma” OR “SEIC”.

2.2. Studies Selection

Study selection was made independently by AR and RM. In disputed cases, CR
decided to include or exclude. The inclusion criteria were: (1) studies including patients
with the diagnosis of serous intraepithelial uterine carcinoma; (2) studies including patients
who underwent surgical staging; (3) studies reporting at least one outcome of interest
(recurrence rate; recurrence type; surgical staging; type of adjuvant treatment; survival
report); and (4) peer-reviewed articles, published originally. Nonoriginal studies, preclinical
trials, animal trials, abstract-only publications and articles in languages other than English
were excluded. Wherever possible, the authors of studies that were only published as
congress abstracts were contacted via email and asked to provide their data. The primary
outcome of interest was the recurrence of the disease. The studies selected and all reasons
for exclusion are given in the Preferred Reporting Items for Systematic Reviews and Meta-
Analyses (PRISMA) flowchart (Figure 1). All included studies were assessed regarding
potential conflicts of interest.
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2.3. Data Extraction

AR and RM extracted data for all relevant series and case reports. We extracted data on
tumor characteristics (stage, histological subtype, LVSI status, grading), surgical approach,
morbidity and oncological issues such as recurrences, deaths and recurrence rate (RR). We
also collected data on adjuvant therapy (Number of cycles, type of drugs). In addition,
data on follow-up and survival status reported as “not evident disease (NED”, “alive with
disease (AWD)”, “death of disease (DOD)” and “death of other causes (DOC)” were also
extracted. We also evaluated disease-free survival (DFS) as the time in months from the
surgery to the recurrence or the last follow-up and overall survival (OS) as the time in
months from the diagnosis to the recurrence or the last follow-up.

2.4. Quality Assessment

We assessed the quality of the included studies using the Newcastle–Ottawa scale
(NOS) [8]. This assessment scale uses three broad factors (selection, comparability and
outcome), with the scores ranging from 0 (lowest quality) to 8 (best quality). Two authors
(CR and PDF) independently rated the study’s quality. Any disagreement was subse-
quently resolved by discussion or consultation with AR. We report the NOS Scale scores
in Appendix A.

3. Results
3.1. Studies’ Characteristics

After the database search, 296 articles matched the search criteria. After removing
records with no full text, duplicates and wrong study design (e.g., reviews), 15 were eligible.
Of those, nine matched the inclusion criteria and were included in the systematic review.
All nine studies were non-comparative, single-armed, or case-report studies evaluating
the therapeutic management of SEICs. The countries where the studies were conducted,
the publication year range, the study design, the type of surgery and adjuvant therapy,
the mean follow-up and the number of participants are summarized in Table 1. Overall,
the publication years ranged from 2000 to 2021 while the follow-up period ranged from
9 to 84 months.

3.2. Patients’ Characteristics

The clinical characteristics of the patients are summarized in Table 2. A total of
81 patients were analyzed. The mean patient age was 66.24 (range 42–83 y). The main
presenting patterns were AUB (41 of 81 patients), a cervical smear positive for endometrial
malignant cells (17 of 81 patients) and abdominal distension/discomfort (6 of 81 patients).
In one case, an irregular endometrial thickening was found using TV-US. The mode of
presentation was unknown in four patients. In 79 of 81 patients, the final diagnosis was
SEIC/SSC, in 2 patients, it was grade 1 endometroid adenocarcinoma and in 5 cases, the
SEIC was associated with intraepithelial carcinoma or serous carcinoma of the ovary. In
these cases, the presence of serous ovarian carcinoma was considered as an extrauterine
disease of the SEIC and it was not possible to define whether the origin of the disease was
adnexal or uterine. In 31 cases, extrauterine disease, including fallopian-tube, omental,
ovarian, peritoneal, bowel and lymph node metastases, focal tubal intraepithelial carcinoma
and intraepithelial or serous ovarian cancer was found. All patients underwent total or rad-
ical hysterectomy, salpingo-oophorectomy and complete or partial surgical staging. A total
of 66 of 81 patients did not receive any adjuvant treatment, while 12 patients underwent
adjuvant chemotherapy alone, 2 patients received radiotherapy and chemotherapy and
1 patient underwent whole abdomen and pelvic radiotherapy only. In eight of the nine
studies, patients with stage IA disease did not receive adjuvant therapy. In just one case,
a 42-year-old patient diagnosed with SEIC stage IA received adjuvant chemotherapy [12].
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Table 1. Studies’ characteristics.

Name Year Country Study Design N of
Participants

Surgery Adjuvant
Therapy

F/UP
(months)

Wheeler
2000 [2]

USA Retrospective
cohort-study
monocentric

21 H ± BSO±
Partial/complete
surgical staging

None (12 pt)
Platinum-based CHT (8 pt)
WAPRT (1 pt)

27

Hui
2005 [9]

USA Retrospective
cohort-study
monocentric

40 H + BSO + pelvic
lymph node dissection ±
omentum sampling

None 25.8

Abushahin
2011 [10]

USA Case series 5 TAH+BSO±
partial/complete
surgical staging

None (2 pt)
CHT (2 pt)
RT+CHT (1 pt)

54

Kawano
2011 [3]

Japan Case report 1 TAH + BSO+
EILN biopsy

6 cycles CHT
(cisplatin + doxorubicin)
+RT of left supraclavicolar region

37

Pathiraja
2013 [6]

UK Case series 5 Complete surgical staging
(3 pt), incomplete surgical
staging (2pt)

None 16.6

Ono
2014 [11]

Japan Prospective,
cohort-study
monocentric

6 RH + BSO + LN (3 pt)
TAH + BSO (2 pt)
TAH + BSO + OMT (1 pt)

None 36

Kawata
2017 [12]

Japan Case report 1 TAH + BSO + Partial OMT+
pelvic and paraaortic LN

6 cycles CHT (pacli-
taxel+doxorubicin+carboplatin)

9

Han
2020 [13]

South
Korea

Case report 1 TAH + BSO + Pelvic LN None 84

Shimizu
2021 [14]

Japan Case report 1 TAH + BSO + Partial OMT+
pelvic and paraaortic LN

6 cycles CHT (carboplatin,
paclitaxel, bevacizumab)

9

BSO: bilateral salpingo-oophorectomy; EILN: external iliac lymph node; H: hysterectomy; LN: lymphadenectomy;
OMT: omentectomy; RH: radical hysterectomy; TAH: total abdominal hysterectomy; WAPRT: whole abdomen
and pelvic radiotherapy.

Table 2. Clinical characteristics of patients.

Name,
Year

Age/
Mean Age

Presentation Stage Final Diagnosis Extrauterine Disease Follow-Up

Wheeler,
2000 [2]

65 y PMB (14 pt), cervical
smear positive for
malignant cells (6 pt),
ABD (1 pt)

IA-IVB SEIC/SSC
SEIC + IC-ovary (3
pt)

IC-ovary (3 pt), fallopian tube
metastases (1 pt), omentum
metastases (2 pt), bowel
metastases (1 pt), none (14 pt)

NED (2 pt)
AWD (2 pt)
DOD (3 pt)
DOC (1 pt)

Hui, 2005 [9] 66.5 y PMB (20 pt), Cervical
HPV (1 pt), pap smear
positive (7 pt), ABD
(8 pt), unknown (4 pt)

IA-IVB SEIC/SSC Omentum (14 pt)
Ovary (12 pt)
Fallopian tube (7 pt)
Pelvic peritoneum (7 pt)
Abdomen organ surface (6 pt)
LN (5 pt)

NED (20 pt)
DOD (9 pt)
AWD (4 pt)
DOC (1 pt)

Abushahin,
2011 [10]

63.4 y Abdominal discomfort
(2 pt), PMB (1 pt),
abnormal cervical
smear (2 pt)

IA-IIIA SEIC (4 pt)
SEIC + OSC (1 pt)

Focal TIC (1 pt),
omental implants (2 pt),

AWD (2 pt)
DOD (2 pt)
AWOD (1 pt)

Kawano,
2011 [3]

61 y PMB IIIC Grade 1
endometrioid
adenocarcinoma

Metastatic lymph node NED

Pathiraja,
2013 [6]

72 y PMB IA SEIC None NED (2 pt)
DOD (2 pt)
AWD (1 pt)

Ono, 2014 [11] 74.5 y PMB (3 pt); ABD (1 pt);
abnormal cervical smear
(1 pt); unknown (1 pt)

IA-IIIB SEIC (2 pt)
SSC (3 pt)
SEIC-SSC (1 pt)

Omentum and ovaries
micrometastases (1 pt); None
(5 pt)

NED (3 pt)
DOD (2 pt)
AWD (1 pt)
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Table 2. Cont.

Name,
Year

Age/
Mean Age

Presentation Stage Final Diagnosis Extrauterine Disease Follow-Up

Kawata,
2017 [12]

42 y AUB IA SEIC None NED

Han, 2020 [13] 61 y Irregular endometrial
thickening observed by
TV-US

IA Grade 1
endometrioid
carcinoma

None Metastatic
recurrence

Shimizu,
2021 [14]

57 y Abdominal pain IIIA1
with SEIC

OSC + SEIC Ovarian cancer, metastatic
paraaortic lymph-lode

NED

ABD: abdominal distension; IC: intraepithelial carcinoma; OSC: ovarian serous cancer; PMB: postmenopausal
bleeding; SSC: superficial serous carcinoma; TIC: tubal intraepithelial carcinoma; NED: no evidence of disease;
AWD: alive with disease; DOD: dead of disease; DOC: dead of other causes; AWOD: alive without disease.

3.3. Outcomes

All nine of the selected studies presented RR, OS, or DFS data. These results are
summarized in Tables 3 and 4. In 46 of 81 patients, there was no evidence of disease at
the end of follow-up, 12 patients were alive with the disease, 18 patients died from the
disease and 2 patients died from other causes. In two studies, 62.5% and 33.3% of patients
receiving adjuvant chemotherapy, respectively, relapsed [2,10], while, in three studies, none
of the patients relapsed [3,12,14]. Among patients not receiving any adjuvant treatment,
only in one study were no relapses reported [13], and the average recurrence rate was
28.78%, ranging from 16.6% to 100%, and the DFS was 59.1%. In the patients receiving
adjuvant chemotherapy, the average recurrence rate was 42.67%, ranging from 25% to
100%, and the DFS was 35.71%. In the case report by Han et al. [13], the patient developed
multifocal abdominopelvic peritoneal metastases 7 years after surgery, while none of the
12 patients showed signs of disease during the average 33.1 months of follow-up. In the
other studies, DFS ranged from 40% to 52.2%. The OS of the patients who underwent
adjuvant chemotherapy was 57.13%, while the OS of the follow-up-only group was 66.6%.

Table 3. Oncological Outcome.

Nome 3Y DFS *
(%)

3Y OS ◦

(%)
4.5Y
DFS * (%)

4.5Y
OS ◦ (%)

Wheeler
2000 [2]

33.3 42.8 9.5 9.5

Hui
2005 [9]

17.5 17.5 10 10

Abushahin
2011 [10]

20 80 20 40

Kawano
2011 [3]

100 100 - -

Pathiraja
2013 [6]

- - - -

Ono
2014 [11]

33.3 33.3 - -

Kawata
2017 [12]

- - - -

Han
2020 [13]

100 100 100 100

Shimizu
2021 [14]

- - - -

* Disease-Free Survival. ◦ Overall Survival.
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Table 4. Recurrence Rate.

ADJCHT FUP

Name RR ’ (%) DFS * (%) OS ◦(%) RR ’ (%) DFS * (%) OS ◦(%)

Wheeler
2000 [2]

62.5 25 50 0 100 91.6

Hui
2005 [9]

- - - 32.5 52.5 62.5

Abushahin
2011 [10]

33.3 0 33.3 50 50 100

Kawano
2011 [3]

0 100 100 - - -

Pathiraja
2013 [6]

- - - 60 40 60

Ono
2014 [11]

- - - 16.6 50 66.6

Kawata
2017 [12]

0 100 100 - - -

Han
2020 [13]

- - - 100 0 -

Shimizu
2021 [14]

0 100 100 - - -

’ Recurrence Rate * Disease-Free Survival ◦ Overall Survival.

4. Discussion

The scarcity of data in the literature demonstrates that SEIC is an infrequent diagnosis
in clinical practice. Furthermore, from this review, it appears that 38% of cases are associated
with extrauterine disease, detected at diagnosis, in contrast to the typical behavior of
carcinoma in situ of the other organs. Dunton et al. detected metastases in 30–60% of
SEIC cases [15]. Beyond its rarity, the understanding of this disease is also hindered
by its histological characteristics. As reported in the data, it is often associated with
ovarian serous carcinoma. Parallel to this other tumor, it presents a particular tropism of
the peritoneal surface, even without visible locoregional infiltration. For these reasons,
a diagnosis of SEIC is unlikely to be reflected in recommendations for surgical staging of
endometrial carcinomas.

Two studies have described simultaneous SEIC and ovarian carcinoma. It was im-
possible to determine whether these were two independent neoplasms or if the SEIC had
developed previously [2,14]. Serous endometrial and ovarian tumors may have similar
characteristics under the microscope and may be difficult to distinguish because of their
structure alone. Molecular profiling of the tumor can be helpful. This could discriminate
between the presence of synchronous or metastatic tumors. Similarly, with synchronous
endometrioid tumors of the endometrium and ovary, several molecular markers have been
identified for differential diagnosis [16,17]. Another in-depth study that could help is the
study of the tumor microenvironment, which could show differences in the genesis of both
tumors [18]. Therefore, the best therapeutic management for patients with SEIC is unclear.
If the tumor is clinically confined to the mucosa of the endometrium (stage IA), the most
common treatment is total hysterectomy [19]. In some cases, pelvic and para-aortic lymph
node removal may also be performed to assess whether the tumor has spread.

SEIC typically presents with postmenopausal bleeding, and, although the data avail-
able in the literature are numerically scarce, there is no evidence of a close correlation
with risk factors such as nulliparity, late menopause, obesity and hormone replacement
therapy [6]. Analysis of the literature shows that the prognosis is poor if even a minimal mi-
croscopic extrauterine disease is found, independent of the adjuvant treatment. In a study
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conducted by Wheeler et al., seven patients with extrauterine disease underwent chemother-
apy, of which four died despite adjuvant therapy; the remaining three relapsed [2]. Con-
versely, the lack of extrauterine disease may be associated with a 94% chance of survival [9].
Complete surgical staging, followed by extensive sampling, is essential to define the most
appropriate prognosis and therapy management. The absence of myometrial or lympho-
vascular space invasion was insufficient to predict the absence of extrauterine disease [20].
Due to its nature, the disease is particularly aggressive. However, in the absence of incon-
trovertible objective evidence of the benefit of adjuvant therapy, there is a risk of worsening
iatrogenic morbidity without affecting the prognosis. Therefore, although the benefits of
adjuvant treatments are not yet clear [21,22], it appears necessary to opt for additional
treatments or close follow-up in patients who have undergone incomplete surgical staging.
Adjuvant treatments were adopted in most cases in patients with advanced stages of the
disease, except for one study in which the more aggressive approach could be justified by
the young age of the patient examined, albeit with stage IA disease [12]. The patients who
were followed had promising results. Of these, 19 had an extrauterine disease at diagnosis
and 47 did not. However, despite being patients with stage IA disease, about one-third of
patients relapsed or did not survive. A total of 66 of 81 patients had no adjuvant treatment.
In particular, 20 patients died, 18 due to the disease and 2 due to other causes, while
12 patients showed signs of disease at subsequent check-ups. In most studies, it was not
specified whether the disease was persistent or a recurrence.

Analyzing the data relating only to patients who did not present extrauterine disease
at diagnosis, it emerged that 83% of patients subjected to FUP alone survived without
evidence of disease, 6.4% developed recurrence and only approximately 1/10 of the sample
died. These findings change significantly in patients with extra-uterine disease at the
time of diagnosis. In fact, about half (47%) of patients undergoing follow-up alone died,
26% relapsed and the remaining percentage showed no signs of disease at subsequent
follow-ups. Han described a recurrence 7 years after surgery in a woman with stage I SEIC
who received an annual outpatient follow-up [13]. It is, therefore, possible to infer that
follow-up is a very valid option only in patients who do not have extrauterine disease at
the time of diagnosis. An additional consideration should be made regarding the incidental
diagnosis of SEIC. Indeed, in clinical practice, it is more common to have a diagnosis of an
intramucosal tumor following demolitive surgery. It is not always associated with adequate
surgical staging. In the absence of data on the impact on the prognosis of complete staging,
and given the high risk of distant microscopic involvement, this view might justify the view
that adopting adjuvant therapies, even in patients with early-stage disease, could improve
patient outcomes. It should be pointed out, however, that major international guidelines
currently cover a limited follow-up approach [23]. However, these recommendations are
based on trials that have not presented any cancer cases other than endometrioid limited
to the mucosa, making their applicability questionable [24,25]. Indeed, the comparison
between adjuvant and follow-up-only patients showed that adjuvant therapy could actually
bring benefits in terms of overall survival and a reduction in relapses. However, if the
comparison is made between patients with extrauterine disease and patients with disease
confined to the uterus, examining the outcomes of patients undergoing adjuvant therapy
or only follow-up in each respective group, the results partly conflict with the preliminary
analysis. In particular, in patients with extrauterine disease, adjuvant therapy does not
seem to have brought the expected benefits. In fact, regardless of the adjuvant therapy,
about half of the patients died. That said, adjuvant treatments compared to follow-up alone
have reduced rates of recurrence in patients with extrauterine disease (33.3% vs. 26.3%). In
patients with disease confined to the uterus, among those subjected to only follow-up, the
percentage of deaths was 10.6% while none of the patients undergoing adjuvant therapies
died. However, in the latter case, the sample examined is too small from which to draw
conclusions with high statistical value. Our review is severely limited by the scarcity of
literature data, mainly represented by case reports. However, by reporting what has been
systematically published on the topic, our review can provide a basis for further clinical
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knowledge concerning SEIC. In our opinion, the most important future step will be the
molecular characterization of the tumor [26]. Indeed, the histological division into serous
and endometroid may be limiting and unrepresentative of the molecular mechanisms
underlying the curious behavior of SEIC. In particular, the most common molecular alter-
ations in serous carcinoma of the uterus are: mutations of p53, p16 FBXW7 and PPP2R1A,
HER2 overexpression, PIK3CA mutation or amplification, Cyclin E1 amplification and
variable ER/PR expression [27,28]. Multiple targeted therapies have been evaluated to treat
endometrial cancer in recent years. For example, dual HER2 inhibition by Trastuzumab
and Pertuzumab showed antitumor activity in USC cell lines [29]. The PIK3CA inhibitor
Copanlisib caused a decrease in tumor volume in five cases [30]; another preclinical result
suggests that combination regimens using C-ERB/PIK3CA/AKT/mTOR inhibitors may
improve responses and induce long-lasting clinical responses in patients with USC [31];
and in pre-clinical models of Cyclin E1 overexpression, the CDK2/9 inhibition has been
suggested to have efficacy [32]. The routine use of the BRCA analysis was only introduced
in 2014. Therefore, since the studies in question predate that date, there is a lack of data
in this regard. Further studies may also consider this important prognostic factor in the
therapeutic management of these patients.

In conclusion, it can be said that if the presence of SEIC is suspected, (1) it is useful to
proceed to an adequate staging of the disease, in view of the high probability of extrauterine
disease; (2) that the presence of an extrauterine disease significantly worsens outcomes,
regardless of adjuvant treatment and that instead; and (3) in cases of disease confined to
the uterine mucosa alone, the prognosis is good and follow-up allows a good control of the
disease. We can, therefore, say that adjuvant therapy could further increase survival rates
and reduce relapse rates in patients with uterine-confined disease and that future work,
aimed at deepening the molecular signature of SEIC, will be needed to expand knowledge
on this topic.
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Abstract: The neonicotinoid imidacloprid is a widely used insecticide worldwide. We assessed
the effects of acute and chronic imidacloprid exposure on the social behavior of adult zebrafish.
We assembled simple apparatus to detect 2D locomotion: a single camera capture system and
two specially designed water tanks. We then used the tracking and heat maps of the behavior
trajectories of zebrafish subjected to sham and imidacloprid exposure and compared their social
behavior. Furthermore, histomorphology and immunohistochemistry of their brain tissue sections
were performed to clarify possible neurotoxicity due to imidacloprid exposure in our adult zebrafish.
Our results showed that imidacloprid exposure significantly reduced the zebrafish’s swimming speed,
distance traveled, acceleration, and deceleration. The longer the imidacloprid exposure, the more
severe the locomotor behavior disability. Furthermore, imidacloprid exposure significantly reduced
heterosexual attractive behavior between the different sexes, as well as defensive alert behavior among
males. Our histomorphology and immunohistochemistry evidence showed imidacloprid exposure
may lead to neuronal oxidative stress, inflammation, apoptosis, and damage in the telencephalon
of adult zebrafish. Thus, we suggested that neonicotinoid imidacloprid exposure can damage the
telencephalon neurons of adult zebrafish through oxidative stress, inflammation, and apoptosis and
then affect the social behavior of adult zebrafish.

Keywords: imidacloprid; oxidative stress; inflammation; apoptosis; telencephalon; zebrafish

1. Introduction

The neonicotinoid imidacloprid has been widely used as a pesticide because it neg-
atively affects the nervous system of insects. It has an adequate insecticidal effect at a
small dose. Consequently, imidacloprid has become an emerging pesticide for the con-
trol of agricultural pests. When insects ingest imidacloprid, the nicotinic acetylcholine
receptors (nAChRs) in their nerve synapses become disturbed; this hinders the normal
transmission of nerve messages, which negatively influences the insects’ behavior [1].
Although imidacloprid is an extremely potent neurotoxic insecticide, it can also act as an
nAChR activator [2]. Pharmacologic studies have shown that the blocking of acetylcholine
receptors (AChRs) impairs memory formation, whereas acetylcholine promotes memory
and learning functions. When AChRs in the hippocampus are damaged, severe deficits
occur in spatial recognition and working memory [3]. However, in agriculture, pesticides
such as imidacloprid are typically applied by spraying an entire area. As such, organisms
other than insects may ingest them. In recent years, many studies have focused on the
damage caused by neonicotinoid pesticides to nonpests such as honeybees. For instance, in
honeybees, the ingestion of nectar containing imidacloprid and thiamethoxam may result in
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a major drop in honey production [4]. Moreover, excessive use of imidacloprid may reduce
the number of wild honeybees because long-term exposure to imidacloprid has been noted
to hamper the memory and learning functions of honeybees [5]. Furthermore, imidacloprid
exposure may cause olfactory and visual dysfunction in honeybees in their larval stages [6].
As such, the use of neonicotinoid neurotoxic pesticides, such as imidacloprid, severely
threatens the survival of pollinating insects such as honeybees, butterflies, and flower
flies. For example, exposure to a small amount of imidacloprid can affect the flight path
recognition ability of honeybees such that both the efficiency of their nectar collection as
well as the number of bees returning to the hive decrease [7].

Many recent studies have reported the effects of imidacloprid exposure in vertebrates
such as amphibians, fish, and mammals. Stacey et al. [8] observed that in the wood frog
(Lithobates sylvaticus), exposure to neonicotinoid imidacloprid at 1, 10, and 100 µg/L during
tadpole development may affect the ability of young frogs to sense or respond to predators.
Vignet et al. [9] studied the effects of neonicotinoid pesticides on medaka and zebrafish
development and behavior and observed that imidacloprid exposed for 5–14 days from 0.2
to 2000 µg/L had a sublethal effect on both types of fish. Burke et al. [10] found that in mice,
exposure to imidacloprid (0.5 mg/kg/day) during pregnancy tended to result in lower
fertility and body weight during adulthood, whereas exposure during developmental years
negatively affected behavior and brain function during adulthood. Sriapha et al. [11] per-
formed a case study on imidacloprid poisoning and found that imidacloprid with estimated
doses of ingestion ranging from 2 to 35 g may increase the hepatic injury risk in humans.
These results imply that imidacloprid-related injury during the embryo and infant stages
may affect performance through adulthood and that even adult individuals can develop
varying degrees of injury, including nonimmediate injury, after ingesting imidacloprid.
Nerve repair is generally more difficult than muscle repair. For instance, damage to the
cranial nerves during development can affect cognitive development to varying degrees.
Tomizawa [12] reported that long-term exposure to imidacloprid (1 mg/kg/BW/day) may
cause nAChR overexpression in the brain tissue of mammals, resulting in brain damage.
In addition, Duzguner and Erdogan [13,14] reported that long-term exposure to 10 µM
imidacloprid may induce inflammation and increase oxidative stress in the central nervous
system of rats, eventually leading to neuronal apoptosis.

Insecticides can pose a serious threat to the survival of many animals in the wild.
Neonicotinoid insecticides such as imidacloprid are widely used in agricultural production
because they are easy to use, cheap, and effective. However, the excessive or incorrect use of
pesticides may eventually result in water pollution. Therefore, in recent years, studies have
increasingly used zebrafish as a model animal in experiments for detecting agricultural
pesticides in the environment. In studies on the effects of pollution on water ecology, fish be-
havior patterns and the underlying neural transmission mechanisms have been employed
to monitor water pollution and its potential impact on organisms. Zebrafish is one of the
fish species recommended for aquatic acute toxicity testing by the OECD (Organization
of Economic Cooperation and Development) not only because its developmental changes
are easy to observe but also because it grows rapidly, is easy and inexpensive to raise, and
has strong fecundity. In addition, the mechanism underlying its embryonic development
is similar to that underlying mammalian embryonic development; it has various organ
systems that are similar to those in humans, and its complete genetic database has been
established [15]. As such, the zebrafish has become a major indicator organism in aquatic
ecotoxicology, which can sensitively detect the toxicity of trace environmental pollutants.
When the zebrafish is affected by environmental pollutants, its sensory system receives
vital information, which passes through the central nervous system [16]. Systematic regula-
tion of various physiological systems means that it exhibits behaviors such as swarming,
aggression, fear, and vigilance [17]. Therefore, the behavior of zebrafish can be used as a
crucial indicator in behavioral research. Several studies on imidacloprid have focused on
embryonic development [18], but few studies have assessed adult individuals of vertebrates
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such as fish and mammals. In the present study, we determined the possible effects of
imidacloprid exposure on the social behavior of adult zebrafish.

2. Materials and Methods
2.1. Animal Preparation

Adult wild-type zebrafish (Danio rerio) were obtained from Academia Sinica (Taipei,
Taiwan). They were reared in circulating tap water at room temperature and were fed
twice a day. Zebrafish, fish food, and other supplies were purchased from local pet shops
(Taipei, Taiwan) for these studies. Zebrafish were kept in 10-gallon holding tanks and were
fed live brine shrimp, microworms, and Tetramin staple food ad libitum. Experiments
were conducted on 16-week-old adult zebrafish that were a useful animal model to study
the effects of acute and chronic imidacloprid exposure on social behavior because it is a
gregarious fish that can express behaviors such as swarming, aggression, fear, and vigilance.
The behavioral performance of zebrafish was studied in the current experiments, which
complied with guidelines of the IACUC and were approved by the IACUC of our university
(protocol no.: No. 103018).

2.2. Imidacloprid Preparation and Treatment

Imidacloprid was purchased from Sigma-Aldrich (St. Louis, MO, USA; PESTANAL,
analytical standard; concentration ≤ 100%; empirical formula (Hill Notation): C9H10ClN5O2;
molecular weight: 255.66; CAS number: 138261-41-3). Imidacloprid is a neonicotinoid insecti-
cide in the chloronicotinyl nitroguanidine chemical family. The International Union of Pure
and Applied Chemistry (IUPAC) name is 1-(6-chloro-3-pyridylmethyl)-N-nitroimidazolidin-2-
ylideneamine and the Chemical Abstracts Service (CAS) registry number is 138261-41-3. The
molecular structure of imidacloprid is listed in Table 1. Imidacloprid powder was dissolved
in 0.5% dimethyl sulfoxide (Sigma-Aldrich) as a cosolvent that was diluted with tap water to
concentrations of 0.1, 0.5, and 1.0 ppm. During the observation experiment, which lasted
5 consecutive days, the solution was refreshed daily. The excrement in the fish tank was
cleaned daily, and imidacloprid consumed during the experiment was supplemented, as
required. Based on the fact that imidacloprid has an impact on the movement trajectory of
zebrafish and does not cause fish death, we selected the initial concentrations of imidaclo-
prid to be 0.1, 0.5, and 1.0 ppm; in order to avoid premature death of zebrafish in the 5-day
experiment, a concentration of 0.1 ppm was chosen for the 5-day experiment. All the stock
solutions were used at a room temperature of 25 °C.

Table 1. Molecular structure, molecular formula, and molecular weight of imidacloprid.

Molecular structure
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Molecular formula C9H10ClN5O2

Molecular weight 255.662 g/mol

2.3. Locomotor Behavior Assay of the Zebrafish

The zebrafish were exposed to imidacloprid at different concentrations (0.1, 0.5, and
1.0 ppm) at different time points (0, 24, 48, 72, 96, and 120 h) for locomotion testing.
Locomotor behavior of zebrafish was examined and tracked daily using a high-speed
camera (Mikrotron-GmbH, Unterschleißheim, Germany) and were then analyzed using
EthoVision-X (Noldus, Wageningen, The Netherlands). The behavioral performance of
zebrafish in the current experiments was recorded and tracked daily for 20 min. Locomotor
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behavior assays of the zebrafish such as the swimming velocity and distance were examined
using a high-speed camera.

2.4. Social Interaction Assay of the Zebrafish

We placed a female and a male zebrafish in two adjacent fish tanks. We recorded the
movement trajectories of the female or male zebrafish in the separate fish tanks when a
baffle plate was placed between the fish tanks to prevent the zebrafish from seeing each
other. When the baffle plate was removed and the zebrafish saw each other in adjacent
tanks, the movement trajectories of the female and male zebrafish were recorded again. In
addition to recording the movement distance and speed and maximum acceleration and
deceleration of the female and male zebrafish, we analyzed the relative distance between
the female and male zebrafish, which was named the heterosexual attraction distance.
Changes in this distance were considered to denote effects on the heterosexual attraction of
the fish.

We placed one male zebrafish each into two adjacent fish tanks. We recorded the
movement trajectories of the zebrafish in the separate fish tanks when a baffle plate was
placed between the fish tanks. When the baffle plate was removed, the movement tra-
jectories of the zebrafish were recorded again. In addition to recording the movement
distance and speed and maximum acceleration and deceleration of both the zebrafish,
we analyzed the relative distance between the two male zebrafish, which was named the
vigilant confrontation distance. Changes in this distance were considered to denote effects
on the defensive alert behavior of the fish.

2.5. Hematoxylin and Eosin Staining and Immunohistochemical Staining of Zebrafish Brain Tissue

Male zebrafish were anesthetized and perfused with PBS containing 4% formaldehyde
(EM grade glutaraldehyde solution, Sigma-Aldrich). Brain tissue samples from male
zebrafish were fixed with 4% formaldehyde (Sigma-Aldrich) and embedded in paraffin.
Brain tissue specimens were cut into 5 µm thick sections using a tissue microtome, and
then, sections were mounted on glass slides. Some brain tissue sections were stained with
hematoxylin and eosin (H&E) (Sigma-Aldrich) to assess tissue integrity. Other myocardial
tissue sections were subjected to immunohistochemical (IHC) staining with SOD2 (Cat.
numbers ab110300; Abcam, Cambridge, UK), tumor necrosis factor (TNF)-α (Cat. numbers
#3707; Cell Signaling Technology, Danvers, MA, USA), and caspase-3 (Cat. numbers
#9662; Cell Signaling Technology) for 1 h at a room temperature of 25 °C. By incubating
with biotinylated secondary antibody (NovolinkTM Polymer Detection System l, Leica
Biosystems Newcastle Ltd., Newcastle, UK) for 30 min and avidin–biotin–horseradish
peroxidase (HRP) complex (Novolink™ Polymer Detection System l, Leica Biosystems
Newcastle Ltd.) for an additional 30 min. IHC was visualized using DAB Chromogen
(NovolinkTM Polymer Detection System 1, Leica Biosystems Newcastle Ltd.), and slides
were counterstained with hematoxylin (NovolinkTM Polymer Detection System 1, Leica
Biosystems Newcastle Ltd.).

2.6. Statistical Analysis

In this study, SigmaPlot 12.5 (Systat Software Inc., San Jose, CA, USA) was used for
data analysis and chart production. All data are shown as mean ± standard error of the
mean (SEM). Differences among different groups of zebrafish were assessed using one-way
or two-way analysis of variance (ANOVA). Student–Newman–Keuls multiple comparisons
post hoc test was performed if a significant F-value was obtained. Significance was defined
as p < 0.05.

3. Results
3.1. Effects of Imidacloprid Exposure on Optic Tectum of Adult Zebrafish

Through H&E staining, we assessed neuronal injury in the optic tectum sections
of the adult male zebrafish after 5 days of sham and imidacloprid exposure at various
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concentrations (Figure 1). We observed that the neuron number in the optic tectum sections
was significantly higher in the adult zebrafish exposed to the sham treatment than in
those exposed to imidacloprid (Figure 1A). Moreover, neuron density in these sections was
significantly lower in adult zebrafish exposed to imidacloprid than in those that received the
sham treatment (Figure 1B). Furthermore, as the imidacloprid concentration was increased,
the neuron density decreased gradually and significantly (Figure 1B).
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Figure 1. (A) H&E staining showing neuronal injury in telencephalon sections of an adult male
zebrafish after 5 days of sham treatment and imidacloprid treatment at various concentrations.
Scale bar = 25 µm. The dotted line shows transverse sections across a zebrafish adult brain in the
telencephalon. (B) Neuron density in telencephalon sections of adult male zebrafish without (a: sham)
and with imidacloprid (b: 0.1, c: 0.5, and d: 1.0 ppm) treatment after 5 days of exposure. Data are
presented as mean ± SEM and were obtained from 10 independent experiments. One-way ANOVA
followed by the Student–Newman–Keuls multiple comparison post-test. The differences in the
median values among the treatment groups were greater than would be expected by chance; there is
a statistically significant difference (p (Factor A) = 0.01).

Anti-oxidative stress SOD2 expressions were examined in the brain tissue of an adult
male zebrafish using IHC staining and are shown in Figure 2A. SOD2 is a crucial antioxidant
enzyme associated with oxidative stress. We observed that SOD2 protein expression in the
brain tissue was weaker in the adult male zebrafish subjected to imidacloprid treatment than
in those subjected to the sham treatment. Moreover, as the imidacloprid was concentration
increased, SOD2 expression in the brain tissue of the adult male zebrafish exhibited a
gradual decrease (Figure 2A).

TNF-α expression, an inflammation marker, in the brain tissue of an adult male
zebrafish was examined and is shown in Figure 2B. We observed that TNF-α expression
in the brain tissue of the adult male zebrafish subjected to imidacloprid treatment was
higher than in those subject to the sham treatment. As the imidacloprid concentration
was increased, TNF-α expression gradually increased in the brain tissue of the adult male
zebrafish (Figure 2B).

Finally, caspase-3 expression, an apoptosis marker, in the brain tissue of an adult male
zebrafish was examined, as shown in Figure 2C. We observed that caspase-3 expression
in the brain tissue of the adult male zebrafish subjected to imidacloprid treatment was
higher than in those subjected to the sham treatment. As the imidacloprid concentration
increased, caspase-3 expression gradually increased in the brain tissue of the adult male
zebrafish (Figure 2C). Taken together, these results confirmed that imidacloprid may cause
neurotoxicity through oxidative stress, inflammation, and apoptosis in the brain tissue of
the adult male zebrafish.
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Figure 2. IHC staining showing neuronal (A) oxidative stress, (B) inflammation, and (C) apoptosis
in telencephalon sections of adult male zebrafish without (sham) and with imidacloprid (0.1, 0.5,
and 1.0 ppm) treatment after 5 days of exposure. The arrows denote positive expression of proteins
related to neuronal antioxidative stress (SOD2), inflammation (TNF-α), and apoptosis (caspase-3).
Scale bar = 100 µm.

3.2. Effects of Acute and Chronic Imidacloprid Exposure on Locomotor Behavior of Adult Zebrafish

Using a Noldus Ethovision-XT animal behavior trajectory tracking analysis system,
we analyzed the locomotor behavior of a single adult male zebrafish after they had spent
12 h in clean water and water environments containing different concentrations of imida-
cloprid. The movement trajectory map and movement trajectory heat map of the zebrafish
were recorded for 10 min. According to the results shown in Figure 3A, compared with
the zebrafish not exposed to imidacloprid, those exposed to different concentrations of
imidacloprid moved more slowly and a shorter distance and had lower maximum accelera-
tion and deceleration after 12 h; the nonimidacloprid group exhibited the best locomotor
behavior, whereas the group with the highest imidacloprid exposure exhibited the worst
locomotor behavior. These results are corroborated by the bar charts shown in Figure 3B
(p < 0.01 or 0.05).

We next explored the changes in locomotor behavior of adult male zebrafish immersed
in a fixed concentration (0.1 ppm) of imidacloprid for different exposure durations (1, 2, 3,
4, or 5 days). As shown in Figure 4A, the locomotor behavior of the male zebrafish after
exposure to 0.1 ppm imidacloprid for 5 consecutive days was recorded using our tracking
analysis system. We observed that the longer the exposure time, the more significant the
decrease in the average movement distance and speed as well as maximum acceleration
and deceleration. These results are corroborated by the bar charts shown in Figure 4B
(p < 0.01 or 0.05).
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Figure 3. Locomotor behavior disability in adult male zebrafish exposed to imidacloprid for 24 h
at various concentrations in a novel tank diving test. (A) Tracking and heat maps of the behavior
trajectory of a male zebrafish without imidacloprid treatment (sham) and with imidacloprid treatment
at various concentrations (0, 0.1, 0.5, and 1.0 ppm) after 24 h of exposure. (B) Bar charts showing
swimming ability in quantified movement speed (a), movement distance (b), maximum acceleration
(c), and maximum deceleration (d) in adult male zebrafish without imidacloprid treatment (sham)
and with imidacloprid treatment at various concentrations (a: 0, b: 0.1, c: 0.5, and d: 1.0 ppm) after
12 h of exposure. Data are presented as mean ± SEM and were obtained from 10 independent
experiments. The differences in the median values among the treatment groups were greater than
would be expected by chance; there is a statistically significant difference (p (Factor A) = 0.01).
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Figure 4. Locomotor behavior disability in adult male zebrafish exposed to 0.1 ppm imidacloprid
for various exposure times in a novel tank diving test. (A) Tracking and heat maps of the behavior
trajectory of male zebrafish without imidacloprid treatment (sham) and with 0.1 ppm imidacloprid
treatment after various exposure times (1, 2, 3, 4, and 5 days). (B) Bar charts showing swimming
ability in quantified movement speed (a), movement distance (b), maximum acceleration (c), and
maximum deceleration (d)—in adult male zebrafish without imidacloprid treatment (sham) and with
0.1 ppm imidacloprid treatment after various exposure times (a: 1, b: 2, c: 3, d: 4, and e: 5 days). Data
are presented as mean ± SEM and were obtained from 10 independent experiments. The differences
in the median values among the treatment groups were greater than would be expected by chance;
there is a statistically significant difference (p (Factor A) = 0.01).

3.3. Effects of Imidacloprid Exposure on Social Interaction of Adult Zebrafish

We further examined the effects of imidacloprid exposure on social interaction in
adult zebrafish by analyzing the movement trajectories of zebrafish in two adjacent fish
tanks. As shown in Figure 5A, we found that in a clean water environment, the movement
distance and speed and maximum acceleration and deceleration were similar for the male
and female zebrafish in separate tanks when the baffle plate was present; however, they
then decreased when the baffle plates were removed, indicating heterosexual attraction.
However, after exposure to 0.1 ppm imidacloprid, the heterosexual attraction between the
female and male fish was significantly weaker (Figure 5B, p < 0.01 or 0.05).
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we found that in a clean water environment, the movement distance and speed as well as 
maximum acceleration and deceleration of two male zebrafish in separate tanks were 
similar when the baffle plate was employed; additionally, they decreased when the baffle 
plate was removed, indicating defensive alert behavior because the behavior of male 

Figure 5. Heterosexual attraction disability in adult male and female zebrafish after 5 days of
imidacloprid exposure in a novel tank diving test. (A) Tracking and heat maps of the behavior
trajectory of a male and a female zebrafish without imidacloprid treatment (sham) and with 0.1 ppm
imidacloprid treatment for 5 days. The dotted lines denote the heterosexual attraction distance.
(B) Bar charts showing swimming ability in quantified movement speed (a), movement distance
(b), maximum acceleration (c), and maximum deceleration (d) in adult male and female zebrafish
without imidacloprid treatment (sham) and with 0.1 ppm imidacloprid treatment for 5 days. (C) Bar
chart showing quantified heterosexual attraction distance without imidacloprid treatment (sham)
and with imidacloprid treatment (a: 0, b: 0.1, c: 0.5, and d: 1.0 ppm) for 5 days. Data are presented as
mean ± SEM (n = 10 for each group, ** p < 0.01).

Two male zebrafish were placed one each in adjacent fish tanks, and the zebrafish
could not see each other due to a baffle plate between the tanks. As shown in Figure 6A,
we found that in a clean water environment, the movement distance and speed as well
as maximum acceleration and deceleration of two male zebrafish in separate tanks were
similar when the baffle plate was employed; additionally, they decreased when the baffle
plate was removed, indicating defensive alert behavior because the behavior of male
zebrafish in the two tanks is compared to a defensive alert. However, after exposure to
imidacloprid, this behavior was significantly decreased (Figure 6B).
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Figure 6. Defensive alert behavior disability in two adult male zebrafish after 5 days of imidacloprid
exposure in a novel tank diving test. (A) Tracking and heat maps of the behavior trajectory of two
male zebrafish without imidacloprid treatment (sham) and with 0.1 ppm imidacloprid treatment for
5 days. The dotted lines denote the vigilant confrontation distance. (B) Bar charts showing swimming
ability in quantified movement speed (a), movement distance (b), maximum acceleration (c), and
maximum deceleration (d) in two adult male zebrafish without imidacloprid treatment (sham) and
with 0.1 ppm imidacloprid treatment for 5 days. (C) Bar chart showing quantified confrontation
distance without imidacloprid treatment (sham) and with imidacloprid treatment (a: 0, b: 0.1, c: 0.5,
and d: 1.0 ppm) for 5 days. Data are presented as mean ± SEM (n = 10 for each group; ** p < 0.01).

4. Discussion

To adapt to their environment and survival needs, fish require skills such as spatial
learning and predator evasion so as to identify and avoid predators as well as find suitable
breeding grounds. We found that regardless of their sex, the movement distance and
speed as well as maximum movement acceleration and deceleration of adult zebrafish
were significantly altered by imidacloprid exposure; the longer the imidacloprid exposure,
the more severe the locomotor behavior disability. Moreover, imidacloprid significantly
reduced the heterosexual attraction between an adult male and an adult female zebrafish
and significantly affected defensive alert behavior between two adult male zebrafish.
Because the zebrafish is a gregarious fish, it displays behaviors such as grouping, aggression,
fear, and vigilance; different nuclei in the brain dominate these social behaviors. Our results
demonstrated that imidacloprid exposure significantly negatively affected the performance
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of social behaviors such as mutual attraction and mutual alertness in zebrafish, indicating
that exposure to a systemic pesticide such as imidacloprid may damage the neural nuclei
in the brain related to emotion or courtship behavior.

The forebrain of the goldfish develops into the telencephalon, a brain area responsible
for cognitive learning and emotional regulation. Moreover, in goldfish, damage to the
outer telencephalon causes disturbance in spatial memory [19], whereas that to the inner
telencephalon leads to disturbance in emotional memory [20]. The goldfish telencephalon is
equivalent to the limbic system of mammals in that the function of the medial telencephalic
pallium is equivalent to that of the amygdala in the limbic system—the nucleus that controls
emotional memory. If the medial telencephalic pallium is damaged, goldfish lose memory
of their past experiences of fear [20]. Furthermore, the function of the lateral telencephalic
pallium in goldfish is similar to that of the hippocampus, which controls spatial cognition
and emotional expression [21]. The zebrafish has gradually been developed as an animal
model for exploring cognitive functions, and some studies have indicated that it has the
ability to learn and remember fear experiences [22]. In addition, the administration of
nicotine receptor agonists to zebrafish can improve cognitive learning [23,24].

The ADME (absorption, distribution, metabolism, and elimination) of imidacloprid
exposure has been reported in many studies. Imidacloprid is rapidly and completely
absorbed and distributed after oral administration in rats; after exposure, the peak plasma
level of imidacloprid is reached within 2 h, whereas the peaks in liver, kidney, lung, and skin
levels occur after 48 h in rats [25]. Imidacloprid is mainly metabolized in the liver and then
excreted through urine. Imidacloprid can be oxidatively cleaved into 6-chloronicotinic acid,
which is further metabolized through glutathione binding to form mercaptonicotinic acid
and hippuric acid. In addition, imidacloprid can be metabolized through imidazolidine
ring hydroxylation, thus generating 5-hydroxyl and alkene derivatives [26]. Approximately
90% of imidacloprid is eliminated within 24 h of exposure: 75–80% through urine and 10–
15% through feces via biliary excretion [27]. The differences between species are believed
to be due to differences in metabolic rates and associated cumulative oxidative damage.
Therefore, different species demonstrate differing changes in the pharmacokinetics of
ADME and other aspects of susceptibility to hazards associated with a toxicant such
as imidacloprid.

Imidacloprid is a highly potent neurotoxic insecticide; it blocks AChRs in hippocampal
neurons and impairs memory formation [3]. Long-term exposure to imidacloprid may
damage neurons in the brain and impair the memory and learning functions of honey-
bees [5]. We previously reported that in bats, imidacloprid exposure can cause neuronal
apoptosis in the CA1 area of the hippocampus and the medial entorhinal cortex related to
memory learning in the brain, which in turn triggers spatial memory impairment [28]. In
addition, we previously revealed that inflammation and mitochondrial-dysfunction-related
apoptosis in the hippocampal CA1 and medial entorhinal cortex areas may induce orienta-
tion disorder and spatial memory dysfunction [29]. In the current study, the results of our
histomorphology and IHC staining using brain tissue sections indicated that imidacloprid
exposure causes neuronal oxidative stress, inflammation, apoptosis, and damage in the
telencephalon of adult zebrafish. Extremely high imidacloprid concentrations have been
reported to induce a considerable increase in reactive oxygen species (ROS) levels in the
zebrafish liver and enhance the activities of SOD, CAT, and GST, which scavenge excess
ROS. ROS attack cell membranes, leading to an increase in MDA, which causes DNA
damage and increases GST scavenging activity [30].

5. Conclusions

The neonicotinoid imidacloprid is considered to be one of the most commonly detected
neonicotinoid insecticides in surface waters. Imidacloprid concentrations in surface waters
range from 0.001 to 320 ppb, while some estimates of accidental spills can even be as high
as 1.8 to 7.3 ppm, which can adversely affect aquatic organisms [31,32]. Our behavioral
and histological experiments showed that adult zebrafish exposure to the 0.1–1.0 ppm
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neonicotinoid imidacloprid can affect the performance of zebrafish social behavior, which
we believe is partly due to imidacloprid damaging neurons in the telencephalon of zebrafish
through oxidative stress, inflammation, and apoptosis. (Figure 7). From the results of this
experiment, we believe that the behavioral responses of zebrafish can be used as a biomarker
for assessing environmental toxicological risks.
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Abstract: EVs are membranous subcellular structures originating from various cells, including
platelets which consist of biomolecules that can modify the target cell’s pathophysiological functions
including inflammation, cell communication, coagulation, and metastasis. EVs, which are known to
allow the transmission of a wide range of molecules between cells, are gaining popularity in the fields
of subcellular treatment, regenerative medicine, and drug delivery. PEVs are the most abundant EVs
in circulation, being produced by platelet activation, and are considered to have a significant role in
coagulation. PEV cargo is extremely diverse, containing lipids, proteins, nucleic acids, and organelles
depending on the condition that induced their release and can regulate a wide range of biological
activities. PEVs, unlike platelets, can overcome tissue barriers, allowing platelet-derived contents to
be transferred to target cells and organs that platelets cannot reach. Their isolation, characterization,
and therapeutic efficacy, on the other hand, are poorly understood. This review summarizes the
technical elements of PEV isolation and characterization methods as well as the pathophysiological
role of PEVs, including therapeutic potential and translational possibility in diverse disciplines.

Keywords: platelets; PEVs; hemostasis; inflammation; angiogenesis; wound healing; carcinogenesis;
therapy

1. Introduction

EVs are membranous subcellular structures originating from various cells, including
platelets through a wide range of biomechanism [1]. EVs are divided into subpopulations
based on morphology, size, content, cellular origin, and the functions they perform [2]. The
EVs can bundle active cargo such as proteins, nucleic acids, and lipids and convey it to a
recipient cell, whether close or far away, and thus, they can modify the destination cell’s
pathophysiological functions including inflammation, cell communication, coagulation,
and metastasis in the process [3]. EVs have enormous promise for the advancement of
innovative biological treatments. Recently, EVs are being engineered as a disease-modifying
biotherapy for age-related degeneration and as medication delivery vehicles for cancer,
immunological, and inflammatory illnesses.

The most common type of EVs in circulation are PEVs, which are released upon activa-
tion of platelets by various factors [4]. PEVs have capabilities comparable to platelets and
are thus thought to have an impact on a variety of biological processes such as coagulation,
wound healing, and inflammation. PEVs have been shown to stimulate cellular differen-
tiation, hence improving musculoskeletal or neurological regeneration. Unlike platelets,
PEVs can pass across tissue barriers, extending their capabilities outside of the blood [5].
PEVs do not have legal and safety issues, can be obtained as a byproduct from whole-blood
donations, bring no concerns regarding contamination or immunological reactions, and are
unable to multiply because they lack a functioning nucleus. Therefore, using PEVs instead
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can have the desirable advantage of boosting the benefits of their clinical application. How-
ever, PEVs are poorly understood in terms of standardization, heterogeneity, repeatability,
and storage conditions. It is unknown how PEVs package their machinery, transport it to
other cells, and communicate between the cells in order to alter the pathophysiology of the
target cells.

In this review, we summarize the technical features of PEV isolation and characteriza-
tion approaches including the pathophysiological role of PEVs. In addition, this review
will also look at the advantages and limitations of therapeutic applications of PEVs to grasp
the fundamental needs for their clinical translation.

2. Extracellular Vesicles

EVs are lipid bilayer-delimited particles that are generated by nearly all types of cells
in a normal manner but are unable to proliferate like cells. EVs are a tool for intercellular
communication, facilitating the interchange of a wide variety of chemicals between nearby
or far-away cells. EVs usually contain lipids, nucleic acids, and proteins, particularly those
connected to the cell membrane, the cytosol, and those involved in lipid metabolism [6,7].
The diversity of cell types and functional states, as well as the various biogenetic pathways,
all contribute to the variability of EVs. Exosomes, microvesicles, and apoptotic bodies are
the three primary subtypes of EVs, distinguished by their biogenesis, release mechanisms,
size, composition, and function [8]. As a brief explanation, exosomes are encased in a
single outer membrane, typically ranging from 30 to 150 nm, released by all types of the
cell through the endosomal pathway, and present in various kinds of body fluids [6,7].
Exosomal vesicles specifically originate by inward budding of early endosomes’ limiting
membranes, which develop into multivesicular bodies (MVBs) in the process [9]. Exosomes
are engaged in the cell’s endocytic and material trafficking processes, playing a part in
protein sorting, recycling, storage, transport, and release, specifically [10]. Alix, TSG101,
HSC70, and HSP90 are expected to be expressed by exosomes and can be used as “ex-
osomal marker proteins” [11,12]. Exosomes frequently contain the tetraspanin proteins
including CD63, CD9, and CD81. Exosomes have a role in cell-to-cell communication,
cell maintenance, tumor progression, and cellular waste management, and they behave as
antigen-presenting vesicles and promote immunological responses [13].

Microvesicles are EVs that develop from the cell membrane by directly outward bud-
ding, or pinching, and typically have diameters between 100 nm and 1000 nm. Microvesi-
cles mostly contain cytosolic and cell membrane-associated proteins, such as tetraspanins.
Integrins, heat shock proteins, cytoskeletal proteins, and proteins with post-translational
modifications including glycosylation and phosphorylation are other proteins that are
frequently found in microvesicles [14]. Initially, it was believed that microvesicles were a
cellular dumping or maintenance process, similarly to exosomes, by which the cell would
get rid of waste [9]. However, microvesicles are now recognized to play a role in cell–cell
communication between nearby and distant cells. Likewise, dying cells discharge apoptotic
bodies into the extracellular environment. According to reports, they can be as little as
50 nm or as large as 5000 nm in diameter, with most apoptotic bodies being on the larger
side [15]. During cell contraction, increasing hydrostatic pressure causes the cell membrane
to separate from the cytoskeleton, resulting in the generation of these apoptotic bodies [16].
Apoptotic bodies, as opposed to exosomes and microvesicles, include intact organelles,
chromatin, and modest levels of glycosylated proteins [16]. So, it makes sense to antici-
pate seeing larger quantities of proteins associated with the nucleus, mitochondria, Golgi
apparatus, and endoplasmic reticulum (such as histones), among other structures.

3. Origin of PEVs

Platelets are anucleated, discoid cells that originate from megakaryocytes in the
bone marrow and circulate in the bloodstream with a physiological count of 150,000
to 450,000 platelets/µL of blood and a lifespan of 8–10 days. The resting platelet consists
of alpha granules, dense granules, lysosomal granules, and glycogen granules, which
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contain various kinds of proteins, growth factors, angiogenic factors, chemokines, immune
mediators, etc. that are involved in various pathophysiological activities of the platelet
(Table 1) [17]. The activation of platelets leads to the development of hemostasis and
thrombosis. Upon vascular injury, von Willebrand Factor (vWF) and collagen become
exposed to the extracellular matrix which binds with their respective receptors present in
the platelet and activates the platelet. The activated platelet releases adenosine diphosphate
(ADP) and generates thromboxane A2, which further recruits the circulating platelet in the
bloodstream, activates them, and forms the hemostatic plug by converting fibrinogen to
fibrin in the presence of thrombin.

Under normal circumstances, the circulating microvesicles found in the plasma come
mostly from megakaryocytes. However, in pathological conditions, microvesicles are pro-
duced by activated platelets. Upon activation of platelets by a variety of agonists, platelets
readily generate EVs as well (cellular plasma membrane (microvesicles) or endosomal
compartment (exosomes)) that remain circulating in the bloodstream. Chargaff and West
initially documented PEVs as coagulant lipoproteins that were separated from platelets by
differential centrifugation [18]. Shortly after, electron microscopic analyses of α-granule
release from platelets also imaged small vesicles being released, which were referred to as
exosomes [19,20]. Data from various electron microscopy demonstrated that depending
on the type of agonist stimulation, there are two types of PEVs released: small vesicles
(exosomes) with a diameter of ~40 to 100 nm that expose CD63 and are undetectable by
flow cytometry, and larger vesicles (microvesicles) with a diameter of 100 to 1000 nm that
expose annexin-V and express αIIb-β3 and β1, GP1bα, and P-selectin, which enables Factor
X and prothrombin [14,21]. It is widely acknowledged that megakaryocytes and platelets
are the main sources of EVs in blood circulation [22,23]. Another research demonstrated
the first proof that PEVs may have both pro- and anti-coagulatory effects, even though
PEVs had previously only been linked to procoagulant activity [24]. Now, PEV cargo is
considered to be highly diverse consisting of proteins, growth factors, nucleic acids, and
organelles that are present in the platelet itself (as shown in Table 1) and are engaged in
diverse biological activities in different cell types. PEVs can infiltrate into various organs
and tissues where they contribute to more distant cellular communication. This makes it
possible to deliver platelet-derived material to cells and organs that platelets cannot reach.

Table 1. Various chemical modulators present in platelets.

Location Type Chemical Modulators References

α-granules

Adhesive proteins

P-selectin
Fibrinogen

Von Willebrand factor
Fibronectin

Thrombospondin-1
Thrombospondin-2

Laminin-8
Vitronectin

[25–31]

Growth factors

EGF
IGF-1
HGF

TGF-β
PDGF

[32–36]

Angiogenic factors
VEGF
PDGF
FGF

[37–39]

Chemokines

CXCL1/2/5/6/7/8/12
CCL2/3/5/7 (RANTES)

IL1β
CD40L Proteases

[40–50]

219



Life 2023, 13, 1403

Table 1. Cont.

Location Type Chemical Modulators References

Coagulation factors

Factor V
Protein S
Factor XI

Factor XIII
Kininogens

Plasminogen

[51–56]

Integral membrane proteins

Integrin αIIbβ3
GPIba-IX-V

GPVI
TLT-1

P-selectin

[25,57–60]

Immune mediators

Complement C3/C4 precursor
Factor D/H
C1 inhibitor

Immunoglobulins

[61–65]

Protease inhibitors

α2-antiplasmin
PAI-1

α2-antitrypsin
α2-macroglobulin

TFPI
C1-inhibitor

[64,66–70]

Proteoglycans MMP2, MMP9 [71]

Dense granules

Amines Serotonin
Histamine [72,73]

Bivalent cations Ca2+

Mg2+

Nucleotides
Polyphosphates

ATP
ADP
GTP
GDP

EGF: epidermal growth factor; IGF-1: insulin-like growth factor 1; HGF: hepatocyte growth factor; TGF-β:
transforming growth factor-β; PDGF: platelet-derived growth factor; VEGF: vascular-endothelial growth factor;
FGF: fibroblast growth factor; PAI-1: plasminogen activator inhibitor-1; TFPI: tissue factor inhibitor; MMP: matrix
metalloprotease.

4. Isolation and Detection of Platelet-Derived Extracellular Vesicles

While there are several PEV isolation techniques that have been invented, the lack
of consistent and optimum techniques is a significant barrier to introducing exosomes in
the clinical and experimental field. Most of the PEV isolation methods are divided into
platelet isolation and PEV isolation. Platelets must be very pure at this time, so not only
simple centrifugation methods but also a 10–17% iodixanol gradient or leukocyte reduction
filtration by PVC-citrate storage bag are used to isolate completely pure platelets [23,74].
Additionally, PEVs can be isolated from platelet lysate [75,76], platelet derivatives, and
plasma [77]. After that, platelets can be completely activated not only with platelet agonists
including collagen, thrombin, collagen-related peptide (CRP), ADP, and thrombin receptor-
activating peptide (TRAP)-6, but also with lipopolysaccharide (LPS), Ca2+ ionophore, and
LPS-binding protein [23]. The most commonly known method is the centrifugation tech-
nique, which obtains PEVs from the supernatant from which platelets and cell debris have
been removed through centrifugation. This technique can also separate various types of
EVs such as microvesicles and exosomes by adding more steps of centrifugation. However,
it has been known that high-speed centrifugation should be used with precaution because
it can affect the concentration of EVs, their size, or their biochemical composition via the

220



Life 2023, 13, 1403

generation of EV aggregates [78]. In addition, gel-filtration via size-exclusion chromatog-
raphy, immunoaffinity chromatography using disk with anti-human CD61 antibody [77],
and/or anti-CD-41, CD63, CD9, and CD81 antibody-covered beads can be applied to fur-
ther separate the desired PEVs [74,75,79,80]. Although it is not currently applied to PEV
isolation, precipitation is known to be used as a technique for EV isolation and purification
in several other cells [81]. Detailed PEV preparation conditions that can be applied are
mentioned in Table 2.

Table 2. Various PEV preparation conditions used to date [23,75–77,80,82–84].

Method of Isolation Approaches Advantages Disadvantages

Platelet activation

Activation for 30 min
- Thrombin 1 U/mL
- Collagen 10 µg/mL
- CRP-XL 1 µg/mL
- ADP 60 µM
- TRAP-6 10 µM
- Thrombin 1 U/mL + collagen
10 µg/mL
- Ca2+ ionophore 10 µM
Activation for 3 h
- LPS 100 ng/mL
- LBP 100 ng/mL
- CD14 100 ng/mL
Activation by CaCl2

- Characteristically different
types of PEVs can
be produced
- Enhances PEVs release

- Lower procoagulant
activity
- Expensive

Centrifugation

PEV preparation
- 800–5000× g for 5 min–30 min
Purification
- 20,000× g for 60 min
Microvesicle pellet preparation
- 2500–12,000× g for
15 min–60 min
Exosome pellet preparation
- 20,000–120,000× g 40 min–18 h

- Cost efficient
- Pure preparation

- Low reproducibility
- Possibility of exosomes
damage

Membrane filtration

PEV preparation
- 0.2 µm pore membrane filtration
PEV purification
- 0.8 µm pore membrane filtration

- Simple procedure
- Process many samples at the
same time
- Pure preparation

- Deformation of vesicles
(less exosomal proteins)

Gel filtration (size exclusion
chromatography)

Further isolation
- Isolating 0.5 mL of 26 fraction,
harvest fraction 9–12
- Isolating 24–30 fraction

- High reproducibility
- Pure preparation
- Preserves vesicle integrity
- Prevent PEV aggregation

- Need specialized
equipment
- Expensive

Immunoaffinity
chromatography

Further isolation
- Filtering sample with the disk
with anti-human CD61 antibody
at a flow rate of 0.5 mL/min
repeated five times.

- Fast and easy
- Enrichment of hundred to
thousand-fold

- Expensive

Iodixanol density gradient
Further isolation
- Collect the band from the 30%
and 10% interface

- Pure preparations without
viral particles

- Sample loss
- Unable to separate large
particles with similar
sedimentation rates

Immuno-bead capturing

Further isolation
- Incubate sample with Anti-CD63,
CD9, and CD81 antibody
covered beads

- High reproducibility
- Pure preparation

- Not suitable for
large-volume samples
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5. Analysis and Detection of Platelet Extracellular Vesicles

After the preparation of the PEVs, several analyses are applied for confirmation and
characterization of them. One of the most commonly used methods is nanoparticle tracking
analysis (NTA). This method gives the position, vesicle concentration, and size of particles
suspended in a fluid by detecting the light they scatter [85]. It can detect nanoparticles
ranging from 10 nm to 2000 nm. However, particles smaller than 50 nm are not well
identified, and contaminants in the sample such as protein aggregates and cell fragments
can be detected. In this case, utilizing 0.02 µm filtration or immuno-labeling the particle
can specify the target particles [86]. Dynamic light scattering (DLS), a method similar to
NTA, estimates scattering intensity from bulk samples, unlike NTA. The main advantage
of DLS is that it can measure particles ranging from 1 nm to 6 µm. However, purification is
still required because the data can only be trusted if just there is the presence of one sort
of particle [87]. Flow cytometry, a method of detecting, counting, and sorting single-file
passage targets using a laser beam, is another approach often employed in EV analysis [88].
This approach has the advantage of determining the absolute number of particles, although
it only detects particles over 200 nm and frequently detects many vesicles as one when
concentrations are high (swarming effect) [89]. Furthermore, electron microscopes are
utilized for PEV detection, and not only the size of the vesicle but also its exact form can be
viewed through direct measurement, but structural damage may be occurred through high
surface tension during evaporation of water [90]. There are many additional approaches,
such as tunable resistive pulse sensing, atomic force microscopy, and mass spectrometry,
but it is important to evaluate based on the purpose and size of the target.

6. PEVs in Health and Diseases

PEVs have been associated with both noninfectious chronic inflammatory diseases
(e.g., atherosclerosis, diabetes, coronary artery disease, and hypertension) and infectious
diseases (e.g., influenza and COVID-19) as well as other pathophysiology. The diverse roles
of PEVs in various fields are shown in Figure 1 and are summarized below:
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Figure 1. The effect of PEVs in diverse pathophysiological processes. Activation of platelet by various
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microvesicles, and apoptotic body The EVs can bundle active cargo such as proteins, nucleic acids,
and lipids and convey it to a recipient cell, whether close or far away; thus, they can modify
the destination cell’s pathophysiological functions including inflammation, cell communication,
angiogenesis, coagulation, and metastasis in the process. “Created with BioRender.com”.

6.1. PEVs in Hemostasis, Coagulation, and Hemorrhagic Shock

Worldwide, trauma is responsible for more than 500,000 deaths each year, and severe
hemorrhage leading to trauma-induced coagulopathy (TIC) characterizes the majority of
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these cases [91]. Platelet and plasma therapy have been shown to decrease hemorrhage-
associated mortality in TIC patients [92]. One of the known primary activities assigned
to platelet EVs is coagulation [4,18]. The surface of circulating PEVs has been shown to
be 50–100-fold more procoagulant than activated platelets [93]. Negatively charged phos-
phatidylserine and tissue factor (TF) exposed to the surface of PEVs have been substantially
attributed to their pro-coagulant activities. PEVs express binding sites for coagulation
factors such as activated factor V and factor VIII as well as thrombin [93–95]. EV clearance
was recently demonstrated to be aided by coating PS with lactadherin, which reduced
coagulopathy and improved survival in a traumatic brain injury mouse model [96]. PEVs
produce activated protein C, which is known to be involved coagulation process [24]. Fol-
lowing severe trauma, treatment with PEVs has been shown to enhance hemostasis, stop
blood loss, and slow the development of hemorrhagic shock [85]. Since platelets cannot
be kept and must be utilized within five days of withdrawal, PEV preparation clearly
outperforms platelet transfusion in terms of storage. Investigating plasma proteins, blood
cells, and the endothelium is important to have a thorough grasp of the hemodynamic
physiology of PEVs. Taken together, although platelets and PEVs have numerous functional
similarities, including a strong procoagulant capacity, PEVs may be a better option for
hemostasis. However, before these encouraging results can be applied to clinical practice,
more study is required to characterize the PEV isolates in greater detail. Investigating
the interaction between proteins and cells present in the blood, and the endothelium is
important to have a thorough grasp of hemodynamic physiology. By doing so, we can
explore the dynamics of the biomarkers and have the opportunity to gauge the treatment’s
immediate impact on coagulation.

6.2. PEVs in Immune Response and Inflammation

PEVs have a significant effect on the pathophysiology of the immune system by in-
creasing in quantity or changing granule contents. PEV is released by platelet activation
mediated by platelet agonists in a physiologic state and inflammation and/or infection
in a pathologic state [97,98]. Various viruses trigger the release of PEV, of which dengue
virus induces PEV release through c-type lectin (CLEC)-2 of the platelet [99]. Addition-
ally, COVID-19 has recently been found to induce PEV release through CLEC-2 [100] and
elevate PF4+ and HMGF1+ PEVs, which are elevated in sepsis [101,102]. It is known that
several Gram-positive bacteria increase the release of EVs, but this has not been elucidated
in PEVs [103]. Generated PEVs are involved in a variety of immune-related pathways,
and they interact with mononuclear cells more than other inflammatory cells. PEVs can
deposit inflammatory mediators such as CCL5 onto the endothelium surface, resulting in
the recruitment of mononuclear cells during rolling [104]. Additionally, PEVs increased the
adhesion of monocytes to endothelial cells by arachidonic acid and protein kinase C activa-
tion in a time- and dose-dependent manner [105]. In addition, PEVs bind to monocytes via
p-selectin-p-selectin glycoprotein ligands-1, and this is sustained by phosphatidylserine
binding, at which GPIbα transfers to the monocyte, which is recruited into the blood
vessel and stimulate angiogenesis [106]. Additionally, PEVs have the ability to change the
distribution of monocyte subsets towards intermediate CD14+ CD16+ monocytes with in-
flammatory properties [107]. PEVs also can significantly increase the expression of MMP 9,
hydrogen peroxide, and pro-inflammatory factors, including C5a and tumor necrosis factor
(TNF) [108]. PEV is also known to interact with several other inflammatory cells. Recently,
PEVs have been known to interact with T-lymphocyte [109]. PEVs induced the differen-
tiation of naive CD4+ T Cells into Foxp3+ regulatory T cells by TGF-β, and they induced
immunosuppressive response by decreasing the release of IFNr, TNFα, and IL-6 [110].
Furthermore, unlike platelets, PEVs circulate in lymph and express MHC-1 to perform
co-activation with lymphocytes via CD40L and OX40L [111]. However, the role of PEVs
in T-lymphocyte, including proliferation, differentiation, and cytokine production, needs
further research [109]. Additionally, it is known that PEVs can enhance inflammatory
response by capturing and activating neutrophils and endothelial cells to promote inter-
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action [112]. In particular, PEVs worsen the symptoms by activating neutrophils through
heterocomplexes of TLR2 and CLEC5a [99], and they increase the activity of EV-TF [113].
PEVs eventually induce a number of diseases, including rheumatoid arthritis (RA) and
systemic lupus erythematosus (SLE). PEVs in RA enter the lymphatic system and influ-
ence joint vascular leakage via the fibrinogen receptor αIIbβ3 and serotonin [114]. A high
number of influxed microvesicles, the majority of which carried the platelet marker CD41a,
were found in synovial fluid from an RA patient and stimulated monocyte adhesion to the
endothelium, thus increasing the ICAM-1 in monocytes [115,116]. In addition, presence
of intra-vesicular arachidonic acid in PEVs increases monocyte adhesion to endothelial
cells, which further transfers the lipids and lipid metabolism in cells, eventually induc-
ing atherosclerosis and inflammation [117]. Furthermore, PEVs promote inflammation
through serotonin and IL-1 in SLE an autoimmune disease, as well as RA [118,119]. PEVs
also can spread infection by delivering functional viral RNA from cell to cell in several
viral infections [120,121]. As a result, PEVs are intimately linked to immunity, including
release by immune-mediated disease, interaction with inflammatory cells, and expression
of immune-mediated disease symptoms.

6.3. PEVs in Angiogenesis and Wound Healing

PEVs can indirectly increase angiogenesis in the inflammatory induction and the
subsequent hypoxic condition in the vascular injury [122]. However, PEVs further in-
duce angiogenesis through various mechanisms. PEVs are known to secrete various
angiogenic growth factors including lipid growth factors (sphingosine-1-phosphate) [123]
RANTES [124] and several growth factors (VEGF, FGF-2, bFBF, PDGF, TFG-beta, EGF,
hybridoma growth factor, MMP-2, MMP-9) [123,125–128]. Increased VEGF, FGF-2, and
lipid growth factors induce endothelial progenitor cells differentiation, endothelial pro-
liferation, chemotaxis, tube formation, and stimulating resident mature endothelial cells
via PTX-sensitive G protein, extracellular signal-regulated kinase, phosphoinositide 3-
kinases, AKT, and Src kinase activation [123,125–127,129]. Furthermore, PEVs amplify
the vaso-regenerative potential of endothelial progenitor cells (EPCs) and support the
maintenance of vascular integrity after arterial injury through recruitment, migration, and
differentiation via CXCR4 sensitization and by providing CD31, vWF, and lectin phenotype
of EPCs [129,130]. PEVs also contain angiogenic microRNAs (miRNAs), including miR-320,
miR-25, and miR-126. Among these, miR-126 has the ability to down-regulate vascular
cell adhesion molecule-1 upon the VEGF, thereby contributing to endothelial migration
and proliferation [131]. The angiogenic effect of PEV changes in several disease conditions.
PEVs in patients with pulmonary arterial hypertension induced more transcription and
translation of VEGF-A, and FGF, further promoting endothelial cell activation through
escape lysosomal degradation [132]. In addition, the PEVs improve the process of revas-
cularization in ischemic myocardium [125]. On the other hand, Nitric oxide (NO) and
bacterial elements can trigger the PEV release and further induce caspase-3 activation
and apoptosis of target endothelial cells through active ROS/RNS generation by NADPH
oxidase and NO synthase via redox-signaling pathway type II in sepsis [133,134]. In ad-
dition, PEVs secreted from PM2.5 (fine dust)-exposed platelets significantly reduced the
proliferation of vascular endothelium by changing miRNAs level, decreasing the effective
angiogenic factors and increasing proinflammatory factors (ICAM-1, IL-6, and TNF-a), ROS
level, and apoptosis (up-regulation of cytochrome-C, BAX, and cleaved caspase-3, and
down-regulation of Bcl-2) [135]. As a result, PEVs can be an effective therapeutic target
in a certain disease state, and they can also be a candidate for investigating delayed or
augmented angiogenesis in numerous diseases with unknown angiogenesis mechanisms.

6.4. PEVs in Carcinogenesis

PEVs are influenced by tumor cells and, in turn, influence tumor cells by various
mechanisms in different tumor cell types. It is known that PEVs are increased by several
types of tumors including tumor including prostate cancer [136,137], gastric cancer [138],
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ovarian cancer [139], colorectal cancer [140–142], lung cancer [143], pancreatic cancer [141],
acute lymphoblastic leukemia, oral squamous cell carcinoma [144], and breast cancer [145].
Increased PEVs raise the level of factors, such as VEGF, IL-6, RANTET, fibrinogen, and
TNF-α, which increases metastasis and cancer grade [138,144], and eventually, this signifi-
cantly reduces median survival time [136]. This increase in PEVs is especially pronounced
in the presence of a large tumor, distant metastases, or invasiveness [145]. In addition, the
increase in D-dimer may have come from an increase in PEVs, which promotes thrombo-
sis [137,139,140]. All of these tumor-induced PEV alterations are also seen in proteomics.
Increased HLA and PSMD2 levels in PEVs derived from colorectal cancer patients promote
immune response, and an increase in HLA elevates platelet activity, resulting in acceler-
ated carcinogenesis [142]. However, further research is needed to determine whether the
increase in PEVs number is the result of chemotherapy [136,143,146,147].

On the other hand, PEVs also affect tumor cells. PEVs enhance tumor cell invasion
by stimulating MMP-2 synthesis and secretion [148]. PEVs transfer CD41 to lung cancer
and induce the phosphorylation of mitogen-activated protein kinase (MAPK) p42/44,
serine/threonine kinases, and membrane type 1-matrix metalloproteinase (MT1-MMP),
which stimulate proliferation, upregulate cyclin D2 expression, and increase trans-Matrigel
chemo-invasion [149]. Furthermore, PEVs stimulate mRNA expression of angiogenic
factors, including MMP-9, VEGF, IL-8, and HGF, which promote lung cancer metastasis.
Additionally, miR-939 in PEVs increases the migration, proliferation, and expression of
molecules associated with epithelial–mesenchymal transition in epithelial ovarian cancer
mediated by sPLA2-IIa [150]. Tropomyosin 3 (TPM3) mRNA, which has been associated
with metastasis in breast cancer, significantly increases the platelet of breast cancer patients,
which transmit TPM3 mRNA to breast cancer through PEVs, giving breast cancer a migra-
tive phenotype [151]. Moreover, PEVs aggregate breast cancer cells, bind and internalize
to the breast cancer cell, and stimulate migration and invasion via phosphorylating p38
MAPK and myosin light chain [152]. PEVs from colorectal cancer patients accelerate metas-
tasis by increasing EMT markers TWIST1 and VIM in the colorectal cancer cell line, as
well as enhancing COX2 and TxA2 generation to promote cancer development [142]. In
addition, colorectal cancer cell line acquired the capacity to produce 12-HETE from PEVs
generated from platelet type 12-LOX, which is detected in adenoma or adenocarcinoma
patients [153]. Furthermore, EMT genes expression are suppressed by 12-LOX inhibitors,
suggesting that they can be utilized as a treatment for cancer. However, PEVs can suppress
the growth of lung and colon carcinomas by miR-24 by inhibiting mitochondrial noncoding
small nucleolar RNA mt-Nd2 and Snora75 [154]. PEVs also inhibit the expression of the
EMT marker CDH1 [142]. Not only the characteristics of each tumor by PEVs but also
the contradictory findings of PEVs on tumor growth should be thoroughly investigated in
order to identify the mechanisms and efficient treatment of the tumor in the future.

7. Therapeutic Applications and Future Perspectives of PEVs

PEVs are bioproduct that have recently been used in regenerative medicine through
their functions including inflammation, hemostasis, angiogenesis, and cell proliferation,
and it is gaining attention dues to their efficiency more than platelets [155]. In addition,
the research has not been thoroughly conducted, and thus, possibilities in various fields
are expected. In breast cancer cell lines (MDA-MB-231, SKBR3, and BT474 but not MCF-7
cells), PEVs efficiently interact with all except MCF-7 [156]. Similarly, in rheumatic arthritis,
platelet exosome displays antigens that are detected by rheumatic arthritis-specific autoan-
tibodies [157]. In the case of a COVID-19 patient, proteins linked to cardiovascular disease
and pro-thrombotic/endothelial damage factors were elevated in EVs from severe cases.
However, in moderate cases, levels of TF, CD163, and EN-RAGE were lower compared
to severe cases [157]. Thus, if proteomic and genomic profiling of PEVs is completed,
it can serve as a biomarker. Furthermore, PEVs can bind with integrin and membrane
glycoproteins such as GPIIbIIIa (CD41/CD61 or integrin αIIbβ3), GPIaIIa (CD49b/CD29),
GPIba (CD42b), P-selectin (CD62P), platelet endothelial cell adhesion molecule-1 (CD31),
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and GP53, allowing us to employ it in drug delivery. Additionally, since cells inhibit apop-
tosis by exporting their intracellular caspase-3 through EVs to perform waste management,
platelet homeostasis research can be undertaken by controlling PEV release [158]. Moreover,
it has been known that cells secrete viral DNA and RNA via EV in a viral infection state,
and thus, it will be available as an identifying mechanism for spreading and as a new
virucidal target [159,160]. In addition, PEVs are taken up by cancer cells, causing them to
produce corresponding substances by transferring molecules (as discussed earlier) [153].
Beyond just drug delivery, this mechanism can provide a new approach to preventing or
improving various pathological conditions. However, there are many hurdles to using
these PEVs in clinical practice. PEVs derived from optimized preparation from blood
without blood-related infectious diseases should be treated with appropriate treatment
methods and should be kept for a long time without degradation. Additionally, we should
know exactly in which diseases PEVs should not be utilized.
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EV Extracellular vesicle
PEV Platelet-derived extracellular vesicle
vWF Von Willebrand factor
ADP Adenosine diphosphate
EGF Epidermal growth factor
IGF-1 Insulin-like growth factor-1
HGF Hepatocyte growth factor
TGF-β Transforming growth factor-β
PDGF Platelet-derived growth factor
VEGF Vascular-endothelium growth factor
FGF Fibroblast growth factor
PAI-1 Plasminogen activator inhibitor-1
TFPI Tissue factor inhibitor
MMP Matrix metalloprotease
CRP Collagen-related protein
TRAP Thrombin receptor-activating protein
LPS Lipopolysaccharide
NTA Nanoparticle Tracking Analysis
TIC Trauma-induced coagulopathy
TF Tissue factor
CLEC C-type lectin
RA Rheumatoid arthritis
SLE Systematic lupus erythematosus
EPC Endothelial progenitor cell
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miRNAs Micro RNAs
NO Nitric Oxide
MAPK Mitogen-activated kinase
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Abstract: Nitrogen-containing bisphosphonates lead to the depletion of geranylgeranyl pyrophos-
phate involved in the mevalonate pathway. The effect of geranylgeraniol (GGOH) on human os-
teoblast and osteoclast activities suppressed by zoledronate was investigated in this study. The
effect of GGOH on human osteoblasts and osteoclasts subjected to treatment with zoledronate was
analyzed by assessing cell viability, osteoclast differentiation, resorption ability, gene expression, and
protein synthesis. Cell viability suppressed by bisphosphonates in osteoblasts and osteoprogeni-
tor cells was restored with GGOH. Osteoclast differentiation was analyzed by vitronectin receptor
immunofluorescence staining, and the addition of GGOH to zoledronate significantly increased osteo-
clast differentiation compared with zoledronate alone. A trend of reversal of osteoclast resorption by
GGOH was observed; however, it was not significant in all groups. The expression of ALP, type 1 col-
lagen, and RUNX2 in osteoblasts was recovered by the addition of GGOH. Only CALCR expression
in osteoclasts was significantly recovered by GGOH addition in the zoledronate group. Although
the activities of osteoblasts and osteoclasts were not entirely restored, the possibility that the topical
application of GGOH in MRONJ patients or patients with dental problems and bisphosphonates
might lessen the risk of development and recurrence of MRONJ is shown.

Keywords: geranylgeraniol; GGOH; bisphosphonates; medication-related osteonecrosis of the jaw;
MRONJ; mevalonate pathway

1. Introduction

Bisphosphonates are pharmacological agents that have been used for over 40 years
for the treatment of bone diseases, such as osteoporosis, Paget’s disease, osteogenesis
imperfecta, multiple myeloma, fibrous dysplasia, and bone metastasis mainly caused by
prostate and breast cancer [1–7]. However, medication-related osteonecrosis of the jaw
(MRONJ) was first described in 2003, and several cases of osteonecrosis with a history of
administration of bisphosphonates have been reported [8,9]. Considering their efficacy and
cost-effectiveness, it is not surprising that bisphosphonates continue to be broadly used
for the prevention and treatment of such diseases, despite the exhibition and development
of various complications [10–12]. As the number of elderly individuals increases, the
prevalence of bone diseases also increases, and the prescription of bisphosphonates and
the complications resulting from their use are expected to remain high [13].

Nitrogen-containing bisphosphonates inhibit the actions of farnesyl pyrophosphate
synthase, an enzyme involved in the mevalonate pathway, leading to the depletion of
geranylgeranyl pyrophosphate (GGPP), an intermediate in the mevalonate pathway [14,15].
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GGPP is an essential substrate for post-translational prenylation of small GTP-binding
proteins, such as Rab and Rho family proteins [16,17]. Since geranylgeraniol (GGOH)
serves as a substrate for GGPP formation, supplementation of GGOH may help resume
prenylation of small GTP-binding proteins that play a key role in cell survival, despite the
presence of bisphosphonates [18,19]. Therefore, several studies have noticed and focused
on the possibility of rescuing cells by using this strategy [18–22].

Although clear standards for treatment of MRONJ have not been determined thus far,
early surgical interventions are gaining preference among oral and maxillofacial surgeons,
as higher success rates for the management of MRONJ have been reported [23]. However,
there is a possibility that surgical treatment may act as a trigger for MRONJ development.
Therefore, adjunctive therapies, including the administration of teriparatide, pentoxifylline,
and tocopherol to reduce surgical morbidity, have been suggested [24,25]. As described
above, if GGOH can aid the recovery of the cellular damage caused by bisphosphonates, it
may emerge as a potential candidate for the treatment of MRONJ. Additionally, the use
of GGOH as a preventive measure can also be considered. The effectiveness of GGOH in
rescuing and preventing cellular damage has been recently presented [26,27],

Thus, this study aimed to investigate the effect of GGOH on human osteoblast and
osteoclast activities, including cell proliferation, osteoclastogenesis, resorption ability, gene
expression, and protein synthesis, in the presence of various bisphosphonates.

2. Materials and Methods
2.1. Cell Culture

Commercially available human osteoblast cells (PromoCell) and human osteoclast
precursors (Lonza) were cultured in their respective culture media (PromoCell and Lonza)
at 37 ◦C with 5% CO2, and the media were replaced with fresh media every three days.
The osteoblasts were passaged when they reached 70–80% confluence in a 75 cm2 culture
flask (Corning, New York, NY, USA) using Accutase solution (Sigma-Aldrich, St. Louis,
MO, USA). Osteoblasts from passages 4 to 7 were used in the experiments and seeded onto
appropriate plates at a density of 2 × 104 cells/cm2. The osteoclast precursors were seeded
onto appropriate plates for each experiment at a density of 4 × 104 cells/cm2, and human
receptor activators of nuclear factor kappa-B ligand (RANKL; 40 ng/mL, Sigma-Aldrich)
and human macrophage colony stimulating factor (M-CSF; 25 ng/mL, Sigma-Aldrich) were
added to induce osteoclast differentiation.

2.2. Bisphosphonates and Geranylgeraniol

Nitrogen-containing bisphosphonates, namely, Zometa (zoledronate, Novartis Pharma,
Basel, Switzerland) and Alendron (alendronate, Hexal AG; Novartis group, Holzkirchen,
Germany), and a non-nitrogen-containing bisphosphonate, Bonefos (clodronate, Bayer,
Leverkusen, Germany), were used for the experiments, and geranylgeraniol (GGOH) pur-
chased from Sigma-Aldrich was supplemented along with bisphosphonate treatment. The
alendronate tablet was pulverized and dissolved in phosphate-buffered saline (PBS). Sub-
sequently, the pH of the solution was adjusted, and the solution was sterilized by filtration.

2.3. Cell Viability

The viability of human osteoblasts and human osteoclast precursors was determined
using the MTT colorimetric assay (Sigma-Aldrich). Osteoblasts and osteoclast precursor
cells were seeded onto 24-well plates at a density of 2 × 104 cells/cm2 and incubated
for 24 h. Bisphosphonates, namely, zoledronate (Zol), alendronate (Aln), and clodronate
(Clod), were added to the wells (0, 10, and 50 µM) with or without GGOH (10 µM). The
above-mentioned range of concentrations was selected, because in vivo concentrations in
plasma shortly after zoledronate infusion are approximately 5 µM, and these doses roughly
correspond to the standard oncology dose regimens of 1 year and 4 years (32, 33). The assay
was conducted in triplicate, with three replicates for each experiment. After incubation for
a duration of 72 h, MTT solution was added to the wells and the plates were incubated for
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4 h. Cells were subjected to lysis for 30 min using a lysis buffer (isopropanol and 2 N HCl,
49:1), and the optical density (OD) was measured at 570 nm using a spectrophotometric
microplate reader (Synergy HT; BioTek, Winooski, VT, USA).

2.4. Vitronectin Receptor Staining and Cell Count

To analyze osteoclast differentiation, vitronectin receptor (VNR) immunofluorescence
staining was performed. VNR-positive multinucleated cells (cells with more than 2 nuclei)
were considered osteoclasts. The osteoclast precursors were seeded onto 96-well plates at
a density of 4 × 104 cells/cm2, and human receptor activators of nuclear factor kappa-B
ligand (RANKL; 40 ng/mL, Sigma-Aldrich) and human macrophage colony stimulating
factor (M-CSF; 25 ng/mL, Sigma-Aldrich) were added. The assay was conducted in
triplicate. After incubation for a duration of 24 h, bisphosphonates (50 µM) with or without
GGOH (10 µM) were added and the plates were incubated for 72 h. Subsequently, the
cells were subjected to fixation in 3.7% paraformaldehyde for 20 min at 25 ◦C and blocked
with goat serum (Thermo Fisher Scientific, Waltham, MA, USA) for 30 min at 25 ◦C.
The cells were then incubated with anti-human CD51/61 antibody (MAB1976Z, 1:200;
EMD Millipore, Temecula, CA, USA) for 1 h at 25 ◦C and with a secondary fluorescent
antibody (ab150113, 1:500; Abcam, Cambridge, United Kingdom) for 1 h at 25 ◦C. Images
were obtained using a fluorescence microscope (BZ-9000; Keyence, Osaka, Japan) and
subsequently merged with the DAPI images for nuclei staining. For each group, fifteen
different areas, each measuring 0.01 cm2, were selected, and a cell count was performed
using ImageJ software. The proportion of cells with more than two nuclei among the total
cell population was calculated.

2.5. Bone Resorption Pit Assay

After incubation of osteoclast precursor cells with M-CSF and RANKL for 72 h
as per the methods described above, the cells were counted and seeded onto 24-well
hydroxyapatite-coated plates (Corning) at a density of 2 × 104 cells/cm2. The assay was
conducted in quadruplicate with two replicates for each experiment. After incubation
for a duration of 24 h, bisphosphonates (10 and 50 µM) with or without GGOH (10 µM)
were added. Following incubation for 72 h, resorption pits were observed using an in-
verted phase-contrast microscope and analyzed by measuring the resorbed area using
ImageJ software.

2.6. Messenger RNA Extraction and Quantitative Real-Time Polymerase Chain Reaction

Osteoblasts were seeded onto 6-well plates and incubated with Aln and Zol (50 µM)
with or without GGOH (10 µM) for 72 h. Osteoclast precursors were also seeded onto 6-well
plates and differentiated into osteoclasts by RANKL and M-CSF stimulation. Thereafter,
Aln and Zol, with or without GGOH, were added for the conduction of treatment for 72 h.
Subsequently, the cells were harvested using Accutase solution, and mRNA extraction
was performed. The amount of extracted mRNA was measured spectrophotometrically
at 260 nm. Complementary DNA synthesis was performed using a cDNA synthesis kit
(iScrip; Bio-Rad, Hilden, Germany) and a thermal cycler (peqSTAR 96 Universal Gradient;
PeqLab, Erlangen, Germany). The sequences of primers used in the experiment are listed
in Table 1. iQ SYBR Green Supermix (Bio-Rad) was used to conduct polymerase chain
reactions (PCRs). The PCR cycling conditions used in the present study were as follows:
initial denaturation at 95 ◦C for 5 min, 40 cycles of denaturation at 95 ◦C for 30 s, annealing
at 56 ◦C for 30 s, and elongation at 71 ◦C for 20 s, with final elongation at 65 ◦C for 0.5 s
and then at 95 ◦C for 5 s (CFX Connect; Bio-Rad). Amplification of PCR products was
confirmed by performing a melting curve analysis. The expression levels of target genes
were normalized using glyceraldehyde 3-phosphate dehydrogenase (GAPDH) and were
quantified using the ∆∆CT method [28]. The assay was conducted in triplicate, with three
replicates for each experiment.
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Table 1. Primer sequences used for RT-PCR.

Gene Forward (5′-3′) Reverse (5′-3′)

ALP CCGTGGCAACTCT ATCTTTGG GCCATACAGGAT GGCAGTGA

OC AAGAGACCCAGG CGCTACCT AACTCGTCACAG TCCGGATTG

M-CSF CTCCAGAGAGAG GAGCCTGA AGTATAGACACT CGTCACTGGTG

RANKL ATACCCTGATGAAAGGAGGA GGGGCTCAATCTATATCTCG

COL1 CCCTGGAAAGAATGGAGATGAT ACTGAAACCTCTGTGTCCCTTCA

RUNX2 AGCAAGGTTCAACGATCTGAGAT TTTGTGAAGACGGTTATGGTCAA

RANK TGTGGCACTGGATCAATGAG GTCTTGCTGACCAATGAGAG

TRAP GATCCTGGGTGCAGACTTCA GCGCTTGGAGATCTTAGAGT

CALCR GACAACTGCTGGCTGAGTG GAAGCAGTAGATGGTCGCAA

CSF1R GGCTCCTGGGCCTTCATACC CAAAGGCTCCAGCTCCGAGG

c-Fos TGTCTGTGGCTTCCCTTGAT ATCAAAGGGCTCGGTCTTCA

OSCAR GAGTAGCTGAAAGGAAGACGCGAT CAGAGCGCTGATTGGTCCATCTTA

2.7. Western Blot Analysis

Osteoblasts were incubated with zoledronate (50 µM) for 72 h. Subsequently, the
cells were subjected to lysis with RIPA buffer (Sigma-Aldrich) containing a phosphatase
inhibitor cocktail (Sigma-Aldrich). Protein concentration was determined using a BCA
protein assay kit. Sodium dodecyl sulfate-polyacrylamide gel electrophoresis (SDS-PAGE)
was used to separate proteins, which were then transferred onto a PVDF membrane, fol-
lowed by blocking for 1 h. The membrane was then incubated for 24 h at 4 ◦C with primary
antibodies against the following molecules: alkaline phosphatase (ALP), macrophage
colony-stimulating factor (M-CSF), receptor activator of nuclear factor kappa-B ligand
(RANKL), and type 1 collagen (cat. nos. ab108337, ab52864, ab9957, and ab138492, respec-
tively; dilutions of 1:10,000, 1:50,000, 1 µg/mL, and 1:1000, respectively; Abcam), RUNX2
(cat no. 12556, dilution 1:1000, Cell Signaling Technology, Danvers, MA, USA), β-actin (cat.
no. sc-47778, dilution 1:3000, Santa Cruz Biotechnology, Dallas, TX, USA). Subsequently,
they were incubated with anti-mouse and anti-rabbit secondary horseradish peroxidase-
conjugated antibodies (cat. nos. 111-035-003 and 115-035-003, both with dilutions of 1:5000;
Jackson ImmunoResearch Laboratories, West Grove, PA, USA) for 1 h at room temperature.
The immunoreactive proteins were determined using enhanced ECL chemiluminescence
and a detection device (Fusion Solo S; Vilber, Marne-la-Vallée, France).

2.8. Statistical Analysis

The Kruskal–Wallis test and the Mann–Whitney U test with Bonferroni correction
were used to perform statistical analyses. Two-way ANOVA with Dunnett’s T3 test was
used to analyze the osteoclast differentiation count, as the normality of data was proven.
All statistical analyses were performed using SPSS (version 25.0; IBM Corp). Statistical
significance was set at p < 0.05.

3. Results
3.1. Cell Viability

Based on the statistical analysis results, a significant difference was observed between
the groups in osteoblasts (Figure 1). Bisphosphonate treatment decreased cell viability
compared to that observed in the control group (p < 0.001). The Zol 50 µM group showed
the most considerable decrease among the bisphosphonate-treated groups. The addition of
GGOH demonstrated a statistically significant improvement in cell viability in the Aln and
Zol groups (p = 0.038 and 0.002, respectively).
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Figure 1. Cell viability assessed in osteoblasts (a) and osteoclast precursors (b). The values have been
normalized relative to the control. Asterisks (*) represent statistical significance for comparisons of
the groups with GGOH and without GGOH addition (p < 0.05), and the error bars indicate standard
deviations. Clod, clodronate; Aln, alendronate; Zol, zoledronate; GGOH, geranylgeraniol.

Regarding osteoclast progenitors, a significant difference was observed between the
groups (p < 0.001). Zol 50 µM was determined as the most potent inhibitor of cell viability.
Cell viability was significantly improved by GGOH supplementation (p < 0.001), except in
the Zol 10 µM group (p = 0.089).

3.2. Osteoclast Differentiation

Osteoclast differentiation was evaluated by counting the number of cells with more
than two nuclei, showing positive results for VNR, and by calculating the proportion of
such cells among the total cell population (Figures 2 and 3). A statistically significant differ-
ence was observed between the groups (p = 0.019). The number of osteoclasts decreased
with bisphosphonate treatment, and Zol showed the most considerable potency among
bisphosphonates, followed by Aln and Clod. The addition of GGOH to Zol significantly
increased osteoclast differentiation compared to that observed with Zol alone (p = 0.027). In
the Clod and Aln groups, although the differentiation increased with GGOH, the increase
was not found to be statistically significant.
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geranylgeraniol.
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Figure 3. VNR-positive multinucleated cell counts. The percentage of multinucleated cell (cells with
more than two nuclei) was determined with respect to the total cell number. Asterisks (*) represent
statistical significance for comparisons of the groups with GGOH and without GGOH addition
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3.3. Resorption Area Analysis

To analyze the resorption ability of osteoclasts and the extent of osteoclast differentia-
tion, a resorption pit assay was conducted (Figure 4). A significant difference in resorption
area was observed between the groups. The resorption area decreased with the addition of
bisphosphonates. The most considerable decrease in resorption was observed in the Zol
50 µM group (p < 0.001). Although a trend of reversal of the resorption of osteoclasts by
GGOH was observed, it was not statistically significant in all groups (Control, Clod, Aln,
and Zol groups; p = 0.094, p = 0.574, p = 0.645, and p = 0.072, respectively).
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3.4. Gene Expression and Protein Synthesis
3.4.1. Osteoblasts

qRT-PCR was performed to analyze the gene expression of the osteogenic markers and
osteoclastogenesis-stimulating genes, including ALP, RUNX2, type 1 collagen, osteocalcin,
M-CSF, and RANKL (Figure 5).

The gene expression of ALP, type 1 collagen, and RUNX2 in osteoblasts significantly
decreased as bisphosphonates were administered compared to the control group (p < 0.001).
The addition of GGOH reversed the effects of bisphosphonates on the expression of the
above-mentioned genes (p < 0.001). Although no statistical significance was observed in the
gene expression of M-CSF, bisphosphonates decreased the expression and GGOH reversed
the action of Zol (p = 0.836). RANKL and osteocalcin gene expression levels increased with
bisphosphonate treatment, and GGOH significantly enhanced the expression (p = 0.001).
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levels have been normalized relative to the control. Asterisks (*) represent statistical significance for
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indicate standard deviations. ALP, alkaline phosphatase; COL1, type 1 collagen; OC, osteocalcin;
M-CSF, macrophage colony stimulating factor; RANKL, receptor activator of nuclear factor kappa-B
ligand; Aln, alendronate; Zol, zoledronate; GGOH, geranylgeraniol.

Western blot analysis (Figure 5) showed that incubation with Zol (50 µM) reduced
the expression of ALP, type 1 collagen, M-CSF, and RANKL compared to the control. ALP,
M-CSF, and RANKL expression demonstrated recovery with the addition of GGOH to
the osteoblasts.
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3.4.2. Osteoclasts

qRT-PCR was performed to analyze the expression of genes related to osteoclast
differentiation and activity, including receptor activator of nuclear factor kappa-B (RANK),
TRAP, calcitonin receptor (CALCR), colony stimulating factor 1 receptor (CSF1R), c-Fos,
and osteoclast-associated receptor (OSCAR) (Figure 6).
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deviations. RANK, receptor activator of nuclear factor kappa-B; TRAP, tartrate-resistant acid phos-
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Bisphosphonate treatment significantly increased the gene expression of TRAP, CALCR,
CSF1R, and OSCAR compared to the control group. However, only CALCR expression
was significantly recovered by GGOH in the Zol group (p = 0.011). In the case of TRAP and
CSF1R, GGOH treatment did not cause a significant difference in expression (p = 0.730 and
p = 0.258, respectively). The gene expression of RANK and c-Fos in the bisphosphonate-
treated group was significantly decreased compared to that observed in the control. The
effect of GGOH increased the gene expression of RANK; however, the difference was not
statistically significant (p = 0.895). GGOH had a significant effect on c-Fos expression after
Zol treatment (p = 0.030).

4. Discussion

Almost 20 years have elapsed since the first documentation of MRONJ, and it has
emerged as a disease well recognized by clinicians [29]. Several attempts to unearth the
nature of the disease have been reported; however, an established pathophysiology or
treatment regimen remain unavailable. Several hypotheses regarding the cause of the
disease have been suggested. Impaired bone turnover, exertion of cell toxicity against
various cell types, bacterial infection, and inflammation occurring due to dental problems
and microtrauma have been considered as contributing factors. MRONJ is therefore
considered a multifactorial disease [30]. Among these possible causes, impaired bone
turnover occurring due to downregulated osteoclast and osteoblast activities plays a critical
role in the development of MRONJ.
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MRONJ was first reported in patients subjected to treatments using nitrogen-containing
bisphosphonates, and such bisphosphonates are broadly prescribed as antiresorptive agents
for the treatment of various bone diseases. Nitrogen-containing bisphosphonates inhibit the
actions of farnesyl pyrophosphate synthase (FPPS), an enzyme involved in the mevalonate
pathway, leading to the depletion of geranylgeranyl pyrophosphate (GGPP), an essential
substrate for the post-translational prenylation of small GTP-binding proteins, such as those
belonging to Rab and Rho subfamilies [14,15]. The prenylated small GTP-binding proteins
act as molecular switches during signal transduction and help regulate cellular processes
and functions, including cell growth and survival, differentiation and proliferation, gene
expression, and energy metabolism [31,32]. Thus, undermining of the function and viability
of osteoclasts and osteoblasts by nitrogen-containing bisphosphonates leads to a reduction
in the extent of bone remodeling, and the use of nitrogen-containing bisphosphonates has
been ascertained as the main cause of MRONJ.

Certain researchers have focused on the application of geranylgeraniol (GGOH) as a
potential therapeutic approach, as it serves as a substrate for GGPP and undergoes con-
version to GGPP [18]. A study conducted by Ziebart et al. reported that the addition of
GGOH reversed the effect of nitrogen-containing bisphosphonates, resulting in increased
cell viability and migration and decreased cell apoptosis [18]. Another study also reported
that the cytotoxic effect of Zol on osteoblasts was reversed by GGOH addition [33]. Further-
more, the prenylation of Rap1A, a GTP-binding protein, was restored by GGOH addition
in the presence of bisphosphonates exerting effects on human osteoclasts [27].

Decreased osteoclasts and their suppressed resorption ability under bisphosphonates
have a critical effect on the occurrence of MRONJ due to impaired bone turnover. However,
they have not been investigated in human osteoclasts, despite the importance of doing so.
The present study focused on analyzing human osteoclast differentiation and activities, and
the results showed positive effects of GGOH exerted on human osteoblasts and osteoclasts
subjected to treatment with Zol. Notably, osteoclast differentiation compromised by Zol
treatment was restored to a certain extent, although this level was not sufficient to reach
values demonstrated by the control. Given that the expression levels of M-CSF and RANKL
reduced by BPS in osteoblasts were also recovered by GGOH, it is assumed that it has the
potential to not only promote increased bone formation but also enhance osteoclastogenesis.
The addition of GGOH also tends to improve hydroxyapatite resorption. Given that
the expression levels of M-CSF and RANKL reduced by BPS in osteoblasts were also
recovered by GGOH, it is assumed that it has the potential to not only promote increased
bone formation but also enhance osteoclastogenesis and bone resorption in vivo. Gene
expression, such as ALP, collagen 1, RANKL, and RUNX2 expression in osteoblasts and
C-Fos and CALCR expression in osteoclasts, was significantly recovered with the addition
of GGOH. Interestingly, not all genes and proteins were affected. Since protein prenylation
is mediated not only by the action of geranylgeranyl transferase, but also by the action of
farnesyltransferase for farnesylation of proteins [32,34], the sole addition of GGOH may be
insufficient to fully restore cellular function, and as a result the gene expression and protein
expression were not correlated accordingly.

Aln and Clod also exhibited suppressive effects on cell survival, osteoclastogenesis,
resorption, and gene expression. As Clod is not a nitrogen-containing BP that acts via the
mevalonate pathway, it is not surprising that GGOH has no impact on cells treated with
Clod. However, in the case of Aln, the effect of GGOH was also not profound. Although
10 µM of GGOH increased the viability of osteoclast precursors treated with Aln, similar to
Zol, there was no statistically significant impact on osteoclast differentiation. Considering
that the drug potency of Aln is lower than that of Zol, resulting in a lesser effect on bone
turnover, higher concentrations of Aln could be comparable to Zol, and supplementation
with varying amounts of GGOH might lead to improved results.

As demonstrated by the present study, GGOH addition antagonized the effect of Zol
and, as a result, the activities of osteoblasts and osteoclasts were restored. However, the
effect of GGOH was exerted on a limited number of genes. The Ras superfamily, influenced
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by FPPS, comprises various subfamilies, including Ras, Rho, Rab, Ran, and Arf [35], and
the prenylation of the proteins is mediated by three enzymes, namely, farnesyltransferase,
geranylgeranyltransferase-I, and geranylgeranyltransferase-II [27,30]; therefore, another
type of isoprenoid, farnesol, may play an important role in the rescue of cellular functions.
Additionally, the effect of GGOH was not sufficient to reach values demonstrated by the
control. Different concentrations of GGOH may lead to the obtainment of better results,
although the cytotoxic effect of GGOH was also observed at an extremely high concen-
tration (80 µM) [27]. Furthermore, considering the well-established role of osteoblasts in
regulating osteoclastogenesis, conducting a co-culture experiment involving osteoblasts
and osteoclast progenitors under the influence of BPs and GGOH treatment, followed by
the assessment of gene and protein expression, would provide valuable insights into the
molecular mechanisms underlying the effects of BPs and GGOH on the interplay between
osteoblasts and osteoclasts.

To manage the conditions associated with MRONJ, various adjuvant therapies, includ-
ing hyperbaric oxygen (HBO) therapy, parathyroid hormone analog teriparatide treatment,
and laser treatment, have been reported [30]. However, a fundamental approach at the
cellular level has not been applied in clinical settings thus far. The results show a possibility
that the topical application of GGOH in MRONJ patients along with surgical treatment, or,
for preventive purposes, during dentoalveolar surgery in patients with bisphosphonates,
might lessen the risk of development and recurrence of medication-related osteonecrosis of
the jaw (MRONJ), since GGOH aids the recovery of cell viability and functions, resulting
in improved bone turnover. Moreover, the anti-inflammatory and neuroprotective effects
of GGOH have also been reported, in addition to antagonization of the effect of bisphos-
phonates [36]. However, preclinical and clinical studies are essential to verify the results
and its possible use in clinical settings. Systemic administration may not be recommended
because of the possible risk of compromising the purpose of bisphosphonate therapy.
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Abstract: Prior studies have shown that among patients with chronic kidney disease not yet on
dialysis, the faster progression of kidney injury in men than in women is, at least partly, explained by
sex differences in ambulatory blood pressure (BP) control. The present study aimed to investigate
potential differences in the levels of ambulatory BP and intensity of antihypertensive treatment
between men and women with end-stage kidney disease undergoing long-term peritoneal dialysis
(PD). In a case-control design, 48 male PD patients were matched for age and heart failure status with
48 female patients in a 1:1 ratio. Ambulatory BP monitoring was performed with an oscillometric
device, the Mobil-O-Graph (IEM, Stolberg, Germany). The BP-lowering medications actually taken
by the patients were prospectively recorded. No gender-related differences were observed in 24 h
systolic BP (129.0 ± 17.9 vs. 128.5 ± 17.6 mmHg, p = 0.890). In contrast, 24 h diastolic BP was
higher in men than in women (81.5 ± 12.1 vs. 76.8 ± 10.3 mmHg, p = 0.042). As compared with
women, men were being treated with a higher average number of antihypertensive medications
daily (2.4 ± 1.1 vs. 1.9 ± 1.1, p = 0.019) and were more commonly receiving calcium-channel-blockers
(70.8% vs. 43.8%, p = 0.007) and β-blockers (85.4% vs. 66.7%, p = 0.031). In conclusion, the present
study shows that among PD patients, the levels of ambulatory BP and intensity of antihypertensive
treatment are higher in men than in women. Longitudinal studies are needed to explore whether these
gender-related differences in the severity of hypertension are associated with worse cardiovascular
outcomes for male patients undergoing PD.

Keywords: ambulatory blood pressure; antihypertensive therapy; peritoneal dialysis; sex differences

1. Introduction

Hypertension is an important cause of cardiovascular morbidity and mortality in both
the general population and in patients with end-stage kidney disease (ESKD) undergoing
long-term peritoneal dialysis (PD) [1,2]. In the general population, the trajectories for blood
pressure (BP) with ageing differ between men and women [3]. Hypertension is less frequent
in young women than in men of the same age. Thereafter, there is a progressive elevation
in the levels of BP in women. At approximately the fourth decade of life, the prevalence
of hypertension does not substantially differ between the two genders. However, in the
elderly, the severity of hypertension is greater in women than in men [3]. Furthermore,
evidence from clinical studies suggests that there are sex differences in the severity of
hypertension-mediated target-organ damage. As compared with men, women have been
shown to carry a greater risk of developing left ventricular hypertrophy, concentric cardiac
remodeling, and subclinical left ventricular diastolic dysfunction [4,5].
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Prior studies have shown that there are gender-related differences in the severity of
hypertension in patients with chronic kidney disease who are not yet on dialysis [6,7].
For example, in a prospective observational study that enrolled 906 hypertensive patients
with predialysis CKD, the worse ambulatory BP control in men than in women at baseline
was associated with a higher risk of incident ESKD and all-cause mortality in men over
a median follow-up of 10.7 years [8]. It remains unclear whether such gender-related
differences in ambulatory BP control exist in patients with ESKD who have even more
severe hypertension. Accordingly, the present study aimed to provide a comparison of
ambulatory BP levels and intensity of antihypertensive treatment between men and women
with ESKD receiving long-term PD.

2. Materials and Methods

This was a secondary analysis incorporating data from a cross-sectional study that
was conducted in 4 PD centers in Northern Greece aiming to investigate the epidemiology
of hypertension in the PD population [2]. Patients were enrolled in the study if they met
the following inclusion criteria: (i) ESKD patients who had been treated with continuous
ambulatory or automated PD for at least 3 months, and (ii) patients who had signed
informed written consents. Patients were excluded from this study in the case of: (i) chronic
atrial fibrillation or other arrhythmia; (ii) adjustments to the PD regimen and/or changes in
the prescribed antihypertensive medications during the last 2 weeks; (iii) acute peritonitis
or other infectious/bleeding complications during the past 1 month; (iv) a body mass index
of ≥40 kg/m2; (v) the presence of nonfunctioning arteriovenous fistula in both arms that
limited the possibility of accurate assessment of BP; and (vi) recent hospitalization for acute
coronary syndrome or stroke. All clinical procedures were carried out in accordance with
the Declaration of Helsinki and its latest amendments. The study protocol was approved
by the Ethics Committee of the School of Medicine, Aristotle University of Thessaloniki
(code of approval: 448/18-07-18), and it was registered in http://www.clinicaltrials.gov
(accessed on 18 July 2018) (unique identifier: NCT03607747).

For the aims of the present analysis, a member of the investigative team (I.K.), who did
not participate in the enrollment process and was unaware of the BP readings, matched at a
1:1 rate 48 male PD patients with 48 female PD patients for age and history of heart failure.
All participants visited their PD unit to complete the prespecified protocol procedures. Data
on demographic characteristics, medical history, laboratory parameters, antihypertensive
treatment, and the prescribed PD regimen were prospectively collected.

Office BP measurements were taken by a nurse trained in this technique, according to
the 2018 European Society of Hypertension/European Society of Cardiology (ESC/ESH)
guidelines [9]. In all 4 PD centers, office BP was recorded with a validated automated
device, the HEM–705 CP (Omron, Healthcare). More specifically, after a 5 min seated rest
period, a cuff of appropriate size was fitted to the non-dominant (or non-fistula) arm and
3 BP measurements were performed 1 min apart. These 3 consecutive BP recordings were
averaged to provide a standardized office BP measurement.

Ambulatory BP monitoring was performed for 24 h with an oscillometric device,
the Mobil-O-Graph (IEM, Stolberg, Germany). Office and ambulatory BP readings were
taken from the same arm to avoid inter-arm differences between these 2 techniques. The
device was programmed to record ambulatory BP at 20 min intervals in the daytime period
(07:00–23:00) and at 30 min intervals in the nighttime period (23:00–07:00). The ambulatory
BP monitoring was judged as accurate if >80% of the readings were valid with no more than
2 non-consecutive daytime hours with <2 valid recordings and no more than 1 nighttime
hour without a valid BP recording [10].

Hypertension was diagnosed based on at least one of the three following criteria: (i) stan-
dardized office BP of ≥140/90 mmHg; (ii) average 24-h ambulatory BP of ≥130/80 mmHg;
and (iii) the use of at least 1 antihypertensive agent of any category.

The continuous variables are presented as means ± standard deviations (SDs) or
medians and interquartile ranges (IQRs). The categorical variables are reported as frequen-
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cies (n) and percentages (%). The Kolmogorov–Smirnov test was used to examine if each
variable was normally distributed. Comparisons of the continuous data between males
and females were performed with an independent t-test or a Mann–Whitney U test, as
appropriate. Between-group comparisons of the categorical variables were performed with
a Chi-squared test or a Fisher’s exact test. All tests were two-tailed, and a p-value of <0.05
was considered statistically significant. The analysis was conducted using the Statistical
Package for Social Sciences (SPSS) version 27.0 (SPSS, Chicago, IL, USA).

3. Results

The study enrollment procedure is depicted in Figure 1. A total of 225 patients were
assessed for eligibility. Of these, 145 patients fulfilled the inclusion/exclusion criteria and
provided informed written consent. After the exclusion of 5 patients because of invalid or
incomplete ambulatory BP monitoring, a total of 140 patients with complete datasets were
finally included in the study. The overall population consisted of 54 female and 86 male PD
patients. After the matching procedure for age and heart failure status, 48 pairs of women
and men were created. Their basic demographic, clinical, and laboratory characteristics are
presented in Table 1. As expected, due to the case-control design of this study, age and his-
tory of heart failure did not differ between the female and male participants. As compared
with the men, the women had lower body weights (70.5 ± 15.2 vs. 77.9 ± 12.9 kg, p = 0.012)
and lower levels of serum creatinine (5.9 (4.8–7.6) vs. 8.0 (5.5–13.9), p = 0.008). With respect
to the mode of PD, the proportion of patients receiving continuous ambulatory PD was
higher in the group of women than in the group of men (54.2% vs. 29.2%, p = 0.013). There
were no statistically significant differences between the two genders in the prevalence of
cardiovascular comorbidities, in the smoking status, or in other basic hematological or
biochemical parameters (Table 1).
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Weight (kg) 77.9 ± 12.9 70.5 ± 15.2 0.012 

BMI (kg/m2) 26.6 ± 4.0 27.5 ± 5.9 0.356 

Time on PD (months) 21.0 (6.0–39.0) 21.5 (7.0–44.8) 0.867 

Continuous ambulatory PD (n, %) 14 (29.2%) 26 (54.2%) 0.013 
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Comorbidities (n, %)    

      Diabetes mellitus 20 (41.7%) 18 (37.5%) 0.676 

      Dyslipidemia 33 (68.8%) 33 (68.8%) 1.000 

      Coronary artery disease 16 (33.3%) 11 (22.9%) 0.256 

      Peripheral vascular disease 8 (16.7%) 3 (6.3%) 0.109 

      Heart failure 9 (18.8%) 9 (18.8%) 1.000 
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Laboratory parameters    
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Figure 1. Flow diagram of the patient enrollment process of the study.
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Table 1. Demographic, clinical, and laboratory characteristics of the male and female PD patients.

Parameter Men
(n = 48)

Women
(n = 48) p-Value

Age (years) 62.5 (54.0–70.5) 62 (53.3–70.8) 0.956
Weight (kg) 77.9 ± 12.9 70.5 ± 15.2 0.012
BMI (kg/m2) 26.6 ± 4.0 27.5 ± 5.9 0.356
Time on PD (months) 21.0 (6.0–39.0) 21.5 (7.0–44.8) 0.867
Continuous ambulatory PD (n, %) 14 (29.2%) 26 (54.2%) 0.013
Peritoneal ultrafiltration (L) 0.6 (0.4–1.0) 0.8 (0.5–1.0) 0.412
Dialysate-to-plasma creatinine ratio 0.69 ± 0.10 0.67 ± 0.11 0.232
Peritoneal transport status (n, %)

Low 3 (6.3%) 6 (12.5%)
Low-average 13 (27.1%) 13 (27.1%)
High-average 27 (56.3%) 23 (47.9%)
High 5 (10.4%) 6 (12.5%)

Residual diuresis ≥ 0.5 L/day (n, %) 35 (72.9%) 33 (68.8%) 0.653
Comorbidities (n, %)

Diabetes mellitus 20 (41.7%) 18 (37.5%) 0.676
Dyslipidemia 33 (68.8%) 33 (68.8%) 1.000
Coronary artery disease 16 (33.3%) 11 (22.9%) 0.256
Peripheral vascular disease 8 (16.7%) 3 (6.3%) 0.109
Heart failure 9 (18.8%) 9 (18.8%) 1.000

Current smokers (n, %) 11 (22.9%) 7 (14.6%) 0.296
Laboratory parameters

Hemoglobin (g/dL) 11.5 (10.9–12.6) 11.2 (10.3–11.9) 0.065
Serum urea (mg/dL) 123.9 ± 34.8 112.7 ± 32.4 0.106
Serum creatinine (mg/dL) 8.0 (5.5–13.9) 5.9 (4.8–7.6) 0.008
Serum albumin (g/dL) 3.9 (3.5–4.0) 3.7 (3.6–4.0) 0.371
Serum sodium (mEq/L) 138 (137–140) 138 (136–140) 0.474
Serum potassium (mEq/L) 4.5 ± 0.6 4.4 ± 0.6 0.516

Abbreviations: BMI = body mass index; PD = peritoneal dialysis. The continuous data are presented as
means ± SDs or medians (IQRs).

As shown in Table 2, no significant differences between men and women were detected
in the office systolic BP and office diastolic BP. The average 24 h ambulatory systolic BPs
were similar in both groups (129.0 ± 17.9 vs. 128.5 ± 17.6 mmHg, p = 0.890). In contrast,
the average 24 h ambulatory diastolic BP was significantly higher in men than in women
(81.5 ± 12.1 vs. 76.8 ± 10.3, p = 0.042). These gender-related differences were consistent
during both the daytime and nighttime periods. In detail, the daytime ambulatory diastolic
BP (82.5 ± 11.8 vs. 78.1 ± 10.4, p = 0.052) and nighttime ambulatory diastolic BP (78.8 ± 14.0
vs. 73.8 ± 11.1 vs. p = 0.056) were higher in men than in women. The office and ambulatory
heart rates were similar for the two groups. In addition, volume status, as assessed with
the method of bioimpedance spectroscopy, did not significantly differ between the men
and the women (Table 2).

There were no significant gender-related differences in the prevalence of hypertension
either with the use of office recordings (93.8% vs. 89.6%, p = 0.460) or the use of the
reference-standard method of ambulatory BP monitoring (93.8% vs. 91.7%, p = 0.695)
for the diagnosis of hypertension. However, the men were being treated with a higher
average number of antihypertensive medications daily (2.4 ± 1.1 vs. 1.9 ± 1.1, p = 0.019).
Furthermore, as compared with the women, the men were more commonly being treated
with calcium channel blockers (70.8% vs. 43.8%, p = 0.007) and β-blockers (85.4% vs. 66.7%,
p = 0.031). In contrast, the male patients were less frequently receiving treatment with
mineralocorticoid receptor antagonists than the women (4.2% vs. 20.8%, p = 0.014).
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Table 2. Blood pressure measurements, volume statuses, and antihypertensive agents used in treating
the male and female PD patients.

Parameter Men
(n = 48)

Women
(n = 48) p-Value

Office BP
Systolic (mmHg) 135.5 ± 21.0 134.4 ± 18.2 0.768
Diastolic (mmHg) 79.6 ± 11.6 80.1 ± 14.1 0.856

Ambulatory 24 h BP
Systolic (mmHg) 129.0 ± 17.9 128.5 ± 17.6 0.890
Diastolic (mmHg) 81.5 ± 12.1 76.8 ± 10.3 0.042

Ambulatory daytime BP
Systolic (mmHg) 129.6 ± 17.6 129.7 ± 17.5 0.991
Diastolic (mmHg) 82.5 ± 11.8 78,1 ± 10.4 0.052

Ambulatory nighttime BP
Systolic (mmHg) 127.0 ± 19.8 125.9 ± 18.8 0.776
Diastolic (mmHg) 78.8 ± 14.0 73.8 ± 11.1 0.056

HR (bpm)
Office HR 73.7 ± 9.8 74.9 ± 11.7 0.573
Ambulatory 24 h HR 72.4 ± 8.1 72.3 ± 9.9 0.964
Ambulatory daytime HR 73.5 ± 0.3 73.6 ± 10.7 0.949
Ambulatory nighttime HR 69.6 ± 8.6 69.0 ± 9.1 0.730

Prevalence of hypertension
Ambulatory BP ≥ 130/80 mmHg or antihypertensive drug use (n, %) 45 (93.8%) 44 (91.7%) 0.695
Office BP ≥ 140/90 mmHg or antihypertensive drug use (n, %) 45 (93.8%) 43 (89.6%) 0.460
Volume status

BIS-derived overhydration index (L) 1.7 (0.1–3.3) 0.8 (−0.3–1.9) 0.071
Overhydration index > 2.5 L (n, %) 16 (33.3%) 8 (16.7%) 0.059

Patients treated with antihypertensives (n, %) 45 (93.8%) 42 (87.5%) 0.294
Number of antihypertensive medications (n, %) 2.4 ± 1.1 1.9 ± 1.1 0.019
Antihypertensive agent classes

ACEIs/ARBs 25 (52.1%) 22 (45.8%) 0.540
CCBs 34 (70.8%) 21 (43.8%) 0.007
β-blockers 41 (85.4%) 32 (66.7%) 0.031
α-blockers 6 (12.5%) 1 (2.1%) 0.111
MRAs 2 (4.2%) 10 (20.8%) 0.014
Central acting agents 7 (14.6%) 3 (6.3%) 0.181

Abbreviations: BIS = bioimpendence spectroscopy; bpm = beats per minute; ACEI = angiotensin-converting
enzyme inhibitor; ARB = angiotensin receptor blocker; BP = blood pressure; CCB = calcium channel blocker;
HR = heart rate; MRA = mineralocorticoid receptor antagonist.

4. Discussion

The present study showed that among patients undergoing long-term PD, the levels
of ambulatory BP were higher in men than in women. In addition, the intensity of antihy-
pertensive treatment, such as the average number of prescribed BP-lowering medications
as well as the use of calcium channel blockers and β-blockers, was greater in the male PD
patients than in the female PD patients. The findings of the present study are accordant with
the results of a prior cross-sectional analysis that compared the rates of ambulatory BP con-
trol between 129 male and 91 female patients receiving maintenance hemodialysis [11]. In
this study, the 48 h ambulatory systolic BPs (137.2 ± 17.4 vs. 132.2 ± 19.2 mmHg, p = 0.045)
and 48 h ambulatory diastolic BPs (81.9 ± 12.1 vs. 75.9 ± 11.7 mmHg, p < 0.001) were
higher in men than in women [11]. Although the prevalence of hypertension did not differ
between the two genders, the rates of 48 h ambulatory BP control were significantly lower
in the male hemodialysis patients than in the female hemodialysis patients [11]. Similarly,
another prior cross-sectional study showed that among kidney transplant recipients, the
rates of 24 h ambulatory BP control were significantly lower in the female patients as
compared with the male patients (16.9 vs. 30.3%, p = 0.029), despite the more intensive
use of antihypertensive drug therapy in the men [12]. Taken together, the results of the
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present study and prior studies show that for the whole spectrum of ESKD, the severity of
hypertension is greater in male patients than in female patients.

These sex-related differences in BP levels have biological plausibility. Mechanistic
studies have provided evidence that the differences between the two genders in the acti-
vation of the renin-angiotensin system (RAS) and the sympathetic nervous system, nitric
oxide metabolism as well as the release of sex hormones may mediate the greater severity
of hypertension in men than in women [6,13]. Animal studies have shown that there is
a higher activation in the AngII–AT1–ACE axis and a faster response to AngII infusion
in male hypertensive rats than in female hypertensive rats [14,15]. Additionally, female
hormones play a pivotal role in BP regulation. Postmenopausal women have been shown
to have higher BP levels whereas the initiation of estrogen replacement therapy is ac-
companied by improvements in BP profiles [16,17]. Pro-inflammatory T-cells may also
explain the sex differences in BP levels, with hypertensive women having more protective
immune profiles and lower interleukin-17 levels, resulting in better BP control as compared
with men [13,18].

The strength of the present study lies in its careful evaluation of hypertension with
the concomitant use of standardized office and ambulatory BP measurements. Unlike the
cross-sectional design of prior studies [9,10], an important advantage of the present work
was the fact that our study followed a blinded matching procedure in group formation,
mitigating the confounding effects of age and history of heart failure on the severity of
hypertension. However, there are also some weaknesses that need to be acknowledged.
First, the sample size of our study was relatively small; therefore, our analysis may not have
been adequately powered to detect statistical significance in the small differences in the
office and ambulatory BP levels between the males and females. Second, our study did not
follow a longitudinal design and did not explore potential associations between ambulatory
BP levels and the risk for adverse cardiovascular events for the two genders. Third, the
measurements of the office and ambulatory BP were performed in a single time-point at
baseline. Therefore, this study could not evaluate longitudinal changes in the severity of
hypertension for the males and females.

Larger and longer-term observational studies are needed to confirm or refute the
results of our analysis. If such gender-related differences in the severity of hypertension
truly exist, then the worse ambulatory BP measurements in men might be a plausible
mechanistic explanation for the sex differences in cardiovascular outcomes among patients
receiving kidney replacement therapy.
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Abstract: Central centrifugal cicatricial alopecia (CCCA) is a lymphocytic scarring alopecia that
predominantly affects women of African descent. Recent studies have demonstrated prevalence in
children and adolescents, as well as Asian populations. A thorough search of Pubmed, Cochrane
Database of Systematic Reviews, OVID Medline and Google Scholar was conducted using keywords
such as “central centrifugal cicatricial alopecia”, “scarring hair loss”, “scarring alopecia”, “hot comb
alopecia”, “pediatric” and “adolescent”. The results yielded few articles in the literature that directly
addressed CCCA in the adolescent population, with three articles providing details of the presentation
in the form of case series and retrospective reviews. The presentation in the adolescent population
was found to be varied, ranging from asymptomatic to symptomatic and involving diffuse to patchy
hair loss in only the vertex and/or frontal and parietal scalp. Genetic and environmental etiologies
were found to be statistically significant, and markers of metabolic dysregulation predisposing
patients to diabetes mellitus and breast cancer were also uncovered. The differential diagnosis of
patients who present with hair loss in the adolescent population should therefore be broad, and a
low threshold for biopsies should be adopted to confirm CCCA in suspected patients. This will have
future implications for reduced morbidity and public health.

Keywords: central centrifugal cicatricial alopecia; scarring alopecia; pediatric; scarring hair loss; skin
of colour; public health

1. Introduction

Central Centrifugal Cicatricial Alopecia (CCCA) is a lymphocytic scarring alopecia
seen more commonly in adult women of African descent, with emerging literature also
suggesting a prevalence in adolescent Black and Asian populations [1–3]. The aetiology of
CCCA is multifactorial, ranging from genetic predisposition to traumatic hairstyling prac-
tices [2]. The association with metabolic syndrome and breast cancer also promotes inquiry
into relevant genetic markers and potential public health implications [3–7]. Therefore, a
high index of suspicion in the adolescent population should be maintained as there is wide
variability in the presentation of CCCA. This review aims to classify the aetiology, presenta-
tion, histopathology, diagnosis and significance of treatment of CCCA in the adolescent
population.

2. Epidemiology

The documented incidence of scarring hair loss at the vertex, predominantly presumed
to be CCCA, is 5.6% in the US [4]. Women of African descent have a higher predilection
for the condition, with a female: male ratio of 3:1 [8]. Adolescent patients tend to have a
late presentation, like their adult counterparts [9]. Six patients with biopsy-proven cases
of CCCA had an average of 32.4 months from symptom onset to presentation [10]. This
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differs from a study by Imhof et al., which reports that the average time from symptom
onset to the diagnosis of scarring alopecia in the pediatric population was 17.1 months [11].
However, cases of CCCA were not included in this cohort, and it should be noted that the
primary target population was White or Multiracial. Epidemiological data regarding the
age of symptom onset is limited; however, studies have demonstrated an average age of
14 years, ranging from 11–15 years old [10,12,13]. This is in keeping with other average
ages of primary cicatricial alopecias [11]. Concurrent psychiatric co-morbidities included
anxiety (22.2%) and depression (22.2%) [9,11].

3. Aetiology

A genetic component of CCCA has been observed: inheritance is noted to be in an
autosomal dominant pattern with partial/variable penetrance in familial cases [9,10,14–16].
Additionally, the role of anticipation is also being studied: in a study by Eginli et al., four
of five adolescent patients with CCCA had a first-degree relative, their mothers, with the
condition [10]. The same finding was documented in an asymptomatic South African
11-year-old girl who had biopsy-proven CCCA, diagnosed after she was screened because
of her mother’s CCCA diagnosis [12]. Scalp biopsies of CCCA have also demonstrated an
upregulation of genes involved in fibroblast proliferation, collagen formation, and wound
healing [9]. People of colour, i.e., Fitzpatrick phototypes IV–VI, have an increased propor-
tion of fibroblasts relative to their White counterparts [1]. This finding may provide insight
into the disparate incidence in the former population, as fibroblasts are a core component
of wound healing and abnormalities with this process, manifesting in conditions such as
keloids, which also prevails in People of Colour (POC) [17]. Therefore, the finding by Eginli
et al. that two pediatric patients with biopsy-confirmed CCCA had previous scalp surgery
may be linked to this pathogenesis [10]. Additionally, peptidyl arginine deiminase type III
(PADI3), a gene involved in lipid metabolism and hair shaft formation, may be downreg-
ulated in patients with CCCA [9,15]. This decrease in expression, as well as concomitant
missense and splice mutations, ultimately leads to decreased follicular development and
abnormalities of the hair shaft resulting in increased hair fragility and breakage [9,15]. A
disruption of pro-inflammatory and anti-inflammatory factors has also been noted to con-
tribute to the pathogenesis. For example, matrix metalloproteinase 9 (MMP9) is a biomarker
associated with dysregulated pathways of fibrosis and is upregulated in severe cases of
CCCA [18]. This dysregulation is translated clinically by the low-grade inflammation seen
on dermoscopy and histopathology with the subsequent progression to fibrosis [15].

Ethnic hair practices are the most debated aetiology for CCCA. While the majority
of patients with CCCA have reported traumatic hairstyling practices (chemical relax-
ers/braids/hotcombs/weaves) at least once in their lifetime, these findings may not be
causative [13,14]. Chemical relaxers have not consistently been associated with statisti-
cally significant findings [4,19,20]. Rather, bacterial scalp infections and tension-inducing
hairstyles such as weaves/extensions and braids/cornrows have the most statistically sig-
nificant correlation with clinically diagnosed CCCA, although this still remains a matter of
debate [21–23]. The hypothesis that alopecia may result from tension-inducing hairstyles is
consistent with the dysregulated pro-inflammatory and anti-inflammatory signals involved
in the pathogenesis of CCCA; Further histopathological studies comparing the extent of
inflammation between tension-inducing hairstyles and chemical relaxers would be useful
in delineating a clearer association. Tension hairstyles are applied relatively frequently
and involve consistent traction and subsequent inflammation for days to weeks at a time,
while chemical relaxers are briefly applied to the scalp and are most frequently reapplied
at 4-to-8-week intervals. The level of inflammation in tension hairstyles, though presum-
ably milder, may therefore have a more profound cumulative effect. This is of cultural
significance as hair grooming practices involving the use of heavy beads, cornrows and
tight ponytails start at an early age in the African American community, highlighting the
necessity of parent education.
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4. Clinical Associations

Evidence demonstrates that CCCA may be a marker of metabolic dysregulation [7,11,15].
Roche et al. demonstrated that nonobese women with biopsy-proven CCCA had over
a 3× risk of developing diabetes mellitus type 2 than their age, race and sex-matched
controls ((OR (95% CI)): 3.26 (1.33–8.04); p-value < 0.05)) [7]. A 4.68× increase in the odds of
having uterine leiomyomas compared with race-, age-, and sex-matched controls was also
observed in a retrospective study at Johns Hopkins Hospital (p < 0.001) [24]. Additionally,
Brown et al. demonstrated that in patients with biopsy-proven CCCA (159 of 742), 4.4%
had a history of breast cancer compared with the 4079 controls (1.8%) (odds ratio 2.49;
95% confidence interval 1.06–4.92; p = 0.02) [25]. Both latter conditions are associated
with an abnormal proliferation of fibrous tissue and once again demonstrate a crossover
of the pathogenesis to different organ systems. The average age of diagnosis of breast
cancer was 62.9 years [25]. While the types of breast cancer were not delineated in the
study, an association between dysregulated PADI3, upregulated MMP9, triple-negative
inflammatory breast cancer (TNIBC), and triple-negative non-inflammatory breast cancer
(TN-NIBC) has been documented in the literature [5,6,23]. Triple-negative breast cancer
appears more frequently in women aged 40 and younger than in older women. Black and
Latina women are more predisposed to develop TNBC than white women. Women who
have the gene change BRCA1 are also more likely to develop TNBC than other women [26].
Further investigation is therefore needed into the types of breast cancer diagnosed in the
retrospective cross-sectional study by Brown et al., as it may help to broaden the scope of
associated genetic markers to screen in the younger population [25].

5. Presentation

Eginli et al. analysed the scalp symptoms of six patients aged 14–19 who had symptom
onset of biopsy-proven CCCA at 11–17 years old [10]. The primary clinical manifestation
of the disease was scalp pruritus, scaling and tender papules and pustules (n: 5/6 = 83%).
However, one patient was asymptomatic (n: 1/6 = 17%). The distribution of alopecia and
associated signs were diverse: areas involved ranged from patchy hair loss confined to the
vertex (n: 4/6 = 67%) or also involving the parietal area (n: 1/6 = 17%) or frontal scalp (n:
2/6 = 33%), diffuse thinning by the temples (n: 1/6 = 17%), diffuse erythema without scale
(n: 1/6 = 17%) or diffuse scaling (n: 2/6 = 33%) (Figure 1).

These broad presentations are in keeping with Dlova et al.’s findings of an asymp-
tomatic 11-year-old girl with small areas of scarring on her vertex and frontal scalp, as well
as Shah et al.’s findings of an 18-year-old male with pruritus, scaling/crusting, bleeding
and pustules/papules for 3 years [12,13]. Of note, the majority of these patients had no
history of chemical or traumatic exposure to their hair. This reinforces the importance of
genetic predisposition in the pathophysiology and the importance of maintaining a wide
differential diagnosis, as seen in Table 1 below.

Although long-standing tinea capitis is a known precipitator of secondary scarring
alopecia, further studies are needed to delineate the complete association between fun-
gal/bacterial infections and CCCA. Trichophyton tonsurans tinea capitis infections have a
predilection for Afro-American and Afro-Caribbean children in both North America and
Europe, with a study in London demonstrating that 91% of T. tonsurans tinea capitis oc-
curred in Afro-Caribbean children [27]. Potential causes for this finding include the practice
of tight braiding, which expose the scalp’s stratum corneum to fungal spores, as well as the
application of oils, which may adhere to and retain spores [27]. The tight braiding hypothe-
sis would subsequently increase the risk of developing CCCA in those who are genetically
acceptable. Therefore, it would be reasonable to screen for CCCA in Afro-American or
Afro-Caribbean children who present with pruritus, scaling, hair loss and black dots on
dermoscopy, especially if they have a history of tension-inducing hairstyles and a maternal
family history of CCCA, as all of these findings overlap with the presentation of CCCA. In
addition, T. tonsurans can also exist as a carrier state in asymptomatic children, so these
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authors propose that asymptomatic children with clinical features suggestive of CCCA also
have laboratory tests done to assess for concurrent infection [27].

Table 1. Differential diagnoses of primary and secondary scarring alopecias in the pediatric
population [11].

Type of Scarring Alopecia Symptoms Distribution of Scalp Alopecia

Central Centrifugal Cicatricial Alopecia Scalp pruritus, scaling, tender papules or pustules,
asymptomatic Vertex, frontal, parietal or patchy distribution

Folliculitis Decalvans Follicular hyperkeratosis, tufting, pustules, scalp
induration and atrophy, mild pain or discomfort Vertex or patchy distribution

Lichen Planopilaris (LPP) Single or multiple plaques with itching, stinging
or burning

Classic LPP: Confluent random plaques
FFA: Primarily frontotemporal involvement
Lasseur-Graham-Little-Picardi: Patchy
distribution

Aplasia Cutis Congenita Asymptomatic; characterised by absence of skin Primarily vertex involvement

Tina Capitis Scalp pruritus, scaling, tender papules or pustules,
asymptomatic Patchy distribution

Morphea (Localised Scleroderma) Erythematous patches or plaques with itching,
tenderness or asymptomatic Variable

Discoid Lupus Erythematosus Scaling, erythematous annular plaques,
asymptomatic Variable

Dissecting Cellulitis Painful nodules and abscesses, scaling Variable

Keratosis Follicularis Spinulosa Decalvans Keratotic follicular papules, atrophic depression Variable
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6. Histopathology and Dermoscopy

The histopathologic features of CCCA are consistent across age groups [12]. Table 2
describes the histopathological findings of CCCA in pediatric populations from studies
currently available in the literature.

Table 2. Histopathological findings of CCCA in various pediatric populations.

Study Age at Time of Biopsy
(Age at Onset of Symptoms)

Histopathologic Findings of
Biopsy-Proven-CCCA

Dlova et al. [12] 11 (No Data)

Perifollicular and perivascular lymphoid
cell infiltrate with eccentric thinning of the

follicular epithelium with concentric
lamellar fibroplasia

Eginli et al. [10]

14 (11)
15 (13)
16 (12)
17 (15)
19 (16)
19 (17)

Concentric perifollicular fibrosis and
lymphocytes at the level of the

infundibulum and isthmus

Shah et al. [13] 18 (15–16) Scarring, perifollicular fibrosis, fibrotic
tracts, inflammatory infiltrate, few follicles

In the active stages of CCCA, there is follicular lichenoid inflammation; in the later
stages, follicular fibrosis prevails [16]. The main diagnostic features of histopathology for
CCCA are:

1. Reduced follicular density with altered architecture because of absent or reduced and
miniaturised sebaceous glands [16];

2. Premature desquamation of the inner root sheath (very sensitive for CCCA, even in
the absence of other findings) [16];

3. Perifollicular fibrosis and mild inflammatory infiltrate; CD3 and CD4 t-lymphocyte
involvement in affected and unaffected follicles, with CD4 predominance in affected
follicles and an increased CD1a:CD3 ratio [9,16] (Figures 2 and 3);

4. Lamellar hyperkeratosis or parakeratosis [16];
5. Naked hair shafts in the dermis [16];
6. Follicular miniaturisation [16];
7. Increased distance between affected follicles and small blood vessel clusters (BVCs;

i.e., the perifollicular mucinous fibroplasia from chronic inflammation results in
diminished blood supply [9].
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Figure 3. Histology ×40 horizontal section showing concentric lamellar fibroplasia and perifollicular
inflammation. Stained with hematoxylin.

Dermoscopic findings include perihilar white/grey halos, loss of follicular ostia,
perifollicular hyperpigmentation/erythema, polytrichia and hair shaft variability, pin-point
white macules, and broken hairs resembling black dots [14,15]. Currently, there are no data
correlating dermoscopy and pathology findings with disease evolution.

7. Management

Treatment of CCCA is notoriously challenging, and multiple therapies are often de-
ployed, particularly in patients with advanced stages of hair loss. Early intervention is
paramount to delay and/or prevent follicular burnout [21]. History includes documenta-
tion of hair and scalp symptoms, with the physician maintaining a high index suspicion as
hair loss may present only as hair breakage at the vertex. The physician should also aim to
confirm the diagnosis of CCCA with a biopsy to rule out other inflammatory disorders, such
as lichen planopilaris (LPP) or folliculitis decalvans, which would influence subsequent
management. Furthermore, documentation of hair grooming practices, gynaecological
history, surgical history, medication use and dietary intake should also be obtained [9].

Treatments focus on decreasing potential triggers leading to fibrosis [9,10]. One of the
first-line therapies is, therefore, behavioural modification: Although no consensus for hair
styling recommendations has been reached, based on the conflicting data in the literature, it
is advisable to refrain from tension-inducing hairstyles and chemical relaxers. The authors
also suggest education about “protective hairstyles”. “Protective hairstyles” have been
advertised by hair stylists on social media with the goal of reducing daily manipulation
of the hair as well as harsh environmental exposures [28]. These hairstyles range from
cornrows and bantu knots to braided lace wigs and crotchet styling [28]. However, the use
of hair extensions and tugging on the hair for braiding may inadvertently apply excess
tension to the scalp and exacerbate the underlying inflammation [9,10,15,28]. Parents
should therefore be acutely aware of signs that their child’s hairstyle is too tight. Symptoms
of excessive traction include discomfort and pruritus, and signs include visible tenting and
folliculitis of the scalp [29]. If any of these signs or symptoms are observed, parents are
advised to remove the hairstyle immediately [29]. In general, a braid is considered loose
enough if a pencil can slip underneath the braid easily.

Additional anti-inflammatory therapies involve the application of daily high-potency
topical corticosteroids, monthly intralesional corticosteroids +/− oral anti-inflammatory an-
tibiotics such as tetracyclines, topical minoxidil and as-needed anti-dandruff shampoos [9,10].
Topical 10% metformin and oral metformin formulations have also been prescribed based
on the association of CCCA with metabolic syndrome [23,29]. A six-month trial of these
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first-line therapies may be utilised before considering re-evaluating the diagnosis and/or
considering alternate second-line therapies (Figure 4).
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Figure 4. Illustrating the recommended management of CCCA. Adapted from George EA et al. [9].

For responders, results are maintained with mild–moderate potency topical corti-
costeroids, topical calcineurin inhibitors and topical/oral minoxidil. For refractory cases,
if there was a significant infiltrate on initial biopsy, consider another type of cicatricial
alopecia, such as LPP or folliculitis decalvans, in the differential diagnosis. Other strategies
also include re-biopsy, reviewing the initial biopsy or seeking a second opinion. Second-line
therapies include hydroxychloroquine, oral immunomodulators and oral/topical minoxidil.
Immunosuppressants such as cyclosporine, mycophenolate and oral/topical JAK inhibitors
are generally reserved for overlapping cases of scarring alopecia such as the aforementioned
LPP or folliculitis decalvans. Surgery may be directed at end-stage biopsy-proven CCCA,
in which there is no active inflammation for at least 9 to 12 months. Emerging therapies
such as platelet-rich plasma injections and hair graft transplants have been described [9,14].

8. Recommendations

The postulated genetic anticipation promotes the recommendation that entire families
should be screened if anyone presents with CCCA. This could be a method of decreasing
the morbidity, such as concomitant anxiety and depression, associated with the disease [11].
The association between breast cancer and diabetes mellitus type II are also additional
reasons to implement screening in these populations. Further studies should demonstrate
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the type of breast cancer associated with CCCA, as triple-negative breast cancer is associated
with dysregulated PADI3 and MMP9 [5]. Women with the BRCA1 mutation are more likely
to develop TNIBC; therefore, screening of this genetic marker in adolescent women with
CCCA could potentially be of clinical utility [26].

9. Conclusions

Few studies are available in the literature outlining the presentation, management and
prognosis of adolescent patients with CCCA. Awareness of CCCA in this population is
paramount as the clinical presentation largely overlaps with tinea capitis scalp infections,
which similarly prevail in Afro-American and Afro-Caribbean populations. A low threshold
for screening and obtaining a biopsy in areas with follicular dropout should be used,
particularly if first-degree relatives have concurrent hair loss. The public health implications
of screening for BRCA1 mutations and diabetes mellitus type 2 should also be further
researched.
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Abstract: We evaluated the therapeutic effects of bone-marrow-derived mesenchymal stem cells
(BMSCs) on behavioral and cognitive function in a mouse model of mild subarachnoid hemorrhage
(SAH) and explored the underlying mechanisms in conjunction with the HMGB1–RAGE axis. The
SAH models were generated in a total of 126 male C57BL/6J mice via endovascular perforation
and evaluated 24 h and 72 h after the intravenous administration of BMSCs (3 × 105 cells). The
BMSCs were administered once, at 3 h, or twice, at 3 h and 48 h after the model induction. The
therapeutic effects of the BMSCs were compared to those of the saline administration. Compared
to saline-treated SAH-model mice, at 3 h, the mice with mild SAH treated with the BMSCs showed
significant improvements in their neurological scores and cerebral edema. The administration of
the BMSCs decreased the mRNA expression of HMGB1, RAGE, TLR4, and MyD88, as well as the
protein expression of HMGB1 and phosphorylated NF-kB p65. Furthermore, the numbers of slips per
walking time, impairments in short-term memory, and the recognition of novel objects were improved.
There was some improvement in inflammatory-marker levels and cognitive function according to
the BMSCs’ administration times, but no large differences were seen. The administration of BMSCs
improved behavioral and cognitive dysfunction by ameliorating HMGB1–RAGE axis-mediated
neuroinflammation after SAH.

Keywords: subarachnoid hemorrhage; bone-marrow mesenchymal stem cells; cognitive impairment;
high-mobility group box 1

1. Introduction

Subarachnoid hemorrhage (SAH) is a neurological disease with a high rate of in-
hospital mortality, which ranges from 20 to 30%. The pooled incidence of SAH was reported
to be 21.4 per 100,000 person-years [1,2]. The main focus of research on SAH is on improving
patient survival by effectively preventing rebleeding (clipping vs. coiling) and minimizing
neurological complications, such as delayed cerebral ischemia (DCI) and hydrocephalus.
However, although favorable neurological outcomes are achieved by the use of appropriate
treatments, a significant number of SAH survivors complain of behavioral deficits or
changes such as motor weakness, sensory changes, and balance problems, and exhibit
cognitive dysfunction in various domains of visual and verbal memory, as well as a decline
in executive functions [3]. Hunt–Hess grades greater than 2, a thick SAH, and DCI are
well-known risk factors for behavioral and cognitive dysfunction [4,5]. Subarachnoid
hemorrhage can result in behavioral and cognitive dysfunction by altering functional
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connectivity [6]. Despite good neurological outcomes, persistent behavioral and cognitive
dysfunction impairs quality of life. Nevertheless, the research on therapeutics for SAH
patients is limited compared to the research on therapies for those with neurodegenerative
diseases or ischemic stroke.

Stem-cell treatments have been investigated for use in treating some brain diseases,
especially degenerative brain diseases, in anticipation of replacing injured neuronal cells
and reconstructing damaged neural circuits using stem cells [7–9]. Among various types of
stem cell, mesenchymal stem cells (MSCs) are advantageous in terms of immune tolerance
because they express fewer major histocompatibility complex class I molecules and are
easily obtained and handled [10]. Previous studies on MSC treatments for SAH have fo-
cused on ameliorating neuroinflammation in the early phase after the ictus of SAH [11,12].
Khalili et al. [11] first reported that MSC treatment 24 h after SAH significantly improved
functional recovery and reduced apoptosis. Liu et al. [12] reported that bone-marrow-
derived stem-cell (BMSC) treatment 1 h after SAH contributed to decreased brain water
content and blood–brain barrier (BBB) permeability by inhibiting Notch1-dependent neu-
roinflammation. However, few studies have examined whether MSC treatment is linked
to the attenuation of behavioral and cognitive dysfunction. Neuroinflammation itself is
widely recognized as a potential mediator of behavioral and cognitive dysfunction [13].
In particular, high-mobility-group box protein 1 (HMGB1) has received attention in the
study of various disease conditions, since it is released by glial cells and neurons after brain
damage [14]. The HMGB1 continuously binds to toll-like receptors (TLRs) and the receptor
for advanced glycation end products (RAGE), activating inflammatory responses [14]. The
anti-HMGB1 antibody improved behavioral performance and reduced oxidative stress in
injured brains after hemorrhage [15]. The suppression of HMGB1, TLR, and RAGE was
shown to halt the progression of amyloid-beta (Aß) loading in Alzheimer’s disease (AD)
and diabetes-related dementia [16,17]. Thus, we investigated the therapeutic effects of
BMSCs on behavioral and cognitive dysfunction after SAH and explored the underlying
mechanisms in conjunction with HMGB1-mediated neuroinflammation in an experimental
mouse model of mild SAH.

2. Materials and Methods
2.1. Experimental SAH Model

The C57BL/6J male mice, 8–10 weeks of age and weighing 20–25 g, were obtained
from the Laboratory Animal Resources Center of Hallym University. The animals were
provided with regular food and water ad libitum under a 12-h dark/light cycle at 24 ◦C and
55 ± 10% humidity. The SAH model was generated using the endovascular perforation
technique, as described previously [4,18]. The mice were anesthetized with 2.5% isoflurane
in oxygen. Next, a vertical incision was made on the midline of the neck, and the external
and common carotid arteries were exposed. Subsequently, sharpened 5-0 Prolene suture
material was inserted in the external carotid artery and advanced, ultimately perforating
the distal internal carotid artery (ICA), which is divided into the anterior and middle
cerebral arteries. Mice in the sham-operated group underwent the same procedure, except
for arterial perforation [19]. In this study, we used only mild-SAH-model mice evaluated at
24 h based on modified Garcia neurological scale scores of 16 and 17 [19,20]. At the end of
the study, mice were hyperanesthetized with 3.5% isoflurane in oxygen for 5 min. After
confirming that each mouse’s heart had stopped, the brain was isolated. For histology
analysis, mice were anesthetized with 2.5% isoflurane in oxygen followed by cardiac
perfusion before their brains were collected. After separating the mouse brains, brain-tissue
samples, from which the olfactory bulb and cerebellum were removed using a microblade,
were used for analysis. Next, the isolated tissues were homogenized using Omni Bead
mill homogenizer (Omni International, Kennesaw, GA, USA). All animal experiments
were approved by the Institutional Animal Care and Use Committee (IACUC) of Hallym
University (no: HallymR1 2021-50).
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2.2. BMSC Culture

The BMSCs isolated from normal human bone marrow without disease were pur-
chased from ATCC (PCS-500-012, Manassas, VA, USA). We confirmed BMSCs with pluripo-
tent marker expression of SOX2, OCT4, and Nanog for at least 5 passages. We cultured
BMSCs by referring to previous papers [21,22]. Cells were plated at a density of 1 × 106 cells
in a 100-mm culture dish in high-glucose Dulbecco’s modified Eagle medium (DMEM),
10% fetal bovine serum (FBS), and 100 U/mL penicillin/streptomycin (Gibco, Grand Island,
NY, USA). After 48 h, nonadherent cells contained in the medium were removed, and fresh
culture medium was added to the adherent mononuclear cells, which represented BMSCs.
All BMSCs used in this experiment were from passage 5. The BMSCs (3 × 105 cells) were
administrated intravenously to the mice.

2.3. BMSC Administration

A total of 126 male C57BL/6J mice were randomly divided into 6 groups (Supple-
mental Figure S1). After SAH induction, BMSCs were administered to the mice once, at
3 h, or twice, at 3 h and 48 h, and the treatment effects were evaluated at 24 h and 72 h,
respectively. In detail, the analysis groups were: (1) normal controls (Normal); (2) SAH
mice treated with saline at 3 h and evaluated at 24 h (24 h-S-3 h); (3) SAH mice treated with
BMSCs at 3 h and evaluated at 24 h (24 h-B-3 h); (4) SAH mice treated with saline at 3 h
and evaluated at 72 h (72 h-S-3 h); (5) SAH mice treated with BMSCs at 3 h and evaluated
at 72 h (72 h-B-3 h); (6) SAH mice administered saline twice, at 3 h and 48 h, and evaluated
at 72 h (72 h-S-3 h/48 h); and (7) SAH mice treated with administered BMSCs twice, at 3 h
and 48 h, and evaluated at 72 h (72 h-B-3 h/48 h). The results were compared to those of
mice administered saline.

2.4. RNA Isolation and Quantitative RT-PCR

Total RNA in the brain tissues was extracted using easy-BLUE Total RNA Extraction
Kit and reverse-transcribed into cDNA using Maxime RT PreMix Kits (iNtRON Biotechol-
ogy, Inc., Santa Cruz, MA, USA). The mRNA purity was measured using an Eppendorf
BioSpectrometer Basic (Eppendorf, Hamburg, Germany). The A260/A280 ratio was used
in this study to indicate the mRNA purity, which ranged from 1.9 to 2.0. Quantitative
real-time polymerase chain reaction (qRT-PCR) analysis was performed in triplicate for
each sample using SYBR Green PCR Kits (Applied Biosystems, Foster City, CA, USA) for
60 cycles with a 3-step program of 15 s of denaturation at 94 ◦C, 30 s of annealing at 55 ◦C,
and 30 s of extension at 70 ◦C. Amplification specificity was assessed by melting-curve
analysis. The sequences of the qRT-PCR primers are presented in Supplemental Table S1.
Glyeraldehyde-3-phosphate dehydrogenase (GAPDH) was used as the endogenous control.
The qRT-PCR results were analyzed using the 2−∆∆ct method.

2.5. Western Blots

After lysing brain tissues in radio-immunoprecipitation assay buffer supplemented
with a proteinase-inhibitor cocktail, the protein concentrations were measured using the
Pierce BCA Protein Assay Kit (Thermo Fisher Scientific Inc., Waltham, MA, USA). Proteins
(15 ug) were separated by 10–15% sodium dodecyl sulfate–polyacrylamide-gel electrophore-
sis (SDS PAGE) and transferred onto polyvinylidene-fluoride membranes. The membranes
were blocked in 1% bovine serum albumin (BSA) for 1 h at room temperature and incubated
with primary antibodies overnight at 4 ◦C. The following primary antibodies were used:
interleukin (IL)-6 (1:500, Santa Cruz Biotechnology, Dallas, TX, USA), tumor necrosis factor
(TNF)-α (1:500, Santa Cruz Biotechnology), COX-2 (1:1000, Abcam, Waltham, MA, USA),
HMGB1 (1:1000, Cell Signaling Technology, Danvers, MA, USA), nuclear factor (NF)-kB
p65 (1:1000, Cell Signaling Technology), and phosphor-NF-kB p65 (1:1000, Cell Signaling
Technology). The membranes were washed three times for 15 min in tris-buffered saline
with 0.1% Tween 20 and then incubated with HRP-linked secondary antibody. The bots
were exposed to X-ray film for 1–5 min and analyzed by ImageJ software (Image J 1.49v,
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National Institutes of Health). Rationales for investigating various markers used in this
study are presented in the Supplemental Method Section.

2.6. Brain Water Content

The wet weights of the mouse brains were obtained and the brains were dried in the
oven at 100 ◦C for 3 h to obtain the dry weights, as in a previous report [23]. Cerebral
edema was measured by the following formula: brain water content percentage = [(wet
weight − dry weight)/wet weight] × 100% [23].

2.7. Behavioral and Cognitive Dysfunction

Behavioral assessments were conducted using modified Garcia neurological scale
scores and the beam-walking test, according to previous studies [4,24]. The beams were
located horizontally and 50 cm above the table. Briefly, in the beam-walking test, mice were
trained to cross an illuminated alley (10 cm wide and 33 cm long) and move straight to
the opposite side, located at the end of the alley. Their hindlimbs were then coated with
non-toxic ink, and the mice were allowed to walk through a small tunnel on a sheet of
white paper. This results of 1–2 trials were recorded until 10 clearly visible footprints per
animal were obtained. Mice were trained to traverse a beam 2 cm in diameter and then a
beam 1 cm in diameter. The latency time to traverse each beam and latency time to fall were
recorded. Cognitive dysfunction was assessed using Y-maze and novel object recognition
(NOR) tests. The Y-maze test was used to assess short-term spatial memory. Each mouse
was placed in a white Y-maze with three arms, which were designated A, B, and C. Each
arm was 40 cm long, 12 cm high, and 10 cm wide. Each mouse was placed at the end of the
starting arm and allowed to move freely through the maze for 5 min. Alternation behavior
was defined as consecutive entries into three arms. The major outcome was spontaneous
alternation (alternation index = alternation/maximum alternation × 100). The NOR test
was performed according to our previous report (Supplemental Data) [23]. The mice were
habituated for 10 min for two days in an open square field (65 × 45 × 30 cm) and then
trained with two identical objects (A1 and A2) in opposite quadrants in the arena. After
24 h, the mice were exposed to a familiar object (A1) and a novel object (B1) for 10 min.
Twenty-four h and seventy-tow h after the SAH, mouse activity was evaluated by changing
the distance between A1 and the novel object (C1) in the 10-min open-field test. Object
preference was measured once, at s distance between the mouse’s nose and the object of
less than 2 cm. All mouse-behavior tests were recorded by a video tracking system and
described using heatmap image tracking (NoldusEthoVision XT, Leesburg, VA, USA) [23].

2.8. Statistical Analysis

All data are presented as the means with standard errors of the mean (SEM). One-way
analysis of variance (ANOVA) with post hoc Bonferroni correction was conducted for all
possible pairwise comparisons [25]. Any p-values of less than 0.05, 0.01, and 0.001 are
represented by *, **, and *** in the figures, respectively [26]. All statistical analyses were
conducted using GraphPad Prism software (v.8.0; GraphPad Software Inc., San Diego, CA,
USA).

3. Results
3.1. Effect of BMSC on the In Vivo SAH Model

We explored the therapeutic effects of the BMSCs on neurological deficits and cerebral
edema after the SAH induction in the mice (Figure 1 and Figure S1). Compared to the
control group, the mice with mild SAH administered saline at 3 h exhibited definite blood
clots in the basal cistern and decreased neurological scores with increased cerebral edema
at 24 h and 72 h. In particular, although the amount of clotted blood decreased visually at
72 h, the neurologic scores and edema continued to deteriorate. The mice with mild SAH
and BMSC administration at 3 h showed significantly improved neurological scores with
decreased cerebral edema compared to the mice with mild SAH and saline administration
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(17.3 ± 0.6 in the BMSC treatment group vs. 15.7 ± 0.6 in the saline treatment group;
p < 0.005). When measured at 72 h, the neurologic scores and cerebral edema showed
no significant improvements compared to the measurements at 24 h. To examine the
differences in the therapeutic effects at 72 h according to the number of administrations, the
BMSCs were administered twice, 3 h and 48 h after the model induction. Contrary to our
expectations, similar effects on the neurological scores and brain water content were seen
in the mice with mild SAH treated with BMSCs twice compared to a single administration
of BMSCs.
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Figure 1. Therapeutic effects of BMSC on the in vivo SAH model. (A) Representative brain images of
the normal control and in vivo SAH model mice treated with saline or BMSCs observed at 24 h or
72 h after model induction. (B,C) Comparison of neurological scores (n = 6) and brain water content
(n = 6) according to the treatment method. * p < 0.05, ** p < 0.01, and *** p < 0.001. The data represent
the mean ± standard error of the mean (SEM).

3.2. Histological Examination, Neuronal Apoptosis, and Inflammation

The H&E staining performed 24 h after SAH induction showed that the mice with
mild SAH and saline administration had decreased luminal areas in the distal ICA, with
increased wall thickness compared to those administered the BMSCs (Figure 2A). More
pronounced thick blood in the subarachnoid space and thick subarachnoid layers over the
convexities were observed at 24 h after the SAH in the saline-treated group compared to
the BMSC-treated group. The H & E staining at 72 h showed thin layers on the convexities
and decreased numbers of invading cells under the pia mater after the administration of
the BMSCs. The lumen diameter of the distal ICA was 576.4 ± 75.1 µm for the normal mice.
It was decreased to 269.8 ± 10.9 µm at 24 h after the SAH induction. The wall thickness
of the distal ICA was 36.8 ± 3.8 µm for the normal mice. It increased to 72.5 ± 7.0 µm at
24 h after the SAH induction. Anatomically, the lumen area and the thickness of distal ICA
were similar to those of the normal-mice group after the administration of the BMSCs at
3 h and 48 h after the SAH induction. At 72 h after the SAH induction, the wall thickness
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was 46.3 ± 1.6 µm for the single-BMSC-administration group and 62.3 ± 4.8 µm for the
saline-administration group (Figure 2B,C).
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Figure 2. Change in histological examination, lumen size, and wall thickness for BMSC in the in vivo
SAH model. (A–C) Representative hematoxylin and eosin-stained coronal sectioned images of the
distal internal carotid artery according to treatment method, such as saline or BMSC, observed at 24 h
or 72 h after SAH induction (n = 6). Error bars, mean SEM, ns: not significant, * p < 0.05, ** p < 0.01,
*** p < 0.005, and **** p < 0.001.

The mRNA- and protein-expression levels of IL-6, TNF-α, and COX-2 were signif-
icantly decreased after the BMSC administration at both 24 h and 72 h after the SAH
induction compared to the control group (Figure 3A–F). In particular, the IL-6 and COX-2
proteins decreased more after two BMSC administrations than after one.
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3.3. Changes in HMGB1–RAGE Axis Inflammation

To determine inflammatory changes in the HMGB1–RAGE axis after the BMSC ad-
ministration, we measured the mRNA-expression levels of HMGB1, RAGE, TLR4, and
MyD88 using qRT-PCR, and the protein-expression levels of HMGB1, total NF-kB p65, and
phospho-NF-kB p65 by Western blotting. The BMSC administration decreased the mRNA
expression of HMGB1, RAGE, TLR4, and MyD88 after the SAH induction (Figure 4A–D).
Reductions in TLR4 and MyD88 mRNA expression were seen at 72 h. The protein expres-
sions of HMGB1 and phosphorylated NF-kB p65 decreased after the BMSC administration
(Figure 4E,F). In particular, NF-kB p65 decreased more when the BMSCs were administered
twice compared to once.
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Figure 4. Changes in HMGB1–RAGE axis inflammation. (A–D) The mRNA expression of HMGB1–
RAGE inflammation by HMGB1, RAGE, TLR4, and MyD88 using qRT-PCR in in vivo SAH-model
mice based on treatment. (E,F) Comparison of HMGB1, total NF-kB p65, and phospho-NF-kB p65
according to the treatment method (n = 6). Error bars, mean SEM, * p < 0.05, ** p < 0.01, *** p < 0.005,
and **** p < 0.001.

3.4. Behavior and Cognition

The BMSC administration improved the motor activity and balance (Figure 5 and
Figure S2). The slip number/sec for walking in the normal mice was 0.013 ± 0.003 n/sec. It
increased to 4.667 ± 1.258 n/sec at 24 h after the SAH induction in the saline-administered
mice (Figure 5A,B). The alteration/maximum alteration rate in the normal mice was
74.4 ± 4.6%. It decreased to 48.6 ± 0.9% at 24 h after the SAH induction in the saline-
administered mice. In particular, more improvements were seen after administering the
BMSCs twice, at 3 h and 48 h, compared to once (Figure 5C,D). On the NOR test, the
percentage of identical object (A1 and A2) recognition after the training phase and the per-
centage of familiar object (A1) and novel object (B1) recognition did not significantly differ
between the groups (Supplemental Figure S2). After the SAH induction, the recognition
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index of a novel object (C1) by the SAH-model mice treated with the BMSCs at 3 h was
significantly higher than in those treated with the saline at 24 h. The novel recognition rate
was higher when the BMSCs were administered twice, at 3 h and 48 h, compared to the
saline-administered group, but there was no significant difference compared to the group
administered BMSCs once, at 3 h (Figure 5E,F).
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Figure 5. Effect of BMSC on behavior and cognitive dysfunction in in vivo SAH-model mice analyzed
by beam-walking (A,B), the Y-maze (C,D), and NOR tests (E,F) (n = 9). Error bars, mean SEM,
* p < 0.05, ** p < 0.01, and *** p < 0.005. The data represent the mean ± SEM.
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4. Discussion

Despite favorable outcomes in patients after SAH, behavioral and cognitive dysfunc-
tion can persist, limiting daily activities [3,27]. Nevertheless, few studies have focused on
the effect of stem cells on the recovery from these dysfunctions. Unlike SAH, the treatment
of various neurological disorders with MSCs has been widely investigated [28–30]. Lee
et al. [31] reported that patients with multiple-system atrophy treated with MSCs showed
improvements in cerebellar dysfunction. Additionally, BMSC administration facilitated
reductions in Aß and increased the expression of microRNA-146a in the hippocampus,
reducing cognitive impairment [29,32]. Since neuroinflammation plays an important role
in neurological disorders, we focused on the HMGB1–RAGE axis. Our findings showed
that the expression of HMGB1 increased 6 h after the SAH induction. A single admin-
istration of BMSCs at 3 h reduced cognitive impairment while maintaining reductions
in apoptosis and inflammatory cytokines within 24 h. However, these increased again
after 72 h. Although the mild-SAH-model mice without BMSC administration showed
some recovery after 72 h, the therapeutic effects were small. There was no difference on
the NOR test between the saline- and BMSC-treated groups at 72 h. However, there was
a difference at 72 h between multiple BMSC treatments and the saline treatment. Early
brain injury (EBI) occurs immediately after SAH. Delayed cerebral ischemia (DCI) starts
from 48 to 72 h after SAH ictus. It typically appears on day 4–10, unlike other forms
of intracerebral hemorrhage. This characteristically causes inflammation and DCI, not
immediately after SAH, but after some time [33]. Accordingly, additional BMSC treatment
may be necessary to prevent secondary brain damage due to DCI, as well as to alleviate the
inflammation caused by the initial brain damage in SAH to improve clinical symptoms,
including cognitive impairment. Thus, administering BMSCs at different times could be
more effective in restoring behavioral and cognitive dysfunction via persistent reductions in
HMGB1–RAGE-mediated neuroinflammation. To confirm our hypothesis, we administered
the BMSCs twice, at 3 h and 48 h after SAH induction, and compared the therapeutic effects
to those of a single BMSC administration. Although the overall differences were not large,
some improvements in inflammation and cognitive function were seen in the mild SAH. It
is likely that the treatment effect would have been higher in cases of severe SAH. Therefore,
it is thought that multiple BMSC treatments might be needed to prevent both EBI and DCI,
rather than a single BMSC treatment, in order to improve neurological outcomes for SAH
patients in actual clinical practice.

The optimal delivery method and therapeutic dose of BMSCs for SAH have not been
determined. In this study, we selected an intravenous approach for BMSC transplantation,
out of several delivery routes. Subarachnoid hemorrhage refers to bleeding that suddenly
occurs in the subarachnoid space, which causes brain damage due to increased intracranial
pressure. Thus, damage to the brain parenchyma is often not localized in patients with
SAH compared to those with intracranial hemorrhage or traumatic brain injury. In addition,
continuous cerebrospinal-fluid drainage (e.g., extraventricular drainage and lumbar drain)
to relieve increased intracranial pressure is frequently performed after surgery. Overall,
intravenous administration is more clinically useful and noninvasive than intraventricular
or intraparenchymal approaches to BMSC transplantation following SAH. However, the
trapping of BMSCs in the peripheral organs, particularly the lungs, is a concern after the
administration of BMSCs [30]. Jung et al. [34] reported serial cases of pulmonary embolisms
after multiple intravenous administrations of human-adipose-tissue-derived stem cells
(AMSCs) for treating cervical herniated intervertebral discs. Although BMSCs with a
molecular size of 7 µm exhibited a higher passage rate through the lungs than 18-µm
AMSCs, it is necessary to design a delivery method that increases the number of BMSCs
that reach the target brain region without being trapped in peripheral organs and that
produces small-sized stem cells that pass through the BBB to increase the utility of BMSCs
in patients with SAH in the future.

The optimal cell dosage of BMSCs for administration also remains undecided. How-
ever, it can be determined by the type of lesion and the purpose of the treatment. Zhang
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et al. [35] reported that a single administration of 3 to 4 × 105 ADSCs improved neurological
function by maintaining BBB stability after cerebral hemorrhage. Referring to the results
of this study, we administered 3 × 105 BMSCs to a mouse model of SAH. Nevertheless,
varying doses should be tested to identify the therapeutic effects of stem cells in different
species, as well as the optimal stem-cell type and delivery route. In addition, higher doses
may be needed to identify stem cells’ effects in humans. An 80-year-old SAH patient
experienced neurological improvement after receiving 1 × 107 allogenic MSCs three days
after ictus [36]. Therefore, it is necessary to study optimal doses according to the purpose
and species, including human patients, in the future.

Administered MSCs were observed in damaged brains in a SAH model [11]. This
finding suggests that MSCs migrated to an injured brain may be responsible for treatment
efficacy and neuronal differentiation. The MSCs exhibited neuroplastic effects after injury
by differentiating into glial cells, neurons, and endothelial cells after intravenous adminis-
tration [11]. However, the main protective influence of BMSCs is thought to occur through
their paracrine effects, particularly those of exosomes [7]. Xiong et al. [7] reported that
the administration of exosomes derived from BMSCs improved neurological functions
and reduced brain swelling via the anti-inflammatory effects of miRNA129-5p. In addi-
tion, exosomes secreted from BMSCs were taken up into astrocytes, which are involved
in synapse formation [29]. Accordingly, investigations of the therapeutic effect of BMSC-
derived exosomes in cognition improvement in SAH, particularly focusing on astrocytes,
are required.

This study has some limitations. First, we only enrolled mice with mild SAH and
evaluated the therapeutic efficacy of the BMSCs based on neurological scores, not CT scans.
When a severe-SAH model was generated, it was difficult to properly identify cognition
changes due to the severe neurological damage. In addition, since CTs were not taken,
varying amounts of SAH could have exerted similar effects on neurologic functioning.
Accordingly, the results of this study were limited in that the cognitive-function-recovery
effect was only seen in mice with mild SAH and a relatively good prognosis. Second, we
focused on the EBI and analyzed the cognitive-function effects of BMSCs with a focus on
reducing neuroinflammation via the HMGB-RAGE axis. Delayed cerebral ischemia, which
mostly occurs between days 4 and 10 after ictus, can cause neurologic deterioration and
aggravate neuroinflammation [33]. Eagles et al. [4] reported that DCI was a risk factor
for behavioral and cognitive dysfunctions after SAH. Although DCI is more common in
severe SAH, with a larger amount of initial bleeding than in mild SAH, further stem-cell
studies are needed to reduce DCI in patients with mild SAH. Third, we did not compare the
BMSC treatment to other treatments, but only found that the HMGB1–RAGE axis-mediated
neuroinflammation was reduced by the administration of the BMSCs. Haruma et al. [37]
reported that an anti-MGB1 antibody attenuated the activation of cerebrocortical microglia
due to brain injury. Thus, a comparative analysis of the combined therapeutic efficacy
of BMSCs and HMGB1 inhibition using small interfering RNA (siRNA) or monoclonal
antibodies is needed in the future. Fourth, we did not evaluate how the BMSC adminis-
tration affected the HMGB1/RAGE axis, and no significant effect on TLR4 was seen in
the mice with mild SAH (Figure 6). In general, HMGB1 released from neuronal cells or
glia cells activates RAGE and TLR4, resulting in neuroinflammation [14]. Zhang et al. [38]
reported that siRNA-HMGB1 treatment decreased the expression of the RAGE protein, but
not that of TLR4, in stress-induced microglial-mediated neuroinflammation. Accordingly,
it is necessary to study the mechanism of how the administration of BMSCs contributes to
decreasing neuroinflammation via the HMGB1–RAGE axis. Fifth, we harvested the brains
using a standardized method for dissecting brain tissues while confirming the anatomical
structure to ensure that the same brain regions were dissected from each mouse. Never-
theless, the brain-harvesting process can be imperfect, and these differences might have
affected the results. Finally, we did not perform immunohistochemical staining to confirm
the specific cellular localization of the increased mRNAs and proteins. While qRT-PCR
and Western blotting are useful for quantifying gene- and protein-expression levels, they
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cannot provide information on the spatial distribution of these molecules within cells or
tissues. Accordingly, future studies should investigate the use of immunohistochemical
staining to localize the expression of mRNAs and proteins to determine the cellular and
subcellular localizations of these molecules in cerebral arteries or brain tissues.
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5. Conclusions

The administration of BMSCs reduced behavioral and cognitive dysfunction by ame-
liorating HMGB1–RAGE axis-mediated neuroinflammation after mild SAH in mice.
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cited in Supplementary Materials.
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Abstract: The anabolic effects of WNT16 on osteoblasts are well established, however, little is known
regarding the role of WNT16 in chondrocytes. In this study, we evaluated Wnt16 expression and its
biological effects on mouse articular chondrocytes (ACs), since these cells are key to the development
of osteoarthritis. While ACs derived from the long bone epiphysis of 7-day old C57BL/6J mice
express multiple Wnts, Wnt5b and Wnt16 represent the two most highly expressed Wnts (expressed at
several-fold higher levels than other Wnts). Treatment of serum-free AC cultures, with 100 ng/mL of
recombinant human (rh) WNT16 for 24 h (hrs), increased proliferation (20%, p < 0.05) and expression
levels of makers (Sox9 and Col2) of immature chondrocytes at both 24 h and 72 h, while Acan
increased at 72 h. Expression of Mmp9, a marker of mature chondrocytes was decreased at 24 h.
Additionally, WNT16 treatment regulated expression levels of Wnt ligands in a biphasic manner,
inhibiting its expression at 24 h, while stimulating expression at 72 h. To determine whether WNT16
exerted anabolic effects on the AC phenotype, ex vivo cultures of tibial epiphyses were treated with
rhWNT16 or vehicle for 9 days, and the articular cartilage phenotype was evaluated by safranin O
cartilage staining and expression of articular cartilage marker genes. Both articular cartilage area and
expression levels of AC markers were increased after rhWNT16 treatment. Our data suggest that
Wnt16 expressed in ACs may play a role in regulating joint cartilage homeostasis via its direct effect,
as well as through modulating the expression of other Wnt ligands.

Keywords: WNT16; osteoarthritis; chondrocytes; mice; chondrogenesis; cell culture

1. Introduction

The cartilage around the joints acts as a cushion between bones in healthy individuals,
by absorbing shock during physical activity. In response to acute joint trauma, obesity,
aging and bone fracture, cartilage tends to deteriorate because of the activation of sequential
events, including inflammation, apoptosis and matrix degradation, which triggers a chronic
remodeling process in the joint cartilage over time [1,2]. This remodeling leads to a clinical
condition known as osteoarthritis (OA), a progressive degenerative joint cartilage disease
affecting over 240 million people globally (10% men and 18% women), especially in our
aging population, leading to disability, a poor quality of life and an increased mortality
rate [3–5]. Presently, there are no available effective therapies for OA [6,7]. Therefore,
understanding the biology of articular cartilage development and identifying signaling
mechanisms that are perturbed during OA is important for developing future strategies to
treat joint disease.

In terms of regulatory molecules important for articular cartilage development, re-
cent clinical studies have reported increased Wingless-related Integration site (Wnt) 16
expression in injured joints, in the temporomandibular junction after blocking canonical
WNT signaling, and in lumbar facet joint OA. However, it was unclear if this increased
expression initiated anabolic or catabolic effects [8–12]. In response to injury, transgenic
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animal studies have reported that mice deficient in Wnt16 expression exhibited a severe
OA phenotype compared with wild-type mice. [13]. While these studies have implicated a
role for Wnt16 in the articular cartilage phenotype, the issue of whether Wnt16 is expressed
in articular chondrocytes and exerts significant biological effects on articular chondrocytes
remains to be established. The findings of this study demonstrate that articular chondro-
cytes expressed Wnt16, and that exogenous treatment with recombinant WNT16 promoted
the articular chondrocyte phenotype, as evidenced by increased chondrocyte proliferation
and expression of articular cartilage marker genes.

2. Materials and Methods
2.1. Chondrocyte Culture

Cells from the epiphyseal region of long bones were collected from euthanized 7-day
old C57BL/6J mice (n = 6), as described [14]. The cells were cultured in alpha-minimal
essential medium (αMEM) containing 10% fetal bovine serum (FBS) with antibiotics (peni-
cillin 100 units/mL and streptomycin 100 µg/mL), for 3 days. The cells were passaged
once, and the first-passage cells were used for experiments.

2.2. Gene Expression

Approximately 200,000 cells were platted per well in 6-well plates, and cultured in
αMEM containing 10% FBS with antibiotics for 48 h (hrs), followed by another 24 h in
αMEM containing 0.1% bone serum albumin (BSA) and antibiotics. Thereafter, the cells
were treated with or without 100 ng/mL of recombinant human (rh) WNT16 (R&D Systems,
Minneapolis, MN, USA) or vehicle (1X phosphate buffered saline), and were cultured in
αMEM containing 0.1% BSA and antibiotics. The experiments were terminated 24 or
72 h after WNT16 treatment. Total ribonucleic acid (RNA) was isolated from cells treated
with vehicle and WNT16 using a Qiagen isolation kit protocol, per the manufacturer’s
instructions. Two hundred nanograms of purified total RNA was used to synthesize the
first strand complementary deoxyribose nuclei acid (cDNA) by reverse transcription, as per
the manufacturer’s instructions (Bio-Rad, Irvine, CA, USA). The first strand of DNA was
subjected to real-time PCR amplification, using a SYBR green master mix and gene-specific
primers (IDT DNA Technology, San Diego, CA, USA) on a ViiA7 real-time PCR system
(Applied Biosystems, Waltham, MA, USA). The endogenous control (18S) was used to
normalize the data [15,16], and the normalized values were subjected to the 2∆∆Ct (where
C+ is contraction threshold) formula, to calculate the fold change between the vehicle and
experimental groups [17].

2.3. Proliferation Assay

The first-passage chondrocytes (4000 cells/well) were plated in a 96-well plate and
cultured in αMEM containing 10% FBS with antibiotics for 48 h, followed by another
24 h in αMEM containing 0.1% BSA with antibiotics. The cells were then treated with
vehicle (1X PBS) or 100 ng/mL of rhWNT16 (R&D System, Minneapolis, MN, USA) in
αMEM containing 0.1% BSA and antibiotics. Proliferation was assessed 48 h after WNT16
treatment using a Cy-Quant Dye kit (Life Technologies, Carlsbad, CA, USA), according to
the manufacturer’s instructions.

2.4. Ex Vivo Joint Culture and Histology

We collected right and left intact femoral head bones that were connected to the
hip, from euthanized 6-month-old male C57BL/6J mice. Briefly, the whole intact femoral
head was isolated by cutting at the junction of the femoral neck. The femoral head width
was approximately 0.95–1 mm, and the length from the head to the neck junction was
1 mm. The femoral head was cultured in αMEM with 0.1% BSA and antibiotics in 96-well
plates. A 100 µL medium was added to each well so that the femoral head was completely
immersed in the media. The media was replaced every day. The right femoral head
joint was treated with 100 ng of rhWNT16 once/day for 9 days, while the correspond-
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ing left femoral head joint was treated with vehicle (1X PBS). Nine days after WNT16
or vehicle treatment, the femoral heads were fixed in 10% formalin for 24 h, and then
washed and stored in 1X PBS. Six-micron paraffin-embedded sections were prepared
from these samples, processed, and stained with safranin O [14]. The stained area was
outlined in both the rhWNT16- and vehicle-treated groups, using the Image J software.
The difference in the staining area was calculated as a percentage using this formula:
(treated value − vehicle value)/vehicle value ∗ 100).

2.5. Ex Vivo Joint Culture and Gene Expression

Right and left proximal tibial epiphyses, with attached articular cartilage, were col-
lected from euthanized 6-month and 10-month-old male C57BL/6J mice under sterile
conditions, and cultured in αMEM with 0.1% BSA and antibiotics. The right tibial articular
cartilage was treated with 100 ng/mL of rhWNT16 once/day for 7 days, while the corre-
sponding left tibia articular cartilage was treated with vehicle (1X PBS). The media was
changed every day for both groups. Seven days after WNT16 treatment, the tibia epiphyses
with articular cartilage from 6-month and 10-month-old mice were used for total RNA
isolation (Qiagen, MD, USA). Purified total RNA was used to synthesize the first strand
of cDNA by reverse transcription, according to the manufacturer’s instructions (Bio-Rad,
CA, USA). Quantitative real-time PCR was used to determine the expression levels of
genes using the SYBR green dye approach, as described above. Gene-specific primers were
designed with the Vector NTI software and ordered from IDT DNA technologies. Data
normalization was accomplished using an endogenous control (18s) to correct for variations
in the RNA quality among samples. The normalized CT values were used to calculate the
fold change using the 2−∆∆Ct formula [17].

2.6. Statistical Analysis

The Student t-test was used to compare the difference between the treatment vs. non-
treatment groups. A p-value of <0.05 was considered statistically significant. Values are
presented as the mean ± standard error mean (SEM).

3. Results and Discussion

Clinical and animal model studies have reported increased Wnt16 expression in OA
knees compared to control knees. Furthermore, it has been shown that Wnt16 treatment of
human cartilage explants via a peptide-based nanoplatform to deliver Wnt16 mRNA was
effective in maintaining cartilage homeostasis, and that over-expression of Wnt16 using
an adenovirus reduced the progression of OA in an animal model [18,19]. While these
findings suggest a role for WNT16 in the pathogenesis of OA, the issue of whether Wnt16
is expressed in articular chondrocytes and exerts significant biological effects remains to
be examined. We, therefore, evaluated the expression levels of Wnt ligands by real-time
PCR in the RNA samples isolated from articular chondrocytes of 7-day old C57BL/J mice.
We used the 18s gene as an endogenous control to normalize our expression data. Of
the Wnts examined, Wnt5b showed the lowest expression, and was therefore used as a
baseline to compare the expression of the other Wnt ligands. We found that, except for
Wnt10a (below detectable limit), all other Wnts examined were expressed in articular
chondrocytes, but at different levels (Figure 1A). Wnt5a and Wnt16 were found to be
expressed at much higher levels than other Wnts in articular chondrocytes. Both canonical
(Wnts 2a, 3a and 10b) and non-canonical (Wnts 4, 5a, 6a and 16) Wnts were expressed by
articular chondrocytes, suggesting that both signaling pathways may be involved in the
development and maintenance of the articular cartilage phenotype.

To determine the WNT16 biological effects on chondrocytes, we tested if rhWNT16
modulates proliferation of articular chondrocytes. We chose a 100 ng/mL dosage based on
a dose-response study that revealed a maximum biological effect at this dose in MC3T3-E1
mouse osteoblasts [20]. Furthermore, we chose human rhWNT16 protein for the study, be-
cause the WNT16 protein is 92% conserved between mouse and human, and the long-term
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goal of research is to determine if we could use human rhWNT16 protein as a therapy to
promote joint cartilage homeostasis. We found that cells treated with rhWNT16 showed
a 20% increase in proliferation 48 h after WNT16 treatment. Terminal differentiation of
articular chondrocytes into hypertrophic chondrocytes is a known cause for the pathogen-
esis of osteoarthritis [21]. We, therefore, determined the effects of WNT16 on expression
levels of markers of the transition of immature to mature chondrocytes [22]. We found that
the markers that reflect the transition of stem cells to chondrocytes Sox5 (p = 0.06), Sox9
(p = 0.04) and type-2 collagen (Col2) (p < 0.01)) (Figure 1B) increased in response to WNT16
treatment. By contrast, a marker that is highly expressed in hypertrophic chondrocytes
that undergoes apoptosis, Mmp9, was reduced (p < 0.01) 24 h post WNT16 treatment. After
72 h treatment with rhWNT16, expression levels of the articular cartilage markers, Sox5
(p < 0.05), Col2 (p < 0.05) and aggrecan (Acan (p = 0.06)) remained increased, showing
a sustained anabolic effect (Figure 1B). Importantly, the decrease in Mmp9 and increase
in expression of transcription factors (Sox5, 9) upon WNT16 treatment suggests that the
WNT16 treatment acts to maintain the articular chondrocyte fate. In our study, we chose
a serum-free medium (0.1% BSA) to test the effects of exogenously added Wnt16, since
sera contain a number of growth factors that could interact with Wnt16 effects and make
the data difficult to interpret. In future studies, we will determine if serum growth factors
modify Wnt16 biological effects in chondrocytes.
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Figure 1. Expression patterns of Wnts and chondrocyte marker genes in primary articular chondrocyte
cultures in vitro. (A) Expression of Wnts in cultured articular chondrocytes isolated from 1-week-
old C57BL/6J mice (fold-change data vs. Wnt5b is expressed in the log scale). (B) Quantitation of
expression of genes 24 (n = 5) and 72 h post rhWNT16 treatment (n = 5) in chondrocytes derived from
epiphyses of 1-week-old C57BL/6J mice. (C) Quantitation of expression of Wnt ligands 24 and 72 h
post rhWNT16 treatment in chondrocytes isolated from the epiphyses of 1-week-old C57BL/6J mice
(n = 3). Values are the mean ± SEM. A p < 0.05 and B p = 0.06 vs. vehicle, * p = 0.08 vs. vehicle. The
x-axis represents the genes studied and y-axis reflects fold-change in expression.

280



Life 2023, 13, 878

To determine if the WNT16 effects were mediated in part by modulating the expres-
sion of other Wnt ligands, we evaluated expression levels of Wnts known to influence
chondrogenesis 24 or 72 h after rhWNT16 treatment in articular chondrocytes (Figure 1C).
We found that WNT16 affects the expression of multiple Wnts in articular chondrocytes.
Twenty-four-hour WNT16 treatment suppressed the expression of Wnt1, Wnt3a and Wnt10b,
and increased the expression of Wnt5a, which has been reported to have an anabolic effect
on cartilage (Figure 1C). However, at 72 h WNT16 treatment increased expression of Wnt1,
Wnt3a, Wnt4, Wnt6A, Wnt10b and Wnt16. Overall, the expression data suggest that WNT16
modulates expression of other Wnts, in both a positive and negative manner.

In humans, joint cartilage damage is very common in young adults and middle-aged
adults. To determine if WNT16 could produce anabolic effects in the articular cartilage of
adult mice, we isolated the femoral head up to the neck junction with intact articular sur-
faces from 6-month-old male (corresponds to adult humans) C57BL/6J mice, and cultured
them for 9 days with and without rhWNT16. Staining of the histological femoral head
sections with safranin O revealed an increased articular cartilage staining area in femoral
heads treated with WNT16, compared to joints treated with the vehicle (Figure 2A,B).
Consistent with the histology data showing the anabolic effects of rhWNT16, we found that
a 7-day treatment with rhWNT16 increased the expression levels of markers of chondroge-
nesis (Col2, Sox5, Acan, β-catenin and Comp) in cultured tibia epiphyseal articular cartilage
regions from 6-month-old, as well as from 10-month-old (corresponds to middle-aged
humans) C57BL/6J mice, compared to the vehicle-treated cultures (Figure 2C).
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Figure 2. Illustration of the femoral head safranin O staining and expression patterns of chondro-
cyte marker genes in ex vivo cultures of tibia epiphysis regions which contain articular cartilage.
(A) Histology image of safranin O stained areas and (B) quantitation of safranin-O-stained areas in
6-month-old male femoral heads cultured ex vivo and treated with rhWNT16 vs. vehicle. (C) Quan-
titation of expression levels of genes from epiphyseal regions of the tibia with articular cartilage,
isolated from 6- and 10-month-old male C57BL/6J mice and cultured ex vivo with 100 ng rhWNT16
vs. vehicle for 7 days in vitro. n = 5/group, values are the mean ± SEM, A p < 0.05 vs. vehicle and
B p = 0.08 vs. vehicle.
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The limitations of this study include a lack of confirmation of gene expression data
by corresponding changes in protein levels, and the failure to establish a causal role for
Wnt16 expressed in articular chondrocytes in regulating the articular cartilage phenotype.
Our future investigations will focus on the in vivo role of Wnt16 in regulating the articular
cartilage phenotype.

4. Conclusions

Articular chondrocytes express WNT16, and exogenous treatment with WNT16 stimu-
lates mRNA levels of the genes involved in regulating joint cartilage homeostasis directly,
as well as through modulating expression of other Wnt ligands.
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Abstract: Immunoglobulin G4-related disease (IgG4-RD) is a rare fibro-inflammatory condition
characterized by IgG4-expressing plasma cell infiltration of the skin and other organs, leading to
profound itchiness. Oral corticosteroids are the first-line therapy for IgG4-RD but relapses and
potential side effects are common. In this case, we discuss a patient with a hyperpigmented, scaling
dermatitis on his arms, back, and chest with lichen amyloidosis (LA) that incompletely responded
to corticosteroids. He had reduced quality of life secondary to chronic pruritus. Dupilumab, an
IL-4 and IL-13 inhibitor, was initiated. He experienced a transient worsening, followed by complete
resolution of his itch with remission of his rash. While the pathogenesis of IgG4-RD is not entirely
understood, a T-helper 2 (Th2) immune response has been implicated, with interleukins (IL) 4, 5, 10,
and 13 playing a role in IgG4 class switch, resulting in eosinophilia and elevated IgE. The strong
response of dupilumab in this case may provide evidence in favor of the involvement of IL-4 and
IL-13 in the pathogenesis of cutaneous IgG4-RD. Future clinical studies involving larger patient
populations may be warranted.

Keywords: dupilumab; biologic; dermatitis; lichen amyloidosis; primary cutaneous amyloidosis;
primary localized cutaneous amyloidosis; IgG4-related disease; IgG4-related skin disease;
immunoglobulin G4-related disease; immunoglobulin G4-related skin disease

1. Introduction

Immunoglobulin G4-related disease (IgG4-RD) is a rare fibro-inflammatory condition
characterized by IgG4-expressing plasma cell infiltration of the skin and other organs [1].
IgG4-RD typically affects middle-aged or elderly males and can present with widespread
cutaneous and systemic manifestations [2–5]. Cutaneous IgG4-RD exhibits a heterogenous
clinical picture but commonly presents alongside internal organ involvement as erythe-
matous and pruritic papules, nodules, or plaques on the head and neck or trunk. Oral
corticosteroids are first-line therapy for IgG4-RD. However, relapses are common and
potential side effects are multiple [6]. Here we present the unique case of IgG4-related
disease associated dermatitis and pruritus (IgG4-ADP) with lichen amyloidosis (LA); a
condition that is often secondary to chronic pruritus [7–11]. The patient did not tolerate
rituximab and had a variable response to corticosteroids but demonstrated a complete
response to dupilumab.

2. Case Report

Our patient is a Middle Eastern male with a past medical history of asthma and
allergic rhinitis. In 1989, he presented at 36 years of age to an outside institution with
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sclerosing cholangitis and pancreatitis. He was diagnosed with IgG4-RD after serologic
evaluation and a strong response to steroids. Over the next several decades, he experienced
intermittent disease flaring on low–moderate dose prednisone. Of note, in 2016, he was
diagnosed with stage IV chronic kidney disease secondary to systemic IgG4-RD; however,
his renal function remained unchanged over the course of this case report (Table A1 in
Appendix A).

He first presented to our institution in 2016 with fatigue and elevated blood urea
nitrogen (BUN) (68 mg/dL) (normal range (NR): 5–25 mg/dL) and serum creatinine
(2.8) (NR: 0.6–1.3 mg/dL), as well as a low estimated glomerular filtration rate (eGFR) of
23. His liver function tests (LFTs) were within normal reference ranges. A renal biopsy
demonstrating severe interstitial nephritis with fibrosis was suspected by nephrology to
be IgG4-related tubulointerstitial nephritis. At that time, he was diagnosed with stage
IV chronic kidney disease (CKD). He quickly responded to high-dose steroids and was
discharged on 20 mg/day of prednisone.

During a rheumatology appointment in late 2016, the patient reported fatigue and
severe, progressive pruritus over the past several months, interfering greatly with his
quality of life. A diffuse, erythematous, confluent papular rash was observed on his back
and arms. Dry eyes and mouth were also present, and his serum IgG was 506 mg/dL
(normal range (NR): 1–123 mg/dL). During this visit, the patient reported that a rash
and severe, diffuse pruritus had started on his back and arms several years ago and was
refractory to hydroxyzine, famotidine, moisturizing creams, dapsone cream, and topical
corticosteroids. A prior biopsy showed interface dermatitis and perivascular inflammation
with eosinophils.

Steroid-sparing therapy with rituximab was initiated at the end of 2016. His rash and
pruritus quickly improved, and his symptoms remained well-controlled after a steroid
taper until November of 2019. His IgG4 level at that time was within the normal range
(10 mg/dL). His pruritus later returned, and a hyperpigmented, scaling rash on his arms,
back, and chest was identified. Rheumatology then placed a dermatology referral. Ritux-
imab was continued through the middle of 2020 until he was hospitalized for suspected
rituximab-induced neutropenia. He was discharged on 10 mg/day of prednisone without
rituximab. His pruritus worsened over the next several months despite the addition of
topical corticosteroids, and he presented to our dermatology clinic toward the end of 2020.
His exam was remarkable for ill-defined, erythematous plaques on his abdomen (Figure 1A)
and dark tan papules on bilateral forearms and left leg (Figure 1B,C).

Lab work was significant for peripheral eosinophilia, and a workup resulted in the
following: a positive antinuclear antibodies test (1:80 nucleolar pattern); elevated absolute
eosinophil count (AEC) (2820 cells/mcL) (NR: 30–350 cells/mcL); elevated IgE (281 IU/mL)
(NR:1.5–144 IU/mL); normal adrenocorticotropic hormone, cortisol, and tryptase levels;
and negative strongyloides and toxocara antibodies. A tangential biopsy of his abdomen
demonstrated spongiotic dermatitis with mixed superficial and perivascular infiltrates with
eosinophils (Figure 2A). An incisional biopsy of his right forearm showed small deposits of
amyloid in the superficial papillary dermis, and the diagnosis of LA was made (Figure 2B,C).
Subepidermal deposition of amyloid correlates to keratinocyte-derived amyloid rather than
a systemic origin.
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Given the constellation of conditions contributing to his pruritus, such as IgG4-RD,
LA, and atopy, a course of dupilumab therapy was initiated at 600 mg as a loading dose
followed by 300 mg biweekly injections. Worsening pruritus and erythema were reported
after one month, and his AEC increased to 3610 cells/mcL. During this time, no changes
in liver or renal function were observed and no new medications were initiated. One
month later, his pruritus had significantly improved spontaneously, and his AEC was
580 cells/mcL. Three months after starting dupilumab, he noted further improvement in
his pruritus, and his prednisone was tapered to 5 mg/day. His AEC was 220 cells/mcL,
and his IgG was 382 mg/dL.

At his 4-month follow-up appointment in early 2021, he reported a remarkable im-
provement in his quality of life. His LA demonstrated significant improvement (Figure 3),
and his AEC had further decreased to 90. His pruritus is still well-controlled on dupilumab
after two years of treatment. His most recent labs revealed an AEC of 160 cells/mcL, IgE of
141 IU/mL, and C3 of 85 mg/dL (NR: 88–201). At his most recent follow-up in the spring
of 2022 his eosinophil and neutrophil counts remained normalized, and he remained in
remission from his dermatitis and pruritus.
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3. Discussion

Given our patient’s clinicopathologic features and lab results, including peripheral
eosinophilia and elevated IgE, we concluded his cutaneous findings and pruritus were
compatible with a cutaneous manifestation of IgG4-RD that we termed IgG4-ADP [2,12].
Attempts to control his IgG4-RD, LA, and atopy with corticosteroids and anti-histamines
were unsuccessful. As such, novel approaches to treat his disease were initiated.

While the pathogenesis of IgG4-RD is not entirely understood, a T-helper 2 (Th2)
immune response has been implicated, with interleukins (IL) 4, 5, 10, and 13 playing
a role in IgG4 class switch, resulting in eosinophilia and elevated IgE. Dupilumab is
an IL-4 and IL-13 antagonist that potentially inhibits Th2 IL production. In addition,
dupilumab may inhibit IL-31 production, a cytokine implicated in pruritus [10]. This is a
plausible explanation for the strong response of our patient’s pruritic cutaneous disease
to dupilumab.

We report a case where dermatitis, itch, and peripheral eosinophilia were resolved with
dupilumab treatment, with a significant improvement in quality of life sustained two years
post-treatment initiation. This report provides additional insight into the pathogenesis of
these diseases and further supports the efficacy of dupilumab in itch-related processes.
Our patient experienced dramatically improved quality of life with initiation of therapy.
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Awareness of cytokines activated by IgG4 and how they manifest clinically and in ancillary
studies is important for targeted therapy. Future clinical study of dupilumab and its use
in the treatment of both systemic and cutaneous IgG4-RD in larger patient populations
should be considered.

4. Limitations

This case report was not without limitations. Although skin biopsies cannot directly
prove lesions are connected, the constellation of findings such as elevated eosinophils
leading to pruritus and spongiotic dermatitis, as well as response to treatment, demonstrate
evidence of a connection to IgG4-RD.
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Appendix A

Table A1. Lab Values Assessing Renal and Liver Function.

4/16 1/17 11/19 6/20 8/20 11/20 1/21 3/21 9/21 2/22 Units

BUN 68 61 51 45 79 45 48 41 43 47 mg/dL

CR 2.8 3.1 2.4 2.1 3.1 2.7 2.6 2.7 2.8 2.7 mg/dL

eGFR 23.0 20.0 27.0 32.0 20.0 23.5 24.6 23.5 22.3 23.3 mL/min/1.73 sqm

Bili
(Total) 0.5 0.6 0.8 0.8 0.6 0.7 0.8 0.8 0.9 1.1 mg/dL

AST 24 23 27 19 31 21 14 20 21 21 U/L

ALT 35 31 25 24 42 24 17 20 20 20 U/L

ALP 88 84 86 82 69 84 93 81 116 119 U/L

Lab values remained relatively unchanged over the course of the case report. The patient demonstrated poor
renal function at baseline, which remained consistent over the course of his treatment. Abbreviations: BUN
(blood urea nitrogen); CR (creatinine); eGFR (estimated glomerular filtration rate); Bili (Total) (total bilirubin);
AST (aspartate transaminase); ALT (alanine transaminase); ALP (alkaline phosphatase). Normal ranges: BUN
(5–25 mg/dL); CR (0.6–1.3 mg/dL); eGFR (>60 mL/min/1.73 sqm); Bili (Total) (0.0–1.0 mg/dL); AST (14–50 U/L);
ALT (10–40 U/L); ALP (50–136 U/L).
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Abstract: Ozone (O3) is a reactive oxygen species (ROS) that can interact with cellular components
and cause oxidative stress. Following said logic, if O3 induces such a stressful milieu, how does it
exert antioxidant functions? This is mediated by controlled toxicity produced by low concentrations
of O3, which enhance the cell’s suppliance of antioxidant properties without causing any further
damage. Therapeutic concentrations vary extensively, although 50 µg/mL is commonly used in
experimental and clinical procedures, given that augmented concentrations might work as germicides
or cause endogenous damage. O3 therapy has been shown to be effective when applied before or
after traumatic renal procedures, whether caused by ischemia, xenobiotics, chronic damage, or other
models. In this review, we focus on discussing the role of O3 therapy in different models of kidney
damage associated with fibrosis, apoptosis, oxidative stress, and inflammation. We integrate and
report knowledge about O3 in renal therapy, debunking skepticism towards unconventional medicine,
explaining its proven therapeutic properties, and thus providing background for its use in further
research as well as in clinical settings.

Keywords: ozone; ozone therapy; kidney disease; oxidative stress; antioxidants defense; inflammation

1. Introduction

Kidneys are organs of great biological importance. They receive approximately 25%
of the cardiac output, and their main functions are filtrating blood, keeping a homeostatic
plasma volume, and regulating vascular pH and ion concentration in circulation, amongst
many others. They achieve this by reabsorbing necessary biological metabolites and depu-
rating toxic or unhelpful ones through a complex tubular system formed by nephrons [1].
Kidney diseases are described as a group of multicausal syndromes and impaired diagnos-
tic markers (oliguria, albuminuria, or proteinuria, rise of creatinine excretion, or diminished
filtration rate, all of which measure renal function) that can be categorized according to their
evolution time in acute kidney injury (AKI), before 7 days; acute kidney disease (AKD), up
to 3 months; and chronic kidney disease (CKD), after 3 months. They are highly prevalent
and represent a global health issue. For instance, AKI is experienced by 1 in 5 hospitalized
patients worldwide [2] and has a high mortality rate of approximately 21%. However, more
severe stages, such as patients needing kidney replacement therapy, are associated with
higher mortality (46%) and unaffordable costs. In 2012, 864,226 deaths were attributable
for CKD and predictions suggest mortality will increase, even when CKD is currently the
fourteenth cause of death worldwide, with 12 deaths per 100,000 individuals [3].

Conventional therapeutics as the disease progresses are often targeted only towards
reducing risk factors, such as diabetes, hypertension, and dyslipidaemia, which might
aggravate the disease and favor its progression by causing glomerulosclerosis, endothe-
lial damage, salt retention, volume overload, and tubular atrophy [3,4]. Such treatments
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are also intended to compensate diminished renal function. For example, recommen-
dations from the National Institute of Health include diuretics and renin- angiotensin
aldosterone system (RAAS) inhibitors, which are not only useful as treatment for hyperten-
sion, but might also compensate for lost electrolyte excretion and diminish albuminuria,
respectively [5]. Reducing blood pressure is important given the high prevalence of this
disease, which is present in about half of the American population [6] and is one of the main
causes of CKD along with diabetes, furtherly discussed in the text. Other international treat-
ment guidelines, e.g., the Mexican Clinical Practice Guide, suggest treatment with SGLT-2
inhibitors to reduce CKD progression in diabetic patients, as well as the use of statins
to reduce cardiovascular events [7]. Chronic and end stage renal conditions often need
kidney replacement therapy, which includes renal transplant, hemodialysis, and peritoneal
dialysis treatment [8]. The survival rate in dialyzed patients is approximately 55% after
five years, less than expected for the general population [9]. Besides reported oxidative
damage observed in CKD and dialyzed patients [10], the Kidney Disease Improving Global
Outcomes (KDIGO) 2012 Clinical Practice Guideline for the Evaluation and Management
of CKD does not include any antioxidant treatment in its recommendations [11].

Medical costs associated only to free for service Medicare beneficiaries with CKD can
sum up to 49 billion dollars each year [12], even when prevention of kidney disease is
promoted with strategies, such as weight control, patient education, diet, exercise, and iden-
tifying additional risk factors, e.g., dehydration, anemia, cancer, hypovolaemia, hypoxia,
use of nephrotoxic drugs, heart failure, sepsis, hepatorenal syndrome, amongst others [13].
Therefore, finding alternative therapies for patients with kidney diseases, including CKD,
AKI, or those needing a transplant, is vital. Ozone (O3) is a molecule consisting of three
unstably bound oxygen atoms that has been used as a novel therapy in many diseases. It
is formed naturally when a di-oxygen molecule (O2) binds to atomic oxygen, formed by
ultraviolet (UV) radiation. Moreover, it is artificially created, using O3 concentrators, which
work through the electrical discharge of gas, creating an airtight barrier that prevents O2
from passing through, forcing it to dissociate and form O3 instead [14]. O3 is considered a
reactive oxygen species (ROS). In other words, it is more reactive than O2. However, since
it does not have unpaired electrons, it is considered a non-radical one that can react with
biological cell structures, such as lipids, proteins, and nucleic acids. O3 can also promote
reactions that form reactive species, such as hydroxyl radicals; such toxic characteristics
have also been described as possible antimicrobial mechanisms [15].

Considering the above factors, the purpose of this review is to integrate and present
knowledge about O3 in renal therapy, debunking skepticism towards non-conventional
medicine, explaining its proven therapeutic properties, and thus providing background for
its use in further research as in clinical settings.

2. O3 Mechanism of Action

To understand O3 mechanism of action and chemical properties, O3 must be identified
as a ROS, a molecule with a great oxidizing capacity. ROS are classified as non-radicals
and free radicals (with one or more uncoupled electrons). However, O3 is among the non-
radicals [16]. O3 can react by itself with biological structures, such as amino acids (especially
aromatic), enzymes, deoxyribonucleic acid (DNA), as well as membrane glycoproteins
and lipids. However, due to its instability in the gaseous phase, water solution, or in
combination with other extracellular substances, it can dissolve in a chain reaction to form
a variety of free radicals, such as hydroxyl radical (•OH) and superoxide radicals (O2

•−),
which acquire missing electrons by oxidizing biological components. Eventually, when the
breakdown of ozone is inhibited, the chain reaction ends. This is because organic and inor-
ganic substances, such as stable carbonate ions (CO3

2−) and bicarbonate (HCO3), react with
OH radicals to form secondary radicals that do not generate superoxide radicals. Another
example of termination is the reaction of two free radicals (•OH + HO2

• → O2 + H2O) [17].
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The ROS created from the interactions of O3 and O3 itself oxidize the cysteinyl thiols of
Kelch-like ECH-associated protein 1 (KEAP1), a protein that keeps nuclear erythroid factor 2
(Nrf2) ubiquitinated and, therefore, destroyed by the proteasome. Such an event leads Nrf2,
a transcription factor, to translocate to the nucleus, where it regulates oxidative damage by
inducing antioxidant response elements (ARE) [18], including antioxidant enzymes that
serve as protective responses that delay, prevent, or remove oxidative damage, via catalytic
or scavenger activity of free radicals. Examples of upregulated antioxidant proteins include
catalase (CAT), superoxide dismutase (SOD), glutathione peroxidase (GSH-Px), glutathione
s-transferase (GSTr), heme oxygenase-1 (HO-1), NADPH quinone oxidoreductase 1 (NQO1),
and heat shock protein-70 (HSP70) [19]. O3 therapy also works by inducing controlled
oxidation of polyunsaturated fatty acids (PUFAs) found in cell membranes. This creates
ozonated lipid products (LOPs), which are important signal transducers and regulators of
inflammation [20]. LOPs (specifically hydroxy-hydroperoxides) exacerbate Nrf2 nuclear
translocation by oxidizing cysteine residues, promoting KEAP1-Nrf2 dissociation and
activation of Nrf2-ARE pathways [21,22]. Furthermore, they increase the phosphorylation
of Nrf2 by casein kinase 2 (CK2) [21]. In addition, LOPs have a hormetic response since, at
low concentrations, they downregulate activation of nuclear factor kappa B (NF-κB) and
inflammatory cytokines and increase antioxidant and anti-inflammatory compounds. High
concentrations stimulate potential antimicrobial and chemotactic responses by activating
phospholipase A2 and phospholipase C, which via intracellular cascades, including that of
the arachidonic acid, stimulate the synthesis of NF-κB and, therefore, pro-inflammatory
cytokines, e.g., interleukins (IL) 1 and 6 and tumor necrosis factor-alpha (TNF-α), transform-
ing growth factor beta (TGF-β), as well as the cyclooxygenase (COX) [23]. This explains
how controlled and nontoxic oxidation by O3 mediates the upregulation of antioxidant and
anti-inflammatory defenses (Figure 1).

O3 is applied in situ due to its short life, as it can only be stored for about 40 min
at 20 degrees Celsius. Routes of O3 dosing vary depending on the goals and location
of therapy and include rectal insufflation and autohemotherapy (for systematic effects),
as well as topic and infiltrative therapy (for localized effects, such as musculoskeletal
and germicide) [19]. On the contrary, administration through the respiratory pathway is
contraindicated due to the insufficient antioxidant capacity of this system and the narrowing
effects caused by O3 on the airway [20]. The therapeutic window range is proposed to be
between 20 and 80 µg/mL of O3 per gram of blood [24].

Therapeutic effects commonly observed in the kidney after the administration of O3
administration include amelioration of renal function, measured through plasma clearance
of endogenous metabolites, blood urea nitrogen (BUN), and serum creatinine (SCr). Hence,
those molecules filtrated and depurated by the kidney [25] at lesser levels after O3 treatment
infer protection [26–31]. In addition, O3 therapy has been reported to decrease morphologi-
cal damage mainly evidenced under photon microscopy, including medullary hemorrhage,
tubular necrosis, glomerular damage, collagen deposition, and fibrosis markers, such as
α-smooth muscle actin (α-SMA) and TGF [26–33], besides increasing the suppressor of
mothers against decapentaplegic-7 (SMAD-7) [33]. Furthermore, O3 therapy reduces inflam-
mation, as evidenced by a diminished expression of cytokines, such as IL, TNF-α, monocyte
chemoattractant protein-1 (MCP-1), and intercellular adhesion molecule-1 (ICAM-1), as
well as the toll Like receptor 4 (TLR 4)-NFkB pathway [26,34]. Another therapeutic effect
is the diminishment of lipid peroxidation, which represents the oxidative stress induced
by polyunsaturated fatty acids. A useful marker to quantify this is via malondialdehyde
(MDA) [35], which diminishes its renal expression when treated with O3 [28,29,31,33].
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Figure 1. Mechanism of action of the administration of low concentrations of ozone (O₃). O3 forms 
free radicals, such as the hydroxyl radical (•OH) and superoxide radicals (O2•−), due to different 
chain reactions. The free radicals formed, and O3 oxidized Kelch-like ECH-associated protein 1 
(KEAP1), promoting nuclear translocation of nuclear erythroid factor 2 (Nrf2). Nrf2 in the nucleus 
binds to the antioxidant response element (ARE) and induces the transcription of antioxidant en-
zymes. Nrf2 nuclear translocation is exacerbated by the action of ozonated lipid products (LOPs) 
formed by the oxidation of polyunsaturated fatty acids (PUFAs). LOPs act by oxidizing KEAP1 and 
increasing casein kinase 2 (CK2) synthesis, increasing Nrf2 phosphorylation. In addition, LOPs de-
creases the expression of nuclear factor kappa B (NF-κB), promising the decrease of proinflamma-
tory cytokines and increasing the concentration of anti-inflammatory cytokines. P: phosphorylation, 
ROS: reactive oxygen species, sMaf: small musculoaponeurotic fibrosarcoma. Created with Bioren-
der.com, accessed on 10 February 2023). 
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Figure 1. Mechanism of action of the administration of low concentrations of ozone (O3). O3 forms
free radicals, such as the hydroxyl radical (•OH) and superoxide radicals (O2

•−), due to different
chain reactions. The free radicals formed, and O3 oxidized Kelch-like ECH-associated protein 1
(KEAP1), promoting nuclear translocation of nuclear erythroid factor 2 (Nrf2). Nrf2 in the nucleus
binds to the antioxidant response element (ARE) and induces the transcription of antioxidant enzymes.
Nrf2 nuclear translocation is exacerbated by the action of ozonated lipid products (LOPs) formed by
the oxidation of polyunsaturated fatty acids (PUFAs). LOPs act by oxidizing KEAP1 and increasing
casein kinase 2 (CK2) synthesis, increasing Nrf2 phosphorylation. In addition, LOPs decreases the
expression of nuclear factor kappa B (NF-κB), promising the decrease of proinflammatory cytokines
and increasing the concentration of anti-inflammatory cytokines. P: phosphorylation, ROS: reactive
oxygen species, sMaf: small musculoaponeurotic fibrosarcoma. Created with Biorender.com, accessed
on 10 February 2023.

3. Damage Models and O3 Effect
3.1. O3 Therapy Protects the Kidney against Ischemic Damage

Ischemic damage in renal tissue occurs when kidneys experiment periods of dimin-
ished or restricted blood supply. In contrast, oxidative damage occurs when tissue is
re-oxygenated, which might happen during experimental procedures in rats, such as
clamping and unclamping renal pedicle, or during renal transplantation [36]. This kind of
damage is proposedly produced through xanthine oxidase (XO). This enzyme degrades
nucleotides upon cell ischemia. However, after O2 reperfusion, XO forms uric acid and
high quantities of superoxide radical, which further produces oxidative stress [37]. This
explains why treatment with XO inhibitors, such as tungsten [37], allopurinol [38], or even
XO knockout models [14], ameliorates ischemia-reperfusion injury (IRI) and oxidative
stress after short periods of ischemia. Finding auxiliary treatments for oxidative damage is
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clinically important since ischemic-producing scenarios are highly prevalent. Just in 2010,
for instance, more than 2 million patients received renal transplants [39].

O3 therapy has previously been used before IRI (preconditioning) [26–28,33,40,41]
or after IRI (postconditioning) [29–32,42] and has been described as a potential treatment
(Table 1). O3 therapy is demonstrated to act with similar efficacy, but not synergic, to
that achieved when IRI preconditioning is made with other protective strategies, such
as inducing short, repeated periods of ischemia before the main IRI. This prepares the
renal tissue against the IRI via similar controlled mechanisms as that of the O3 and is
called ischemic (pre)conditioning [43]. Interestingly, when administered after the main
IRI, ischemic postconditioning in conjunction with O3 therapy upregulate beneficial effects
and even diminishes cell death [44]. After transplantation, rats also show a protective
effect against the oxidative state when treated with O3 [45,46]. Antioxidant enzymes
are also upregulated in cultured kidney cells after they were submitted to hypoxia and
reoxygenation [47].

Nitric oxide (NO) and NO synthase (endothelial, eNOS, and inducible, iNOS) have
been proposed as oxidants that damage renal tubules through highly reactive peroxyni-
trite [48]. However, NO was found to be a protective mechanism favored by O3 therapy
against IRI inflammation and vasoconstriction caused by Endothelin-1 [27,28]. In fact,
nitrate-derived NO, when applied topically, is an effective therapy against IRI damage [49].

In summary, O3 therapy, either before or after IRI, improves kidney damage by
decreasing markers of kidney damage, inflammation, and fibrosis. Therefore, it is a good
treatment for ischemic injuries such as kidney transplantation, iatrogenic trauma, partial
nephrectomy, heart failure, and hypovolemia, among other prevalent clinical conditions
that reduce renal blood flow, such as those that produce AKI.

Table 1. Ozone (O3) effects on ischemic damage models.

Damage Model Induced Procedure O3 Administration Effects in O3 Treated Rats Ref.

O3 oxidative preconditioning Therapy

Kidney transplantation Right Nephrectomy and left
transplant

15 (1 daily) preconditioning rectal
insufflations 1 mg/kg at [50 µg/mL] to the
donor rat

↑ SOD, GSH Px
↓ SCr, BUN, MDA
↓Morphologic damage
↓ IL-6, IL-18, COX2
↓ NF-κB, HMGB1

[45]

Kidney transplantation Right nephrectomy and left
transplant

15 (1 daily) preconditioning rectal
insufflations 1 mg/kg at [50 µg/mL] to the
donor rat

↑ SOD, GSH, CAT
↑ Nrf2, HO-1
↓ SCr, BUN, MDA
↓Morphologic damage

[46]

Right nephrectomy and
left pedicle clamping

45 min ischemia 24 h
reperfusion

Preconditioning therapy 15 previous rectal
insufflations, 1 mg/kg at [50 µg/mL]

↓ BUN, SCr
↓Medullar Hemorrhage
↓ TNF-α, IL-1β, IL-6, ICAM-1,
↓MCP-1, TLR4, NF-kB

[26]

Right nephrectomy and
left pedicle clamping

60 min ischemia 60 min
reperfusion

Preconditioning therapy OA, 1 mL of blood
added with 5 mL of O3 [50 µg/mL]
before and after IR

↑ iNOS
↑ β NADPH diaphorase
↓ BUN, SCr
↓Medullar damage

[27]

Right nephrectomy and
left pedicle clamping

45 min ischemia 24, 48, 72 h
reperfusion

Preconditioning therapy 15 previous rectal
insufflations, 1 mg/kg at [50 µg/mL]

↑ GSH, GSH-Px, SOD
↑ NO, iNOS, eNOS
↓ BUN, SCr
↓Morphologic damage
↓MDA
↓ ET-1

[28]

Right nephrectomy and
left pedicle clamping

45 min ischemia 8-week
reperfusion

Preconditioning therapy
rectal pathway, 1 mg/kg at [50 µg/dL]

↑ SMAD-7
↓ α- SMA, TGF-β
BUN, SCr not significant

[33]

Right nephrectomy and
left pedicle clamping

45 min ischemia and
reperfusion

Preconditioning 15 (1 daily) doses by rectal
insufflation, 1 mg/kg at [50 µg/mL]

↓ SCr, BUN, MDA
↓Morphologic damage
↓ICAM-1, IL-1β, TNF-α, Caspase 3

[40]

Bilateral pedicle
clamping

30 min ischemia and 3 h
reperfusion

Preconditioning 15 (1 daily) 2.5–2.6 mL at [50
mg/mL] at a dose of 0.5 mg/kg by rectal
insufflation

↑ RPF, GFR (inulin)
↑ SOD
↓Morphologic damage

[41]
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Table 1. Cont.

Damage Model Induced Procedure O3 Administration Effects in O3 Treated Rats Ref.

O3 oxidative postconditioning therapy

Bilateral Renal Artery
Occlusion 60 min ischemia 6 h reperfusion

Postconditioning therapy
single 0.7 µg/kg i.p.
immediately after reperfusion

↑ SOD, GSH-Px,
↓ SCr, BUN
↓ AST, Neopterin
↓MDA, PCC, NOx
↓Morphologic damage

[31]

Left nephrectomy and
right pedicle clamping

45 min ischemia 24 h
reperfusion

Postconditioning therapy 1 and 2 mg/kg;
15 (1 daily) doses after IRI at [50 µg/mL] by
rectal insufflation

↑ SOD
↓ SCr, BUN, MDA
↓Morphologic damage
↓ BAX, PARP, CREB, c-Fos

[30]

Right Nephrectomy and
Left pedicle clamping

45 min ischemia 10 days
reperfusion

Postconditioning therapy
10 daily rectal insufflations after IRI, a 2.5 mL
volume at 0.5 mg/kg/min
[50 µg/mL]

↑ SOD
↓ SCr, BUN
↓MDA, MPO
↓Morphologic damage
↓ α-SMA, TGF-β, p-SMAD-2

[29]

Renal vascular bundles
clamping

60 min ischemia 10 days
reperfusion

Postconditioning therapy
Daily 10 days after IRI
At 0.5 mg/kg/min
via rectal insufflation

↓ Proteinuria
↑ RPF, Glomerular Filtration Rate
↓Morphologic Damage

[32]

Bilateral Renal Artery
Occlusion

60 min ischemia and 10-day
reperfusion

10 (1 daily) 2.5–2.6 mL at [50 mg/mL],
representing a dose of 0.5 mg/kg weight
rectal insufflations

↑ CAT, SOD
↓ SCr, Fructosamine
↓ Phospholipase A2

[42]

Right nephrectomy and
left pedicle clamping

45 min ischemia and 24 h
reperfusion

Ischemic Preconditioning vs. O3
Preconditioning, 15 rectal insufflations at [50
µg/mL])

↑ NO
↑ GSH, GSP-Px, SOD
↓ BUN, SCr, MDA

[43]

Right nephrectomy and
left pedicle clamping

45 min ischemia and 24 h
reperfusion

Comparison Ischemic Post conditioning vs.
O3 post conditioning, 2 mg/kg

↓ IL 1, IL 18, Caspase 1
↓ SCr, BUN, MDA
↓Morphologic Damage

[44]

Abbreviatures: ↑: significant increase, ↓: significant decrease, α-SMA: α-smooth muscle actin, AST: aspartate
aminotransferase, BAX: bcl-2-associated X, BUN: blood urea nitrogen, CAT: catalase, COX2: cyclooxygenase 2,
CREB: cAMP response element-binding, eNOS: endothelial nitric oxide synthase, ET-1: endothelin-1, FF: filtration
fraction, GFR: glomerular filtration rate, GSH-Px: glutathione peroxidase, GSH: glutathione, HMGB1: high
mobility group Box 1, HO-1: heme oxygenase-1, ICAM-1: intercellular adhesion molecule-1, IL-1β: interleukin-
1β, IL-6: interleukin-6, iNOS: inducible nitric oxide synthase, IRI: ischemia/reperfusion injury, MCP-1: monocyte
chemoattractant protein 1, MDA: malondialdehyde, NF-kB: nuclear factor kappa B, NO: nitric oxide, O3: ozone,
OA: ozonated autohemotherapy, PARP: polymerase 1, PCC: protein carbonyl content, RPF: renal plasma fraction,
SCr: serum creatinine, SMAD-7 and -2: suppressor of mothers against decapentaplegic family members 7 and 2,
SOD: superoxide dismutase, β NADPH diaphorase: β-nicotinamide adenine dinucleotide phosphate diaphorase,
TGF-β: transforming growth factor β, TLR 4: Toll-Like receptor 4, TNF-α: tumor necrosis factor α.

3.2. O3 Therapy Protects the Kidney against Xenobiotic-Induced Damage

Xenobiotics are exogenous chemicals not synthesized by a certain organism; therefore,
they are not essential for its physiological functions and processes. That way, synthetical
drugs, metals, and environmental factors, amongst others, are considered as such [50]. In
this section, the mechanisms through which some of these xenobiotics cause nephrotoxicity
will be discussed; along with the described protective effects of O3 therapy against it,
looking forward to discovering the usage of new therapeutic alternatives against damaging
products we are constantly in contact with (Table 2).

Acetaminophen (APAP), a common anti-inflammatory drug, has been demonstrated
to produce severe nephrotoxicity [51]. Proposed mechanisms include APAP’s hepatic
degradation and further enzymatic formation of a highly toxic and reactive metabolite,
N-acetyl-p-benzoquinone (NAPQI), which glutathione (GSH) normally neutralizes. How-
ever, in APAP overdose, NAPQI is formed in major quantities, proving uncontainable by
antioxidant enzymes, and therefore producing oxidative damage, especially in proximal
tubules [52]. O3 therapy has proven to be an effective antioxidant therapy by enhancing
antioxidant enzymes and diminishing oxidation [51]. Interestingly, the administration of
O3 therapy in APAP induced nephrotoxicity, when combined with another antioxidant
therapy, N-acetylcysteine (NAC), produced no significant changes in the kidney’s function
(creatinine, urea) and inflammation (IL-6, IL-10) but did produce significant changes against
oxidative stress, showing lower levels of MDA, as well as a reduction of histopathologic
glomerular, tubular, and interstitial damage [53].
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Cadmium (Cd) is a heavy non-essential metal that is accumulated in body tissues
progressively [54] and to which humans are exposed through air particles [55], occupational
exposure [56] and seafood such as mollusks, crustaceans, or fish [57]. Cd can produce
nephrotoxicity by many mechanisms, including DNA damage, altered gene expression,
and, most importantly, oxidative damage by depleting cells’ antioxidant defenses, such
as selenium, which binds to Cd to neutralize it [58]. Other proteins, e.g., metallothionein
(MT), bind Cd in others to diminish its toxicity in organs such as kidneys and testis [59,60].
O3 therapy can diminish Cd accumulation, augment MT levels, and reduce morphologic
damage, serving as an effective protective mechanism against Cd2+ renal damage [59]. It
also reduces N-acetyl-β-D-glucosaminidase (NAG) [61], a lysosomal enzyme found mainly
in proximal convoluted tubules, its function is the digestion of cell’s glycoconjugates [62].
The NAG increase is mediated by loss of the tubular brush border, thus liberating the
enzyme into the urine [63]; such an increase is associated with pathologic processes such as
Cd intoxication and malignancies of the kidney, liver, pancreas, lung, and breast, amongst
many others [61,64], as well as an increased risk of requiring dialysis treatment and lethality
in hospitalized patients [63]. Even when stimulating lipid peroxidation, as a result, O3 was
also demonstrated to induce antioxidant enzymes in Cd-treated rats [65].

Some antineoplastics are proven to cause nephrotoxicity. For instance, doxorubicin,
often known as Adriamycin, binds to cell membranes and inhibits nucleotide replication.
However, it can be oxidized into forming reactive species like hydroxyl radicals [66]. It is
demonstrated to cause severe progressive damage, fibrosis, and proteinuria [67]. O3 therapy,
in certain doses, has proven to mediate protective effects against this morphologic damage,
and arterial pressure, as well as proteinuria, have been ameliorated in rats receiving this
treatment [68].

Another example is cisplatin (CDDP), an FDA (American Food and Drug Adminis-
tration) approved treatment for advanced solid cancers such as that of the testis, ovary,
and bladder [69]. CDDP is a molecule composed of a single platinum atom bound to
chloride and ammonium; due to its small size, it filtrates freely into the glomerular barrier
without tubular reabsorption [70]. It then enters tubular cells and dissociates into its toxic
components, which damage DNA, membrane transporters, and mitochondrial function,
thus producing oxidative stress, inflammation, and apoptosis [70,71]. O3 has been used as
a therapy against CDDP induced damage, improving function and augmenting antioxi-
dant defenses. Thiobarbituric acid reactive substances (TBARS, an assay used to measure
lipid peroxidation; [72]), as well as NAG and morphologic damage, displayed decreased
values when treated with O3 [73–75]. Protective effects, however, varied according to the
administered O3 concentration, given that the administration of 0.36 mg/kg might be
therapeutic [60] or might not [75]. On the other hand, 1.1 mg/kg always shows protective
tendencies in CDDP-induced damage [73–75]. Higher concentrations, e.g., 1.8 mg/kg,
might be protective [62]. However, due to the high formation rate of hydrogen peroxide
and oxidative stress mediated by O3, toxic effects might be produced [73]. Very similar
protective morphologic, anti-inflammatory, and antioxidant effects have been found against
the damage induced by methotrexate, another cancer drug, in the kidneys, as well as the
intestines and liver [76].

Radiographic contrast media (CM) is constantly used in clinical procedures which
require the observation of vascular compartments. Mechanisms through which CM might
cause renal dysfunction include direct oxygen-free radical damage, modified hemody-
namics, and hypoxic renal medullary injury mediated by shortness of blood flow and
an increase in tubular O2 supply. Therefore, the employment of CM produces high
toxicity [77], which can be treated with O3. Neutrophil gelatinase-associated lipocalin
(NGAL) is a damage marker observed in contrast-induced nephropathy (CIN) which aug-
mented its expression when treated with O3; no further discussion was provided, although
the initial oxidation by O3 might have produced it [78,79].
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In the medical field, the use of xenobiotics as drugs to treat and diagnose diseases
is an irreplaceable factor. However, during their metabolism and excretion, some might
become nephrotoxic by accumulation, directing damage, the formation of free radicals,
and depletion of antioxidant substances. This represents a risk for patients with neoplasia
or other conditions which require constant chemical induction or those in contact with
environmental components such as Cd, which is also demonstrated to cause similar renal
damage. However, O3 is an effective treatment against this damage, at least experimentally,
and thus the importance of further research in clinical environments.

Table 2. Ozone (O3) effects on chemical-induced damage models.

Damage Model Induced Procedure O3 Administration Effects in O3 Treated Rats Ref.

APAP toxicity A 1.0 g/kg dose suspended in
H2O, 3 mL: orally

Single i.p. 0.7 mg/kg dose at [60 mg/mL]
Immediately after APAP induction

↑ SOD, GSH-Px
↓ SCr, BUN
↓MDA
↓Morphologic damage

[51]

APAP toxicity A 1.0 g/kg dose suspended in
H2O, 3 mL: gastric tube

5 daily 0.7 mg/kg doses
i.p. at [60 mg/mL]
Immediately after APAP induction

↑ GSH-Px, IL-10
↓Morphologic damage
↓MDA
↓TNF-α

[53]

Experimental toxic
adriamycin-induced
glomerulonephritis

Adriamycin single 7.5 mg/kg
dose through a jugular vein;
10-week evolution

After 10 weeks, daily for 15 days at 0.3 mg/kg
or 0.5 mg/kg or 0.7 mg/kg, or 1.1 mg/kg

(0.3 mg/kg)
↓ Arterial pressure
↓ Proteinuria
(0.5 mg/kg)
↓Morphologic damage
(0.7 and 1.1 mg/kg)
No significant changes

[68]

Cd intoxication
Drinking water with Cd2+

(50 mg/L) in the form of
Cadmium Acetate for 12 weeks

10 (1 daily) 1 mL i.p. doses at [40 µg/mL] ↓Morphologic damage
↓ Glomerulonephritis
↓ NAG

[61]

Cd Intoxication
Drinking water with Cd2+

(50 mg/L) in the form of
Cadmium Acetate for 12 weeks

10 (1 daily) 1 mL i.p. doses at [40 µg/mL] ↑MT
↓Morphologic damage [59]

CDDP induced
nephrotoxicity Single 6 mg/kg CDDP injection

Preconditioning 15 (1 daily) doses by rectal
insufflation, 9 mL at concentrations of [0.36,
0.72, 1.1, 1.8, 2.5 mg/kg]

↑ GSH, SOD, CAT, GSH-Px
↓ SCr
↓ TBARS

[73]

CDDP induced
nephrotoxicity Single 6 mg/kg CDDP injection

Postconditioning 6 (1 daily) rectal
insufflations, 9 mL volume with
concentrations of: 10 mg at [0.36 mg/kg] or
30 mg at [1.10 mg/kg] or 50 mg
at [1.80 mg/kg]

↑ GSH, SOD, CAT, GSH-Px
↓ SCr
↓ TBARS

[75]

CDDP induced
nephrotoxicity Single 6 mg/kg CDDP injection Daily; 5 days before and 5 days after CDDP

injection. i.p.at 1.1 mg/kg

↑ CAT, SOD
↑ NAG, TGF-β1, IL-6
↓Morphologic damage
↓Urea, creatinine, uric acid,
phosphorus, calcium, sNGAL,
albumin
↓ NF-a, IL-1B,

[74]

CIN 10 mg/kg injected through the
tail vein

1. 6 h before and 6 h after OR 2. For 5 days
after; contrast agent introduction. O3 at
1 mg/kg, 95% i.p.

1. ↑ NGAL
↓Hemorrhage
2. ↑TAC, similar SCr
↓Renal tubular injury

[79]

CIN 6 mL/kg of meglumine/sodium
diatrizoate through the tail vein

Five 0.7 mg/kg/d doses
i.p. [70 µg/mL]
For 5 days before CIN

↑ NO
↑ TAS
↓ SCr, BUN
↓MDA
↓ Tubular necrosis

[78]

Abbreviatures: ↑: significant increase, ↓: significant decrease, APAP: acetaminophen, BUN: blood urea nitro-
gen, CAT: catalase, Cd: cadmium, CDDP: cisplatin, CIN: contrast-induced nephropathy, GSH: glutathione,
GSH-Px: glutathione peroxidase, IL-10: interleukin 10, i.p.: intraperitoneal route, MDA: malondialdehyde,
MT: metallothionine, NAG: N-acetyl-β-D-glucosaminidase, NGAL: neutrophil gelatinase-associated lipocalin,
NO: nitric oxide, O3: ozone, SCr: serum creatinine, SOD: superoxide dismutase, TAC: total antioxidant capacity,
TAS: total antioxidant system, TBARS: thiobarbituric acid reactive substances, TGF-β1: transforming growth
factor β1, TNF-α: tumor necrosis factor-alpha.
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3.3. O3 Therapy Protects the Kidney against CKD

CKD is a major global health issue due to its high worldwide prevalence. In 2010,
an analysis showed that about 500 million adults over 20 years old suffered from this
disease [80]. As its name suggests, CKD is a progressive condition in which kidney func-
tion diminishes progressively, as indicated by a lesser glomerular filtration rate (GFR)
(<60 mL/min per 1.73 m2) or the presence of pathologic markers, such as albuminuria,
hematuria, glucosuria, or other abnormalities detected by imaging, for at least three
months [3]. Many factors are involved in its development, such as hypertension, pol-
lution, glomerulonephritis, and, most importantly, type 2 diabetes mellitus [81]. In this
section, the effects of O3 therapy against CKD will be discussed, hoping to decipher the use
of new therapeutic alternatives to delay or prevent this pathology (Table 3).

Several procedures are induced in rats to simulate CKD, such as subtotal (5/6) nephrec-
tomy, which exposes remaining renal tissue to high pressure and perfusion, eventually
diminishing renal function and hence great inflammation. O3 can ameliorate this condition,
enhancing kidney function and antioxidant status. TBARS showed higher levels, possibly
due to O3 mediated oxidative stress [82,83]. Adenine administration also simulates CKD
through its enzymatic degradation by xanthine dehydrogenase and further accumulation
of the product 2,8-dihydroxyadenine (DHA) in the renal tubules, leading to inflammation
and oxidative stress [84]. O3 ameliorated this damaging condition mainly by stimulating
the expression of antioxidant enzymes and reducing inflammation [85,86].

Diabetic kidney disease (DKD) is the main cause of CKD. It is a chronic condition
caused by diabetes (whether type 1 or 2) via apoptosis, formation of free radicals, advanced
glycation end-products (AGES), inflammatory cytokines, and other growth molecules. [87].
Diagnosis is made essentially through diminished GFR and proteinuria in humans. Risk
factors include smoking habits and high arterial pressure. The discussion of this disease
becomes important since its prevalence, and therefore that of CKD, is augmenting [88]. In
experimental DKD studies that use streptozotocin (STZ) as a toxic component to β-cells,
O3 has shown beneficial anti-apoptotic and antioxidative effects in response [89,90].

Table 3. Ozone (O3) effects on chronic kidney damage models.

Damage Model Induced Procedure O3 Administration Effects in O3 Treated Rats Ref.

Adenine Induced
CKD

0.75% adenine diet
for 4 weeks

1.1 mg/kg at [50 µg/mL] Via rectal
insufflation

↓ SCr, BUN, K, Ca
↓Morphologic damage
↓MCP-1, TNFα, IL-1b, IL-6
↓TLR 4, NFkB, p65

[85]

Subtotal Nephrectomy
CKD

Right nephrectomy and left
subtotal ablation. 10-week
evolution

1.1 mg/kg at [50 µg/mL] Via rectal
insufflation Once a day for 2 weeks

↓ TNFα, IL-1β, IL-6,
↓ SCr, BUN, K, Ca
↓Morphologic damage
↓NLRP3, NFkB, ASC, Caspase 1

[82]

Subtotal Nephrectomy
CKD

Right nephrectomy and left
subtotal ablation. 10-week
evolution

2.5 mL at [50µg/mL]
Dose of 0.5 mg/kg
Once a day for 15 days

↑ RPF, GFR
↑ SOD, CAT, GSH, TBARS
↓ Systolic arterial pressure
↓ SCr, BUN
↓Morphologic damage

[83]

Diabetic Nephropathy Streptozotocin induced
Diabetes 6-week evolution

1.1 mg/kg [50 µg/mL]
i.p.

↑ SOD, GPx, CAT
↓ BP, Hb A1c %
↓ BUN, SCr, AR, MDA

[89]

Diabetic Nephropathy Streptozotocin induced
Diabetes 6-week evolution

1.1 mg/kg [50 µg/mL] once a day
for 6 weeks

↓ Caspases 1, 3, 9; HIF-1α,
TNF-α, Glc, morphologic
damage

[90]

Abbreviatures: ↑: significant increase, ↓: significant decrease, AR: aldose reductase, ASC: apoptosis-associated
speck-like protein containing a CARD, BP: blood pressure, BUN: blood urea nitrogen, Ca: calcium, CAT: cata-
lase, CKD: chronic kidney disease, GFR: glomerular filtration rate, Glc: glucose, GPx: glutathione peroxidase,
GSH: glutathione, Hb A1c %: glycosylated hemoglobin, HIF-1α: hypoxia inducible factor 1α, IL: Interleukins,
i.p.: intraperitoneal route, K: potassium, MDA: malondialdehyde, MCP-1: monocyte chemoattractant protein-1,
NFkB: nuclear factor kappa B, NLRP3: NLR family pyrin domain containing 3, O3: ozone, p65: 5 kDa polypeptide,
RPF: renal plasma flow, SCr: serum creatinine, SOD: superoxide dismutase, TBARS: thiobarbituric acid reactive
substances, TLR 4: Toll-Like receptor 4, TNF-α: tumor necrosis factor-alpha.
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CKD usually reaches an advanced terminal stage, which require therapy for replacing
renal function, or dialysis, as the indicated treatment [91]. O3 has been shown as a coadju-
tant therapy to dialysis, as demonstrated by case reports in which conventional treatment
did not work. For example, Biedunkiewicz and collaborators [92] described the case of a
dialyzed patient with calciphylaxis-induced ulcerations who did not respond to antibiotics
and surgical treatment. Ozonated autohemotherapy in concentrations of 50 µg/mL, as
well as O3 topic administration, allowed a successful skin transplant. Authors propose that
effects are mediated through O3 induced the synthesis of platelet-derived growth factor
(PDGF), TGF-β1, and IL-8. Paolo and collaborators [93] described the case of a hemodi-
alyzed patient who presented necrotizing fasciitis and a fatal prognosis. However, after
extracorporeal blood oxygenation and ozonization (EBOO) and O3 topic administration,
drastic wellness, including diminished hyperpyrexia and restoration of skin lesions, was
reported. EBOO might be a more comfortable and practical alternative to O3 administration
to patients over i.p. or rectal insufflation pathways, and its safety has also been proven
experimentally [94]. A clinical trial in hemodialyzed patients conducted by Tylicki and
collaborators [82] showed diminished GSH levels after nine weeks of O3 treatment, possibly
caused by an augmented antioxidant system that consumes GSH. The same authors found
no difference in NK cell activity after O3 therapy, indicating it as a safe treatment in hemodi-
alyzed patients [95]. Interestingly, another case report concluded that this therapy might
cause heart failure in complex patients, such as those with CKD, diabetes, and hypertension.
This association resulted from the speculation that O3 therapy augmented K+ serum levels,
which, along the diminished excretion, produced sinus arrest [96]. Contrasting effects
were found by Gu and collaborators [97], who treated patients suffering from chronic
hepatitis with O3 and, while measuring kidney function, found diminished renal damage,
augmented renal blood flow, and even a significant association with lesser fatalities.

To sum up, CKD is usually caused by diabetes. Both are highly prevalent, and dialysis
is the standard treatment in advanced stages. O3 treatment is useful against these chronic
diseases by reducing inflammation and oxidative stress. On top of that, O3 works as
a coadjutant therapy for dialyzed patients to ameliorate not only kidney function, but
aggravated topical microbial infections, which are common. Figure 2 shows the effects of
ozone on ischemia/reperfusion, renal damage by xenobiotics, and chronic kidney disease.

3.4. Otherapeutic Uses of O3 in Kidney

Extracorporeal shock wave lithotripsy is the first-line treatment for patients with renal
calculi of under 2.0 cm; therapy fragments such stones and is highly efficient. Nevertheless,
adverse effects such as hematuria might be present after the procedure [98]. Experimentally,
O3 treatment has been proven as effective against the morphological and oxidative damage
caused by shock wave therapy [99]. The novel therapy, due to its antimicrobial capacity,
has also ameliorated oxidative damage caused by microorganisms in kidney infection
(pyelonephritis) [88] and septic shock in kidneys [100], as well as in other organs [101].
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Figure 2. Effects of ozone therapy (O3) against xenobiotics, ischemia-reperfusion (IRI) and chronic
kidney disease (CKD). O3 inhibits inflammation and ROS production by increasing the expression
of antioxidant enzymes in all models. Additionally, during IRI, xanthine oxidase (XO) degrades
nucleotides and forms uric acid, generating large amounts of reactive oxygen species (ROS) and
inflammation. Endothelin-1 (ET-1) causes vasoconstriction and exacerbates inflammation leading
to fibrosis. O3 therapy increases nitric oxide (NO), which inhibits vasoconstriction. While O3,
by inhibiting ROS, causes a decrease in advanced glycation end products (AGES) and apoptosis,
preventing CKD. H2O: water, H2O2: hydrogen peroxide, O2: oxygen molecule, NAG: N-acetyl-β-D-
glucosaminidase. Created with Biorender.com, accessed on 10 February 2023.

4. Concluding Remarks and Future Directions

Renal pathologies are currently a public global health issue, which is highly prevalent and
diminishes life quality and quantity, besides being expensive for the governments and patients.
After presenting this work, the conclusion that O3 therapy is an effective treatment against
kidney injury can be stated, mainly against oxidative damage and inflammation caused by
renal diseases, whether experimentally produced or in less reported clinical environments.

More research is needed to determine therapeutic regimes. The need to standardize the
treatment into one most effective application comes from observing the incredible variety of
doses, concentrations, and administration times amongst publications. The determination
of its specific security and efficacy in humans also needs to be conducted, although adverse
effects are not commonly reported when therapy is administered in the right doses; the
reason why it is becoming more accepted, not only experimentally for a variety of models,
but clinically as an auxiliary treatment for renal pathologies per se, or even other pathologies
in patients on kidney support. Therefore, an exhortation to researchers to publish their
O3 experimental results is intended; as well as an address to clinicians to publish their
therapeutic O3 cases and, in such cases, evaluate renal markers in renal disease high-risk
patients before and after the therapy, even when kidney injury is not their main therapeutic
goal, since O3 treatment is commonly used in other clinical contexts.
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Abstract: We propose a theoretical basis for analyzing several features of genetic diseases caused
by dominant alleles, including: disease prevalence, genotype penetrance, and the relationship
between causal genotype frequency and disease frequency. In addition, we provide a theoretical
framework for accurate diagnosis and clinical approaches for disease study, including two examples
in which inaccurate and incomplete diagnoses affect the estimates of disease prevalence: First, the
disease iceberg effect shows that disease prevalence is often underestimated due to errors introduced
by inaccurate diagnosis; second, because lifetime risk of disease is cumulative, and therefore an
increasing function of age, measurements of prevalence are inaccurate if people of all ages are
not included. Finally, we discuss the aggregation of genetic diseases. We identify theoretical and
computational deficiencies associated with using the sibling recurrence-risk ratio as a measure of
familial aggregation. We develop an alternative concept of aggregation and propose an associated
measure that does not experience the deficiencies. Throughout, we provide clinicians and researchers
practical implications of our theoretical framework.

Keywords: genetic disease; prevalence; penetrance; accurate diagnosis; disease iceberg effect;
cumulative lifetime risk; familial aggregation

1. Introduction

Determining the genetic basis for diseases is an important part of population genetics
and epidemiology, as disorders can be caused both by a person’s genetic predisposition
and by environmental influences. The accurate allocation of the cause between genes
and the environment allows a better understanding of disease mechanisms and promotes
techniques for diagnosing and combating disease [1,2].

The analysis of genetic diseases has a long history. Garrod [3] first drew attention to
the relation between inheritance of recessive alleles and the appearance of alkaptonuria in
human families. This work ultimately led to the understanding that body characteristics
(phenotype) are primarily determined by cellular proteins and that genes (genotype) specify
these proteins (e.g., enzymes). Genetic diseases are phenotypes; thus, a genetic disease is
similar to any phenotype specified by a genotype [4]. Though different genetic diseases
may have different biochemical bases, their transmission processes are identical, and each
can be characterized as being caused by recessive or dominant alleles. We focus on single-
gene disorders caused by dominant alleles and assume an autosomal “two-allele” model
for the genotype-phenotype relationship; consequently, we will not discuss multi-gene or
sex-linked diseases.

Our purpose is to clarify the relationship between disease-causing genotypes and the
presence of the disease, as well as to clarify the role of accurate diagnosis. We identify
theoretical and computational deficiencies associated with the current measure of familial
aggregation and propose an alternative concept of aggregation and its measure. Our
intention is therefore to describe the theoretical issues clearly, to show why accurate
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diagnosis is lacking in some cases, as well as to provide replacements for commonly used
approaches that experience theoretical and computational deficiencies. Throughout, we
provide clinicians and researchers practical implications of our theoretical framework.

In developing our theoretical framework, we will use: probability as a relative fre-
quency; a set theoretic approach to probability; partitions and the law of total probability;
conditional probabilities and their properties; population parameters and their estima-
tors; and large-sample-size confidence intervals. As the background for the underlying
probability and statistical concepts used, we recommend References [5,6].

Unbiased clinical studies can provide accurate estimates of population parameters
(e.g., allele frequency, genotype penetrance, or disease prevalence), which are required for
meaningful inferences about disease characteristics. Readers interested in specific protocols
for obtaining unbiased clinical studies may see [7] for an in-depth discussion of clinical
study design—including strategies for minimizing biases, the statistical analysis of the
data, and ethical issues. In addition, we suggest two clinically oriented works that give
additional perspectives on specific genetic diseases [1,2].

2. Disease-Causing Genotypes and Prevalence

We discuss disease-causing genotypes and their relationship to the presence of the
associated disease caused by a dominant allele, including their role in determining the
disease’s frequency in the population.

Traits (phenotypes) are divided into categories determined by genotypes written
for convenience as if they consisted of only two alleles [8]. Indeed, most treatments
of population genetics [9] focus on a two-allele model, while acknowledging a more
complete treatment recognizes that genes have multiple alleles. Nonetheless, even genotype
models describing more than two alleles [9] can be reduced to two-allele models if allele
contribution is expressed in terms of the functions of the proteins synthesized by each allele.

Let D denote the event that an individual in the population has the disease caused by
a dominant allele. Let P(D) denote the probability that any individual in the population
has the disease. In the literature, P(D) is sometimes referred to as: (a) the frequency of the
disease in the population; (b) the risk of the disease for an individual in the population;
(c) the likelihood an individual in the population has the disease; or (d) the prevalence of the
disease in the population [10,11].

In our two-allele model, we denote the alleles by C and c and define them as the
only two options, where a C allele synthesizes a functioning protein and a c allele makes a
non-functioning protein. The C allele is called a dominant allele, and the c allele is called
a recessive allele. We will use the following notation for the frequency of these alleles in
the population: Let p = P(C) denote the frequency (probability) of the C allele in the
population; let q = P(c) denote the frequency (probability) of the c allele in the population.
Obviously, p + q = 1, since C and c are the only options in our two-allele model.

2.1. Penetrance and Environmental Influence

Penetrance refers to the frequency (probability) of the disease D, given a particular
genotype CC, Cc, or cc [8,12–14]. Specifically, the penetrance of a particular genotype is the
corresponding conditional probability: The penetrance of CC is P(D|CC); the penetrance
of Cc is P(D|Cc), which is the same as the penetrance of cC; the penetrance of cc is P(D|cc).
For example, P(D|CC) is the frequency of those in the population with genotype CC who
have the disease D.

In agreement with some authors [15], we say a specific genotype has full penetrance
provided its penetrance is one; for example, P(D|CC) = 1 corresponds to the genotype CC
having full penetrance. A specific genotype has partial penetrance provided its penetrance
is less than one; for example, P(D|CC) < 1 corresponds to the genotype CC having
partial penetrance.
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Penetrance is often presented in an imprecise manner [8], which may lead to misunder-
standing; our probability-based quantitative description is unambiguous. Indeed, because
genotype penetrance indicates the frequency of those people with a particular genotype
who have the disease, penetrance is not a measure of disease severity. This means genotype
penetrance does not influence whether a person has a severe, moderate, or mild form of the
disease. For example, P(D|Cc) = 0.5 means that, of those people with genotype Cc, about
50% are identified with the disease; it does not mean a diseased person with genotype Cc
has a moderate form of the disease. Disease severity is instead related to the concepts of
“complete/incomplete dominance” and “expressivity” [8].

The concept of penetrance is one way to include an environmental component in
the genotype-phenotype correlation. The estimate of penetrance may include a suspected
environmental effect on gene expression (e.g., eating gluten is necessary for the onset of
Celiac disease [16]). Even so, it is not always possible to accurately identify a disease
phenotype, though the genotype might be known. Griffiths et al. [8] describe this as an
aspect of penetrance leading to the “subtlety” of the mutant phenotype; we add that
incomplete diagnosis can masquerade as partial penetrance (Section 3).

In order to use genotype frequencies to accurately estimate disease prevalence, it
is essential that penetrance be accurately estimated (Section 2.2). With that in mind, it
is important to note that using clinical studies to estimate the penetrance of a particular
genotype requires: (i) the use of a genetic test to identify whether a person has the genotype;
(ii) the identification of the disease’s phenotypes; and (iii) the use of a diagnostic test to
determine whether such a person with the genotype has the disease (i.e., exhibits the
disease’s phenotypes). Thus, the accuracy of diagnosis plays a critical role in estimations of
penetrance (Section 3).

2.2. Prevalence of Diseases Caused by Dominant Alleles

A person with either genotype CC or Cc might be affected with a condition sometimes
called a dominant disorder [15]. This may occur where the genotype cc produces the wild-
type phenotype, but mutation from c to C generates a new version of the c protein that may
impair cellular function.

We introduce a parameter that describes the relationship between the penetrance of
CC and Cc. The parameter r is the ratio of the penetrance of Cc to the penetrance of CC
(Section 2.1); that is,

r =
P(D|Cc)
P(D|CC)

, (1)

where 0 < r ≤ 1 because 0 < P(D|Cc) ≤ P(D|CC). We will use the parameter r in
clarifying a theoretical framework for the prevalence of diseases caused by dominant alleles.

Because the genotypes CC, Cc, cC, and cc form a partition of the population, prevalence
can be written in the form

P(D) = p2P(D|CC) + 2pqP(D|Cc) + q2P(D|cc). (2)

Equation (2) describes the prevalence for diseases (P(D)) in terms of the frequencies of the
alleles (p and q) and in terms of the penetrance of the genotypes (P(D|CC), P(D|Cc), and
P(D|cc)). The derivation of Equation (2) is provided in Appendix A.

For a disease caused by a dominant allele, P(D|cc) = 0, P(D|CC) > 0, and P(D|Cc) > 0.
In this case, Equation (2) becomes

P(D) = p2P(D|CC) + 2pqP(D|Cc);

in other words, disease prevalence (P(D)) in principle equals the sum of the homozygote
dominant and heterozygote genotype population frequencies (p2 and 2pq), where each
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frequency is rescaled according to its associated penetrance (P(D|CC) and P(D|Cc)). This
allows us to introduce a new formulation for P(D). Substituting Equation (1) yields,

P(D) = p2P(D|CC) + 2pqrP(D|CC)

= (p2 + 2pqr)P(D|CC)

= p(p + 2qr)P(D|CC)

= p(p + 2(1− p)r)P(D|CC)

= p(p + 2r− 2pr)P(D|CC),

which we write in the form

P(D) = p(2r + (1− 2r)p)P(D|CC). (3)

Incidentally, in the above derivation of Equation (3), we demonstrate that

p2 + 2pqr = p(2r + (1− 2r)p);

in other words, the expression p(2r + (1− 2r)p) is simply another way to write the sum
of the homozygote dominant and (rescaled by r) heterozygote population frequencies
(p2 and 2pqr). The advantages of using this expression will become apparent in the
following discussion.

Equation (3) completely characterizes the theoretical prevalence of such a disease
by describing it in terms of only three parameters: the penetrance of the genotype CC
(P(D|CC)); the parameter r (Equation (1)); and the frequency of the C allele in the popula-
tion (p = P(C)). It thus identifies the roles of the three important parameters in determining
disease prevalence. In particular, prevalence has a different structure as a function of p in
each of the three cases for r:

(i) If 1/2 < r ≤ 1, then P(D) has a concave down parabolic relationship in terms of p.
(ii) If r = 1/2, then P(D) has a linear relationship in terms of p.
(iii) If 0 < r < 1/2, then P(D) has a concave up parabolic relationship in terms of p.

Figure 1 illustrates how Equation (3) uses allele frequency and the penetrance of
the genotype CC to determine disease prevalence, where graphs for the three cases of r
are shown:

(i) The blue shaded region corresponds to 1/2 < r ≤ 1, where the solid blue curve is
r = 1, and the dotted blue curve is an illustrative example (r = 3/4).

(ii) The black line corresponds to r = 1/2.
(iii) The red shaded region corresponds to 0 < r < 1/2, where the dashed red curve is the

lower limit r = 0, which cannot be achieved because r must be positive for diseases
caused by dominant alleles. The dotted red curve is another illustrative example
(r = 1/4).

An advantage of Equation (3) (and Figure 1) over other expressions for prevalence
(e.g., Equation (2)) is that it clearly identifies the critical role r plays in determining the
prevalence’s different theoretical framework as a function of p in each of the three cases
mentioned. Incidentally, the parameter r has an important role in our alternative new
concept of disease aggregation (Section 4).
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Figure 1. Graph of disease prevalence P(D) versus dominant allele population frequency p for the
three cases of r (Equation (3)): (i) the blue shaded region corresponds to 1/2 < r ≤ 1, where the solid
blue curve is r = 1, and the dotted blue curve is an illustrative example (r = 3/4); (ii) the black line
corresponds to r = 1/2; (iii) the red shaded region corresponds to 0 < r < 1/2, where the dashed red
curve is the lower limit r = 0, which cannot be achieved because r > 0 for dominant diseases. The
dotted red curve is another illustrative example (r = 1/4). The theoretical prevalence of any disease
caused by a dominant allele must be above the dashed red curve and, at most, the solid blue curve.
Numerical values on the vertical axis can be assigned once a value of P(D|CC) is known. Note that
the largest possible value of P(D) is P(D|CC), which occurs at p = 1, where all three cases coalesce.

An important property for the prevalence of diseases caused by dominant alleles
illustrated in Figure 1 is:

The theoretical prevalence of any disease caused by a dominant allele must be
greater than the dashed red curve (r = 0) and, at most, the solid blue curve
(r = 1). That is, P(D) always satisfies

p2P(D|CC) < P(D) ≤ p(2− p)P(D|CC).

Thus, if clinicians estimate a value of disease prevalence (P̂(D)) to be outside this interval,
it should suggest to them that there likely are diagnostic errors (Section 3) with how P(D)
has been estimated.

Moreover, if a disease is thought to be caused by a dominant allele, then clinicians
should find that prevalence estimated from diagnostic tests will be close to P(D) described
in Equation (3). If it is not, then that should alert clinicians that the diagnostic test is possibly
not accurate (Section 3.2).

2.3. Necessary and/or Sufficient Genotypes

We develop the theoretical framework characterizing when the disease-causing geno-
types are necessary and/or sufficient for the presence of the disease. Let G denote
the disease-causing genotypes for a disease caused by a dominant allele; specifically,
G = {CC} ∪ {Cc}.

To define the logical concepts of “necessary” and “sufficient”, we frame the discussion
in terms of the events G and D representing the disease-causing genotypes and the presence
of the disease, respectively. However, the concepts apply to any two events; for example,
in Section 3.2, we discuss whether a positive result in a diagnostic test (denoted by T) is
necessary and/or sufficient for the presence of the disease (again, denoted by D).
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We say that G is necessary for D provided D ⇒ G. That is, the occurrence of D implies
the occurrence of G. In other words, (in this context) if a person has the disease, then the
person will (likely) have the disease-causing genotype.

We say that G is sufficient for D provided G ⇒ D. That is, the occurrence of G implies
the occurrence of D. In other words, (in this context) if a person has the disease-causing
genotype, then the person will (likely) have the disease.

Conditional probability formulations. We now develop equivalent conditional probabil-
ity formulations for the concepts of “necessary” and “sufficient” discussed above. The
formulations apply to any two events, but we will frame the discussion in terms of G and D
as above (see Section 3.2 for another example). Observe that P(G|D) = 1 is equivalent
to saying that “G is necessary for D”. Also, observe that P(D|G) = 1 is equivalent to
saying that “G is sufficient for D”. The details for the equivalence of these formulations is
established in Appendix B.

We now use the formulations to clearly identify when the disease-causing genotypes
are necessary and/or sufficient for the presence of a disease caused by a dominant allele.
In addition, we include implications for clinicians as the context.

For a disease caused by a dominant allele, P(D|G′) = 0. Now,

P(D) = P(D ∩ G) + P(D ∩ G′)

= P(D ∩ G) + P(D|G′)P(G′)

= P(D ∩ G),

which implies

P(G|D) =
P(D ∩ G)

P(D)
=

P(D)

P(D)
= 1;

therefore, G is necessary for D. Moreover,

P(D|G) =
P(D ∩ G)

P(G)
=

P(D)

P(G)
;

hence, G is sufficient for D if and only if P(D) = P(G). Recall that the frequency of the
disease-causing genotypes is

P(G) = P(CC) + P(Cc ∪ c C) = p2 + 2pq ;

therefore, by Equation (2) (since 0 < P(D|CC) ≤ 1 and 0 < P(D|Cc) ≤ 1), we conclude

P(D) = P(G)⇔ P(D|CC) = 1 and P(D|Cc) = 1.

Thus, P(D|G) = 1 if and only if P(D|CC) = 1 and P(D|Cc) = 1.
In summary, the disease-causing genotypes CC and Cc are always necessary for D;

they are sufficient for D if and only if the disease-causing genotypes are fully penetrant
(P(D|CC) = 1 and P(D|Cc) = 1).

An implication for clinicians is that if they believe the disease-causing genotypes are
“necessary, but not sufficient” for the presence of the disease, then P(D|CC) 6= 1 and/or
P(D|Cc) 6= 1. Two explanations are: there could be other components (e.g., environmental)
affecting the presence of the disease, resulting in CC and/or Cc not being fully penetrant;
or it could be that the associated diagnostic test lacks the accuracy (Section 3.2) to correctly
predict that the genotypes are fully penetrant. Consequently, it is essential that clinicians
not use their belief that a disease-causing genotype is partially penetrant as the justification
for relying on an inaccurate diagnostic test. In all of these scenarios, it is imperative that
clinicians continue their investigations, ultimately seeking a thorough understanding and
explanation of the actual relationship between P(D) and P(G).
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In Section 3, we provide a similar analysis with D and a diagnostic test’s positive result,
which we denote by T. Specifically, we demonstrate that accurate diagnosis is equivalent
to T being necessary and sufficient for D. This allows us to develop, in Sections 2 and 3, a
unified theoretical framework for identifying a genetic disease caused by a dominant allele,
as summarized in Section 5.

3. The Role of Diagnostic Tests

We provide three fundamental concepts for obtaining accurate estimates of disease
prevalence: (1) identifying the genetic basis for the disease (Section 3.1); (2) achieving an
accurate diagnosis via appropriate tests (Section 3.2); and (3) viewing disease prevalence as
a cumulative lifetime risk [11] (Section 3.3).

Before discussing the three fundamental concepts, it is important to recognize that the
prevalence of genetic diseases is commonly underestimated [17–21]. This general under-
diagnosis of diseases occurs because of inattention to the three fundamental concepts,
and specifically because of the difficulty of identifying people with genetic diseases that
are either non-lethal or that have symptoms similar to those of other diseases. Last [17]
conceived of the analogy of a disease iceberg to describe this general disparity between the
perceived and actual prevalence of a disease in the population. In his model, the entire
iceberg represents the proportion of the population with the disease (actual prevalence);
the “above water portion” of the iceberg corresponds to the diagnosed portion of the
population with the disease (perceived prevalence); the “below water portion” of the iceberg
corresponds to the portion of the population with the disease, but as yet undiagnosed
(Figure 2A).

Theoretical framework. Let D denote the event that an individual from the population
has the disease. Let A denote the event that an individual from the population has been
diagnosed with the disease. The complement of A (denoted by A′) will therefore be the
event that an individual from the population has not been diagnosed with the disease for
whatever reason.

P(D ∩ T′) ≈ P(D)

A

P(D ∩ T) ≈ P(D)

B

water
level

Figure 2. An extended disease iceberg analogy differentiating between various levels of identifying a
disease based on a particular diagnostic test. Each rectangle (an iceberg) represents the proportion of
the population with a given disease (P(D)) and is the same in each panel. The differences between
the panels represent the various abilities that particular diagnostic tests may have in identifying
the disease. The white region (above water portion) in each rectangle denotes the proportion of the
population with the disease and a positive test result (P(D ∩ T)), while the blue region (below water
portion) in each rectangle denotes the proportion of the population with the disease, but unknown
because they have a negative test result (P(D ∩ T′)). (A) A classical disease iceberg effect in which
most of those with the disease are undiagnosed. (B) A well-identified disease in which almost all of
the proportion of the population with the disease has a positive test result.
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Consider a disease with a significant iceberg effect, that is to say, the above-water portion
of the iceberg is significantly smaller than the below-water portion of the iceberg. For the
diseases studied by Last [17], the undiagnosed cases were 2–10-times the diagnosed cases.
In other words,

P(D ∩ A)� P(D ∩ A′).

Now, D = (D ∩ A)∪ (D ∩ A′), and because A and A′ are mutually exclusive, P(D) =
P(D ∩ A) + P(D ∩ A′). Hence, for a disease experiencing a significant iceberg effect,

P(D ∩ A)� P(D),

demonstrating that the perceived prevalence (P(D ∩ A)) consisting of those thought to be
affected by the disease will significantly underestimate the actual disease prevalence (P(D)).

The disease iceberg effect is common among diseases caused by dominant alle-
les and can be significant; indeed, disease prevalence can be underestimated by close
to 90% [17,19,22]. Moreover, knowing the ratio of diagnosed-to-undiagnosed cases al-
lows researchers and clinicians to more accurately estimate the actual disease prevalence
P(D) [17,19,22], which we illustrate with an example.

Consider a disease with a perceived prevalence of 3.6% (P(D ∩ A) = 0.036). In
addition, suppose it is reported that 90% of those with the disease are undiagnosed; that
is, P(D ∩ A′) = 0.9P(D). Using this information, researchers and clinicians can give a
more accurate estimate of the actual disease prevalence P(D). Indeed, one can show that
P(D) = 0.36; thus, the actual disease prevalence is more accurately estimated as 36%,
which is 10-times the perceived prevalence.

In Section 3.1, we extend the iceberg analogy and explain that the disease iceberg
effect can be reduced by better: (i) disease identification; (ii) knowledge of disease-causing
genotypes; and (iii) diagnosis (Section 3.2).

3.1. Identifying a Genetic Disease

Identifying a genetic disease requires two key approaches: (i) the assignment of a
disease to a particular genotype; and (ii) the performance of accurate diagnostic tests.

The assignment of a disease to a particular genotype. Each person with the disease caused
by a dominant allele has a particular genotype (CC or Cc). This genotype can be inferred
from a family pedigree, and it can be directly determined by laboratory genotype tests. The
genotype can be correlated via other laboratory tests with known symptoms and signs of
the disease in order to discover (structurally, immunologically, or physiologically) why the
particular genotype generates the disease phenotype. A combination of genetic tests and
diagnostic tests is used; these tests must each be sensitive (very high true-positive rate) and
specific (very high true-negative rate) for an accurate assignment (Section 3.2). If the various
tests are appropriate and accurate, they should all agree with each other within reasonable
error bounds. If different tests give different results regarding disease presence, clinicians
should determine why the tests differ. These tests plus careful clinical examination should
lead to an accurate diagnosis that minimizes the likelihood of misidentification.

The performance of accurate diagnostic tests. Clinical studies are used to estimate disease
prevalence (Section 2.2), to determine which symptoms and signs are the most relevant, and
to correlate these with the genotypes of disease carriers. Medical diagnoses (e.g., physical
biopsies, tests for antibodies, and observation of symptoms) are combined with genotype
determination [23].

Theoretical framework. Let T denote the event that a particular diagnostic test yields a
positive result for the disease, which can be used to decompose P(D) as

P(D) = P(D ∩ T) + P(D ∩ T′).
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We develop an extended disease iceberg analogy to differentiate between various levels of
identifying a disease based on a particular diagnostic test. In Figure 2, the rectangle (an
iceberg) in each panel represents the proportion of the population with a given disease.
In our analysis, both the disease and P(D) are the same in both panels. The differences
between the panels represent the various abilities that particular diagnostic tests may have
in identifying the disease. The white region (above water portion) in each rectangle denotes
the proportion of the population with the disease and a positive test result (P(D ∩ T)),
while the blue region (below water portion) in each rectangle denotes the proportion of the
population with the disease, but who are unknown because they have a negative test result
(P(D ∩ T′)).

More precisely, we have the following levels of a diagnostic test identifying a disease:

• A disease is not a well-identified disease (with respect to the diagnostic test) provided

P(D ∩ T′) ≈ P(D),

which is equivalent to P(D ∩ T) ≈ 0. This implies the prevalence of the disease will
be significantly underestimated by the diagnostic test and is equivalent to Last’s [17]
concept of the disease iceberg effect (Figure 2A).

• A disease is a well-identified disease (with respect to the diagnostic test) provided

P(D ∩ T) ≈ P(D),

which is equivalent to P(D ∩ T′) ≈ 0. This implies the diagnostic test will yield an
accurate estimator, via an unbiased clinical study based on the diagnostic test, for the
prevalence of the disease (Figure 2B).

The clinical understanding of diseases has progressed over time based on improve-
ments in the understanding of disease mechanisms and also on the development of new
diagnostic tools. Thus, we suggest that the panels for the hypothetical disease in Figure 2
should illustrate the progression from “not well-identified” to “well-identified” in an actual
disease as diagnostic tests improve in disease identification. In Sections 3.2 and 3.3, we de-
velop a theoretical framework for achieving this, as well as include suggestions/implications
for researchers and clinicians.

Dominant fatal diseases, such as Huntington’s disease, have a clear genotype-phenotype
relationship and straight-forward diagnostic approaches; they should, therefore, show
minimal iceberg effects—they are “well-identified” diseases (Figure 2B). For others, such as
prion diseases [13], the genotype-phenotype relation is not as well identified (Figure 2A).
Prion diseases are rare disorders in which abnormally folded proteins cause neural disabili-
ties. An example is Creutzfeldt-Jacob disease [24], in which the disease-causing protein
originates from an alteration in allele sequence or is obtained from an exogenous source
(e.g., the diet). Only the genetic version of the disorder is relevant here.

3.2. Accurate Diagnosis

Again, we let D be the event that an individual in the population has the disease
and let T be the event that a diagnostic test yields a positive result for the disease. For
example, a diagnostic test might be: (i) a biopsy; (ii) a test for blood-borne substances, such
as antibodies associated with the disease; or (iii) a test based on the presence of symptoms
associated with the disease [2].

Recall that D and T can be used to partition a group of individuals (e.g., the population
as a whole or a clinical study corresponding to a random sample of a population under
consideration) of size n as shown in Table 1, where:
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n11 = the number with D and T;

n12 = the number with D and T′;

n21 = the number with D′ and T;

n22 = the number with D′ and T′;

and n = n11 + n12 + n21 + n22.

Table 1. The partition of a group of individuals by D and T.

T T ′

D n11 n12

D′ n21 n22

In addition, recall that the accuracy of the diagnostic test is defined to be

Accuracy =
n11 + n22

n
,

which measures the frequency of those individuals in the clinical study that are correctly
diagnosed. The closer the ratio is to one, the more accurate the diagnostic test is. Only a
diagnostic test with n12 ≈ 0 and n21 ≈ 0 will provide an accurate diagnosis (Accuracy ≈ 1).
We now discuss the properties of such a test.

3.2.1. Necessary and Sufficient Diagnostic Tests

We show that accurate diagnosis is equivalent to a positive test result being both
necessary and sufficient for the presence of the disease. Establishing this equivalence leads
to several new advances: (i) we will be able to describe the theoretical mechanism for
developing an accurate diagnosis (Section 3.2.2); (ii) we will be able to develop a theoretical
framework for cumulative lifetime risk and its role in accurate diagnosis (Section 3.3);
(iii) together with Section 2.3, we will have a unified theoretical framework for identifying
a genetic disease by understanding the relationships between D, G, and T as summarized
in Section 5.

Necessary diagnostic tests. An essential property of a diagnostic test is that it be effective
at detecting the disease when the test is administered to an individual having the disease.
More precisely, it should be the situation that P(T|D) ≈ 1; otherwise, this particular test
should not be used as a diagnostic tool. Sometimes, P(T|D) is referred to as the true-positive
rate, as well as the sensitivity of the diagnostic test [25].

Recall that P(T|D) = 1 is equivalent to saying that T is necessary for D (details of
the equivalency are in Section 2.3 with G replaced by T); that is, “T is necessary for D”
is equivalent to the diagnostic test having high sensitivity. Similarly, one can show that
P(T|D) = 1 is equivalent to saying that the false-negative rate is zero (P(T′|D) = 0).
Therefore, “T is necessary for D” (i.e., the diagnostic test has high sensitivity or has a
small false-negative rate) means that: if a person has the disease, then the person will
almost always test positive for the disease. When T is necessary for D, the population is
partitioned, as shown in Table 1 with n12 ≈ 0:

Sufficient diagnostic tests. A diagnostic test becomes a useful way of identifying those
with the disease if P(D|T) ≈ 1. Sometimes, P(D|T) is referred to as the positive predictive
rate [25].

Recall that P(D|T) = 1 is equivalent to saying that T is sufficient for D (details of
the equivalency are in Section 2.3 with G replaced by T); that is, “T is sufficient for D” is
equivalent to the diagnostic test having a high positive predictive rate. Similarly (assuming
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P(D′) 6= 0), one can show that P(D|T) = 1 is equivalent to saying that: the false-positive
rate is zero (P(T|D′) = 0); as well as P(T′|D′) = 1. Sometimes, P(T′|D′) is called the true-
negative rate, as well as the specificity of the diagnostic test [25]. Therefore, “T is sufficient
for D” (i.e., the diagnostic test has a high positive predictive rate or a small false-positive
rate, or high specificity) means that: if a person receives a positive test, then the person will
almost always have the disease. When T is sufficient for D, the population is partitioned,
as shown in Table 1 with n21 ≈ 0:

Accurate diagnosis: A necessary and sufficient diagnostic test. The goal of any diagnostic
test is for a positive test result to be both necessary and sufficient for an individual to
be identified with the disease; that is, T and D partition the population as a diagonal
partition (Table 1 with n12 ≈ 0 and n21 ≈ 0), and those individuals in the population under
consideration with the disease are precisely those individuals who receive a positive result
from the diagnostic test. Only if both sensitivity and specificity are high in a clinical study
can clinicians be confident their analyses are accurate.

In summary, the result of the foregoing is that accurate diagnosis depends on T being
both necessary and sufficient for D. When this is the case, P(T) = P(D). Thus, an estimator
for P(T) based on a clinical study should be close to an estimator for P(D) described by
Equation (3).

An implication for clinicians is that if they choose to use a diagnostic test with a
positive test result being “not necessary” for the occurrence of the disease, then that is
equivalent to them accepting a significant iceberg effect and a large underestimation of the
actual prevalence of the disease. Another implication for clinicians is that if they believe
a diagnostic test’s positive test result is “necessary, but not sufficient” for the occurrence
of the disease, then that is equivalent to them accepting that the diagnostic test does not
accurately predict whether a person has the disease or not. Instead, we suggest that it is
imperative that clinicians continue their investigations—ultimately seeking a diagnostic
test that does yield P(T) = P(D).

3.2.2. Estimating Prevalence via a Diagnostic Test

To actually create a diagnostic test that yields P(T) ≈ P(D), a clinician should begin
with a diagnostic test for which T is necessary for D (Table 1 with n12 ≈ 0). Indeed, if T is
not necessary for D, then the diagnostic procedure ought to be rejected outright. When
diagnostic tests are first developed, they are likely to have difficulty identifying those with
the disease and those without it (Table 1 with n21 6≈ 0 and, therefore, n11 is underestimated).
A clinician’s goal is therefore to refine the diagnostic test, while keeping in mind accepted
clinical study design protocols [7], so that it also ensures T is sufficient for D (Table 1 with
n12 ≈ 0 and n21 ≈ 0). When this is achieved, clinicians will have created a diagnostic test
that accurately predicts disease presence (i.e., the test is ready for usage as a diagnostic
tool), and P(T) will be close to P(D).

The preceding intuitive discussion connects our theory to a clinician’s practice. To our
knowledge, we are the first to rigorously characterize the discussion by developing the
theoretical mechanism for how P(T) approaches P(D) as the diagnostic test is refined. We
demonstrate that when T is necessary for D (Section 3.2.1), P(T) can be used to provide
lower and upper bounds for P(D); moreover, we show that as the false-positive rate
(P(T|D′)) approaches zero, the lower and upper bounds force P(T) to approach P(D).
Thus, T will be both necessary and sufficient for D, and consequently, P(T) ≈ P(D).
Specifically, the theoretical mechanism is described by

P(T)− (1− P(T))
α0

1− α0
≤ P(D) ≤ P(T) , (4)

where α0 is an upper bound for P(T|D′); in other words, the false-positive rate is at most
α0 (0 ≤ P(T|D′) ≤ α0). The derivation of Equation (4) is provided in Appendix C.
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Reducing α0 improves the diagnostic test’s accuracy. Moreover, Equation (4) describes
the theoretical mechanism by which P(T) approaches P(D) as α0 becomes smaller (because
the lower bound in Equation (4) approaches P(T) as α0 approaches zero), resulting in the
partition of the population induced by T and D approaching a diagonal partition, at which
point, T will be both necessary and sufficient for D. The implication is crucial:

As the false-positive rate becomes smaller, the probability increases that a positive
result in the corresponding diagnostic test will more accurately predict prevalence
of the disease.

Estimation procedure. The above theoretical development suggests the following four-step
procedure for clinicians wanting to use a diagnostic test to accurately estimate disease
prevalence:

(i) Begin with a diagnostic test for which T is necessary for D. A corresponding clinical
study should consist of data resembling Table 1 with n12 ≈ 0.

(ii) Estimate P(T). Use Table 1 to find

P̂(T) =
n11 + n21

n
·

(iii) Estimate the maximum value of a false-positive rate, which is denoted by α0. Use
Table 1 to compute, for example, a 95% confidence interval [5,6] for the false-positive
rate, and take α0 to be the maximum of the interval

α0 = α̂ + 1.96
√

α̂(1− α̂ )/n , where α̂ = P̂(T|D′) = n21

n21 + n22
·

(iv) Substitute the estimators of P(T) and α0 into Equation (4), which yields an interval
estimate for P(D).

Example 1. As context, consider a disease caused by a dominant allele with p = 0.2, r = 1 and
the genotype CC fully penetrant. Then P(D) = 0.36 (Equation (3)). In principle, an accurate
diagnostic test should yield P(T) ≈ P(D) ≈ 0.36. To achieve this, begin with a diagnostic
test for which T is necessary for D (Step (i)). Using a corresponding clinical study resembling
Table 1 with n12 ≈ 0, obtain the estimator P̂(T) ≈ 0.36 (Step (ii)). Figure 3 is an illustration of
Equation (4), where the lower bound is the blue curve and the upper bound is the black horizontal
line (at P̂(T) ≈ 0.36). The disease prevalence P(D) lies inclusively between the two bounds, and
interval estimates for P(D) (indicated in red) are shown for α0 = 0.3, 0.2, 0.1, and 0.02. Depending
on the diagnostic test and how it is interpreted, false-positive results may generate uncertainty
regarding P(D); for example, if the false-positive rate is as high as 0.3 (i.e., α0 = 0.3), then P(D) is
estimated as being inclusively between 0.086 and 0.36 (Steps (iii) and (iv); Figure 3). An interval
estimate with such a large spread makes any P(D) estimate unreliable (e.g., the interval does not
support claiming P(D) ≈ 0.09). Indeed, such uncertainty should alert clinicians that the diagnostic
test is not accurate (T is necessary, but not yet sufficient for D). However, as α0 is reduced, the test’s
accuracy is improved; at values α0 ≤ 0.1, the disease prevalence will be estimated more accurately
(Figure 3 with α = 0.1 and 0.02); T will become both necessary and sufficient for D, resulting in
P(T) ≈ P(D) ≈ 0.36, as desired.

Incidentally, our development of accurate diagnosis applies to any disease, whether it
is genetically based or not.
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Figure 3. Illustration of Example 1, where P(T) = 0.36. The horizontal axis is the values for α0, which
is an upper bound for the false-positive rate; the vertical axis is the disease prevalence P(D). The
lower bound in Equation (4) is the blue curve, and the upper bound is the black horizontal line at
P(T) = 0.36. P(D) will lie inclusively between the two bounds. The interval estimates for P(D)

(indicated in red) are shown for α0 = 0.3, 0.2, 0.1, and 0.02. The accuracy of an interval estimate of
disease prevalence increases as the false-positive rate declines; specifically, the red interval estimates
become smaller as α0 becomes smaller.

3.3. Accurate Diagnosis Requires Cumulative Lifetime Risk

For many disorders, disease prevalence is a cumulative lifetime risk; that is to say, dis-
ease prevalence is the likelihood a person from the population will be accurately diagnosed
as having the disease at some point during their lifetime. For certain disorders, in particular
those caused by dominant alleles, symptoms and the probability of testing positive for the
disease (P(T)) show a peak in middle age. This leads to a steady accumulation of cases (of
a particular disease) in the population [8,11,13,26,27]. Diagnostic tests for such diseases are
administered to people thought to have the disease-causing genotype; these tests yield a
result at a specific moment in each person’s lifetime. For some disorders (e.g., Huntington’s
Disease (HD) [28]), the probability of a positive test result (P(T)) increases with age, so
young people with the disease-causing genotype may not test positive for the disease. In
non-fatal dominant diseases, these negative results are often misinterpreted to mean that
such people will never test positive for the disease. Our analysis will make clear that this
interpretation is unwarranted and is a source of underestimates of P(D).

Figure 4 shows the cumulative lifetime feature of disease prevalence for people with
HD. Figure 4A illustrates data for 84 people (ranging in age from 10 to over 80 years
old) who at some point developed HD. The maximum proportion was diagnosed at
approximately age 50, and by age 80 nearly all of those who would develop HD had been
diagnosed. Figure 4B illustrates the corresponding cumulative distribution of diagnosis,
indicating that it takes about 80 years for most people with the disease-causing genotype
for HD to be identified. This cumulative mechanism means that a negative diagnostic test
result at any age below, say 70, does not preclude either a positive diagnostic test result or
actual disease itself at a later time. Therefore, HD prevalence cannot be accurately estimated
by studying only those younger than age 70. This cumulative pattern of diagnosis applies
to prion diseases [13] and amyotrophic lateral sclerosis [29], and in general has implications
for the estimation of the prevalence of diseases that are detected only later in life.
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Figure 4. The cumulative lifetime feature of disease prevalence for people with Huntington’s Disease
(HD). (A) Proportion of 84 people (ranging in age from 10 to 80) with HD who are diagnosed at
each of the eight age decades. The maximum proportion occurs at approximately age 50, and the
distribution is bell-shaped, but not symmetric. (B) The cumulative proportion of the people shown in
(A) with HD who are diagnosed at each of the eight decades. Constructed from data in [28].

Genetic tests at any time will show the presence or absence of the disease-causing
genotypes. For a disease such as HD, the CC genotype is unlikely to be found in living
people because most individuals with the CC genotype die before birth. The presence
of the Cc genotype suggests that the disease will develop in severity over the lifetime
of the individual and the true prevalence P(D) is not accurately estimated until all ages
have been accounted for [13]. Thus, for individuals with the Cc genotype, the variable
appearance of HD over a lifespan is not necessarily a measure of the penetrance of the
disease-causing genotype Cc, as disease prevalence may also depend on how carefully
clinicians have diagnosed the condition (i.e., how likely it is to obtain a positive diagnostic
test result may depend on disease severity and the diagnostic test’s ability to detect mild
forms of the disease).

Cumulative lifetime risk is best understood as an investigation of the accuracy of
diagnosis and the identification of all people who might have the disease. Recall that an
accurate diagnosis can be framed in terms of a positive diagnostic test result being both
necessary and sufficient for the presence of the disease (Section 3.2.1). The implications are
crucial for understanding population disease prevalence. We will show that cumulative
lifetime risk is formally and actually equal to population-wide disease prevalence, P(D):

Theoretical framework. The following is a theoretical framework for cumulative lifetime
risk analysis. It describes the accuracy of a diagnosis as a function of subject age in terms
of two measures of cumulative diagnosis, which we call the cumulative age-true positive
rate and the cumulative age-positive predictive rate. The former is an index of the diagnostic
test’s true-positive rate, and thus of the degree to which the diagnostic test is necessary for
demonstrating the disease; the latter is an index of the diagnostic test’s positive predictive
rate, and thus of the degree to which the diagnostic test is sufficient for demonstrating
the disease. For simplicity, we assume that the maximum lifetime of individuals in the
population is 100 years.

We define the age-true positive rate, denoted by ftpr(i), to be the conditional probability
a person receives a positive test result at age i years old (i = 1, 2, . . . , 100), given the person
has the disease; that is to say,

ftpr(i) = P((T ∩ {age i years old})|D) (i = 1, 2, . . . , 100) .
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Thus, the true-positive rate is the accumulation of all age-true positive rates,

P(T|D) =
100

∑
i=1

ftpr(i) .

We define the age-positive predictive rate, denoted by fppr(i), to be the conditional
probability a person has the disease at age i years old, given the person receives a positive
test result (i = 1, 2, . . . , 100); that is to say,

fppr(i) = P((D ∩ {age i years old})|T) (i = 1, 2, . . . , 100) .

Thus, the positive predictive rate is the accumulation of all age-positive predictive rates,

P(D|T) =
100

∑
i=1

fppr(i) .

Here are the properties that both the age-true positive rate and the age-positive
predictive rate satisfy (to simplify the notation, the function f (i) stands for both ftpr(i) and
fppr(i)):

(i) The function f (i) has values 0 ≤ f (i) ≤ 1 for all i = 1, 2, . . . , 100.
(ii) The sum of all the values of f (i) must equal one, ∑100

i=1 f (i) = 1, which is a consequence
of the diagnostic test satisfying P(T|D) = 1 (T is necessary for D) and P(D|T) = 1 (T
is sufficient for D).

(iii) The function f (i) is bell-shaped, but is not necessarily symmetric. That is, f (i) obtains
its maximum at some age denoted by m; f (i) will be an increasing function for i < m
and a decreasing function for i > m. For diseases with later-in-life detection (e.g., many
diseases caused by dominant alleles), m typically occurs during middle-age.

Figure 5A provides a graph of a typical f (which stands for both ftpr and fppr) for
diseases with later-in-life detection. For convenience, the function f has been extended to
a continuous function defined for all times 0 ≤ t ≤ 100. Indeed, the function f (t) can be
thought of as a “best fit curve” using the values f (i) for i = 1, 2 . . . , 100, and f (0) = 0.
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Figure 5. (A) Graph of a typical f , which stands for both the age-true positive rate ( ftpr) and the
age-positive predictive rate ( fppr). See the text for their descriptions. The function f (t) is bell-shaped,
but is not necessarily symmetric, and obtains its maximum at some age denoted by m. For a disease
with later-in-life detection, m typically occurs during middle-age. (B) Graph of a typical F, which
stands for both the cumulative age-true positive rate (Ftpr) and the cumulative age-positive predictive
rate (Fppr). See the text for their descriptions. For a disease with later-in-life detection, F is close to
one only after middle age.

320



Life 2023, 13, 733

We define the cumulative age-true positive rate of the disease at age i, denoted by Ftpr(i),
to be the sum of the age-true positive rates for ages at most i; that is to say,

Ftpr(i) =
i

∑
k=1

ftpr(k) (i = 1, 2, . . . , 100) .

We define the cumulative age-positive predictive rate of the disease at age i, denoted by
Fppr(i), to be the sum of the age-positive predictive rate for ages at most i; that is to say,

Fppr(i) =
i

∑
k=1

fppr(k) (i = 1, 2, . . . , 100) .

Here are properties that both the cumulative age-true positive rate and the cumulative
age-positive predictive rate satisfy (to simplify the notation, the function F(i) stands for
both Ftpr(i) and Fppr(i)):

(i) The function F has values 0 ≤ F(i) ≤ 1 for the ages i = 1, 2, . . . , 100.
(ii) F(i) is an increasing function, where F(100) = 1 because

Ftpr(100) = P(T|D) = 1 and Fppr(100) = P(D|T) = 1.

(iii) F(i) will be concave up (increasing at an increasing rate) for 1 ≤ i < m; and will be
concave down (increasing at a decreasing rate) for m < i ≤ 100.

Figure 5B provides a graph of a typical F (which stands for both Ftpr and Fppr) for
diseases with later-in-life detection. For convenience, the function F has been extended to
a continuous function defined for all times 0 ≤ t ≤ 100. Indeed, the function F(t) can be
thought of as a “best fit curve” using the values F(i) for i = 1, 2, . . . , 100, and F(0) = 0.

In summary, accurate diagnosis (Section 3.2) in the context of a cumulative lifetime
risk corresponds to

Ftpr(100) = 1 and Fppr(100) = 1.

Framing accurate diagnosis as a cumulative lifetime risk has implications for clinicians
regarding a diagnostic test’s result. For diseases with later-in-life detection (e.g., many
diseases caused by dominant alleles), clinicians should be aware of three important and
related concepts:

(i) A negative diagnostic test result up to middle age does not indicate that the person
will never be accurately diagnosed with the disease during their lifetime. For example,
a person may actually have an early form of the disease that is not detected by the
diagnostic test; consequently, inadequate testing may prevent treatment for the person
during their lifetime. Indeed, because Ftpr(t) ≈ 1 and Fppr(t) ≈ 1 only later in life, it is
essential to continue testing a person with the disease-causing genotype who receives
a negative diagnostic test result well beyond middle age (Figure 5).

(ii) Clinical studies exclusively using people from a specific age group (e.g., only those
from 20–30 years old) will suffer from ascertainment bias; hence, such studies will not
produce meaningful inferences regarding population disease prevalence (Figure 5).
Moreover, clinical studies consisting of people only up to middle age will suffer from
ascertainment bias and result in an underestimation of the prevalence of diseases with
later-in-life detection. For example, HD prevalence would be underestimated by about
30% if only people up to age 55 were included in the data in [28] (Figure 4B).

(iii) A positive diagnostic test result at any age (in a person with the disease-causing
genotype) may also be a false-positive and may suggest treatments that will not
be necessary. The chances of false positives should thus be minimized at all ages
(Figure 5).

321



Life 2023, 13, 733

Cumulative lifetime risk equals disease prevalence. We now show that cumulative life-
time risk in principle equals the prevalence of the disease, P(D) (Section 2). For a diagnostic
test in which a positive test result is both necessary and sufficient for the presence of the
disease,

Cumulative lifetime risk = P(T),

as well as
P(T|D) = Ftpr(100) = 1 and P(D|T) = Fppr(100) = 1.

Now,

P(D) = P(D ∩ T) + P(D ∩ T′)

P(D) = P(T|D)P(D) + P(T′|D)P(D)

1 = P(T|D) + P(T′|D),

which implies P(T′|D) = 0 because P(T|D) = 1. Thus,

P(D) = P(D ∩ T) + P(D ∩ T′)

P(D) = P(D|T)P(T) + P(T′|D)P(D),

which implies P(D) = P(T) because P(D|T) = 1 and P(T′|D) = 0. Therefore,

Cumulative lifetime risk = P(T) = P(D),

where P(D) is given by Equation (3).
In summary, it is important to view the accuracy of diagnosis as a function of subject

age in order to ensure that a positive diagnostic test result precisely identifies those individ-
uals who have the disease. That is, the goal of any diagnostic test should be for P(T) to
accurately estimate P(D).

4. Familial and Offspring-Group Aggregation

The current approach to investigating the prevalence of genetic diseases in various
families relies on the concept of familial aggregation, in which the frequency of a disease
may be higher in particular family groupings than in the general population. An initial
grouping was the hereditary family, consisting of genetic relatives from the same family tree:
grandparents, parents, siblings, cousins, etc. [8,11]. A more precise grouping is first-degree
relatives (parents, offspring, and siblings [30]), which form a subset of the hereditary family.
However, a person’s genetic disease risk is not directly influenced by a non-parent in a
hereditary family. Because current approaches assess a person’s genetic disease risk via
imprecise measures of familial aggregation, we propose they be replaced by a measure
determined solely by parental genotypes; thus, we introduce a new approach that we call
offspring-group aggregation. The advantages of this approach will become apparent below.

Throughout, we use standard human pedigree analysis terminology; for example,
“parents” refers to genetic parents, and “siblings” refers to offspring with the same genetic
parents [8].

Offspring-groups. Consider a two-allele model for a genetic disease. Table 2 illustrates all
possible parental genotypes and their offspring. The entries in the individual cells are the
frequencies of the corresponding offspring.
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Table 2. All possible parental genotypes and frequencies of their offspring.

CC Cc cC cc

CC p2 × p2 p2 × pq p2 × qp p2 × q2

Cc pq× p2 pq× pq pq× qp pq× q2

cC qp× p2 qp× pq qp× qp qp× q2

cc q2 × p2 q2 × pq q2 × qp q2 × q2

Constructing all the possible matings using the parents in Table 2, we observe that
there are precisely six partition subsets of the general population, which we denote by Fi
(for i = 1, 2, . . . , 6), and have the following probabilities:

F1 : CC× CC; P(F1) = p2 × p2;

F2 : CC× Cc; P(F2) = 4(p2 × pq);

F3 : CC× cc; P(F3) = 2(p2 × q2);

F4 : Cc× Cc; P(F4) = 4(pq× pq);

F5 : Cc× cc; P(F5) = 4(pq× q2);

F6 : cc× cc; P(F6) = q2 × q2.

(5)

In Figure 6, we illustrate the possible offspring genotypes within each subset Fi
(for i = 1, 2, . . . , 6). We refer to Fi as an offspring-group, which consists of all people (offspring)
whose parents have the genotypes that determine the partition Fi. For example, F2 consists
of all people (offspring) in the general population whose parents have genotypes CC× Cc.

C C

C CC CC

C CC CC

F1

C C

C CC CC

c Cc Cc

F2

C C

c Cc Cc

c Cc Cc

F3

C c

C CC Cc

c Cc cc

F4

C c

c Cc cc

c Cc cc

F5

c c

c cc cc

c cc cc

F6

Figure 6. Illustration of the possible offspring genotypes within each of the six offspring-groups Fi

(for i = 1, 2, . . . , 6). Because offspring genotype frequencies differ among the offspring-groups,
some office-spring groups may have high disease prevalence while others may have low or zero
disease prevalence.

Consequently, because a person’s genotype is dependent on their parents, siblings
belong to the same offspring-group. Moreover, an offspring-group will include people
who are not necessarily siblings; indeed, two people who are not siblings could each have
parents with the same genotypes and thus be members of the same offspring-group.

Incidentally, which offspring-group a parent belongs to is determined by the genotypes
of their parents; a parent might not belong to the same offspring-group as their children.
For example, suppose you and your mate have genotypes CC× Cc, then your offspring
belong to F2; in addition, suppose your parents have genotypes Cc× Cc, then you belong
to F4.

At any given time, there are always exactly six offspring-groups in the general pop-
ulation (Figure 6), while there are a large number of hereditary families with various
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compositions. Most importantly, Figure 6 shows that some offspring-groups may have
high P(D), while others may have low or zero P(D).

Clinical studies involving pairs of siblings report the likelihood that a sibling has the
disease, given the other sibling has the disease. This statistic, called sibling risk, is presented
as if it were a clinical characteristic of the disease. Disease risk is instead determined
by the structures of the offspring-groups (Figure 6), the penetrance of disease-causing
genotypes, and the frequency of the disease-causing genotypes. We will address this idea
in Section 4.2. Familial aggregation is currently measured with the sibling recurrence-
risk ratio, denoted by λs, which refers to the ratio of sibling risk to the population-wide
disease prevalence (Section 4.1). An estimated high value λ̂s � 1 (e.g., occasionally
obtained from clinical studies) is used often as an indication that a particular disorder
has familial aggregation [10,11,31]. However, as we will show, the current measure of
familial aggregation is biased because it ignores a large part of the population and because
it is affected by (often mistaken) estimates of population disease prevalence. Indeed, we
provide several arguments that, in principle, the theoretical sibling recurrence-risk ratio is
always equal to one (λs = 1); this gives the surprising result that any estimator λ̂s 6≈ 1 be
viewed with suspicion. Therefore, we propose that λs is in need of replacement.

Our new concept focuses on the six offspring-groups (Figure 6) instead of hereditary
families. Because each offspring-group has its own disease risk, “familial risk” should not be
represented by a population parameter with a single value such as λs. After demonstrating
the unsuitability of λs, we propose an alternative that depends on the allele frequency and
penetrance of disease-causing genotypes; thus, our measure differs among the possible
six offspring-groups of the general population (Equation (9)). We also discuss why our
new measure is likely to yield an unbiased estimator based on clinical studies—unlike
estimators for the sibling recurrence-risk ratio (Section 4.2).

4.1. Sibling Recurrence-Risk Ratio

Sibling risk is defined as the probability that an individual has a disease, given that
a sibling has the same disease [11,32,33]. More precisely, let S1 and S2 denote two (non-
identical) siblings with the same parents, let D1 denote the event that S1 has the disease,
and let D2 denote the event that S2 has the same disease. In the literature [10,11,33], sibling
risk is often denoted by Ks; thus,

Ks = Sibling risk = P(D2|D1).

In addition, the population risk (frequency, prevalence, probability) of the disease
in the population is often denoted by K. In particular, P(D1) = K and P(D2) = K. The
literature in this field [10,11] defines the sibling recurrence-risk ratio

λs =
Ks

K

for use in the explanation of familial aggregation, as well as for hypothesizing a need for
additional genes to describe the dependence of disease prevalence on genotype. Misunder-
standing and different interpretations of the definition of Ks have led to various approaches
for (inaccurately) estimating λs, making valid inferences and hypotheses problematic [32].

Our approach to this issue is based on the alleles of offspring being dependent on their
parents, as well as on the small number of possible offspring-group types in a population
and the membership of two siblings in the same offspring-group. Observe that while the
siblings S1 and S2 are from the same offspring-group, the definition of Ks as currently used
does not specify to which of the six offspring-groups the siblings belong (Figure 6). Thus, Ks
is not defined as a conditional probability with respect to an offspring-group, forcing the
general population to become the focus for determining Ks. Therefore, the heterogeneity
of offspring-groups means λs is not an enlightening measure of familial aggregation.
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Our analysis develops several biologically based probabilistic arguments leading to the
demonstration that Ks = K for a genetic disease; that is, λs = 1 (Sections 4.1.1 and 4.1.2).

Following this demonstration, we will explore its implications for the calculations
of estimators for Ks and K. We also discuss why the estimator λ̂s experiences computa-
tional deficiencies—incorrectly predicting λs > 1. In addition, we discuss the implica-
tions of Ks = K and the misuse of λs as the justification for additional gene hypotheses
(Section 4.1.3).

4.1.1. Offspring Allele Independence: λs = 1

The genotypes of offspring are dependent on the parents, not on the siblings; con-
sequently, whether S1 has a particular allele is not affected by whether S2 has the allele
and genetic events regarding S1 and S2 will be independent of each other. In partic-
ular, with respect to genetic diseases, D1 and D2 are independent events. Therefore,
P(D1 ∩ D2) = P(D1)P(D2), which implies

Ks = P(D2|D1) =
P(D1 ∩ D2)

P(D1)
=

P(D1)P(D2)

P(D1)
= P(D2) = K ;

hence, we conclude that λs = 1. This means that λs = 1 for any disease in which disease
status is independent in each sibling. Incidentally, the independence of D1 and D2 may
not be the case for certain types of disorders; for example, two siblings living in the
same household will likely not be independent of each other with respect to non-genetic
contagious disease status [32].

As another approach showing λs = 1, we note that Risch [33] writes λs in terms of the
covariance between siblings

λs = 1 +
1

K2 Cov(D1, D2) .

Because D1 and D2 are independent events, Cov(D1, D2) = 0 [5,6] and we again conclude
that λs = 1.

As a third approach showing λs = 1, we note Risch [11] defines φs as the prob-
ability that two siblings share zero marker alleles and states that φs = 1/4. Let Z =
{S1 and S2 share zero alleles}, and observe that

P(Z) = φs = 1/4.

Recall {S1 and S2 have the disease} = D1 ∩ D2. As indicated in [11],

P((D1 ∩ D2)|Z) = P(D1)P(D2) = K2,

which implies
P((D1 ∩ D2) ∩ Z) = P((D1 ∩ D2)|Z)P(Z) = K2φs ;

moreover, P(D1 ∩ D2) = P(D2|D1)P(D1) = KsK. Therefore,

P(Z|(D1 ∩ D2)) =
P((D1 ∩ D2) ∩ Z)

P(D1 ∩ D2)
=

K2φs

KsK
=

φs

Ks/K
=

φs

λs
·

As described in [10], the expected proportion of affected sibling pairs sharing zero alleles is
0.25; that is, P(Z|(D1 ∩ D2)) = 0.25 = φs. Hence, φs = φs/λs, and we again conclude that
λs = 1.

4.1.2. Siblings Are from the Same Offspring-Group: λs = 1

We define the offspring-group risk for a specific offspring-group Fi to be the probability
of an individual having the disease, given that the individual is an offspring in Fi. That is,
offspring-group risk is P(D|Fi) (for i = 1, 2, . . . , 6).
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From Figure 6, using P(D|cc) = 0 for a disease D caused by a dominant allele
(Section 2.2), we compute the offspring-group risk for each of the six offspring-groups:

P(D|F1) = P(D|CC) ; P(D|F2) =
1
2
(

P(D|CC) + P(D|Cc)
)

P(D|F3) = P(D|Cc) ; P(D|F4) =
1
4
(

P(D|CC) + 2P(D|Cc)
)

P(D|F5) =
1
2

P(D|Cc) ; P(D|F6) = 0 .

(6)

We are now ready to compute sibling risk using the offspring-group risks. Because the
six offspring-groups form a partition of the population and because siblings are from the
same offspring-group, we can write

Ks = P(D2|D1) =
P(D2 ∩ D1)

P(D1)

=
1

P(D1)

6

∑
i=1

P(D2 ∩ D1 ∩ Fi)

=
1

P(D1)

6

∑
i=1

P(D2 ∩ Fi)P(D1)

=
5

∑
i=1

P(D2|Fi)P(Fi) (because P(D2|F6) = 0).

Using the offspring-group frequencies (Equation (5)), we have that

Ks = P(D2|F1)p4 + P(D2|F2)4p3q + P(D2|F3)2p2q2

+ P(D2|F4)4p2q2 + P(D2|F5)4pq3.
(7)

Substituting the offspring-group risks (Equation (6)) into Equation (7) gives the following
representation

Ks = P(D2|CC)p4 + 2[P(D2|CC) + P(D2|Cc)]p3q + 2P(D2|Cc)p2q2

+ [P(D2|CC) + 2P(D2|Cc)]p2q2 + 2P(D2|Cc)pq3.

Finally, combining similar terms (and noting that p + q = 1), using Equation (1) and
Section 2.2, and using Equation (3) yields

Ks = [p4 + 2p3q + p2q2]P(D2|CC) + [2p3q + 4p2q2 + 2pq3]P(D2|Cc)

= p2[p2 + 2pq + q2]P(D2|CC) + 2pq[p2 + 2pq + q2]P(D2|Cc)

= p2(p + q)2P(D2|CC) + 2pq(p + q)2P(D2|Cc)

= p2P(D2|CC) + 2pqP(D2|Cc)

= p(2r + (1− 2r)p)P(D2|CC)

= K .

Thus, we again conclude that Ks = K. This last argument has the additional utility that it
provides the underlying structure for developing a new measure of aggregation (based on
offspring-groups instead of hereditary families), which we discuss in Section 4.2.

Even though the values of Ks and K are identical, certain offspring-groups (and heredi-
tary families) may have more members with a disease than other groups and may also have
a higher or lower P(D) than the population as a whole. The equality of Ks and K simply
means that the sibling recurrence-risk ratio is not an appropriate measure of aggregation
among offspring-groups or hereditary families. Before we propose an alternative measure
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that avoids the challenges associated with λs, we discuss why estimators (λ̂s) of λs appear
to be greater than one.

4.1.3. Estimating the Sibling Recurrence-Risk Ratio

There are two main reasons for errors in the traditional statistical construction of the
estimator λ̂s: (i) the prevalence of the disease, K, is almost always underestimated; (ii)
sibling risk, Ks, is almost always overestimated.

Having already discussed the underestimation of K (Section 3), we now discuss the
overestimation of Ks. Recall that

Ks = P(D2|D1) =
P(D2 ∩ D1)

P(D1)
·

Using data from a clinical study consisting of pairs of siblings, an estimator P̂(D2 ∩ D1)
will likely yield an overestimation of P(D2 ∩ D1) because the clinical study will almost
always not include siblings from offspring-group F6 for which P(D|F6) = 0 (Equation (6)).
Hence, ascertainment bias will cause

K̂s =
P̂(D2 ∩ D1)

P̂(D1)

to be overestimated. Incidentally, the contribution of offspring-group F6 can be significant.
For example, when p ≤ 0.2, more than 40% of all population members are in this offspring-
group; thus, the same proportion (more than 40%) of the population is likely not included in
computing an estimator for Ks (though F6 is likely to be included in computing an estimator
for K).

In addition, we point out that the sibling recurrence-risk ratio is particularly sensitive
to underestimates of K. Indeed, observe that

λs =
Ks

K
=

P(D2|D1)

K
=

P(D1 ∩ D2)

P(D1)K
=

P(D1 ∩ D2)

K2 ·

Because the exponent for K is two, while P(D1 ∩ D2) has exponent one, λs will be more
sensitive to underestimates of K than to overestimates of P(D2 ∩ D1).

Similarly, an estimator for Ks based on a conditional probability approach is also
almost always overestimated. Consider a clinical study consisting of pairs of siblings with
one of the siblings known to have the disease. An estimator of Ks will be K̂s = P̂(D2|D1).
In this case, the clinical study will likely consist mostly of individuals participating from
offspring-groups with high offspring-group risks (Equation (6)) [32]; that is, the clinical
study will suffer from ascertainment bias. Hence, the calculated value of K̂s will likely yield
an overestimation of Ks.

Despite the reality that in principle Ks = K, several studies [10,11,31,34] have used
estimators of Ks and K derived from clinical studies to suggest λs > 1 and propose that
a more complicated genetic model is required to explain the causes of certain genetic
disorders. However, as we have shown that λs = 1, it appears that equations using λs with
a value other than 1 should not be used to propose alternative genetic hypotheses.

As an illustration, we now discuss an example where using λs is problematic. The
contribution of the Human Leukocyte Antigen (HLA) region (denoted by λsHLA) to the
sibling recurrence-risk ratio is the “expected proportion of affected sibling pairs sharing
zero haplotypes identical-by-decent (IBD) (0.25) divided by the observed proportion [of
affected sibling pairs sharing zero haplotypes IBD]” [10]; that is,

λsHLA =
P(Z|(D1 ∩ D2))

P̂(Z|(D1 ∩ D2))
=

0.25
P̂(Z|(D1 ∩ D2))

,

where Z = {S1 and S2 share zero haplotypes}.
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Assuming a multiplicative model [11], the percentage of the HLA’s contribution to the
sibling recurrence-risk ratio (denoted by % λsHLA) is calculated [10] using the equation

% λsHLA = 100
log(λsHLA)

log(λs)
,

which obviously requires λs 6= 1 (otherwise, the denominator is zero). However, because of
our earlier discussion that λs = 1 (Sections 4.1.1 and 4.1.2), we conclude that this equation
experiences a theoretical deficiency by always producing an undefined result—assuming
the true value of λs is used.

In addition to the already-discussed issues with the estimator λ̂s, it appears that
estimating λsHLA also is problematic; indeed, the above equation for % λsHLA often is used
with an estimated value of λs satisfying λ̂s > 1 and an estimated value of λsHLA also
satisfying λ̂sHLA > 1 [10,11,31,34]. For example, Table 3 in [10] includes several clinical
studies that can be used to construct λ̂sHLA, where the individual studies produce values
of P̂(Z|(D1 ∩ D2)) ranging from a low of 0 (also the median and mode) to a high of 0.50.
These values correspond to λ̂sHLA ranging from undefined (infinite) to 0.50. Combining
all of the data in the clinical studies produces P̂(Z|(D1 ∩ D2)) = 0.07, but due to the large
spread of the data, it is not likely that this single value is meaningful (as was pointed out
by the authors of the study) [10]. In any event, even if researchers wrongly use λ̂s > 1 and
λ̂sHLA > 1, they will still be able to compute the quantity

% λ̂sHLA = 100
log( λ̂sHLA)

log( λ̂s)
·

However, inferences and hypotheses should not be based on such a calculated value of
% λ̂sHLA because of the previously discussed issues with the estimator λ̂s and because of
difficulties associated with the estimator λ̂sHLA. We do not dispute that, in principle, there
may exist a percentage of HLA’s contribution to disease risk; we are simply proposing that
using % λ̂sHLA as an indicator is suspect.

In summary, our analysis shows that λs experiences theoretical and computational
deficiencies; in addition, its definition often is misunderstood and subject to misinter-
pretations [32]. These attributes lead to estimators of λs being greatly inflated (λ̂s � 1);
thus, drawing conclusions based on λ̂s is suspect. In particular, we propose that λs does
not accurately indicate familial aggregation nor provide insight for the general genotype–
disease relationship.

4.2. Offspring-Group Aggregation and Its Measure

To better account for the fact that each offspring-group has its own disease risk, we
propose replacing the concept of familial aggregation with what we call offspring-group
aggregation, which describes the aggregation of genetic diseases among the six offspring-
groups (instead of among hereditary families). In addition, we propose a new measure that
precisely describes the frequency distribution of genetic diseases among the six offspring-
groups and yields estimators of the offspring-group aggregation of genetic diseases.

To do this, we define the offspring-group recurrence-risk ratio as the ratio of the offspring-
group risk to the disease prevalence; specifically,

µi =
P(D|Fi)

P(D)
(for i = 1, 2, 3, 4, 5, 6).

It measures the likelihood that a person from offspring-group Fi has the disease, relative to
a person from the general population. For example, µi = 2.5 means that a person from Fi is
about 2.5 times more likely to have the disease as a person from the general population.
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Using Equations (1) and (6), we obtain the following representations of offspring-group
risk (Section 4.1.2) in terms of r and P(D|CC):

P(D|F1) = P(D|CC), P(D|F2) =
1
2
(1 + r)P(D|CC)

P(D|F3) = rP(D|CC), P(D|F4) =
1
4
(1 + 2r)P(D|CC)

P(D|F5) =
1
2

rP(D|CC), P(D|F6) = 0,

which we collectively write in the form

P(D|Fi) = βi(r)P(D|CC) (for i = 1, 2, 3, 4, 5, 6) (8)

where the functions βi(r) are:

β1(r) = 1, β2(r) =
1
2
(1 + r), β3(r) = r,

β4(r) =
1
4
(1 + 2r), β5(r) =

1
2

r, β6(r) = 0.

Using Equations (3) and (8), we obtain

µi =
βi(r)

p(2r + (1− 2r)p)
(for i = 1, 2, 3, 4, 5, 6). (9)

We propose that the values of µi are an appropriate way to measure the degree of offspring-
group aggregation across all offspring-groups in the general population.

In Table 3, we provide illustrative examples of the offspring-group recurrence-risk
ratio (Equation (9)): (i) a C allele with p = 0.2 and r = 1; (ii) a C allele with p = 0.2 and
r = 0.5; (iii) a C allele with p = 0.02 and r = 1.

Table 3. Illustrative examples of the offspring-group recurrence-risk ratio.

p = 0.2, r = 1 p = 0.2, r = 0.5 p = 0.02, r = 1

µ1 2.78 5.00 25.25

µ2 2.78 3.75 25.25

µ3 2.78 2.50 25.25

µ4 2.08 2.50 18.94

µ5 1.39 1.25 12.63

µ6 0 0 0

Table 3 illustrates several key features regarding the ability of µi to measure offspring-
group aggregation:

(i) The disparate values of µi show that each offspring-group has its own contribution
to offspring-group aggregation. For example, when p = 0.2 and r = 1, members of
offspring-groups F1, F2, and F3 are approximately three-times as likely to have the
disease as members of the general population, while family F6 will have no members
with the disease.

(ii) The distribution of offspring-group aggregation is influenced by the frequency of
the dominant allele C. For example, when r = 1, the positive values of µi increase
markedly as p changes from p = 0.2 to p = 0.02.

(iii) The distribution of offspring-group aggregation is influenced by the parameter r. For
example, when p = 0.2, the offspring-group aggregation is more concentrated among
families F1 and F2 for r = 0.5 than for r = 1.
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An important property of the values of the offspring-group recurrence-risk ratio µi is
that their weighted sum is equal to 1, where the individual weights are the frequencies of
the corresponding offspring-groups. Indeed, writing Equation (7) in terms of the offspring-
group recurrence-risk ratios yields

Ks = P(D2)
[

p4µ1 + 4p3qµ2 + 2p2q2µ3 + 4p2q2µ4 + 4pq3µ5
]

.

Recalling that K = P(D2), we obtain the following decomposition of the sibling recurrence-
risk ratio λs in terms of the offspring-group recurrence-risk ratios µi

λs =
Ks

K
= p4µ1 + 4p3qµ2 + 2p2q2µ3 + 4p2q2µ4 + 4pq3µ5 .

Because λs = 1 (Sections 4.1.1 and 4.1.2), it follows that

p4µ1 + 4p3qµ2 + 2p2q2µ3 + 4p2q2µ4 + 4pq3µ5 = 1 , (10)

where the coefficients of µi are the corresponding frequencies of offspring-group Fi given
by Equation (5).

In addition, another key feature of the offspring-group recurrence-risk ratio is that,
unlike λs, Equation (10) precisely describes the frequency distribution of offspring-group
aggregation of the disease among the six offspring-groups (recall for family F6 that µ6 = 0).
Writing Equation (10) in the form

6

∑
i=1

P(Fi)µi = 1

emphasizes that each term in the sum, P(Fi)µi, is the offspring-group proportion of those
with the disease who are in offspring-group Fi, where P(Fi) is given by Equation (5).

Table 4 illustrates the offspring-group proportions when p = 0.2 and r = 1. The
implication of the values is straightforward; for example, of those people with the disease,
approximately 57% are from offspring-group F5. Moreover, notice that the sum of the
values equals 1, as required by Equation (10).

Table 4. Offspring-group proportions when p = 0.2 and r = 1.

P(F1)µ1 0.004

P(F2)µ2 0.071

P(F3)µ3 0.142

P(F4)µ4 0.213

P(F5)µ5 0.569

P(F6)µ6 0

We point out that, for diseases in which the genotype CC is lethal prior to birth or
shortly thereafter (e.g., Huntington’s disease and Marfan syndrome [35,36]), offspring-
groups F1, F2, and F3 will not appear in the (living) population. In this case, the offspring-
group risk ratios µ4 and µ5 and the offspring-group proportions P(F4)µ4 and P(F5)µ5 are
the most relevant.

In summary, our theoretical framework proposes replacing familial aggregation with
offspring-group aggregation and replacing λs with the offspring-group recurrence-risk
ratio µi, which has these advantageous properties: (i) it quantifies the clustering of the
genetic disease within different offspring-groups and thus does not assume a single value
of aggregation that applies across the general population; (ii) it depends on the parameters
p and r, which can be estimated using unbiased clinical studies (Section 2); (iii) unlike
λs, it does not explicitly depend on K, which is often underestimated (Section 3); (iv) it
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can be used to precisely describe the frequency distribution of offspring-group aggrega-
tion (Equation (10)), which cannot be done with λs. This emphasizes the importance for
parental-sibling clinical studies of determining from which of the six offspring-groups each
subject comes.

In Section 5.3, we provide a scenario illustrating how a clinician may use the theoretical
framework for offspring-group aggregation as a clinical tool.

5. Discussion: Integration of Results

Researchers and clinicians who want to identify a genetic disease, including its
genotype-phenotype relationship, benefit from being attentive to the three topics we have
developed: (1) the relationship between the disease-causing genotypes and the presence of
the associated disease (Section 2); (2) the role of diagnostic tests and their ability to identify
the disease (Section 3); and (3) the frequency distribution of offspring-group aggregation
among the six offspring-groups (Section 4).

Figure 7 provides an organizational diagram of our unified theoretical framework
of these three topics. Recall that G, D, and T denote the events that an individual from
the general population has the disease-causing genotypes, has the disease, and receives a
positive test result from a diagnostic test, respectively. Their possible relationships (logical
implications) are illustrated by the blue and red arrows: Section 2 discusses when G is neces-
sary and/or sufficient for D (i.e., when the disease-causing genotypes identify the disease);
Section 3 discusses when T is necessary and/or sufficient for D (i.e., when a diagnostic test
identifies the disease). Section 4 investigates the frequency distribution of offspring-group
aggregation among the six offspring-groups (summarized by ∑6

i=1 P(Fi)µi = 1), which is
affected by G, D, and T, as indicated by the green arrows.

D

G T

(Sect
ion 2) (Section 3)

w
he

n is G necessary for D when is T necessary for D

when is G suffic
ien

t fo
r D w

hen
is T sufficient for D

Offspring-Group Aggregation

∑6
i=1 P(Fi)µi = 1

(Section 4)

Figure 7. Organizational diagram of our unified theoretical framework of the three main topics for
identifying a genetic disease. Recall that G, D, and T each denote the events that an individual
from the general population has the disease-causing genotypes, has the disease, and receives a
positive test result from a diagnostic test, respectively. The possible relationships between G, D,
and T are illustrated by the blue and red arrows (the arrows are the notation for the logical concept
“implies”). The frequency distribution of offspring-group aggregation among the six offspring-groups
is summarized by the equation, which is affected by G, D, and T, as illustrated by the green arrows.

5.1. Relationship between G and D (Section 2)

Fundamental to identifying a genetic disease is determining the relationship between
the disease-causing genotypes and the presence of the associated disease. For a disease
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caused by a dominant allele: G is always necessary for D; G is sufficient for D if and only if
the disease-causing genotypes are fully penetrant. This is illustrated in Figure 7: D ⇒ G
and the corresponding blue arrow always occurs; G ⇒ D and the corresponding red arrow
occurs if and only if P(D|CC) = 1 and P(D|Cc) = 1.

In other words, the relationship between disease prevalence and the frequencies of the
disease-causing genotypes is always

P(D) ≤ P(G),

and
P(D) = P(G) only when P(D|CC) = 1 and P(D|Cc) = 1.

The theoretical framework presented in Section 2 provides guidance to researchers
and clinicians with regard to determining the relationship between the disease-causing
genotypes and the presence of the associated disease. In particular, if they believe “G is
necessary, but not sufficient for D”, then we propose that researchers and clinicians con-
tinue their investigations, being aware of the associated consequences and responsibilities
(Section 2.3), with the goal of characterizing the relationship between G and D. Even so, it is
essential that clinicians not use their belief that a disease-causing genotype is partially pen-
etrant as justification for using an inaccurate diagnostic test; that is, for using a diagnostic
test with low sensitivity and/or low specificity (Section 5.2).

5.2. Relationship between T and D (Section 3)

The theoretical framework presented in Section 3 provides guidance to researchers
and clinicians with regard to understanding the relationship between a positive diagnostic
test result and the presence of the associated disease. In summary, we recommend that
researchers and clinicians:

(i) Ensure diagnostic tests have T that is both necessary and sufficient for D. Figure 7
illustrates the desired relationship: T ⇔ D and the corresponding blue and red arrows
both occur. When this is the case, P(T) = P(D), where P(D) is described in Section 2.
If clinicians think that a diagnostic test’s positive result is “necessary, but not sufficient”
to confirm the presence of the disease, then that is equivalent to them accepting a
diagnostic test that is actually inadequate at identifying the disease. The test either
should be refined or replaced. We suggest it is imperative that clinicians continue their
investigations—ultimately seeking a diagnostic test that consistently does identify the
disease (Section 3.2).

(ii) Treat P(T) as a cumulative lifetime risk. Framing accurate diagnosis as a cumulative
lifetime risk has implications for clinicians considering the usefulness of a diagnostic
test result, as well as for developing long-term clinical studies (Section 3.3).

These two essential features make it more likely that unbiased clinical studies produce an
estimator P̂(T) that is close to the estimator P̂(D) described in Section 2.2.

In order to be useful in diagnosis, all diagnostic tests must, within reasonable error
bounds, give the same diagnostic information. At present, antibody tests, pregnancy tests,
and blood tests for particular substances are examples of diagnostic tests for which high
sensitivity and specificity determinations are standard. This standard should be applied
to all tests (e.g., tissue biopsies) that are part of the diagnostic system. Even so, for some
genetic diseases, not all subjects with the disease-causing genotype will appear to have the
disease. This may be because of partial penetrance, but it should also be considered that
incomplete diagnosis may be at fault or that people may tend to ignore their symptoms or
ascribe them to other causes. Those persons should be more carefully followed up with
additional investigations and perhaps different types of diagnostic tests.

Finally, we mention that when G and T are both necessary and sufficient for D (all
blue and red arrows in Figure 7 occur), then

P(G) = P(D) = P(T),
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and clinical studies should produce estimators for P(G) and P(T) that are close; that is,
P̂(G) ≈ P̂(T). Because genetic tests are less likely to have errors than are diagnostic tests, a
discrepancy between the estimators more than likely suggests that P̂(T) is not accurate,
indicating that further investigation is warranted, rather than concluding simply that G is
not sufficient.

5.3. Offspring-Group Aggregation (Section 4)

The general population can be partitioned into six offspring-groups denoted by Fi
(for i = 1, 2, . . . , 6), and a specific offspring-group Fi is determined by parental genotypes
(Figure 6). We provide a theoretical framework for describing a genetic disease’s offspring-
group aggregation (i.e., disease aggregation among the six offspring-groups).

We discuss the theoretical and computational deficiencies of the sibling recurrence-risk
ratio, whose definition often is misunderstood and subject to differing and inconsistent
interpretations. This ratio typically is used as an indicator of familial aggregation even
though it ignores the six offspring-groups (Section 4.1).

We propose replacing familial aggregation with offspring-group aggregation, as well
as an alternative measure that does not experience the deficiencies and precisely describes
the frequency distribution of offspring-group aggregation among the six offspring-groups
(Section 4.2). In summary, our proposed measure is the offspring-group recurrence-risk ratio
(denoted by µi), which is defined in Equation (9). It measures the likelihood a person from
offspring-group Fi has the disease, relative to a person from the general population. The
frequency distribution of offspring-group aggregation is described by the equation

6

∑
i=1

P(Fi)µi = 1,

where P(Fi)µi is the offspring-group proportion of those with the disease who are in
offspring-group Fi.

Finally, we note that µi and P(Fi) depend on understanding the disease-causing
genotypes and the presence of the disease (Section 2), as well as accurate diagnosis of
the disease (Section 3). Thus, our theoretical framework for offspring-group aggregation
fundamentally relies on an understanding of the relationships between G, D, and T, as
communicated by the green arrows in Figure 7.

Offspring-group aggregation as a clinical tool. We conclude with a scenario illustrating
how a clinician may use the theoretical framework for offspring-group aggregation as a
clinical tool. Consider a disease caused by a dominant allele with p = 0.2, r = 1, and
P(D|CC) = 1. Then, P(D) = 0.36 (Equation (3)). Suppose a person visits a clinician
wanting to know the likelihood they have the disease, given the person has a sibling known
to have the disease. While the clinician may not know to which offspring-group the siblings
belong, it is known they are not in offspring-group F6. As illustrated in Table 3, the clinician
predicts the person is either 1.39, 2.08, or 2.78 times as likely to have the disease, compared
to members of the general population, which is 0.36. Using this information, the clinician
predicts the likelihood that the person has the disease is approximately either 0.50, 0.75,
or 1.00, respectively, and the person’s offspring-group determines which of the three values
it is. However, even if the clinician does not know the person’s offspring-group, it is still
possible to estimate the likelihood the person has the disease. Indeed, based on Table 4,
the clinician notices that, of those people with the disease, F5 has the highest percentage
(in fact, higher than the sum of all other offspring-groups); thus, the clinician may choose
to only use the F5 information and predict that the likelihood the person has the disease
is about (1.39)× (0.36) = 0.50. Alternatively, the clinician may choose to use a weighted
average, incorporating all the information in Tables 3 and 4,

0.57(0.50) + 0.21(0.75) + 0.22(1.00) = 0.66
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as a prediction of the likelihood the person has the disease. Whichever value the clinician
chooses (0.50 or 0.66), the clinician concludes the person is at a higher risk than a member of
the general population (0.36). This information can be used to frame a discussion between
the clinician and the patient regarding the next steps to pursue (e.g., whether to test the
person for the disease-causing genotypes or administer accurate diagnostic tests).

We recommend that researchers and clinicians consider using the theoretical frame-
work for offspring-group aggregation discussed in Section 4 and summarized in Section 5.3.

To place our analysis in the context of the current state of research, it is still epidemio-
logically valid to say that if one person in a hereditary family has a genetic disease, other
family members are at risk, should be carefully evaluated, and appropriate precautions
should be taken. Though other hereditary family members often are at higher risk than are
members of the population as a whole, this does not mean Ks > K in the general population.
We suggest this mistaken idea be replaced by an approach that carefully uses diagnostic
tools to accurately evaluate K, as well as describe genetic disease aggregation in terms of
the offspring-groups Fi and the offspring-group recurrence-risk ratio µi.
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Appendix A. Derivation of Equation (2)

Consider the partition of the population in terms of the genotypes CC, Cc, cC, and cc.
Now,

D = (D ∩ CC) ∪ (D ∩ Cc) ∪ (D ∩ cC) ∪ (D ∩ cc),

and because the genotypes are mutually exclusive (the intersection of any two genotypes is
the empty set ∅),

P(D) = P(D ∩ CC) + P(D ∩ Cc) + P(D ∩ cC) + P(D ∩ cc).

Because P(D ∩ Cc) = P(D ∩ cC), we obtain

P(D) = P(D ∩ CC) + 2P(D ∩ Cc) + P(D ∩ cc).

By the definition of the probability of an intersection,

P(D) = P(D|CC)P(CC) + 2P(D|Cc)P(Cc) + P(D|cc)P(cc),

which can be written in the form shown in Equation (2).

Appendix B. Necessary and Sufficient as Conditional Probabilities

We now develop equivalent conditional probability formulations for the concepts of
“necessary” and “sufficient”. The formulations apply to any two events, but we will frame
the discussion in terms of G and D (Section 2.3).
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Observe that P(G|D) = 1 is equivalent to saying that “G is necessary for D”. Indeed:

P(G|D) = 1⇔ P(D ∩ G) = P(D)

⇔ P(D ∩ G′) = 0 (because P(D) = P(D ∩ G) + P(D ∩ G′))

⇔ D ∩ G′ = ∅ (∅ denotes the empty set)

⇔ D = D ∩ G (because D = (D ∩ G) ∪ (D ∩ G′))

⇔ the occurrence of D implies the occurrence of G

⇔ G is necessary for D.

Furthermore, observe that P(D|G) = 1 is equivalent to saying that “G is sufficient for D.”
Indeed:

P(D|G) = 1⇔ P(G ∩ D) = P(G)

⇔ P(G ∩ D′) = 0 (because P(G) = P(G ∩ D) + P(G ∩ D′))

⇔ G ∩ D′ = ∅;

⇔ G = G ∩ D (because G = (G ∩ D) ∪ (G ∩ D′))

⇔ the occurrence of G implies the occurrence of D

⇔ G is sufficient for D.

Appendix C. Derivation of Equation (4)

Because T = (T ∩ D) ∪ (T ∩ D′) and because D and D′ are mutually exclusive,

P(T) = P(T ∩ D) + P(T ∩ D′)

= P(T|D)P(D) + P(T|D′)P(D′)

= P(D) + P(T|D′)(1− P(D)) (because P(T|D) = 1)

which implies,

P(T) = (1− P(T|D′))P(D) + P(T|D′) .

Solving for P(D) yields

P(D) =
P(T)− P(T|D′)

1− P(T|D′)
.

To simplify the notation in the following derivation, we let ω = P(T) and α = P(T|D′).
Then, we can write

P(D) =
ω− α

1− α

=
ω(1− α)− α(1−ω)

1− α
,

which implies that

P(D) = ω− (1−ω)
α

1− α
· (A1)

Let f (α) = α/(1− α) for 0 ≤ α < 1. The derivative of f is

f ′(α) = (1− α)−2 > 0 ,
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which implies that f (α) is an increasing function on the interval 0 ≤ α < 1. Thus, for α0
with 0 < α0 < 1,

0 ≤ α ≤ α0 ⇒ f (0) ≤ f (α) ≤ f (α0)

⇒ 0 ≤ α

1− α
≤ α0

1− α0
·

Therefore, using Equation (A1), we obtain the following lower and upper bounds
for P(D):

ω− (1−ω)
α0

1− α0
≤ P(D) ≤ ω .

Substituting ω = P(T) yields Equation (4).
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Abstract: Neutrophil Extracellular Traps (NETs) are large neutrophil-derived structures composed of
decondensed chromatin, cytosolic, and granule proteins. NETs play an important role in fighting
infection, inflammation, thrombosis, and tumor progression processes, yet their fast and reliable
identification has been challenging. Smudge cells (SCs) are a subcategory of white cells identified
by CellaVision®, a hematology autoanalyzer routinely used in clinical practice that uses digital
imaging to generate “manual” differentials of peripheral blood smears. We hypothesize that a
proportion of cells identified in the SC category by CellaVision® Hematology Autoanalyzers are
actually NETs. We demonstrate that NET-like SCs are not present in normal blood samples, nor are
they an artifact of smear preparation. NET-like SCs stain positive for neutrophil markers such as
myeloperoxidase, leukocyte alkaline phosphatase, and neutrophil elastase. On flow cytometry, cells
from samples with high percent NET-like SCs that are positive for surface DNA are also positive for
CD45, myeloperoxidase and markers of neutrophil activation and CD66b. Samples with NET-like
SCs have a strong side fluorescent (SFL) signal on the white count and nucleated red cells (WNR)
scattergram, representing cells with high nucleic acid content. When compared to patients with low
percent SCs, those with a high percentage of SCs have a significantly higher incidence of documented
bacterial and viral infections. The current methodology of NET identification is time-consuming,
complicated, and cumbersome. In this study, we present data supporting identification of NETs by
CellaVision®, allowing for easy, fast, cost-effective, and high throughput identification of NETs that is
available in real time and may serve as a positive marker for a bacterial or viral infections.

Keywords: neutrophil extracellular traps; peripheral blood; sepsis; infection; digital white blood
cell differential

1. Introduction

Neutrophils are an integral part of the immune system’s first line of defense against for-
eign organisms. Neutrophils’ antimicrobial properties encompass three processes: phago-
cytosis, degranulation, and release of neutrophil extracellular traps (NETs) [1–3]. NETs are
large cell-derived structures composed of decondensed chromatin, cytosolic and granule
proteins. They function by trapping, neutralizing, killing, and preventing dissemination
of infectious pathogens such as bacteria, viruses, fungi, and parasites [4–7]. Sterile inflam-
matory processes have also been associated with increased NET production in which case
they have been implicated in pathologic amplification of inflammation, cytokine release,
and tissue damage. In addition to their antimicrobial functions, NETs are thought to play
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an important role in pathogenesis of autoimmunity, vaso-occlusion, thrombosis, tumor
capture, and spread [2,8–10].

Since their initial discovery in 2004, the scientific community has been working on
finding reliable in-vivo NET identification methods [5]. Currently, visual identification of
NETs relies on the visualization of DNA, histones, myeloperoxidase, and neutrophil elas-
tase, using advanced immunohistochemical staining and microscopic techniques [5,9,11,12].
Alternatively, cell-free DNA, MPO-DNA complexes, citrullinated histones C3, neutrophil
elastase, and cathelicidin antimicrobial peptides are used as surrogate markers for NETo-
sis [13–18]. Neutrophil activation marker CD66b has been described as positively corre-
lating with side-fluorescent scatter (SFL) generated by the Sysmex system [18,19], with
several reports suggesting that NETs are identified with Sysmex’ SFL scatters [18,20].
Such techniques are time-consuming, complicated, and cumbersome, hindering expansion
into clinical practice. Currently, there are no readily available tools for the rapid clinical
identification of NETs in patients.

Sysmex is an automated Hematology System routinely used in clinical laboratories for
quantification of cells within peripheral blood and body fluid samples. Sysmex’s White
Count and Nucleated Red Cell channel (WNR) uses fluorescent flow cytometry employing
polymethine dye for nucleic acids and a cell-specific lyse to capture side fluorescence
(SFL) measuring cell’s nucleic acid content and complexity and forward scatter (FSC)
assessing cell size [21]. Automated image analyzers such as the CellaVision® Hematology
Autoanalyzer are frequently used together with Sysmex. Blood samples flagged by Sysmex
as abnormal are routed for peripheral blood smear generation and further analysis by
CellaVision®. CellaVision® takes images of the cells on the slide and categorizes them
based on morphology, generating a “manual” differential. Digital images of white blood
cells (WBC) on the blood smear can subsequently be accessed and reviewed by clinical
personnel. One of CellaVision®’s WBC categories is termed smudge cells (SC). It contains
cellular entities that have lost their structural integrity and cannot be morphologically
classified any further. Classically, on the peripheral blood smear, the smudge cells have
been thought to represent degenerated lymphocytes (DL), which are abundant in blood
smears of patients with chronic lymphocytic leukemia (CLL) [22]. Such smudge cells are a
result of breakdown of fragile leukemic lymphocytes and, therefore, represent an artifact of
smear preparation [22]. We observed that a proportion of cell derived entities categorized as
smudge cells by CellaVision® morphologically resembled NETs. Sysmex WNR scattergrams
that corresponded to blood samples with abundant SC have an increased population of
unique, cellular entities that are comparable to WBC in size (FSC), but have high nucleic
acid content (SFL).

We hypothesize that, in addition to the classic degenerated lymphocytes, a proportion
of SC, as identified by the CellaVision® Hematology Autoanalyzer, are actually NETs. Here,
we present supporting albeit preliminary data showing that NET-like SC are not present
in normal blood samples and are not specimen handling artifacts, display neutrophil and
NET specific markers on immunohistochemistry and flow cytometry, and generate unique
patterns on Sysmex WNR scattergrams comparable to those seen in scattergrams of samples
induced with NET trigger reagents. Additionally, we show that increased percent SC in the
samples of hospitalized patients correlates positively with infection rates.

2. Materials and Methods

CellaVision® peripheral smear images and Sysmex WNR scattergram analysis. Clinical
laboratories at Montefiore Medical Center use Sysmex CBC analyzers (XN 9000) and
CellaVision® (v6.0.3) for routine analysis of EDTA-whole blood for CBC, peripheral blood
smear generation using Wright Giemsa stain, and acquisition of digital images of these
smears to classify white blood cells and generate a manual differential count. The smudge
cell category reported by CellaVision® includes the classic degenerated lymphocytes, but
also cellular entities that resemble NETs. We initially identified NET-like SC using a set of
morphologic characteristics: lack of discernible plasma membrane, no intact cytoplasm, dis-
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persed granules, decondensed and congested nuclei, and polarized chromatin projections.
To investigate whether such NET-like SC are detectable by Sysmex’s WNR (White Count
and Nucleated Red Blood Cells) scattergrams corresponding to samples, we assessed the
area of moderate FSC and high SFL, as it is known that NETs are similar in size to WBC but
have a higher nucleic acid and granulation. To quantify the fluorescence signal in the WBC
and NET area of WNR scattergram we used ImageJ® software (v1.53a).

Flow cytometry characterization of NETs. To further characterize NET-like SC as of neu-
trophil origin, we selected samples with ≤5% SC, ≥20% with majority SC morphologically
characterized as NETs, and ≥20% with majority degenerated lymphocytes. To maintain
cell integrity, centrifugation and cell permeabilization was avoided. Antibodies to SYTOX
green, CD45, MPO, Neutrophil Elastase (NE), and CD66b were added to the buffy coats
of gravity-separated EDTA whole blood samples. All antibodies were purchased from
Invitrogen, Waltham MA and were used according to manufacturer recommendations.
Gating was done using the Sytox positive cell gate, since only the SC should have surface
DNA and be in this category, followed by gates for CD45, MPO and CD66b.

Effects of specimen handling and slide preparation (Incubation time, smearing angle, and
pressure). To determine whether NET-like SC were a product of sample handling and slide
preparation, samples with no detectable morphological “NETs” or smudge cells as analyzed
by the CellaVision® underwent different slide preparation techniques. Five samples were
incubated for 2, 6, 8, 10 and 24 h at 37 ◦C. Peripheral blood smears of these samples were
processed through the CellaVision® for analysis. Different angles (60◦, 30◦, 15◦, 0◦, and
standard 45◦) and different pressures (as hard as possible without breaking the slide and
soft capillary pressure) were used in the preparation of manual slides. Smearing was
performed using both push and pull techniques. As analysis of manually prepared slides
by CellaVision® is not possible, morphological NET counts were performed by microscopic
examination of the slides by two different, blinded pathologists.

In vitro NET formation. EDTA whole blood specimens without SC reported on
CellaVision® were then incubated with 100 nM phorbol 12-myristate 13-acetate (PMA),
100 µg/mL lipopolysaccharide (LPS), and 5 µM Ionomycin at 37 ◦C for 2, 6, 8, 10, and
24 h before re-processing through CellaVision®. All reagents were purchased from Sigma-
Aldrich, St Louis, MO, USA.

Immunofluorescent staining for NET markers. To ensure viable cell counts, 50 uL of Sytox
green (Invitrogen, Waltham, MA, USA) was added directly to the EDTA whole blood tube
prior to smear processing. For all other stains, blood smears were dried and permeabilized
with 4% paraformaldehyde (PFA) in phosphate buffered saline (PBS) for 10 min and washed
with PBS (both reagents purchased from Sigma-Aldrich, St. Louis, MO, USA). Smears
were then incubated with anti-histone H3 (citrulline R2 + R8 + R17; Ab5103, from Abcam,
Cambridge, UK) at 1:100 (in PBS + 1% bis(trimethylsilyl)acetamide (BSA)) followed by
Alexa Fluoro 488 goat anti-rabbit IgG (purchased from Abcam, Cambridge, UK) at a 1:1000
dilution for 1 h. Immunohistochemistry staining for leukocyte alkaline phosphatase (LAP)
activity and LAP scoring was performed as per manufacturer recommendations (Sigma-
Aldrich, St. Louis, MO, USA). For myeloperoxidase (MPO) and neutrophil elastase staining,
smears were stained with directly conjugated Alexa-Flouro488 MPO (Abcam, Cambridge,
UK) at 1:1000 dilution for 1 h.

Correlating %SC in EDTA whole blood with presence of infections. The CellaVision®

database was reviewed to randomly identify specimens with ≤5% and ≥20% SC between
March 2018 to February 2020. After IRB approval, the corresponding electronic medical
records were reviewed to collect data on demographics, %SC, WBC count, and presence
of infections within 10 days of specimen collection (either confirmed by microbiology or
documented as such by medical provider). Fluorescence signal of suspected NET area on
Sysmex WNR scattergrams was quantified using ImageJ software (v1.53a).

Statistical Analysis. Statistical analyses of averages were performed using means and
standard deviations or IQR for normal and non-normal distribution of data respectively. p
values were calculated with Kruskal–Wallis test for continuous variable and Chi-Squared
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(or Fisher’s as needed) test for categorical variables using the R Studio® software (v1.4.1717).
Significance was denoted by a two tailed α = 0.05.

3. Results
3.1. Smudge Cells Are Not Increased in Normal Samples

To establish SC reference range for normal samples, 46 consecutive CBC specimens
that were not flagged by Sysmex as abnormal were identified and manually routed to
CellaVision® for analysis. The median %SC on these normal samples was 4.3 [2.6; 4.3].

3.2. The CellaVision® SC Category Contains Two Distinct Entities: Degenerated Lymphocytes and
NET-like SC

A proportion of cells in the SC category resembled classic degenerated lymphocytes
(DL)—cellular remnants that did not retain any structural components, while other cells
morphologically resembled NETs. On CellaVision® NET-like SC appear as cell remnants
with no discernible plasma membrane, no intact cytoplasm, dispersed granules, decon-
densed and congested nuclei, and polarized chromatin projections that resemble spider
nets (Figure 1).
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Figure 1. Example of Smudge Cell category in CellaVision® containing two distinct populations
of cell derived entities: NET-like and DL-like smudge cells. This is a screenshot of Smudge Cell
category from Cellavision® illustrating examples morphological differences between degenerating
lymphocytes (green square) and NET-like smudge cells (red square). NET-like smudge cells are
characterized by lack of discernible plasma membrane, no intact cytoplasm, dispersed granules,
and polarized chromatin projections that resemble spider webs. Cellular entities that we were not
able to classify as DL or NET-like were left without outline. Images are captured with a 100×
magnification lens.

3.3. Sysmex WNR Scattergram Can Detect Differences in Nucleic Acid Content within WBC

To further differentiate between DL-like and NET-like SC we evaluated samples with
≤5% SC, ≥20% SC with majority morphologic NET-like SC, and ≥20% SC majority with
majority morphologic DL. WNR scattergram of samples with ≤5% SC had low-to-no
signal at medium FSC (size) and high SFL (nucleic acid) areas (Figure 2, panel A). Samples
with ≥20% DL-like SC had a distinct pattern with a strong and broad signal at higher-
than-expected FSC, yet a low-to-intermediate signal in the high SFL region (compared to
the samples with ≥20% NET-like SC) (Figure 2, panel B). This pattern was characteristic
to samples of patients with lymphocytosis, mainly secondary to CLL. This pattern has
been described by others as prolymphocytic cell clusters that form an “inverted comma”
with high FSC in the WNR scattergram in chronic lymphoproliferative disorders [23].
Scattergrams of samples with ≥20% majority NET-like SC had visibly higher SFL signals
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within the expected FSC range for WBC (Figure 2, panel C). This further confirms that the
SC category does contain two separate populations of cells: one with cells with increased
nucleic acid contents and sizes comparable to WBC—likely representing NETs—and the
second with cells without increased nucleic acid contents but with likely increased clumping
that is represented by a large size range—likely representing increased numbers of fragile
lymphocytes turning into smudge cells during smearing (hence ≥20% SC) but staying
intact during flow cytometry.
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Figure 2. Sysmex WNR scattergram. WNR scattergram of EDTA-whole blood samples of hos-
pitalized patients (A). Sample with ≤5% SC showing low signal in the high SFL area (blue box
representing suspected NET area). (B). Sample with ≥20% majority DL-like SC with wide range of
FSC and low-to-intermediate signal in the suspected NET area/high SFL. Such pattern is seen in sam-
ples with marked lymphocytosis secondary to CLL, high SFL signal is absent as fragile lymphocytes
turn into smudge cells during smearing but stay intact during flow cytometry (C). Sample with ≥20%
SC containing majority NET-like SC with FSC (size) within expected range for WBC but high SFL
(nucleic acid content).

3.4. Identification by Immunohistochemistry: Samples with Majority NETs-like SC Stain Positively
with for LAP, MPO, and NE

To further confirm our ability to identify NETs within the SC category, we assessed
the cell of origin for NET-like and DL-like SC in samples with >20% SC. Twenty EDTA
whole blood samples with >20% SC identified on CellaVision®, 10 with mostly NET-like SC
and 10 with mostly DL-like SC, were selected for staining with LAP and blinded scoring.
The samples with majority NET-like SC had LAP score of 172.1 and those with DL-like SC
had a score of 103.3, p < 0.00087. Slides from patients with documented SC LAP scores
were stained for MPO and NE; the NET-like SC cases stained strongly for MPO and NE
(Figure 3).

3.5. Identification by Flow Cytometry: Samples with Majority NET-like SC Contain Surface MPO
and CD66b

To confirm the two groups within SC category that we identified using routinely avail-
able WNR scattergram and morphologic identification, we used flow cytometry to further
characterize our populations. We used surface DNA (Sytox), CD45, MPO, and CD66b stain-
ing to identify SC and SC subtypes. Samples with ≤5% SC by CellaVision® were usually
negative by Sytox green while samples with ≥20% SC were positive. Sytox green positive
cells were also positive for CD45, affirming that SC are of WBC origin. Surface MPO and
CD66b within this Sytox+, CD45+ population was positive only in those samples with high
NET-like SC but not in samples with high DL-like SC. This again affirms that the SC category
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contains both cells of neutrophil (Sytox green+/CD45+/MPO+/CD66b+) and lymphocyte
origin (Sytox green+/CD45+/MPO-/CD66b−). This is demonstrated in Figure 4.
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Figure 3. Myeloperoxidase and neutrophil elastase staining of samples with high LAP score.
Peripheral blood samples with ≥20% NET-like smudge cells were stained and scored for leukocyte
alkaline phosphatase (LAP). These samples also stained positive for neutrophil specific markers
myeloperoxidase (MPO) and neutrophil elastase (NE) in intact neutrophils as well as degranulating
neutrophils with features of nuclear decondensation and NET-like cells with web-like projections
expressing myeloperoxidase and neutrophil elastase. Scale bar = 10 µm.

3.6. NET-like SC Are Not an Artifact of Specimen Handing

Compared to the standard smear preparation technique, neither larger or smaller
angles nor increased smearing pressure resulted in greater numbers of NET-like SC (p = 0.14
for angle and p = 0.07 for pressure). When subjected to prolonged incubation times, EDTA-
whole blood specimens did not develop increased number of NET-like SC (p = 0.09),
although some vacuolation and expansion of WBC cytoplasm was observed (Figure 5,
top row).

3.7. Induced NETs Have the Same Appearance as NET-like SC on CellaVision® and Produce the
Same Signal on WNR Scattergram

PMA, LPS, and Ionomycin were used to determine whether NETs could be induced
in routinely collected EDTA-whole blood specimens (Figure 5). In samples incubated
with PMA, LPS, and Ionomycin up to 24 h, we observed vacuolation within the leukocyte
cytoplasm, followed by congestion and decondensation of the nuclei. Neutrophil degran-
ulation and ejection of chromatin and nuclear material was observed as early as 30 min
and continued for up to 8 h. After 6 h of incubation, most neutrophils converted into SC,
morphologically resembling NETs. Further expansion of the extracellular nuclear material
and chromatin was observed up to 24 h. After 24 h, many of the neutrophil remnants
disappeared. Following the stimulation of whole blood with PMA, morphologically identi-
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fied induced NETs stained strongly with Sytox green, MPO, and citrullinated histone H3
(Figures 6–8).
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Figure 4. Flow cytometry to differentiate NETs vs. Degenerated Lymphocytes. Soft spin buffy coat
samples were incubated unpermeabilized with antibodies for Sytox (surface DNA dye), CD45 (WBC
marker K0525), surface MPO (PB450), surface CD66b (APC, marker for activated neutrophils). Sytox
green positive cells were serially gated for CD45, then MPO, and then CD66b. Cells from sample
with ≤5% SC did not express surface DNA and thus were negative for all subsequent gating. Cells
from samples ≥20%SC with morphologically identified majority degenerated lymphocytes stain
positive for Sytox+ and CD45+ but negative for MPO- and CD66b- (this population was back-gated
and highlighted as orange in the SSC vs. FSC dot plot). Cells from samples ≥20%SC morphologically
identified as majority NETs stain positive for all surface markers: Sytox+/CD45+/MPO+/CD66b+
(this population was back-gated and highlighted as cyan in the SSC vs. FSC dot plot). Note the
difference in size and granulation between DL and NET-like SC.

WNR scattergrams of PMA stimulated EDTA-whole blood samples (definitively con-
taining NETs) demonstrated signal in the same area of WNR scattergram as seen in samples
with ≥20% NET-like SC. These changes in the scattergram were observed as early as 30 min,
and events in the large SFL area continuously increased up to two hours (Figure 9). This
further affirms the identification of a NETs area in high SFL but moderate FSC on the WNR
scattergram (Figure 9, blue rectangle).
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Figure 5. Effect of time on NET formation in EDTA-whole blood samples. NET formation was
induced with classic triggers (PMA, LPS, Ionomycin) in EDTA whole blood from normal donors.
Smears were prepared at 2, 6, 8, 10 and 24 h. WBC manual differential was performed by CellaVision®

to capture NETs at different stages within the smudge cell population. NET formation followed
a canonical order of morphological changes: vacuolation, nuclear decondensation, degranulation,
chromatin ejection and protrusions. Images are captured with a 100× magnification lens.
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Figure 6. Sytox green staining of PMA induced NETs. EDTA-whole blood samples stimulated with
PMA stained with Sytox green dye. (A). At 2 h, NET formation extracellular projection is seen on the
hematoxylin stain (top, brightfield, grayscale). Sytox green highlights DNA projection from the center
of the NET (bottom). (B). At 3 h, thin DNA projection as well as center of the NET are visualized with
Sytox green stain. Scale bar = 10 µm.
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Figure 7. MPO staining of PMA induced NETs. EDTA-whole blood samples stimulated with
PMA to induce NETs were stained with hematoxylin dye (brightfield, grayscale images) and MPO
(fluorescent green images) at 45 min, 2 h, and 3.5 h. (A) At 45 min, MPO is confined within the
neutrophil. (B) At 2 h NET formation is visible under hematoxylin stain and MPO is seen outside of
cellular bounds. (C) At 3.5 h, on hematoxylin stain, mature NET is visualized with DNA projections
extending from the center which stains strongly for MPO. (D) At 3.5 h MPO (fluorescent green) is
seen located centrally and extending peripherally within the NET DNA projections positive for DAPI
stain (fluorescent blue). Discoid, round cells in the periphery and near the scale bars are red blood
cells, some forming rouleaux due to the fixation and smearing. Scale bar = 10 µm.
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Figure 8. Citrullinated Histone3 staining of PMA induced NETs. EDTA-whole blood stimulated
with PMA stained for citrullinated histone. Scale bar = 10 µm.
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Figure 9. WNR scattergrams of PMA stimulated EDTA-whole blood samples. EDTA-whole blood
samples from healthy donors were incubated with PMA to induce NETs. After 2 h of incubation
the normal sample (no PMA added) did not have increased signal in the region of high nucleic
acid content (SFL, blue rectangle). Blood samples stimulated with PMA developed progressively
increasing signal at the region of high SFL. In the PMA-induced sample, as the intensity of signal
in the high SFL region increased the signal for WBC cells decreased suggesting that a proportion of
WBCs evolved into NETs and were now detected in high SFL region.

3.8. % SC in EDTA Whole Blood Correlates with Presence of Infections

We reviewed the electronic medical records of 200 patients with ≤5% and 194 patients
with ≥20% SC on CellaVision®. As shown in Table 1, 50.5% patients with ≥20% SC had
infections, as compared to 31.5% patients with ≤5% SC, p < 0.001. This increase was true for
both bacterial (p = 0.034) and viral infections (p < 0.001). The XN scattergrams of samples
with ≥20% SC had a significantly higher signal in the area representing high nucleic acid
content than scattergrams of samples with ≤5% SC, 1.6 [0.67, 3.3]) vs. 0.69 [0.29, 1.7],
respectively (p < 0.001), suggesting the presence of NETs.

Table 1. Infection rates in samples with <5% SC and >20% SC.

Control (≤5% SC)
(n = 200)

High SC (≥20% SC)
(n = 194) p

Female, n (%) 108 (54.0) 103 (53.1) 0.94

Age, median [IQR] 59.9 [46.1, 69.7] 59.3 [41.1, 70.7] 0.64

% Smudge Cells (SC),
median [IQR]
WBC × 109/L,
median [IQR]
XN Scattergram NETs
area, median [IQR]

2.6 [1.7, 3.5]
8.7 [4.60, 14.7]
0.69 [0.29, 1.7]

33.0 [24.5, 45.7]
7.3 [3.7, 14.3]
1.6 [0.67, 3.3]

0.14
<0.001
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Table 1. Cont.

Control (≤5% SC)
(n = 200)

High SC (≥20% SC)
(n = 194) p

Patients with
infections *, n (%) 63 (31.5) 98 (50.5) <0.001

Bacterial
infections, n (%) 44 (22.0) 62 (32.0) 0.034

Viral infections,
excluding HIV, n (%) 20 (10.0) 51 (26.3) <0.001

Acute viral
infection **, n (%) 15 (7.5) 29 (14.9) 0.029

Chronic
viral infection ***, n
(%)

7 (3.5) 22 (11.3) 0.005

HIV ****, n (%) 10 (5.0) 14 (7.2) 0.48
* Each patient could have more than one infection, ** excluding HIV, EBV, CMV, HCV, HBV, *** CMV, EBV, HCV,
HBV, **** HIV not included in total number of infections.

4. Discussion

NETs represent one of neutrophil’s defense mechanisms against septic and sterile
inflammatory states [1–3,8,10]. They migrate to infected or inflamed tissues and have
been identified within parenchyma of the affected organs [24]. Nevertheless, a quick,
reliable, and clinically meaningful identification method for circulating NETs has not been
developed. In addition to the use of immunohistochemistry for the direct visualization
of NETs, studies also report using surrogate markers such as cell-free DNA, MPO-DNA
complexes, citrullinated histones C3, neutrophil elastase, and cathelicidin antimicrobial
peptides [13–16]. Additionally, the presence of serologic NET markers has been correlated
to increased SFL signals on Sysmex WDF scattergrams in patients with both acute and
chronic inflammatory states [18,20].

A possible explanation for the lack of reliable visualization techniques of circulating
NETs is that they are difficult to identify without using NET specific stains and markers,
which have not been integrated into clinical practices and are not readily available in strictly
clinical settings. On digital images of peripheral smears generated by CellaVision®, at
first glance, NETs resemble the classic smudged lymphocytes seen in peripheral smears of
patients with CLL. Upon closer inspection, they differ from these lymphocytes in size and by
their intricate network of fine extracellular projections. With the advent of digital imaging
systems for morphological WBC differential and quantification, such as the CellaVision®,
we observed that the SC category contains two distinct entities: degenerated lymphocytes
and cell remnants resembling NETs. Such an observation opens up a new quick, easy, and
readily available avenue for NET identification. To investigate this further, we developed a
set of experiments to characterize these NET-like smudge cells.

Samples classified as normal by Sysmex had on average 4.3% SC. Typical lymphocyte
smudge cells, as seen in patients with CLL, are a product of smear preparation, nevertheless
we did not see a significant increase in NET-like SC when we altered specimen storage
conditions and slide preparation technique. As described in prior studies, nucleic acid
content of WBC represented by side scatter on WDF Sysmex scattergrams correlates with
NET markers [18,20]. In our study, we used the WNR scattergram to show that samples
with high contents of NET-like SC also had a unique signal that localized to the high SFL
and moderate FSC area. Samples of patients with CLL, expected to have smudge cells, did
not have this distinct pattern on the WNR scattergram. To further confirm our ability to
differentiate between NETs and DL within the SC category we used LAP staining and flow
cytometry. Both techniques confirmed that NET-like SC are of neutrophil origin. Samples
with ≥20% NET-like SC stained strongly for LAP, MPO, and NE by immunohistochemistry
and on flow cytometry were positive for surface DNA, CD45, MPO, and CD66b which is a
marker of neutrophil activation that is upregulated during NETosis [24].
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Identification of NETs is further complicated by their dynamic morphology. On digital
peripheral smears of CellaVision® we observed many morphologically distinct forms of
NET-like SC. We hypothesize that these might represent different stages of NET formation
and maturation. To test this, we developed an in-vitro model to study the morphological
changes of neutrophils during NET formation using PMA, LPS, and Ionomycin. Using
these triggers, we observed changes in neutrophils including vacuolation, nuclear decom-
pensation and development of spider-web like projections in as early as 30 min. These
changes were captured by the CellaVision® and appeared similar to some of the NET-
like SC seen in unmanipulated EDTA whole blood samples. NETs induced in peripheral
blood samples with PMA, LPS, and Ionomycin resulted in a signal similar on the WNR
scattergram to that produced by samples with ≥20% NET-like SC.

To apply our findings clinically, we correlated % SC with the presence of documented
bacterial and viral infections in hospitalized patients. When compared to patients with
≤5% SC, those with ≥20% SC have a significantly higher incidence of infections within
10 days of specimen collection. WNR scattergrams of samples with ≥20% SC display a
strong signal in the high SFL area of the WNR scattergram—a pattern unique to samples
induced with NET triggers. This suggests that patients with high %SC identified by
CellaVision® may have an underlying inflammatory process driving NETosis. This study
was limited to studying the correlation between % NET-like SC and infections and the
sample size was not sufficiently powered to study the association of NET-like SC in other
non-infectious diseases and conditions. Nonetheless, NETosis has been associated with
many non-infectious conditions including cancer, thrombosis, autoimmune disorders, and
chronic metabolic disorders [8,25–29]. Future studies are needed to establish the association
of NET-like SC with these conditions. With the availability of automated and digitized
blood cell differential count becoming routine not only in hospitals but also in community-
based clinics, a pragmatic, fast, and cost-effective screen tool such as the one described
herein has potential for wide applications and the early detection of NETosis in multiple
diseases and disorders.

5. Conclusions

In this article, we propose that the smudge cell category of CellaVision® likely contains
two distinct populations of leukocytes: degenerated lymphocytes and NETs. NET-like
smudge cells are not an artifact of smear preparation, are identified in the high SFL area
of the WNR scattergram, and express neutrophil markers identifiable on immunohisto-
chemistry and flow cytometry. In hospitalized patients, the percentage of smudge cells
correlated with infections. The identification of NETs on digital images of peripheral blood
smears generated by routinely used automated hematology systems such as CellaVision®

offers an easy, fast, cost-effective approach with a variety of possible clinical applications
and potentially an early marker for infections.

6. Patents

Identifying neutrophil extracellular traps in biological samples: US20220254015A1,
Publication Date: 11 August 2022.
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Abstract: Mathematical and computational models are used to describe biomechanical processes in
multicellular systems. Here, we develop a model to analyse how two types of epithelial cell layers
interact during tissue invasion depending on their cellular properties, i.e., simulating cancer cells
expanding into a region of normal cells. We model the tissue invasion process using the cellular
Potts model and implement our two-dimensional computational simulations in the software package
CompuCell3D. The model predicts that differences in mechanical properties of cells can lead to tissue
invasion, even if the division rates and death rates of the two cell types are the same. We also show
how the invasion speed varies depending on the cell division and death rates and the mechanical
properties of the cells.

Keywords: cell competition; cellular Potts model; invasion; travelling wave

1. Introduction

A challenging question in developmental biology and cancer research is how cellular
properties influence cell competition in epithelial tissues, which is crucial in normal tissue
development and elimination of transformed precancerous cells [1–4]. Epithelial cell
layers line organs throughout the body [5] and play important roles in tissue and organ
development, yet account for about 90% of all cancers [6]. In cell competition, normal and
mutant cell populations with different properties compete with each other at their interface
for survival, where the winner cells invade and occupy the space held by the loser cells,
which are eventually eliminated [1–3,7]. A key question is how this competition process is
influenced by the cellular interactions and properties. Answers to this question can provide
new information in the development of cancer treatments and regenerative medicine [2].

Theoretical models are ideal tools to assess the main mechanisms of the competitive
cell invasion phenomenon [8]. Various models have been developed to study the cell
competition process, including differential equations of predator–prey interactions [7,9],
continuous mechanical models of cell proliferation and death [4,10], the vertex model of
the evolution of cell turnover and local topology dynamics [11], and the cellular Potts
model (CPM) of regulation of mechanical contact-dependent competition [12]. However,
it remains elusive how cellular properties affect the speed of cell competition in which
winner cells occupy the space following loser cells’ apoptosis.

To fill this gap, we propose a computational model to analyse how different properties
of epithelial cells determine the speed of competitive invasion. The model represents the
generation and progress of the cell invasion process in a generic epithelial layer due to
various differences in the cell parameters. In principle, such differences may arise due to
mutations characteristic of cancer cells within the resident population that may lead to
invasion of resident cells by the modified cell type. The proposed model is based on the
CPM [13], a computational modelling framework that enables the simulation of epithelial
cell dynamics (e.g., cell shape and cell–cell interactions), while being computationally and
conceptually simpler than most off-lattice models (e.g., vertex model) [14–17]. The model
simulates the competition between two cell populations with different properties. Cell
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shapes and interactions evolve according to the Potts energy model. Cell proliferation
and death events are associated with mechanical properties of cells and modelled as
stochastic events. The modelling results are discussed in the context of experiments and
other theoretical studies.

This paper is organised as follows. Section 2 presents the development of the model.
This section first presents how the dynamics of cellular shapes and interactions between
cells are modelled. It also describes modelling cell proliferation and death processes. In
Section 3, the computational results are presented and discussed. First we investigate the
equilibrium state of a single cell type as a function of the parameters, then we analyse
competition between cell types that differ either in their turnover rates or bio-mechanical
properties. Finally, results are discussed in context with earlier findings, followed by
potential future research directions.

2. Model Description

To model the effect of cellular properties on epithelial cell invasion, we propose a two-
dimensional computational model that represents the competition of two cell types within
an epithelial monolayer. The model is based on the CPM such that cells are represented on
a lattice, where each cell covers a set of connected lattice sites (or pixels) and each pixel can
only be occupied by one cell at a time.

The expansion and retraction of the cell contours is determined by stochastic minimi-
sation of a phenomenological energy function [15,16,18–21]:

E = λarea

N

∑
α=1

(Aα − A0)
2 + λcont

N

∑
α=1

L2
α + ∑

−→
i ,
−→
j

φ
(

α−→
i

, α−→
j

)(
1− δ(α−→

i
, α−→

j
)
)

(1)

where Aα and Lα are the area and perimeter of each cell α, respectively, of N cells with
indices α = 1, . . . , N. The first term represents preference of the cells to maintain a preferred
area A0, and λarea is an area compressibility coefficient, which determines how easily cells
can deviate from the preferred area. The second term describes the contractility of the cell
perimeter, where the penalty parameter λcont represents cortical actomyosin contractility
around the lateral cell membrane [22]. The last term represents cell–cell adhesion, mediated
by adhesion molecules such as E-cadherin [23]. The parameters λarea, λcont, and φ determine
the relative contribution of mechanical properties of the cells to the energy function E, and
thus to the configuration of cells in the monolayer. φ(α−→

i
, α−→

j
) is the boundary energy

cost at neighbouring lattice sites
−→
i and

−→
j . The Kronecker δ function prevents counting

pixels that belong to the same cell. When both lattice sites
−→
i and

−→
j correspond to cells,

φ(α−→
i

, α−→
j
) = λadh; otherwise when one or both lattice sites represent boundary walls

surrounding the monolayer, the boundary energy cost φ is set to zero. Note that λadh < 0
to represent that cells preferentially expand their boundaries shared with neighbouring
cells. This is, however, balanced by the contractility of the cell perimeter. In this paper,
we use Equation (1) to model the effect of mechanical properties of cells on epithelial cell
invasion in a two-dimensional space. This model considers a minimal set of parameters
efficient for model analysis along with the cell proliferation and death rate parameters.
The model can be extended to three-dimensional space for considering further properties,
such as extracellular components [24].

A cell expands or shrinks following a stochastic series of elementary steps. The algo-
rithm selects two adjacent lattice sites~i and~j that belong to different cells α~i 6= α~j. Then,

it attempts to copy the cell index α~i into the adjacent lattice site~j, which takes place with
probability [25,26]:

P
(

α−→
i
−→ α−→

j

)
=

{
1 ∆E ≤ 0
e−∆E/T ∆E > 0

(2)
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where ∆E is the change of energy in functional (1) due to this elementary step, and the
temperature-like parameter T is a scaling factor that represents the magnitude of stochastic
fluctuations in the model. Following our earlier works [15,16], we set T = 50 since
it provides cell shapes in both the soft and hard regimes for various combinations of
parameters in Equation (1). The time unit of the model is given by a Monte Carlo step
(MCS) that corresponds to selecting every pixel site in the lattice once for a copy attempt
described above [25]. Taken together, Equations (1) and (2) imply that cell configurations
that increase the penalties in functional (1) are less likely to occur. Thus, the population of
cells evolves through stochastic rearrangements in accordance with the biological factors
incorporated into the effective energy function E.

To model the competition for space between two cell populations, it is also necessary
to include a turnover of cells through stochastic cell birth and death events [9,12]. A crucial
factor that regulates cell proliferation is cell growth factor [27,28], so that the probability of
cell proliferation for individual cells increases with the cell area [29]. We therefore define
cell proliferation as a stochastic event: at every MCS, a set of uniformly distributed random
numbers in [0,1] are generated for each cell that reaches the target area (i.e., Aα ≥ A0). If
the random number is smaller than the cell division parameter B, the corresponding cell is
divided into two cells each with area ≈ A0/2. Then, according to Equations (1) and (2),
these two daughter cells grow and approach the target area A0.

We model the cell death process using characteristics identified experimentally. Exper-
iments have shown that during the death process of a cell, the cell cortical actin network, to-
gether with microtubule and intermediate filaments, become depolymerised [30,31], and the
interactions of the cell with its neighbouring cells become disorganized [32], leading to the
degradation of cellular components and the loss of cell volume (i.e., cell shrinkage) [32,33].
Accordingly, in our model, within every MCS, each cell can die with a probability M.
The parameters of the dead cells are modified by setting the contractility and adhesion
parameters to zero (i.e., λcont = 0 and λadh = 0). Also, the target area of the dead cell is set
to zero (A0 = 0), and the area compressibility is increased to λarea = 200 so that the dead
cell gradually shrinks and then disappears from the layer. Using computer simulations,
we found that λarea = 200 was sufficient to avoid the accumulation of a large number of
partially compressed dead cells in the system over time.

We note that in a real tissue, cell division and death may be influenced by multiple
factors, including signals from surrounding cells and interactions with the extracellular
matrix. For simplicity, in this model we do not consider these factors, in order to focus
on the main mechanisms determined by the competition for space of two cell types with
different properties.

We implement computational simulations of the cell invasion model using the open-
source software package CompuCell3D (CC3D) [25]. Each simulation starts with two
cell types (each with 225 cells or 900 cells and different set of parameters) placed on a
rectangular domain and separated by a barrier. In the initial condition, the area of each cell
was set to the target area A0, i.e., each cell occupies a square shaped area of 10× 10 pixels.
The simulation domain is surrounded by wall cells that prevent the cells from sticking to
the lattice boundaries. The wall cells are excluded from participating in the pixel copies of
the Potts model [34].

We run each simulation in three stages. First, cell death and division events are
switched off, and the two cell types are separated by a barrier. In this stage, both cell types
reach their equilibrium shapes according to their mechanical parameters in the energy
function E. As was shown earlier, when the contractility λcont is high (or the cell–cell
adhesion coefficient is low) the cells form quasi-polygonal approximately hexagonal shapes
(hard regime) [18,19]. In the opposite case of low contractility, the cell shapes are more
irregular, with strongly fluctuating dynamical boundaries (soft regime). This implies that
the model takes into account both the shape and size of the cells in representing the invasion
process. In the second stage of the cell invasion simulation, both cell death and division
are allowed (according to the stochastic rules described above), while the two cell types
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remain separated by the barrier. During this stage, each cell type reaches their equilibrium
density and the corresponding average cell size. The competition between the two cell
types takes place in the third stage when the separating barrier is removed. The simulation
of this stage is usually continued until one of the cell types disappears from the domain.

3. Results and Discussion

In order to calibrate the model parameters to represent a realistic epithelium, first we
investigate the equilibrium state of a homogeneous monolayer composed of a single cell
type. We analyse how the equilibrium cell density changes with the model parameters,
such as the cell division and death probabilities and the mechanical parameters of the CPM
energy function.

We then model cell competition with two different spatially separated cell types and
examine how one cell type invades the region occupied by the other, depending on the
model parameters. First, we will focus on competition between cells that have the same
mechanical parameters but different biological properties, represented by the probabilities
of cell division and death. Then we consider the case where competing cell types have the
same cell turnover parameters but differ in their mechanical properties characterised by
parameters in the energy function, such as cortex contractility, area compressibility, and
cell–cell adhesion. Then, we will also model the cell competition of two cell types in case
they have different biological and mechanical properties at the same time.

3.1. Homeostatic Equilibrium in a Homogeneous Cell Layer

To investigate how the model parameters affect the equilibrium cell density, we analyse
the behaviour of a cell layer with a single cell type occupying the entire simulation domain.
In the initial condition, the area of each cell was set to the target cell area A0 = 100, and
the domain size is 200× 200 lattice sites, which is initially fully occupied by N0 = 400 cells.
The simulation parameters are listed in Table 1. Then, the CPM simulation is run until the
total number of cells reaches a stationary state in which there is a dynamical equilibrium
between the stochastic cell division and cell death processes. We checked that the domain
size and cell numbers are sufficiently large so that the results of the simulations are robust
and not affected by random fluctuations of individual cells.

We found that for all parameter values considered, the total number of cells at equilib-
rium is higher then the initial cell number N0, corresponding to cells occupying the target
area A0. This means that the cells are slightly compressed at equilibrium, i.e., 〈Aσ〉 < A0,
and therefore cell division is suppressed by crowding. However, random cell death events
result in apoptotic shrinking cells extruded from the layer. This creates space for the neigh-
bouring cells to grow and reach the target area, so that a cell division can take place in one
of the neighbours of the dead cell.

We studied the parameter dependence of the equilibrium cell density. The numerical
results show that the total number of cells at equilibrium increases with the cell mortality
rate M; see Figure 1a. However, this is caused by the increasing number of dead cells within
the layer that shrink over time and disappear, while the number of live cells decreases
slightly with the death rate. The overall number of both live and dead cells is higher when
the cell perimeter is more contractile (i.e., λcont = 7); see Figure 1a–c. Increasing cortex
contractility, λcont, reduces stochastic fluctuations at the cell boundaries [15]. Therefore,
in the neighbourhood of dead cells, the process of elimination of the dying cell becomes
slower. In contrast, when live cells have softer boundaries (i.e., λcont = 0.5), they are more
likely to change their shape and advance into the region occupied by a shrinking dead cell.
This effect is more clear at lower area strain λarea, where the cells area Aα can deviate more
from the target cell area A0. According to Equations (1) and (2), with strengthening λarea,
the cell area approaches A0 more closely, slowing down the shrinkage of the dead cells;
compare Figure 1a,c,e with Figure 1b,d,f.
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Figure 1. Number of cells at equilibrium in a cell sheet with single cell type versus cell mortality
rate M. Total number of cells (top row), number of live cells (middle row), and number of dead cells
(bottom row) versus M at cell area compressibility λarea = 10 (a,c,e), 100 (b,d,f), and various cell
perimeter contractility λcont (inset). Other simulation parameters: Birth rate B = 0.03 and λadh = −10
(see Movies S1–S4). Each symbol is derived from an individual simulation run and corresponds to
mean ± SD calculated over time in the stationary state.

Table 1. Figure 1 parameters.

Parameter Value

Domain size 200× 200 pixels

Initial cells size 100 pixels

λarea 100, 10

λcont 7, 0.5

λadh −10

A0 100 pixels

Number of cells 400

T 50

B 0.03

M Variable
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We also examined the variation of equilibrium cell density by altering the cell pro-
liferation probability B. At small values of B, the equilibrium number of cells increases
sharply and then saturates from around B ≈ 0.1; see Figure 2a,c,d. Thus, the density is
mostly unaffected by the cell division probability except when B is small. Note that in the
B→ 0 limit, there is no well-defined equilibrium between the birth and death processes so
the change around a small B may be due to very long transients. Similarly to the results
in Figure 1, the cell density increases with the cell perimeter contractility; see Figure 2a–c.
This is explained by the slower shrinkage of the dead cells surrounded by live cells with
hard boundaries. Results in Figure 2d–f show that the cell density decreases slightly with
the area compressibility λarea.

Figure 2. Number of cells at equilibrium in a cell sheet with single cell type versus cell birth rate B.
Total number of cells (top row), number of live cells (middle row), and number of dead cells (bottom
row) versus B at cell area compressibility λarea = 10 (a,c,e), 100 (b,d,f), and various cell perimeter
contractility λcont (inset). Other simulation parameters: Death rate M = 0.001 and λadh = −10. Each
symbol is derived from an individual simulation run and corresponds to mean ± SD.

From these simulation results, we see that the proportion of the dead cells within the
cell layer increases with the death rate parameter M, is relatively insensitive to the birth rate,
and changes slightly with the mechanical parameters. In order to limit the proportion of
dead cells within a realistic range for a biologically functional epithelial cell layer (e.g., well
below 10%), in the following cell competition simulations, we will restrict the range of the
death rate parameter to 0 < M ≤ 0.003; see Figure 1e,f.
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3.2. Competitive Invasion due to Different Division and Death Rates

Next, we model competitive cell invasion with two cell types that initially occupy the
left and right halves of the domain. This follows the three simulation stages outlined in
Section 2; see Figure 3. Briefly, first, a simulation is run to reach equilibrium of cell shapes
within the two sub-domains separated by a barrier. Then, cell proliferation and death are
enabled to reach equilibrium cell density and size for each cell type separately. Finally, the
barrier is removed, and the two cell types compete for space.

Figure 3. Three stages of the simulations of the cell invasion process. (A) Stage 1: cell division
and death are switched off for both cell types (green and blue) to allow cells to reach their shape
at mechanical equilibrium. Cell types are separated by a barrier (white). (B) Stage 2: cell division
and death are switched on to allow cells to reach their steady density and size for both types,
while separated by the barrier. Red cells indicate dead cells, which gradually shrink and disappear.
(C,D) Stage 3: the separating barrier is removed, and the green cell type invades the region of the
blue cell type, because in the case shown, the green cells have a greater division probability (B = 0.9)
than the blue cells (B = 0.1), while the death rates are the same (M1 = M2 = 0.003). The invasion is
shown at two different time points (C,D). For simulation movies, see Movies S6–S8.

To analyse the dynamics of the simulated competitive cell invasion, we first examine
the effects of cell division and death rates. We consider cell types that have the same me-
chanical parameters, but they are different in either the cell division or death probabilities.
A series of snapshots of typical cell distributions is shown in Figure 3 where green and blue
represent different cell types (in this example green cells have higher division probability)
and red represents dead cells.

The changes in the cell numbers over time for each type are shown in Figure 4A,B.
After the barrier removal, the number of dominant cells increases approximately linearly,
while at the same time the number of the other cell type decreases and eventually reaches
zero. At that stage, the whole domain is fully occupied by the dominant cell type only. We
find a similar change in the number of cells when the cells have different death rates; see
Figure 4C,D. The simulation shows a well-defined linear regime in the numbers of each
cell type during the invasion process, indicating that the front separating the invading and
invaded cells progresses with an approximately constant speed.

We analysed the dependence of the invasion speed on the division and death rate
parameters. The simulation parameters are shown in Table 2. First the slope of the linear
growth of the total number of invading cells over time was determined, then the invasion
speed was calculated as the average rate of change of the number of invading cells divided

358



Life 2023, 13, 427

by the equilibrium density ρ corresponding to the parameters of the invading cells, which
was estimated earlier from the simulations with a single cell type:

v =
∆N
∆t

L
ρ

(3)

Figure 4. Total number of cells and number of dead cells for each cell type over time during the
invasion. The mechanical properties are the same for both types: λarea = 70, λcont = 7, and
λadh = −10. (A,B) The death probability M = 0.003 is the same for all cells. Cells with greater
division probability (B = 0.9) invade the region occupied by cells with lower division probability
(B = 0.1). (C,D) When cell division probabilities are the same (B = 0.001), the cells with a lower
death rate (M = 0.0002) invade the region occupied by cells with a greater death rate (M = 0.003).
The invasion is demonstrated by the approximately linear increase of the number of invading cells
(A,C). Dashed line: time of wall removal.

Table 2. Figure 5 parameters.

Parameter Value

Domain size 600× 300 pixels

Initial cells size 100 pixels

λarea 70

λcont 7

λadh −10

A0 100 pixels

Number of cells 1800

T 50

B Variable

M Variable

We chose the width of the domain perpendicular to the direction of invasion as the
length unit, L = 1. When one of the rates is the same for both cell types, we find that the
invasion speed increases with the difference between either the cell division or death rates;
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see Figure 5A–D. As expected, results in Figure 5 show that the invading cell type is the
one with the higher division rate or the lower death rate.

To interpret the numerical results obtained for the invasion velocity shown in Figure 5,
we compare the behavior of the CPM model to an analogous reaction–diffusion model
with two competing species described by the following system of partial differential
equations [35]:

∂ρ1

∂t
= b1ρ1(1− ρ1 − ρ2)−m1ρ1 + D∇2ρ1

∂ρ2

∂t
= b2ρ2(1− ρ1 − ρ2)−m2ρ2 + D∇2ρ2 (4)

where ρ1(r, t) and ρ2(r, t) are the densities of the competing species, b1 and b2 are the
reproduction rate constants, m1 and m2 are the mortality parameters, and D is the diffusion
coefficient. The spatially uniform system has three steady states: (0, 0), (0, 1− m2/b2),
and (1−m1/b1, 0). Note that in general, there is no co-existence of the two species in the
uniform system (except in the special case when b1/m1 = b2/m2). Linear stability analysis
of the uniform steady states shows that (0, 0) is unstable and, of the remaining two states,
one is stable and the other is unstable. For the case when b1/m1 > b2/m2, the first species
is dominant and the stable steady state is (1− m1/b1, 0), while the other steady state is
unstable. In the opposite case, the second species dominates, and the only stable uniform
steady state is (0, 1−m2/b2).

When the initial condition of the reaction–diffusion model is such that the two species
are spatially separated, a Fisher–Kolmogorov type travelling wave solution develops,
where the stable state corresponding to the dominant species propagates into the space
occupied by the other species: ρ1,2(r, t) = f1,2(x− vt), where v is the front velocity moving
with constant speed along the x axis. For this type of so-called “pulled” front, where the
stable phase is pulled into the unstable phase by the instability at the leading edge, the
front velocity is determined by the linear instability near the unstable state [35–37]. For
concreteness, let us assume that the first species dominates, i.e., b1/m1 > b2/m2. Thus, in
the neighbourhood of the leading edge, the density of the invading species is small, while
the second species is close to the unstable equilibrium: ρ1 � 1, ρ2 ≈ 1−m2/b2. Therefore,
the reaction–diffusion equation can be linearised as:

∂ρ1

∂t
= ρ1

(
m2

b1

b2
−m1

)
+ D∇2ρ1. (5)

Note that this equation is equivalent to the analogous linear approximation of the stan-
dard Fisher–Kolmogorov travelling wave problem [38], and the corresponding asymptotic
wave velocity (for sufficiently sharp initial conditions, i.e., spatially separated cell types) is:

v = 2

√
D

b1m2 − b2m1

b2
. (6)

In the special case, when m1 = m2 = m, the formula simplifies to:

v =

√
D

m(b1 − b2)

b1
(7)

or in the other case, with equal division rates b1 = b2 = b, we have

v =
√

D(m2 −m1). (8)

Although the continuous reaction–diffusion model and the CPM represent quite dif-
ferent modelling approaches, the results for the invasion front speed v in Equations (6)–(8)
are qualitatively consistent with our numerical results obtained from the CPM simulations.
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First, in the case of equal death rates M1 = M2, we find that the invasion front speed
increases with the difference between the cell division rates and also increases with the
common death rate; see Figure 5A. The rescaled data in Figure 5B show that the invasion
speed is an increasing function of M(1− B2/B1) as in Equation (7). Then, in the case of
equal cell division rates B1 = B2, we find that the invasion front velocity increases with the
difference in the death rates and is not affected much by the common cell division rate; see
Figure 5C,D. The functional form appears to be consistent with v ∼ √M1 −M2.

We note that the CPM model does not have a simple parameter for cell motility that can
be linked to the diffusion coefficient of the PDE model. This may account for the limitations
of the similarity between the theoretical prediction based on the reaction–diffusion model
and the simulations, since random cell motility in the CPM may depend on multiple
parameters. We also note that the inherent fluctuations in the stochastic CPM model seem
to play a role in the somewhat irregular variability of the front velocity shown in Figure 5.
Of course, it might be possible to reduce the fluctuations by using a larger domain size
with more cells; however, this leads to a much higher computational cost of the simulation.

Figure 5. Cell invasion speed changes with differences in the cell division and death probabili-
ties, when the mechanical properties are the same for both cell types: λarea = 70, λcont = 7, and
λadh = −10. (A) The invasion speed increases with the difference in cell division probabilities. The di-
vision rate parameter of cell type 2 is set to B2 = 0.1. Both cell types have equal death probabilities
(see color legend). (B) Comparison of the invasion speed with the functional form predicted by
the reaction–diffusion model when the cell death probabilities M are the same; see Equation (7).
Black line: linear fit y(x) = 134.37x. (C) The invasion speed increases with the difference in death
probabilities when both types have equal proliferation probability B1 = B2 = 0.1. (D) Invasion
speed versus the square root of the difference of death probabilities; see Equation (8). Black line:
linear fit y(x) = 25.55x. Colors represent different birth rates (see color legend), and the symbols
indicate the death rate of the first cell type, i.e., M1 = 0.001 (circle), M1 = 0.002 (square), and
M1 = 0.003 (triangle). In (A–D), open symbols: cell type 1 invades the area occupied by cell type 2;
closed symbols: cell type 2 invades the area occupied by cell type 1. Each symbol is derived from an
individual simulation run and corresponds to mean ± SD.
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3.3. Invasion Due to Different Mechanical Properties

To test whether differences in mechanical properties of the cells alone can also generate
invasion waves, we run simulations with cell types that have the same biological parameters
(i.e., equal death and division rates) but different values for the mechanical parameters in
the energy function of the CPM in Equation (1).

Through tracking the number of cells over time, results show that cells with higher
perimeter contractility λcont invade softer cells with lower contractility; see Figure 6A,B.
Similarly, higher area compressibility parameter λarea of cells leads to invasion when all
other parameters are the same for both cell types; see Figure 6C,D. In the case of cell–
cell adhesion strength, we found that cells with a weaker cell–cell adhesion invade more
adhesive cells; see Figure 6E,F. However, in this case, the invasion speed is much lower
compared to the previous cases, indicating a weaker competitive advantage of cells with
modified cell–cell adhesion.

Figure 6. Total number of cells and number of dead cells vs time for competing cell types with
different mechanical properties, where division and death probabilities are the same for all cells,
B = 0.99 and M = 0.001. (A,B) Cells with stronger perimeter contractility (λcont = 7) invade the
region occupied by cells with softer shapes (λcont = 1). The area elasticity λarea = 70 and cell-
cell adhesion λadh = −10 are the same for all cells. (C,D) With fixed λcont = 1 and λadh = −10,
cells with greater area elasticity (λarea = 100) invade the region occupied by cells with lower area
elasticity (λarea = 10). (E,F) With fixed λarea = 70 and λcont = 3.5, cells with weaker adhesion
(λadh = −10) invade the region occupied by more adhesive cells (λadh = −100). (A,C,E) The invasion
is demonstrated by the linear increase in the total number of invading cells. (A–F) Dashed line: time
of wall removal.

We then studied how the invasion speed changes with the mechanical properties of
competing cell types. The invasion speed is calculated as the slope of the linear increase
of the total number of invading cells divided by the equilibrium density. When the inva-
sion is due to different area compressibility, the invasion speed increases monotonically
with the difference in the area compressibility. The numerical results also show that the
invasion is faster when both cell types are softer, i.e., having a weak cortex contractility;
see Figure 7A. When the contractility of the cells are different, the invasion speed increases
with the difference in the contractility parameters; however, it appears to be unaffected by
changing the common area compressibility; see Figure 7B. In this case, we also found that
the invasion speed increases with the cell death probability. This is consistent with the role
of cell turnover in the cell invasion process. Even when the cell invasion is due to different

362



Life 2023, 13, 427

mechanical properties, the turnover of cells by death and division is necessary for com-
petitive cell invasion. Increasing the cell death probability speeds up the turnover of both
types of cells, which then contributes to faster invasion. In the case with different cell–cell
adhesion parameters, we see that the invasion speed is much smaller than in the previous
cases and is only slightly affected by cell contractility; see Figure 7C. The numerical results
in Figure 7C also show that contractility may influence the direction of the invasion. In
the case of hard cells with high contractility such as λcont1,2 = 7, cell type 2, i.e., the more
adhesive cell type, invades cell type 1, while the invasion direction changes to the opposite
when both cell types are less contractile soft cells with λcont1,2 = 0.7.

Finally, we also studied the competitive cell invasion in the case when there are
differences in both biological and biomechanical parameters at the same time. Figure 7D
shows how these combined differences can enhance the invasion speed when the cell type
with a higher compressibility parameter also has a higher division rate. In the opposite
case, when the division rate of the cell type with a higher compressibility parameter is
reduced, the invasion becomes much slower or the direction of invasion may change. Thus,
biomechanical differences can compensate for the higher division rate of a competing cell
type and could be used to control invading cells.

Figure 7. Cell invasion speed changes with variations in the mechanical properties and the biological
properties of cells, where the cell division and death probabilities are the same for both cell types
at B = 0.99 and M = 0.001 in (A–C). (A) Invasion speed versus cell area elasticity λarea at different
cell contractilities λcont. (B) Invasion speed versus λcont at different cell–cell adhesions λadh. In (B),
we also tested the invasion velocity when we have higher death rates for both cell types such as
M1 = M2 = 0.003 (blue circle). (C) Invasion speed versus λadh at different λcont. (D) Invasion speed
versus the differences of cell area elasticities of the two cell types at different division rates of the cells.
In (A–C), open symbols: cell type 1 invades the area occupied by cell type 2. Closed symbols: cell
type 2 invades the area occupied by cell type 1.
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4. Discussion

In the simulations presented here, we gained some insights into how cellular prop-
erties may influence the cell competition process. Our modelling results predict that
differences in cell properties can generate invasion waves at the interface of two types of
cells. The invasion front moves with a constant speed, and the invasion is generally faster
when the differences between the parameters of the two cell types are larger.

In the case of a cell layer with a single cell type, when there is a dynamic equilibrium
between cell division and cell death events, we found that the cell density is always higher
than the neutral density corresponding to cells with target area A0. Therefore, the cell
division is suppressed almost everywhere except in the neighbourhood of cell death events
where live cells can expand, reach the cell division threshold, and then replace the lost cell.

We can obtain a lower bound for the average equilibrium cell size, or upper bound for
cell density. For the live neighbouring cells to be able to reach the threshold A0 requires
that Aα + Aα/Nc ≥ A0, where Nc is the average cell coordination number, i.e., the number
of live cells surrounding a dead cell. In the hard cell boundary regime (i.e., with a large
contractility parameter), the cell layer forms a hexagonal honeycomb type structure with
Nc = 6 [19]. For lower contractility, the shape of the cells will change; however, the average
number of neighbouring cells can be expected to remain similar. Thus we obtain a lower
bound for the average cell size in equilibrium as Aα = A0Nc/(1 + Nc) ≈ 5A0/6. This
approximation is in agreement with the numerical results in Figures 1 and 2, showing that
when starting the simulations with 400 cells with their area equal to A0, at equilibrium the
total number of live cells is bounded from above by N ≈ 400× 6/5 = 480.

In the cell competition process at the interface between two cell types, the different
cell properties result in a biased competition for replacing the missing cell after cell death.
For example, when there is a difference in cell death rates, one cell type is more likely
to generate some extra space at the boundary, but the neighbouring cells have an equal
chance of replacing the missing cell. When the cell death rates are the same but cell division
probabilities are different, the probability of replacing the dead cell is biased towards the
cells with a higher division rate. This is essentially the same mechanism that leads to the
invasion waves in simple lattice models (e.g., [39]) where each competitor is represented by
a single lattice site. This mechanism, however, cannot explain the invasion wave induced
by mechanical differences in the two cell types, and such differences cannot be represented
in simple stochastic lattice models of competing populations [35,39].

The computational study presented here provides experimentally testable predictions
for the process of competitive cell invasion. Although some of the model parameters are
not easily accessible and modifiable in experiments, the regulation of cell cortex contractil-
ity by multiple signaling pathways may provide an option for investigating competitive
cell invasion and comparing it with the predictions of our model. For our simulations,
we used the computational modelling framework of the CPM. It would be interesting
to test whether the same behaviour can be observed with alternative multicellular mod-
elling approaches, e.g., the vertex model. Mechanical cell competition was also studied in
simplified one-dimensional elastic spring models [10]. This type of reduced model may
allow for developing analytical approaches to gain better insights into the mechanisms that
determine the characteristics of cell invasion.

Here we focused on the average rate of invasion in cell competition. However, fluctua-
tions and variability along the front interface can also be important in some biological or
medical applications. Such fluctuations were studied using simple lattice models [35,39]
and could be extended further multicellular models.
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Supplementary Materials: The following supporting information can be downloaded at: www.mdpi.
com/xxx/s1, Movie captions, Movie S1: A simulation of a monolayer with a single cell type (green).
Simulation parameters are: B = 0.03, M = 0.003, λarea = 10, λadh = −10, and low contractility
λcont = 0.5 corresponding to “soft” cells. Red cells: dead cells that gradually shrink and disappear,
Movie S2: Monolayer with a single cell type (green) in the "hard" regime. Simulation parameters
are: B = 0.03, M = 0.003, λarea = 10, λadh = −10, and high contractility corresponding to hard cells
λcont = 7, Movie S3: A simulation of a monolayer with a single cell type (green) with high area strain
and low contractility. Simulation parameters are: B = 0.03, M = 0.003, λarea = 100, λcont = 0.5, and
λadh = −10, Movie S4: A simulation of a monolayer with a single cell type (green) with high area
strain parameter and high contractility. Simulation parameters are: B = 0.03, M = 0.003, λarea = 100,
λcont = 7, and λadh = −10, Movie S5: A simulation of a monolayer with two cell types. Simulation
parameters are: B = 0.9, M = 0.001, λarea = 70, λcont = 7, and λadh = −10 (green); B = 0.1,
M = 0.001, λarea = 70, λcont = 7, and λadh = −10 (blue), Movie S6: A simulation of a monolayer
with two cell types. Simulation parameters are: B = 0.99, M = 0.007, λarea = 100, λcont = 0.2,
and λadh = −10 (green); B = 0.99, M = 0.001, λarea = 10, λcont = 0.2, and λadh = −10 (blue),
Movie S7: A simulation of a monolayer with two cell types. Simulation parameters are: B = 0.99,
M = 0.002, λarea = 100, λcont = 7, and λadh = −10 (green); B = 0.99, M = 0.002, λarea = 100,
λcont = 1, and λadh = −10 (blue), Movie S8: A simulation of a monolayer with two cell types.
Simulation parameters are: B = 0.99, M = 0.001, λarea = 70, λcont = 0.7, and λadh = −10 (green);
B = 0.99, M = 0.001, λarea = 70, λcont = 0.7, and λadh = −60 (blue).
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Abstract: Significant cross talk occurs between inflammation and coagulation. Thus, coagulopathy is
common in sepsis, potentially aggravating the prognosis. Initially, septic patients tend to exhibit a
prothrombotic state through extrinsic pathway activation, cytokine-induced coagulation amplifica-
tion, anticoagulant pathways suppression, and fibrinolysis impairment. In late sepsis stages, with the
establishment of disseminated intravascular coagulation (DIC), hypocoagulability ensues. Traditional
laboratory findings of sepsis, including thrombocytopenia, increased prothrombin time (PT) and
fibrin degradation products (FDPs), and decreased fibrinogen, only present late in the course of sepsis.
A recently introduced definition of sepsis-induced coagulopathy (SIC) aims to identify patients at an
earlier stage when changes to coagulation status are still reversible. Nonconventional assays, such
as the measurement of anticoagulant proteins and nuclear material levels, and viscoelastic studies,
have shown promising sensitivity and specificity in detecting patients at risk for DIC, allowing for
timely therapeutic interventions. This review outlines current insights into the pathophysiological
mechanisms and diagnostic options of SIC.

Keywords: sepsis; coagulation; disseminated intravascular coagulation; sepsis-induced coagulopathy;
laboratory evaluation; guidelines

1. Introduction

The traditional definition of sepsis is a systemic inflammatory response syndrome
induced by infection. In 2016, this definition was updated by the Third International
Consensus Definitions for Sepsis and Septic Shock to “a life-threatening organ dysfunction
caused by a host’s dysfunctional response to infection” [1]. The current concept highlights the
risk of severe morbidity and mortality due to the dysregulated host response rather than the
infection itself. Organ dysfunction is defined as an increase in the sequential organ failure
assessment (SOFA) score by at least 2 points. Our understanding of sepsis mechanisms
and pathophysiology has greatly improved over the last few years, while contemporary
and more efficient diagnostic tools are currently being developed (Figure 1). However,
the pathobiology of sepsis has not been fully elucidated, and there is no gold standard
diagnostic test. Sepsis is a complex clinical syndrome with a prevalence of approximately
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2.5 per 1000 individuals in the Western world, and an annual increase of 8.7% over the last
20 years, partly due to the aging of the population [2]. Nineteen million cases of sepsis are
diagnosed annually, with almost 5 million deaths, rendering it a leading cause of mortality
globally [3].
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Figure 1. The main pathogenetic mechanisms involved in sepsis. Following pathogen invasion,
innate immune cells recognize antigens through pattern-recognition receptors (PRRs). Activated
innate immune cells release cytokines and inflammatory mediators to activate lymphocytes and
the coagulation cascade, resulting in sepsis-induced coagulopathy and disseminated intravascular
coagulopathy. Moreover, damage-associated molecular patterns (DAMPs) activate complement,
which also results in activation of the coagulation cascade.

Infection, and sepsis, in particular, induce multiple and complex derangements in
many systems, including the coagulation cascade. The vast majority of septic patients
present with hemostatic abnormalities, ranging from subclinical coagulopathy to fulminant
disseminated intravascular coagulation (DIC) [4]. During the initial stages of infection,
coagulation operates as a natural defense mechanism, attempting to confine the responsible
pathogen and prevent its spread into systematic circulation. However, in advanced and
severe infections, as in sepsis, mass inflammatory cytokine production and release into the
circulation lead to excessive activation of the coagulation process, fibrinolysis impairment,
and suppression of anticoagulant mechanisms [5]. The hemostatic balance is significantly
deranged in sepsis. The coagulation process is activated, while anticoagulant mechanisms,
including fibrinolysis and anticoagulant factors, are suppressed (Figure 2). Consequently,
septic patients are prone to a prothrombotic state through 4 main mechanisms: extrinsic
pathway activation, cytokine-induced coagulation amplification, anticoagulant pathways
suppression, and fibrinolysis impairment [6]. Laboratory assessment of hemostatic disor-
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ders in sepsis is based on conventional tests, including absolute platelet count, prothrombin
time (PT), international normalized ratio (INR), fibrin degradation products (FDPs), such
as d-dimers and fibrinogen levels, and nonconventional assays, including the measurement
of anticoagulant proteins and nuclear material levels, and viscoelastic studies [2].
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Figure 2. Derangement of the hemostatic balance in sepsis includes hyperactivation of the coagu-
lation process and suppression of the anticoagulant mechanisms such as fibrinolysis and release of
anticoagulant factors.

This review outlines current insights into the pathophysiological mechanisms and
diagnostic options of sepsis-induced coagulopathy, focusing on potential biomarkers of
interest and relevant existing guidelines. This study aims to review the current literature
regarding the following key questions: (1) What are the main pathogenetic mechanisms
involved in sepsis-induced coagulopathy? (2) What are the diagnostic criteria for sepsis-
induced coagulopathy? (3) Are there any recent advances in the laboratory evaluation and
treatment of sepsis-induced coagulopathy?

2. Hemostatic Abnormalities in Sepsis

The tissue factor pathway is the initial and main trigger for coagulation activation
in sepsis. The tissue factor is located in the vascular endothelium, and its exposure to
circulation in case of endothelial damage leads to activation of the extrinsic coagulation
pathway [5]. However, this is not the primary activating mechanism in sepsis. Tissue
factor is also present in inflammatory cells, mainly the monocytes and other circulating
macrophages. In case of infection, these cells are activated through pattern-recognition re-
ceptors (PRRs) by pathogen-associated molecular patterns (PAMPs) and damage-associated
molecular patterns (DAMPs) [7]. PAMPs are molecules that circulate following the destruc-
tion of pathogens or can be released by live pathogens, while DAMPs are host cellular
components released when cells are lysed. PAMPs and DAMPs are recognized and bound
to specific surface PRRs in monocytes and macrophages. Following PAMPs/DAMPs recog-
nition by the PRRs on the surface of monocytes and macrophages, these cells are activated
and release cytokines and chemokines, which subsequently activate neutrophils, platelets,
and endothelial cells. Moreover, activated monocytes release extracellular vesicles that ex-
press procoagulant tissue factor and phosphatidylserine on their surfaces. Therefore, tissue
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factor is released into the circulation, and the extrinsic coagulation pathway is activated.
Neutrophils also play a significant role in the activation of the coagulation cascade through
the expression of the tissue factor and the release of chemical mediators and proteins.
Another important mechanism through which neutrophils activate the coagulation cascade
is the release of neutrophil extracellular traps (NETs). NETs are particles consisting of
histones, procoagulant DNA, and other DAMP, released following the pathogen’s invasion
to limit the infection. However, these NETs are highly prothrombotic, contributing to the
procoagulant state of infection.

The activation of coagulation is further enhanced via the release of inflammatory
cytokines and antigenic products [2]. Bacterial endotoxins, which are circulating bacterial
cell wall fragments, are strong stimuli for the activation of coagulation cascade and DIC
syndrome, particularly in Gram-negative infections. Endotoxins bind to monocyte and
endothelial cells, leading to the release of coagulation-inducing cytokines and triggering
tissue factor pathways [8]. Endotoxins, in this case, either bind to membrane-associated
PRR or Toll-like receptors of these cells, or if they are present in cytosol, bind to and are
detected by Caspase 11.

In the early stages of sepsis, coagulation activation is counteracted by three anticoagu-
lant pathways: antithrombin, protein C, and tissue factor pathway inhibitor [2]. As sepsis
progresses, these three mechanisms are deranged, resulting in a hypercoagulable state.
Specifically, antithrombin, an important anticoagulant mechanism that inhibits thrombin
and factor Xa, is decreased in sepsis because of reduced synthesis and increased degra-
dation through proteases and neutrophil elastases [6]. Normal activation of protein C is
mediated through the thrombin–thrombomodulin complex on endothelial cells leading
to inhibition of factors Va and VIIIa. Additionally, the endothelial protein C receptor
(EPCR) is expressed on the surface of endothelial cells and further enhances protein C
activation [9]. However, protein C levels are suppressed in sepsis. Finally, the tissue factor
pathway inhibitor (TFPI) inactivates the tissue factor–factor VIIa complex and is produced
by several cells, including endothelial cells, but its levels are decreased in sepsis resulting
in dysregulated inactivation of the tissue factor–factor VIIa complex.

In sepsis, fibrinolytic activity depends on the balance between the tissue plasminogen
activator (t-PA) and tissue plasminogen activator inhibitor PAI-1 [10]. T-PA facilitates
fibrinolysis through fibrin degradation by plasmin, while PAI-1 inhibits fibrinolysis. At
the early transient phase of sepsis, fibrinolysis is increased because of the conversion
of plasminogen to plasmin by the enhanced effect of t-PA. Subsequently, impairment
of fibrinolysis ensues as PAI-1 is increased, thrombin-activatable fibrinolysis inhibitor
(TAFI) levels are elevated, and so are plasma levels of nuclear products. Impairment
of fibrinolysis contributes to the hypercoagulable state observed in sepsis [11]. Since
coagulation serves as a defense mechanism, bacterial pathogens are confined in a fibrin
network at the infection site, limiting the spread to adjacent tissues and systemic circulation.
In this context, impairment of fibrinolysis is useful to some extent, but at the same time, it
bears negative consequences [12]. Pathogens are prevented from disseminating to other
tissues at the expense of unburdened oxygen flow to these tissues, which leads to hypoxia.

3. Inflammation–Hemostasis Cross Talk

In sepsis, a bi-directional interplay between inflammation and coagulation is devel-
oped, resulting in a self-sustaining cycle (Figure 3) [2]. High levels of pro-inflammatory
mediators are present, most of which, including tumor necrosis factor-a (TNF-a) and
interleukin-6 (IL-6), induce the coagulation cascade. At the same time, various hemostatic
factors further sustain and augment the inflammatory process. Coagulation proteins inter-
act with cell receptors, resulting in the modification of inflammatory pathways [5]. This
regulatory action is largely mediated by protease-activated receptors (PARs) [13]. PARs
are transmembrane receptors mainly activated by thrombin and other coagulation factors
to trigger the release of pro-inflammatory cytokines [14]. Additionally, interactions occur
between hemostasis and the complement, which plays an important role in DIC [15].
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Figure 3. Main mechanisms involved in hemostasis–inflammation cross talk. Pro-inflammatory
mediators such as tumor necrosis factor-a (TNF-a) and interleukin-6 (IL-6) are released by monocytes
and macrophages to induce the coagulation cascade, while transmembrane receptors on monocytes
can be activated by thrombin and other coagulation factors to trigger the release of pro-inflammatory
cytokines. Moreover, antithrombin can directly bind to inflammatory cells and suppresses the
expression of cytokine receptors, while also activated protein C downregulates endotoxin-induced
production of cytokines by monocytes and macrophages.

The significant cross talk also exists between anticoagulant factors and inflammatory
mediators [5]. Antithrombin directly binds to inflammatory cells and suppresses the
expression of cytokine receptors. Additionally, activated protein C has been shown to
downregulate endotoxin-induced production of TNF-α, IL-1β, IL-6, and IL-8 by monocytes
and macrophages. Inhibition of leukocyte activation may be another role of activated
protein C [16].

4. Sepsis-Induced Coagulopathy and Disseminated Intravascular Coagulation

DIC is characterized by a dysfunctional systemic activation of the coagulation cascade
leading to excess thrombotic and hemorrhagic complications resulting from intravascular
fibrin formation, microangiopathic thrombosis, and subsequent depletion of coagulation
factors and platelets [5]. Clinically evident hemostatic disorders occur in approximately 50%
to 70% of septic patients, while 35% of these patients develop DIC [17]. Over three decades
ago, the Scientific Subcommittee (SSC) of the International Society on Thrombosis and
Haemostasis (ISTH) on DIC defined the condition as “an acquired syndrome characterized by
the intravascular activation of coagulation with loss of localization arising from different causes” [18].
Although triggered by different underlying disorders, including sepsis and noninfectious
causes such as trauma and malignancies, the common feature of DIC is the systemic
activation of coagulation. This activation is induced by endothelial damage and may
culminate in tissue vascular hypoperfusion and subsequent multiple organ failure [19].
Coagulopathy in septic patients progresses from an initially compensated derangement
of the hemostatic system, termed non-overt DIC, to overt DIC, a totally decompensated
coagulation state [20].
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The first diagnostic criteria for DIC were introduced in 1983 by the Japanese Ministry
of Health and Welfare. They included both clinical characteristics and laboratory variables
such as platelet count, PT, FDPs, and fibrinogen [21]. Later, the ISTH DIC SSC recommended
criteria for the diagnosis of overt DIC, focusing on laboratory parameters [18]. D-dimers
were included in the criteria for the first time, while the significance of platelet count
was reduced, and the importance of fibrin-related markers was increased. According to
the ISTH DIC SSC criteria, elevated levels of FDPs or d-dimers, decreased platelet count,
prolonged PT, and decreased fibrinogen levels are consistent with overt DIC (Table 1).
Other DIC scoring systems have also been employed, including the Japanese Association
for Acute Medicine (JAAM) DIC diagnostic criteria [22]. Platelet count, FDP concentration,
PT, and systemic inflammatory response are among the JAAM DIC criteria.

Table 1. International Society on Thrombosis and Haemostasis criteria for DIC and SIC diagnosis.

Item Score
Overt DIC SIC

Range Range

Platelet count (×109/L)
2
1

<50
≥50, <100

<100
≥100, <150

FDP/D-dimers 3
2

Strong increase
Moderate increase

-
-

Prothrombin time (PT ratio) 2
1

≥6 s
≥3 s, <6 s

(>1.4)
(>1.2, ≤1.4)

Fibrinogen (g/mL) 1 <100 -

SOFA score 2
1

-
-

≥2
1

Total score for DIC or SIC ≥5 ≥4
Abbreviations: DIC—disseminated intravascular coagulation; SIC—sepsis-induced coagulopathy; FDP—fibrin
degradation products; SOFA—Sequential Organ Failure Assessment.

Sepsis represents a condition where prompt diagnosis and initiation of treatment are
of the utmost importance. The DIC score has shown a good predictive value for mortality;
however, by the time of detection, patients are already at an advanced and irreversible
stage of coagulopathy, beyond the optimal timeframe for therapeutic intervention [23].
Early identification of patients with sepsis-associated coagulopathy prior to progressing to
this phase of hemostatic derangement would be ideal for the initiation of anticoagulant
treatment [24]. Thus, the ISTH DIC subcommittee suggested simple diagnostic criteria
for sepsis-induced coagulopathy (SIC) composed of only three parameters: platelet count,
PT or INR, and SOFA score [25]. The presence of sepsis is confirmed by the inclusion of
the SOFA score, reflecting the updated sepsis definition. DIC associated with sepsis is
characterized by impairment of fibrinolysis, resulting from excessive production of PAI-
1 [26,27]. This potentially leads to a prothrombotic state and organ dysfunction due to
tissue hypoperfusion [28,29]. In contrast, in non-sepsis DIC, suppression of fibrinolysis is
rare and systemic bleeding often occurs [30]. Therefore, reduced fibrinogen levels are not a
common or specific finding in sepsis, in contrast to thrombocytopenia and PT prolongation.
Finally, FDPs and d-dimers were not included in the SIC score as they lacked correlation
with the severity of sepsis [31].

Comparing the ISTH overt DIC and SIC scoring systems, it became evident that the
SIC score was twice as sensitive as the overt DIC score and that SIC always preceded overt
DIC [32]. The SIC score was also validated against the JAAM DIC criteria and demonstrated
similar prognostic value [33].

Diagnosis of either SIC or overt DIC may be useful in identifying patients who would
benefit from therapeutic anticoagulant intervention [34]. A “two-step” sequential scoring
system was developed by the ISTH for the identification of patients with sepsis-associated
coagulopathy (Table 1). Patients are initially screened with the SIC score, and if the criteria
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for SIC are met, the overt DIC score is then calculated. This approach could increase the
possibility of timely identification of suitable candidates for anticoagulant treatment [21].

5. Conventional Hemostatic Tests and Markers in Sepsis

In case of sepsis, well-established findings emerge on conventional coagulation assays.
These findings include thrombocytopenia, prolongation of PT, increased levels of FDPs,
and reduced fibrinogen levels. Such abnormalities often present in the setting of DIC and
are not usually observed before its development, during the initial stages of sepsis.

5.1. Thrombocytopenia

Sepsis is typically associated with thrombocytopenia, despite the release of pro-
inflammatory mediators and thrombopoietin, both of which induce platelet production [35,36].
The vast majority of sepsis patients develop thrombocytopenia, an established indepen-
dent predictor of poor outcomes in sepsis [37,38]. In the early phase of sepsis, platelets,
following their activation, aggregate with leucocytes to form platelet–leucocyte aggregates,
leading to increased sequestration in the spleen [39]. Moreover, infections can stimulate
platelet activation and aggregation and cause thrombocytopenia, either directly or through
cell destruction, inflammation, and clot formation [40]. The phagocytosis of thrombocyte
progenitors by monocytes due to macrophage colony-stimulating factor (M-CSF) further
contributes to the low platelet count. In addition, altered production of platelets is observed
in sepsis with a significant release of precursor cells, and the immature platelet fraction
(IPF) correlates well with sepsis severity scores [41].

5.2. Fibrin Degradation Products

Assessment of fibrin-related biomarkers includes tests detecting FDPs, such as d-
dimers, and assays detecting precursor fibrin formation products at an intermediate stage
between fibrinogen and final stable fibrin, such as soluble fibrin monomers.

FDPs, such as protein fragments X, Y, and D, mainly result from the degradation of
three components in the fibrinogen–fibrin cycle: the initial fibrinogen, the soluble precursor
fibrin, and the cross-linked fibrin—the final stable form of fibrin. FDPs have been found
in up to 99% of sepsis patients. However, these tests lack specificity, as they cannot
discriminate degradation products deriving from final cross-linked fibrin, intermediate
soluble fibrin, or initial fibrinogen [42]. FDP levels are measured by immunoenzyme assay
ELISA or latex agglutination methods, allowing for point of care evaluation.

D-dimers are also FDPs, but they only result from proteolysis of the final cross-
linked fibrin, and their levels are not affected by fibrinogen degradation products [5].
Consequently, d-dimers are the most specific marker among FDPs for assessing DIC.
Detection of d-dimers indicates that thrombin induces the conversion of fibrinogen to fibrin
monomer and that fibrin is cross-linked by activated factor XIII and subsequently degraded
by plasmin [43]. Although d-dimers are FDPs and are associated with fibrinolysis, high
levels reflect concomitant activation of coagulation [44]. Therefore, d-dimers may indicate
increased formation rather than degradation of fibrin. In fact, increased d-dimers levels
are observed in thromboses and are also included in DIC scores where severe sepsis is
correlated with hypofibrinolysis. Thus, in sepsis, d-dimers are elevated because of both the
activation of the coagulation cascade and the hyperfibrinolysis observed in the early phase
of infection. However, in advanced sepsis, d-dimers may be normal. This is attributed to
a significant inhibition of fibrinolysis, which prevents the formation of d-dimers despite
increased fibrin formation. There is evidence that the use of d-dimers for the diagnosis of
DIC and risk stratification in severe sepsis may be misleading, as normal levels of d-dimers
were associated with higher mortality rates [43,44].

On the other hand, soluble fibrin monomers could be effective markers of intravascular
fibrin formation in DIC [45]. Plasma levels of soluble fibrin monomers reflect intravascular
fibrin formation and are not affected by extravascular fibrin formation that may accompany
local inflammation or trauma. Available clinical trials demonstrate that soluble fibrin
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monomers exceeding a threshold level allow for DIC accurate diagnosis. To date, no
reliable test is available for the quantification of soluble fibrin levels.

5.3. Fibrinogen

In general, low serum fibrinogen levels are considered a primary index of coagulation
disorders in sepsis [46]. However, fibrinogen is an acute-phase reactant, and its levels are
increased because of inflammation. As a result, fibrinogen levels may remain within the nor-
mal reference range for a long period of time after its continuing consumption. Sequential
fibrinogen measurements might be more helpful, with higher diagnostic accuracy [47].

5.4. Standard Coagulation Tests

Standard coagulation tests, including PT and activated partial thromboplastin time
(aPTT), have traditionally been used to assess the hemostatic system [48]. Nevertheless,
they fail to fully reflect the hemostatic derangement incited by sepsis [49]. Abnormal
values of standard coagulation tests are only observed late in the course of sepsis when the
hypocoagulable hemostatic status emerges and is detected by these tests. Additionally, they
assess part of the hemostatic mechanism, as they are based on plasmatic components of the
coagulation system, while the crucial contribution of cellular components is not evaluated.
Standard coagulation tests primarily assess the activity of procoagulant factors without
taking into account the simultaneous activation of the anticoagulant mechanism.

6. Nonconventional Hemostatic Tests and Markers in Sepsis

Nonconventional tests have been applied in the diagnosis of coagulation derangement
associated with sepsis.

6.1. Viscoelastic Tests

Thromboelastography (TEG) and rotational thromboelastometry (ROTEM) are vis-
coelastic, whole-blood, point of care tests that provide a comprehensive evaluation of the
hemostatic process from coagulation initiation and clot formation to clot dissolution and
fibrinolysis [50,51]. The contribution of both plasmatic and cellular components of coagula-
tion are assessed through these methods. Viscoelastic tests may be useful for completing
the gaps of the standard coagulation tests in evaluating the hemostatic status of septic
patients [49]. Thus, numerous studies have focused on the use of viscoelastic tests for
the detection of the hemostatic changes accompanying sepsis. Studies in subpopulations,
including pediatric and neonatal septic patients, have also been conducted [52–54]. The
prevalence of septic patients with hemostatic disorders detected by TEG/ ROTEM ranged
between 43% and 100% [55]. There is heterogeneity in the design, conduction, and results
of the studies [56,57]. Both hypocoagulability and hypercoagulability were reported, re-
flecting the pathophysiology of coagulopathy in sepsis and DIC. As a dynamic process,
coagulopathy associated with sepsis evolves rapidly, and the timing of the testing greatly
affects TEG/ ROTEM results. Sequential measurements may more accurately depict the
progress of SIC, from hypercoagulability in the early stages to subsequent development of
DIC and hypocoagulability. Viscoelastic tests can also detect impairment in fibrinolysis, as
reported in several studies in sepsis patients [55,58].

Viscoelastic assays can detect the early activation of coagulation that leads to hyper-
coagulability when standard coagulation test results are still within normal limits [55].
ROTEM has been used to distinguish between septic patients with normal coagulability,
hypercoagulability, and hypocoagulability. Both hypocoagulable and hypercoagulable
hemostatic profile in ROTEM was correlated with significantly higher mortality risk [59].
In another study, patients with overt DIC presented a hypocoagulable profile in ROTEM,
while septic patients without overt DIC tended to demonstrate hypercoagulability [60].
All of these patients had abnormal conventional coagulation tests, and the use of ROTEM
could help prevent procoagulant interventions in patients with a hypercoagulable status
not detected by standard coagulation assays. One hundred patients with sepsis, severe
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sepsis, or septic shock were assessed by ROTEM assay [61]. Maximum clot firmness (MCF)
was higher in the sepsis and severe sepsis groups compared with the healthy control
group. Normal MCF and prolonged clot development were observed in case of septic
shock. These results indicate hypercoagulability in patients with sepsis or severe sepsis and
hypocoagulability in the more advanced phase of septic shock. Interestingly, fibrinolytic
activity was positively correlated with 28-day mortality. TEG parameters have been used
for the development of a score to predict DIC [62]. Furthermore, ROTEM clotting time (CT)
variable correlated strongly with the JAAM DIC score and performed well in predicting
DIC [63].

A recent meta-analysis concluded that viscoelastic assays are reliable and useful for
predicting DIC associated with sepsis and assessing mortality risk in severe sepsis [56].
It seems that both the hypocoagulable profile and transition towards hypocoagulability
could identify patients at risk for developing DIC. Serial and combined viscoelastic and
conventional coagulation testing could optimize DIC detection and management and
improve survival and outcome.

6.2. Measurement of Nuclear Materials

Sepsis causes cellular activation and damage and the subsequent release of nuclear
materials into circulation [15]. Nuclear materials include high mobility group box protein-1
(HMGB1), nucleosomes, histones, cell-free DNA, and neutrophil extracellular traps (NETs).
Nuclear materials can directly trigger the expression of tissue factor in macrophages
and endothelial cells. Tissue factor expression and subsequent activation of the extrinsic
coagulation cataract is mediated by the activation of TLR2/4 receptors and the nuclear
factor-kappa B (NF-κB) and activator protein 1 (AP-1) pathways [64].

HMGB1 serves as a marker of cell damage, inflammation, and thrombosis [65]. Acting
on surrounding cells through receptors, it mediates the migration of leucocytes and the pro-
duction of pro-inflammatory cytokines [66]. HMGB1 also promotes tissue factor expression
on the surface of monocytes and reduces the anticoagulant activity of thrombomodulin,
facilitating microvascular thrombosis through these pathways. High HMGB1 levels have
been observed in patients with sepsis and DIC and are associated with poor prognosis and
increased mortality [67].

Nucleosomes are complexes formed of 147 base pairs of DNA wrapped around a
protein core of histones [68]. Nucleosomes are released into circulation with apoptotic cell
death [69]. Elevated nucleosome levels were reported in various conditions, including
malignancies, cerebral stroke, sepsis, and septic shock [70]. Increased plasma histone levels
are observed in patients with sepsis and DIC and correlate positively with mortality [71].
In a preclinical model, extracellular histones triggered platelet aggregation, leading to
consumptive coagulopathy, thrombosis, and bleeding. The prothrombotic action of histones
is inhibited by recombinant thrombomodulin, which has been used therapeutically in DIC.
Apart from being a biomarker of endothelial damage and activation of hemostasis, histone
levels are associated with SOFA scores [72].

Plasma cell-free DNA demonstrated high prognostic value in patients with severe
sepsis, superior to the multiple organ dysfunction (MODS) and the acute physiology and
chronic health evaluation (APACHE) II score [73].

NETs are extracellular components of neutrophils, formed by DNA, histones, and gran-
ule proteins, and exhibit significant prothrombotic and pro-inflammatory properties [74].

6.3. Measurement of Anticoagulant Proteins

Antithrombin is one of the most important physiological anticoagulants and inhibits
the intrinsic (factor XIa), extrinsic (factor VIIa), and common coagulation pathways (factor
Xa, thrombin). In sepsis and DIC, antithrombin levels are decreased because of reduced
synthesis, increased degradation by neutrophil elastase, and excess consumption resulting
from the overproduction of thrombin [75]. Reduction in antithrombin levels is associated
with disease severity in sepsis-induced DIC [76]. A decrease in antithrombin activity below
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80% was reported in septic patients without multiple organ dysfunction [77]. This level
reaches 60% in patients with multiple organ dysfunction, while progress to DIC further
reduces antithrombin activity to approximately 40%. Increased mortality was demonstrated
with low antithrombin levels in adult and pediatric septic patients [78,79].

Another anticoagulant protein, protein C, is naturally activated to inhibit thrombin
formation through both extrinsic and intrinsic pathways [6]. Sepsis is characterized by the
depletion of protein C and impaired production of activated protein C, rendering their
levels potential prognostic biomarkers in this setting [80]. Activated protein C binds to its
endothelial receptor (EPCR), which is released into the circulation following cell damage.
This soluble EPCR was also studied as an index of disease progression and outcome in
septic patients [81].

Thrombomodulin is an anticoagulant protein produced by endothelial cells and binds
to thrombin, converting protein C into its activated form [82]. Thrombomodulin has a key
anti-inflammatory, anticoagulant, and antifibrinolytic role. It inhibits leucocyte adhesion
to endothelial cells, prevents complement activation, modifies cytokine generation, and
degrades HMGB1 [83]. Thrombomodulin is cleaved by neutrophil elastase and circulates
in its soluble form [84]. High plasma thrombomodulin levels are correlated with increased
mortality in patients with sepsis and DIC [85]. Elevation of soluble plasma thrombomodulin
with a concomitant decrease in endothelial surface thrombomodulin is observed in sepsis-
induced DIC [86].

The natural anticoagulant TFPI inhibits the activation of tissue factor and the extrinsic
coagulation pathway. Depletion of TFPI is associated with increased susceptibility to
the development of DIC [6]. TFPI binds to endothelial heparin-like molecules, and its
circulating levels are lower compared with antithrombin and activated protein C. Moreover,
a significant part of TFPI is inactivated by binding to the lipoprotein. Consequently, TFPI
has not emerged as a sensitive marker of DIC.

6.4. Other Markers of Interest

The thrombin–antithrombin (TAT) complex is a marker of thrombin generation, which
could be used to identify patients with DIC, as excess thrombin formation is a key feature
of this condition [46]. Higher TAT levels were reported in patients with DIC on admission
or in those who developed DIC compared with patients without DIC [87]. Raised TAT
levels were correlated with increased mortality in sepsis patients [26]. A combination of
TAT with other markers has a higher prognostic value than each molecule alone.

Although fibrinolysis is impaired in sepsis-induced DIC, this is not detected by current
coagulation parameters. The antifibrinolytic protein PAI-1 has been extensively investigated
as a potential marker of hypofibrinolysis in septic patients with DIC [46]. PAH-1 levels can
identify patients with DIC and predict DIC development [88,89]. Similar to TAT, combining
PAI-1 with other biomarkers increased the performance ability of PAI-1 [26]. High PAI-1
was associated with increased mortality risk [90].

Endogenous thrombin potential—an assay indicative of thrombin generation—was
evaluated in sepsis. Results were conflicting, and further research is warranted. However,
recent evidence suggested a correlation between increased infection severity and decreased
ability of thrombin generation [91]. This biomarker could possibly serve in the prediction
of multiorgan dysfunction development and poor outcome in septic patients [92].

Prothrombin fragment 1.2 (F1.2) is an activation peptide generated when prothrombin
is converted to thrombin [93]. Its use as a marker of thrombin generation was published
and included in the DIC criteria of the Japanese Society on Thrombosis and Hemostasis
(JSTH) [94].

ADAMTS-13 is a von Willebrand factor-cleaving protease regulating the size of von
Willebrand factor multimers [95]. Cleaving von Willebrand multimers decrease their pro-
thrombotic properties, as larger molecules have enhanced hemostatic competency [96].
ADAMTS-13 deficiency, leading to ultra large von Willebrand factor multimers and throm-
botic microangiopathy in sepsis, was associated with sepsis severity and poor prognosis.

376



Life 2023, 13, 350

Fourteen conventional and nonconventional biomarkers, including platelet count,
PT, aPTT, fibrinogen, FDPs, TAT, protein C, plasminogen, and PAI-1, were evaluated for
early diagnosis of DIC in a study by Koyama et al. [26]. TAT, PAI-1, and protein C on
admission discriminated well between patients with and without overt DIC, while TAT
and PAI-1 were also significant predictors of 28-day mortality. Apart from predicting
prognosis, certain markers can additionally be used to monitor treatment in patients with
DIC [15]. Furthermore, some of them, including antithrombin and recombinant soluble
thrombomodulin, were also studied and used for the treatment of DIC.

7. From Guidelines to Clinical Practice

Currently, there is no established therapy for sepsis-induced coagulopathy. Inter-
national Surviving Sepsis Campaign guidelines on the management of sepsis and septic
shock have recently been published [97]. On the basis of these guidelines, pharmacologic
thromboprophylaxis with low molecular weight heparin is strongly recommended for
patients with sepsis or septic shock. Moreover, in the latest Japanese Surviving Sepsis
Campaign guidelines of 2020, the early detection of DIC is encouraged, and the use of
anticoagulants for sepsis-associated DIC is weakly recommended [98].

Several treatment strategies for SIC have been evaluated, mainly directed at sup-
pressing the prothrombotic effects, such as the administration of heparin/heparinoids
or anticoagulant proteins (Table 2) [99,100]. The value of recombinant thrombomodulin
in sepsis-induced coagulopathy was recently evaluated in a multinational, randomized
controlled phase III trial (including patients with a platelet count < 50 × 109/L and a
prothrombin time ratio > 1.4). The authors of this study reported that the 28-day mortality
improved by 2.6% in 800 septic patients, although this difference in the mortality rate
was not statistically significant. [101]. During the last few years, several anticoagulant
agents, including antithrombin, have been tested in an attempt to reduce mortality in
patients with sepsis; however, they have largely failed to prove effective [101]. It should
be noted, though, that all these trials targeted septic patients and not patients with SIC.
Antithrombin is not recommended by the international sepsis guidelines. In contrast, post
hoc analysis of databases has indicated the beneficial effects of anticoagulants in certain
subgroups of septic patients with DIC [102]. A possible explanation for this discrepancy
lies in the heterogeneity of patients and the timing of anticoagulant treatment in large-scale
trials. Precision medicine principles should be applied to select suitable candidates for
anticoagulation intervention among sepsis patients with SIC.

Table 2. Treatment options for sepsis-induced coagulopathy.

Treatment Options Comments References

Heparin and heparinoids Their effectiveness in sepsis-induced coagulopathy is debatable
and limited to preventing deep vein thrombosis. Iba et al. [99]

Antithrombin, activated protein C,
and tissue factor pathway inhibitors Potential survival benefit with antithrombin administration. Kienast et al. [100]

Fresh frozen plasma
No evidence supporting its use unless there are specific

indications for bleeding or factor depletion beyond
antithrombin

Iba et al. [99]

Recombinant thrombomodulin It may improve overall mortality in patients with SIC Vincent et al. [101]

8. Conclusions

This updated review consolidates all the current knowledge regarding the pathogene-
sis of SIC while it includes all the recent updates regarding the diagnostic criteria for SIC
based on international scientific societies. Moreover, this comprehensive review includes
an extensive discussion of all conventional and nonconventional biomarkers for SIC. Sepsis-
induced coagulopathy often complicates the course of patients, with potentially adverse
outcomes and increased mortality. Hypercoagulability is a well-established pathophysio-

377



Life 2023, 13, 350

logical feature of sepsis-induced coagulopathy, with a shift towards hypocoagulability only
in the late sepsis stages, after the development of DIC. Traditional coagulation tests can
detect late-stage hypocoagulability but are not sensitive to identify early-phase hypocoagu-
lability. A gap exists in the diagnosis of hemostatic derangement in sepsis. The definition of
SIC was introduced to help identify septic patients before the establishment of DIC, during
the early stages, which could be reversed with therapeutic interventions. In this context,
investigating novel, specialized assays, such as thromboelastometry, is essential for patients
with severe sepsis, as it may allow for early intervention during the hypercoagulability
phase. Further research for diagnostic biomarkers and potential combinations to increase
diagnostic accuracy is warranted.
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Abstract: Osteoarthritis (OA) is the most common degenerative disease of the connective tissue of
the human musculoskeletal system. Despite its widespread prevalence, there are many limitations
in its diagnosis and treatment. OA diagnosis currently relies on the presence of clinical symptoms,
sometimes accompanied by changes in joint X-rays or MRIs. Biomarkers help not only to diagnose
early disease progression but also to understand the process of OA in many ways. In this article, we
briefly summarize information on articular joints and joint tissues, the pathogenesis of OA and review
the literature about biomarkers in the field of OA, specifically inflammatory cytokines/chemokines,
proteins, miRNA, and metabolic biomarkers found in the blood, synovial fluid and in extracellular
vesicles.

Keywords: osteoarthritis; knee joint; biomarkers; extracellular vesicles

1. Introduction

Osteoarthritis (OA) of the knee joint is one of the most widespread musculoskeletal
system diseases. OA is accompanied by number of symptoms, such as strong knee joint
pain, articular cartilage degradation, synovial membrane inflammation and pathological
enlargement of the subchondral bone [1]. OA was considered as an excessive wear and
tear disease for a long time. This theory was supported by the fact that cartilage contains
only one type of cell (chondrocytes), which does not have a high regenerative capacity.
The regenerative process is demanding due to the fact that cartilage is not physiologically
innervated or vascularized. Subsequently, the wear and tear theory was substituted by the
inflammatory environment theory. The theory is based on the action of molecules such as
cytokines, chemokines and prostaglandins. These inflammatory mediators significantly
influence the production of matrix metalloproteinases (MMPs) and thereby contribute to
the gradual degradation of joint cartilage [2].

Cytokines are secreted by chondrocytes, synovial fibroblasts and various other cell
types present in the injured knee joint. Chemokines and other protein and non-protein
inflammatory mediators are potential molecular biomarkers of OA. They are detectable in
the blood, urine and synovial fluid (SF) of OA patients. It would be possible to predict the
early stages of OA by identifying a single biomarker or group of biomarkers, which would
lead to the early detection of OA and eventually reverse the disease progression.

These potential biomarkers of early-stage OA are not only detectable in soluble form
in bodily fluids, but also in extracellular vesicles (EVs) produced by different cells. EVs
are naturally occurring cell-derived particles that are surrounded by a lipid bilayer, are
incapable of replicating, and lack a functioning nucleus. They are synthesized by several cell
types and are present in various bodily fluids (serum, urine, cerebrospinal fluid and SF). EVs
were formerly thought to be byproducts of cell metabolism. Nowadays, studies revealed
that they perform a variety of crucial functions. Biologically active molecules found in
EVs include proteins, messenger RNA (mRNA), microRNA (miRNA) and long non-coding
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RNA (lncRNA). EVs are considered to be able to influence the microenvironment and offer
intercellular communication because of their unique “cargo”.

In this review, we intend to provide an updated overview of the OA pathogenesis, by
emphasizing the currently available data and future perspectives of relevant biomarkers,
which might augment the diagnosis, monitoring and prediction of this disease.

2. Osteoarthritis—Overall

The high prevalence of OA is the main cause of musculoskeletal system disabilities
around the world. The disease affects weight-bearing joints, especially hip and knee
joints [3]. It is the most frequent type of joint disease limiting the movement of people.
Therefore, OA is associated with high health-care costs [4]. The disease is characterized
by degradation of articular cartilage, osteophytes’ formation, subchondral bone sclerosis
and synovitis present in the injured joint. These degenerative processes cause the com-
mon clinical manifestations of OA as chronic pain, stiffness, joint instability, joint space
narrowing and other various deformities regularly detected by X-ray [5]. Diagnosis of OA
is possible based on typical symptoms of the disease or radiologically using X-ray, MRI or
USG. Pathogenesis of OA includes focal progressive degradation of the hyaline cartilage
and structural changes to the subchondral bone followed by osteophyte formation [6]. The
synovial membrane is a soft tissue protecting joint capsule and is also significantly affected
during the development of OA. Throughout the disease progression, immune cells are
transferred from the vascular compartment into the synovium [7].

Many MRI-diagnosed osteoarthritic patients are totally asymptomatic [8]. Typical
symptoms of OA combined with the occurrence of pathological processes are the most
suitable method to diagnose OA [9].

In the past, OA was associated only with articular cartilage destruction caused by
systematic overloading. Nowadays, it is known that synovitis as well as inflammatory
mediators are crucial elements in OA pathology. Accordingly, the therapy along with the
diagnosis of OA is focused on this molecular level [10].

Two types of OA are known, primary and secondary. Primary OA is a hereditary,
or age-related disease. It affects predominantly the distal interphalangeal joints of hands,
hips and knees. Secondary OA is characterized as a result of an injury associated with
trauma, excessive overloading, or metabolic syndrome [11,12]. Injury, such as knee bending
and repetitive stress on a joint, can damage a joint and increase the risk of OA in the
joint. It is a complex disease as a result of the combination of systematic and biomechanical
factors [13]. Although the incidence of OA increases with age it is not an indispensable effect
of ageing. Age is always the strongest factor affecting the pathology of OA. Other factors
include sex, biological race, bone density, estrogen level (decreasing significantly in women
after menopause), nutrition and heredity. Biomechanical factors include increasingly
widespread obesity, muscle weakness, various types of joint injuries and malformations [14].
Hereditary manifestation of the development of the disease does not mean the disease
will develop into a pathological condition in the future [15]. Occurrences of hypertension,
hypercholesterolemia and increased level of glucose in serum are usually coincidences
associated with unilateral and bilateral knee OA. These facts suggest that OA is composed
of systemic as well as metabolic factors [16].

2.1. Pathophysiology of Osteoarthritis

OA is a complex disease and its pathogenesis is composed of biomechanical as well
as metabolic factors. Over time, these factors significantly affect the tissues present in
the joint. It is well-known that genetic susceptibility is one of those factors and has an
immense impact on the origin and progression of OA [17]. In the healthy synovial joint,
the subchondral bone is protected by articular cartilage. Articular cartilage is composed
of a dense extracellular matrix (ECM) with a rare distribution of highly specialized cells
called chondrocytes. The main functions of that strong connective tissue are to spread
the weight of the body and decrease the friction of contact areas during the joint motion.
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Mechanical damage of articular cartilage causes rapid loss of these functions. Previously
mentioned irreversible changes of the cartilage structure cause a joint space narrowing
and during end-stage OA, contact of opposite bones is observed. This terminal stage of
OA is accompanied by osteophytes’ formation and chronic inflammation in the affected
joint. During the inflammation in the joint capsule, a huge number of various cytokines
and metalloproteinases are produced into the microenvironment (Figure 1) [14]. These
inflammatory-associated molecules support other degradation processes in the affected
joint. Studies confirmed that this molecular mechanism is the main cause of the progression
of OA [17].
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Figure 1. Structural and molecular changes during OA process. Chondrocytes present in healthy
articular cartilage (left) produce ECM components under physiological conditions. Hypertrophic
chondrocytes present in the affected OA joint (right) produce degradative enzymes such as MMP13
and the typical hypertrophic chondrocyte marker COLX. Created with BioRender.com.

2.2. Structural Composition of Articular Cartilage

The components of the ECM of mature articular cartilage are produced by specific
cells—chondrocytes [18]. The ECM mainly consists of a dense grouping of collagen fibers
(mainly type II, but also IX, XI, etc.), which are stored in a jelly-like environment of proteo-
glycans [19]. The structural composition of the matrix ensures the strength and elasticity of
the cartilage and helping to maintain the correct biomechanical function of the joint [20].
Chondrocytes are the special cells present in cartilage. Their role is to ensure the synthesis
of ECM components (collagens, proteoglycans) as well as the synthesis of degradative
enzymes (MMPs) during the maturation of articular cartilage [17]. There is a balance
between these processes under physiological conditions. In the process of the develop-
ment of OA, this balance is significantly shifted to the side of degradation processes [21].
Significant structural changes occur in the subchondral bone as part of the body’s reac-
tion to inflammation. These changes are associated with the appearance of sclerosis and
the formation of osteophytes, which can be detected by radiographic examination [10].
Changes in the structure of articular cartilage during the process of OA are also associated
with phenotypic changes of the chondrocytes themselves [22]. In the initial phase of OA,
chondrocyte hyperplasia and subsequent formation of clusters of these specific chondral
cells occurs. Superficial chondrocytes synthesize molecules that are released under phys-
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iological conditions by hypertrophic chondrocytes located in the lower layer of hyaline
cartilage [23]. Hypertrophic (terminally differentiated) chondrocytes are responsible for
endochondral ossification, during which bone formation occurs from the original cartilage
tissue. Signaling molecules produced by osteoarthritic chondrocytes (pathological state)
include osteocalcin, transcription factors c-Maf and Runx2 and the specific marker of hyper-
trophic chondrocytes collagen type X (Figure 1) [22,24]. Furthermore, the enzyme MMP-13
is produced. This enzyme can efficiently cleave collagen type II and thereby contributes to
the destruction of the cartilaginous ECM [22].

2.3. Synovial Fluid

SF is a suitable source of information for monitoring the development of the pathogen-
esis of OA. This type of bodily fluid directly connects and ensures communication between
tissues in the joint capsule, such as the synovial membrane, cartilage, infrapatellar fat pad
(IFP), etc. Pathological changes in the SF composition are detectable earlier compared to
other bodily fluids (e.g., plasma) [25]. Cartilage and SF in healthy joints cooperate with each
other to reduce the friction present in the joint during movement. SF provides mechanical
shock absorption, lubrication and nutrition of the cartilage. It is produced by the inner
membrane of the joint (synovial membrane) and mainly contains serum albumin, hyaluro-
nan, lubricin and γ-globulins. The friction that occurs in the joint during physiological
movement changes the composition of the SF. A naturally thin layer of homogeneous fluid
is transformed into a thicker, heterogeneous mixture of dense fluid and precipitates due to
frictional forces [26]. SF is therefore a typical example of a non-Newtonian fluid.

2.4. Synovial Membrane

The synovial membrane is a specialized connective tissue that lines the diarthrodial
joints and is responsible for maintaining the volume and composition of the SF. The SF
components are mainly produced by cells present in the synovial membrane [7]. These
components contribute to the unique functional properties of joint surfaces and modulate
the activity of chondrocytes. Lubricin and hyaluronic acid are two main molecules pro-
duced by synovial membrane cells. These molecules protect and maintain the integrity of
the articular cartilage surfaces in diarthrodial joints. The synovial membrane consists of
two layers. The outer layer (subintima) is up to 5 mm thick and consists of several types of
connective tissues. This layer contains predominantly type I collagen and is vascularized
and predominantly acellular. The inner layer (intima) is in direct contact with the joint cav-
ity and consists of a layer of cells with a thickness of 20–40 µm. These synovial cells called
synoviocytes consist mainly of fibroblasts and macrophages. Fibroblasts are the dominant
cell population in the healthy synovial membrane [27]. During disease progression, the
synovial membrane is a source of proinflammatory and catabolic mediators (MMPs, aggre-
can, etc.) [28]. The articular cartilage is not independently vascularized. It is dependent on
the neighboring tissues (synovial membrane, subchondral bone) which provide it with the
nutrients necessary to maintain vitality [29]. The synovial membrane is semipermeable, i.e.,
it is responsible for the transfer of nutrients and waste products within the joint space. The
synovial membrane is also a rich source of multipotent mesenchymal stem cells (MSCs).
These cells are capable of differentiating into multiple tissue-specific lineages including
cartilage, bone, muscle and adipose tissue [30]. Therefore, the synovial membrane is a
suitable candidate as a source of cells and their products, which can participate in the
regeneration of affected components of joint connective tissue [31].

2.5. Synovial Inflammation

The role of inflammation in the process of OA was unclear and often debated for a long
time [32]. OA was not officially classified as an inflammatory disease based on the number
of leukocytes present in the SF. Only articular cartilage degradation and pathological
bone growth were considered as features of OA [33]. Furthermore, much higher levels
of pro-inflammatory serum biomarkers and more pronounced synovial inflammation
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(synovitis) were found in inflammatory joint diseases such as rheumatoid arthritis (RA)
compared to OA [34]. This finding contributed to the use of alternative names for the
disease, such as osteoarthrosis or degenerative joint disease [35]. Increasingly, OA was
associated only with mechanical damage to joint components without the direct influence of
chronic inflammation [36]. Studies testing anti-inflammatory therapies that failed to modify
the progression of OA confirmed that OA belongs to the group of non-inflammatory
diseases [37]. However, modern laboratory techniques allowing extensive analyzes of
cellular, molecular and genetic factors associated with OA showed that OA is also associated
with inflammatory processes. Studies established constant low-grade inflammation and
activation of innate inflammatory pathways as mediators of OA pathogenesis [2]. Synovial
inflammation is a major factor associated with the risk of cartilage degradation and disease
symptoms, including joint pain, swelling and stiffness. Synovitis is commonly present
in OA joints. The synovitis in OA is macrophage-predominant, whereas RA synovitis
is T-cell-predominant. This reflects the activation of the innate immune response in OA
joints, possibly caused by damage to joint tissues that have resulted from a chronic wound
in the environment. OA synovitis is more focal than in RA; in the knee, it is commonly
located in the suprapatellar pouch. Synovitis plays a significant role in joint destruction in
RA, while its role in OA progression may be limited to a subset of individuals. Synovitis
involving infiltration of mononuclear cells into the synovial membrane and production
of pro-inflammatory mediators is common in all stages of the disease [38]. Histologically,
the synovial membrane of patients with OA is characterized by hyperplasia, fibrosis and
increased vascularization [39]. Infiltration of leukocytes from the vascular compartment
occurs in response to cytokines and cell adhesion molecules [29]. Studies confirmed that
macrophages and T-lymphocytes are the most abundant immune cells in the affected
synovium. Mast cells, B cells and plasma cells are present in the synovial membrane to a
significantly lesser extent [40].

3. Potential Soluble Biomarkers of Osteoarthritis

Currently, the evaluation of OA is still based on radiological examinations and sub-
jective pain assessment. Therefore, there is an effort to discover a molecular biomarker of
early-stage OA. A biomarker is a characteristic that is objectively measured and evaluated
as an indicator of normal biological process, pathogenic processes or pharmacological
responses to a therapeutic intervention [41]. To identify early-stage OA predictors, bio-
chemical indicators are now being investigated as the most promising disease markers [42].

Molecular biomarkers are typically measured in bodily fluids such as serum, plasma,
urine or SF. Since OA develops inside the knee joint, SF is likely to be the most suitable
source of information to detect early-stage OA. Engaging in the effort to detect the early-
stage OA provides an opportunity to initiate appropriate therapy. The most plausible
options for OA biomarkers are structural molecules or fragments associated to cartilage,
bone or synovium. They may be unique to a particular kind of joint tissue or present in all
joints [43]. The potential candidates for OA biomarkers discussed in this review are shown
in Table 1.

Table 1. Potential OA biomarkers.

Type Category Molecule Bodily Fluid/
MSCs Type Ref.

Soluble Inflammatory

IL-1β plasma, SF [44,45]

TNFα N/A [46]

IL-6 SF, serum [47]

CCL2 SF [48]

CCL3 serum [49]
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Table 1. Cont.

Type Category Molecule Bodily Fluid/
MSCs Type Ref.

CCL5 SF [50]

CCL13 SF, serum [51]

CXCL12 SF [52]

Collagenous

CTX-II urine [53–55]

Coll 2-1 urine [56]

C2C urine [57]

Non-
collagenous

COMP SF, serum [58,59]

S100 serum [60]

EV-associated

Protein

IL-1β SF [61]

IL-17 SF [61]

IL-10 SF [61]

INFγ SF [61]

TNFα plasma [62]

haptoglobin
(female) SF [63]

orosomucoid
(female) SF [63]

ceruloplasmin
(female) SF [63]

β-2-glycoprotein
(male) SF [63]

complement
component 5

(male)
SF [63]

Lipid phospholipid SF [64]

miRNA

miR-95-5p MSCs-EVs [65]

miR-193b-3p plasma-EVs [66]

miR-92a-3p MSCs-EVs [67]

miR-140-5p MSCs-EVs [68]

miR-26a-5p BMSCs-EVs [69]

miR-100-5p IFP-MSCs-EVs [70]

lncRNA

PCGEM1 SF-EVs [71]

KLF3 AS1 MSCs-EVs [72]

PVT1 serum-EVs [73]

LYRM4-AS1 BMSCs-EVs [74]
IL-1β: interleukin-1 beta; TNFα: tumor necrosis factor alpha; IL-6: interleukin 6; CCL2: monocyte chemoattractant
protein-1; CCL3: macrophage inflammatory protein-1 alpha; CCL5: regulated upon activation, normal T cell
expressed and secreted; CCL13: CC motif chemokine ligand 13; CXCL12: CXC motif chemokine ligand 12; CTX-II:
C-terminal telopeptide of collagen type II; Coll 2-1: type II collagen-specific biomarker; C2C: type II collagen
cleavage product; COMP: cartilage oligomeric matrix protein; S100: proteins of S100 family; IL-17: interleukin
17; IL-10: interleukin 10; INFγ: interferon gamma; PCGEM1: prostate-specific transcript 1; KLF3 AS1: KLF3
antisense RNA 1; PVT1: Pvt1 oncogene; LYRM4-AS1: LYRM4 antisense RNA 1; SF: synovial fluid; MSCs-EVs:
mesenchymal stem cell-derived extracellular vesicles; BMSCs-EVs: bone marrow mesenchymal stem cell-derived
extracellular vesicles; IFP-MSCs-EVs: extracellular vesicles from infrapatellar fat pad-derived mesenchymal stem
cells; SF-EVs: synovial fluid-derived extracellular vesicles; serum-EVs: serum-derived extracellular vesicles; N/A:
not available.
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3.1. Inflammatory Biomarkers
3.1.1. Cytokines and Chemokines

Previous studies confirmed the positive relation between the progressive degradation
of articular cartilage and the presence of synovial inflammation [75–77]. Therefore, the
production of pro-inflammatory cytokines/chemokines in the process of OA significantly
contributes to the catabolic processes occurring in the joint capsule.

The main pro-inflammatory cytokines in the pathogenesis of OA are interleukin-1β
(IL-1β)—associated with cartilage degradation, tumor necrosis factor α (TNFα)—controlling
the cascade of inflammatory processes and IL-6—one of the main regulatory cytokines in in-
flammatory reactions in the body. IL-1β and TNFα are produced by chondrocytes, osteoblasts,
synovial fibroblasts and mononuclear cells (lymphocytes, monocytes) [78]. These cytokines
regulate the production of other pro-inflammatory and catabolic factors. Elevated levels of
IL-1β and TNFα were confirmed in SF, synovial membrane, subchondral bone and also in
cartilage in patients with OA [79].

Cytokine IL-1β can activate cells through a specific IL-1RI receptor (CD121a) located
on the cell surface. Molnar et al. confirmed that expression of the IL-1RI receptor on
the surface of OA chondrocytes and synovial fibroblasts was increased in vitro [80]. The
binding of IL-1β to the receptor IL-1RI from the Toll-like receptor (TLR) family causes
a multistep activation of transcription factors. It leads to increased gene expression and
results in the production of other cytokines, chemokines, adhesion molecules and various
degradation enzymes [81]. IL-1β significantly contributes to the composition of the ECM by
influencing cell metabolism. It reduces the production of the two main ECM components
(collagen type II and aggrecan) directly in the chondrocytes in vitro [82]. IL-1β also affects
the synthesis of MMPs (MMP-1, interstitial collagenase; MMP-2, gelatinase A; MMP-3,
stromelysin-1; MMP-8, neutrophil collagenase; MMP-9, gelatinase B; MMP -13, collagenase
3; MMP-14 or MMP-16) capable of degrading the cartilage ECM [83].

Together with IL-1β, TNFα is considered the main pro-inflammatory cytokine in-
fluencing the pathogenesis of OA. TNFα is one of the 19 ligands of the tumor necrosis
factor superfamily and binds to two specific receptors (TNFRI and TNFRII) located on
the cell membrane [84]. In the same way as IL-1β receptors, TNFα receptors are overex-
pressed on the surface of chondrocytes and synovial fibroblasts in OA [79]. TNFα also
negatively affects the production of proteoglycan components and collagen type II by the
chondrocytes [85]. TNFα-activated chondrocytes produce MMP-1, MMP-3, MMP-13 and
disintegrin and metalloproteases with thrombospondin motifs (ADAMTSs) responsible for
the breakdown of aggrecan [86]. TNFα activity usually corresponds with IL-1β action, and
there is a notable synergism between the two cytokines in the case of many phenomena
that occur throughout OA. Furthermore, IL-1β and TNFα stimulate the production of
inducible nitric oxide synthase (iNOS), cyclooxygenase-2 (COX-2) and prostaglandin E2
(PGE2) synthase, increasing the quantities of their products [87]. Therefore, one of the
potential therapies for OA is focused on reducing the negative effect of IL-1β and TNFα [79].
Faster senescence and more frequent apoptotic processes are shown by chondrocytes that
are affected by IL-1β and TNFα [88–90].

Another main regulatory cytokine in inflammatory reactions in the body is IL-6
that can activate the immune system and strengthen the body’s immune response in
a wide range of inflammatory conditions. The production of IL-6 in affected tissues
is the result of the action of IL-1β and TNFα. IL-6 is produced in the injured joint by
chondrocytes, osteoblasts, synovial fibroblasts, macrophages and adipocytes [91]. Increased
levels of IL-6 were observed in the SF and the serum of OA patients. These levels correlate
with the radiographically confirmed severity of OA [47]. IL-6 regulates changes in the
subchondral bone and supports the formation of osteoclasts and thus the resorption of bone
tissue [92]. IL-6 in cooperation with IL-1β and TNFα reduce collagen-type II production
and contributes to the overproduction of MMPs [93].

These cytokines are activators of a large number of signaling pathways that activate
the production of other inflammatory mediators. This cascade also includes chemokines
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that can attract inflammatory cells to the affected microenvironment and thereby support
the secretion of other inflammatory factors and the progression of the disease [80]. The
proliferation, differentiation and activation of cellular responses are all impacted by their
diverse range of activity [94]. In OA, chemokines act as mediators of dysregulated joint-
tissue metabolism. Based on the position of the N-terminal cysteine residues, these small
(8–12 kDa) protein ligands are grouped into four families: C, CC, CXC and CX3C. The great
majority of chemokines are members of the CC and CXC families [80].

The most significant CC family chemokines that are associated with OA are CCL2
(monocyte chemoattractant protein-1, MCP-1), CCL3 (macrophage inflammatory protein-
1 alpha, MIP-1α), CCL4 (macrophage inflammatory protein-1 beta, MIP-1β) and CCL5
(Regulated upon Activation, Normal T cell Expressed and Secreted (RANTES)) [94]. CC
chemokines have a key role in macrophage recruitment and are increased following joint
damage in OA.

CCL2 is a ligand of C-C-chemokines-receptor-2 (CCR2) that is expressed in chondro-
cytes, osteoblasts and synovial cells and has a function in bone metabolism and OA [78].
CCL2 functions by aggregating monocytes in the host defense and macrophages at the site
of inflammation. CCL2 expression was elevated in individuals with a variety of inflam-
matory diseases, including OA. CCL3//MIP-1 α is a chemotactic chemokine released by
macrophages. It carries out a number of biological processes, including the recruitment
of inflammatory cells, wound healing, the suppression of stem cells and the maintenance
of effector immune responses. Furthermore, CCL3 stimulates osteoclastogenesis, which is
important in the bone remodeling process and CCL3-expressing cells are typically found
in sites of inflammation and bone resorption [95]. CCL4 is a small cytokine of the CC
chemokine family. CCL4 is released in response to mitogenic signals and antigens, acting
as a chemoattractant for natural killer cells, monocytes and other immune cells at the site of
inflamed or injured tissue [96]. CCL4 is regulated by the NF-KB signaling pathway. Due to
its stimulation of OA chondrocyte apoptosis, studies have shown that the NF-KB signaling
pathway is strongly associated with OA. The NF-KB signaling pathway’s inactivation has
been shown to be a helpful factor in the OA process of cartilage breakdown [97]. CCL5 was
discovered to be a product of activated T cells and plays an important function in the in-
flammatory response. CCL5 has been previously linked to chronic inflammatory disorders
such as RA, inflammatory bowel disease and cancer. It attracts monocytes, eosinophils and
T lymphocytes while also activating eosinophils and basophils to release granule content. It
has been shown that chondrocytes expressed CCL5 together with other various chemokines
during OA pathological processes [98]. CXCL12 is a CXC family chemokine that is also
important in the pathophysiology of OA. By interacting with a single receptor, CXCR4,
CXCL12 mobilizes MSCs to sites of injury and therefore could be a potential diagnostic as
well as therapeutical tool associated with OA [99].

Potential Cytokine/Chemokine Biomarkers in Synovial Fluid

OA is an expensive and debilitating disease that is frequently not detected early
enough to stop its progressing. The study of SF biomarkers can advance understanding
in the field of knee OA diagnosis and therapy [100]. SF is a suitable source of potential
biomarkers because it is in direct contact with the cartilage and synovial layer of the injured
joint. OA causes a malfunction in the crucial ECM alterations’ process, which results in
a significant loss of cartilage [101]. As a result of aberrant matrix turnover and altered
SF composition in an OA-affected joint, numerous molecules and fragments of matrix
components from tissues such as articular cartilage, bone and synovium are released into
the SF. Some of these fragments can be measured in SF even before they can be found in
other samples such as serum and urine [102]. Therefore, SF can more accurately represent
the changes caused by OA in a specific joint. Since a pro-inflammatory environment can
negatively impact the health of chondrocytes and the maintenance of a healthy ECM,
local inflammatory cytokines such as IL-1β, TNF-α and IL-6 are crucial in the process
of OA formation and development [103]. Additionally, there is rising evidence that the
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pathophysiology of OA is influenced by the local production of pro-inflammatory cytokines
and chemokines [87]. Chondrocytes, osteoblasts, synovial cells and mononuclear cells
present in the microenvironment of the affected joint are able to produce a large number
of these inflammatory mediators. Therefore, SF is a strong candidate for discovering
important OA biomarkers.

Monibi et al. used a multiplex test to examine SF samples from 18 individuals. When
compared to healthy individuals, MMP-1, IL-6, IL-8 and CCL5 were all significantly higher
in the SF of OA patients. They also confirmed that CCL2 was strongly linked with IL-
6, IL-8 and the radiographic OA severity ratings further support the idea that it is a
useful biomarker for clinical diagnosis [48]. Li et al. confirmed a positive correlation
between CCL2 concentrations in SF and the Western Ontario and McMaster Universities
index (WOMAC) pain, function, and overall scores [104]. CCL2 and CCL5 can stimulate
MMP-3 expression in vitro, which causes proteoglycan loss and cartilage degradation in
the OA inflammatory microenvironment [105]. Chemokine expression in SF, synovium
and cartilage was examined in patients with and without knee OA [106]. In comparison
to controls, the SF of knee OA patients had higher levels of CCL2, CCL3 and CCL4.
Inflammatory mediators in the SF that are connected to nociceptive and neuropathic pain
in knee OA were analyzed by Li et al. [107]. They found that expression of IL-1β and IL-6
was increased in the early-stage OA group compared with the late-stage OA group. The
WOMAC pain score has no correlation with any of the inflammatory mediators analyzed.
Beekhuizen et al. analyzed the levels of 47 mediators in the SF of control donors and OA
patients [50]. The majority of the mediators were found in both the control and OA SF
samples. Some of them, such as IL-6 and CCL5, were shown to be significantly higher in
OA compared to controls. CCR2 ligands (CCL2, CCL7, CCL8) were found to be increased
in SF from human OA and post-traumatic knees [108]. CCR2-expressing cells were found
in higher numbers in OA synovium, and CCR2-expressing macrophages were detected by
immunofluorescence at areas of damage, suggesting that this pathway is also involved.

There is evidence that articular chondrocytes express CXCR4, and CXCL12 also stim-
ulates MMP-13 and several other catabolic mediators in addition to its effect on MSCs.
The role of CXCL12/CXCR4 signaling in fracture healing and bone remodeling has been
established [109]. CXCL12 levels in SF were shown to be strongly correlated with the
radiographic severity of knee OA in a study that included 252 patients with the condition
and 144 healthy controls [52]. The Kellgren–Lawrence (K-L) grading method was used for
the radiological grading of OA in the knee. CXCL12 levels in the SF of knee OA patients
with K-L grade 4 were considerably higher than those with K-L grades 2 and 3. Further-
more, individuals with knee OA with K-L grade 3 showed substantially greater SF levels of
CXCL12 than those with K-L grade 2.

In-depth research in this field has been limited since many patients with degenerative
OA have small volumes of SF in the intra-articular space [78]. Although SF only reaches
small volumes, it is nevertheless highly likely to be the best source of OA biomarkers.

Potential Cytokine/Chemokine Biomarkers in Blood

Since peripheral blood contains tens of thousands of different proteins and many
of them are produced by numerous extra-articular sites, measuring specific cytokine,
chemokine or MMP levels in the peripheral blood may not accurately reflect levels in the
synovial space. Blood is considered a less specific source of information when searching
for a suitable OA biomarker compared to SF. Research also focuses on the study of blood
because it is a much easier source to obtain from the patient. Many studies are therefore
focused on the research of such biomarkers that could reveal the progression of OA in the
blood.

Independent of other risk variables, the severity and development of symptomatic
knee OA were marginally and causally correlated with plasma levels of IL-1 receptor
antagonist (IL-1Ra) [110]. These findings are encouraging for the identification of predictive
biomarkers involved in IL-1 signaling as well as the development of innovative drugs
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for the treatment of OA. According to Runhaar et al., variations in serum levels of IL-6,
TNF-α, IL-1R and CRP throughout the intervention period explained 15% of the change
in WOMAC pain ratings and 29% of the change in WOMAC function scores [111]. These
findings emphasize the importance of changes in systemic inflammation as drivers of
clinically significant effects following diet and exercise in overweight and obese people
with knee OA. Nordahl et al. confirmed that the presence of IL-1β in plasma and SF
is associated with temporomandibular joint (TMJ) radiographic alterations. The extent
of erosion and the severity of radiographic alterations to the TMJ were both larger in
individuals with detectable IL-1β levels in their plasma than in those without [44]. Panina
et al. revealed that early post-traumatic OA was associated with the circulating level of
IL-1β in serum and SF [45]. Before routine radiography, combined serum IL-6, TNF-α, and
leptin levels can be used as biomarkers to differentiate between post-traumatic OA patients
and healthy controls [112]. Combined levels of these three potential biomarkers positively
correlated with the K-L score of post-traumatic OA patients. The peripheral blood of
OA patients has higher levels of CCL2 and CCL3, which have great predictive value for
the incidence, effectiveness and prognosis of recurrence of OA, suggesting their potential
roles as excellent markers for OA diagnosis and therapy in the future [113]. According to
the study by Zhao et al., CCL3 may be a serum biomarker for knee OA with the ability
to identify alterations that are not yet visible on X-rays and classify the severity of knee
injury [49]. A total of 181 subjects were included and subdivided into three subgroups
(control subjects, pre-X-ray-defined knee degeneration patients and X-ray-confirmed knee
OA patients). In the pre-X-ray-defined knee degeneration patients, articular cartilage loss
was measured during arthroscopy using the International Cartilage Repair Society (ICRS)
classification or recorded on MRI with chondral whole-organ magnetic resonance imaging
score (WORMS). The radiographic severity of OA was significantly correlated with CCL13
levels in serum and SF in another study [51]. When compared to knee OA patients with
K-L grades 2 and 3, those with K-L grade 4 had substantially higher serum and SF levels of
CCL13.

However, many more studies comparing the level of potential cytokine/chemokine
biomarkers in SF and blood will have to be carried out to create a standardized protocol for
evaluating the appropriate OA biomarker.

3.2. Collagenous Biomarkers
3.2.1. C-Terminal Telopeptide of Collagen Type II

Type II collagen is the major component of the articular cartilage matrix [114]. Frag-
ments of C-terminal telopeptide are released following the degradation of type II collagen.
At the most common sites of radiographic OA, levels of urinary C-terminal telopeptide
of collagen type II (uCTX-II) were shown to be correlated with the overall radiographic
score as determined by the K-L method. It was also shown that scores at the knee, hip,
facet and hand joints independently contributed to this association [53]. A significant re-
duction in hand pain and function in individuals with symptomatic hand OA throughout a
six-month clinical study with chondroitin sulfate was not connected to a change in uCTX-II
levels [115]. uCTX-II correlates strongly with early indicators of inflammatory arthritis,
such as bone-mineral density loss and power Doppler ultrasonography synovitis [116].
Following six and twelve months of therapy with glucosamine and chondroitin sulfate or
glucosamine, chondroitin sulfate and collagen type II, Scarpellini et al. discovered consider-
ably reduced levels of uCTX-II [117]. Visual analogue scale (VAS) and uCTX-II mean values
were considerably lower than the baseline after 6 months and 1 year of treatment. The
study consisted of 129 participants (78 in the OA group and 51 in the control group) showed
significantly higher levels of uCTX-II in the OA group compared to the control group [54].
Furthermore, uCTX-II levels were independently correlated with the radiographic severity
of OA of the knee. The uCTX-II levels and the WOMAC index showed a positive correlation.
A comparative study of uCTX-II for knee OA patients and healthy individuals revealed
that late-stage OA is associated with higher levels of uCTX-II [118]. Eighty-two patients
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with knee OA and 20 healthy volunteers were enrolled in this study. Anteroposterior and
lateral position X-rays of knee joints were collected. The images were classified using the
K-L radiographic grading criteria. The molecular biomarkers CTX-II and IL-1β, which
were both considerably elevated throughout the development of knee OA, can be utilized
to help with early diagnosis and knee OA therapy [119]. Valdes et al. confirmed in their
large-scale meta-analysis the importance of uCTX-II as a degradation product that corre-
lates with a wide range of OA features, including hip, knee and hand OA as well as knee
OA progression and radiographic severity of knee OA [55]. In several OA animal models,
uCTX-II and serum CTX-II both showed promise for diagnostic and staging purposes. Sig-
nificant differences in the serum CTX-II levels in rabbits were observed between the adult
OA (OA induced by anterior cruciate ligament transection) and the control (unoperated)
groups [120]. Csifó et al. studied the effect of meloxicam on knee cartilage degradation
in an iodoacetate-induced rat OA model. Within four weeks of therapy, the high-dose
group of meloxicam treatment resulted in a remarkable decrease in CTX-II compared to
the low-dose and placebo groups [121]. These results suggest an interest in serum CTX-II
monitoring for OA progression. Innovative techniques also propose detecting CTX-II in
serum and urine simultaneously using a fluoro-microbeads guiding chip [122]. Patients
with primary OA had greater concentrations of CTX-II in SF than in the reference group.
The mean levels of CTX-II in SF increased above reference values following joint damage
at all time points, with the greatest levels occurring shortly after the trauma [123]. Sofat
et al. conducted a cross-sectional study on patients with knee OA and healthy controls. A
total of 130 patients were evaluated, including 78 with advanced OA who required total
knee replacement (TKR), 42 with moderate OA who received conventional therapy and
6 non-OA controls, with four drop-outs. They discovered that increased MRI-detected joint
damage was related to higher levels of CTX-II, indicating that MRI and CTX-II biomarkers
can be used to monitor OA disease development.

3.2.2. Type II Collagen-Specific Biomarker

Type II collagen-specific biomarker (Coll 2-1) may be described as a biomarker useful
for examining the burden of disease, the prognosis and diagnosis based on the Burden
of Disease, Investigative, Prognostic, Efficacy of Intervention and Diagnostic (BIPED)
categorization system for OA biomarkers published by Bauer et al. [124]. According to
research by Henrotin et al., a rise in urine levels of Coll 2-1 or its nitrated form (Coll 2-1NO2)
over a year was a reliable indicator of the course of joint space narrowing in OA patients [56].
The blood levels of Coll 2-1, a biomarker particular to type II collagen breakdown, can be
decreased in knee OA patients by intra-articular injection of reticulated hyaluronic acid
with mannitol, according to a randomized double-blind placebo controlled trial. Eligible
participants were men and women between the ages of 45 and 80 who had unilateral
symptomatic femoro-tibial knee OA that fulfilled clinical and radiologic American College
of Rheumatology (ACR) criteria. OA must have been present for more than 6 months, with
a mean global knee pain measured on a VAS over the past 24 h above 40 mm (without
any analgesics for at least 48 h) [125]. One-year follow-up of Coll 2-1 serum levels in OA
patients after hip or knee replacement indicates that Coll 2-1 is a disease-specific marker
that is sensitive to the structural changes occurring in a single joint. Additionally, the
immunohistochemical results support the idea that injured articular cartilage is the primary
source of serum Coll 2-1 [126].

3.2.3. Type II Collagen Cleavage Product

One of the potential biomarkers of early-stage OA is type II collagen cleavage product
(C2C). Poole et al. attempted to assess the relationship between early and late knee
cartilage pathology and the evolution of cartilage damage using the C2C human urine
sandwich assay (IB-C2C-HUSA), a test for cartilage collagenase-mediated degradation. In
a population-based cohort of early pre-radiographic disease and radiographic OA, they
showed substantial relationships between the novel urine IB-C2C-HUSA immunoassay
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with cartilage damage cross-sectionally and with cartilage loss longitudinally [57]. To
investigate if SF biomarker concentrations corresponded with the severity of radiographic
OA and were higher in joints with radiographic OA compared to controls, Coppelman et al.
examined SF biomarker concentrations from distal intertarsal and tarsometatarsal joints in
adult horses. They confirmed that overall radiographic scores have a positive correlation
with the C2C value concentration in equine SF [127]. In addition to the correlations
identified with several other injury-related biomarkers, the higher levels of C2C in SF
following injury show that an acute knee injury is linked to the rapid and long-lasting local
breakdown of type II collagen [128]. These results suggest that C2C could be a suitable OA
biomarker.

3.3. Non-Collagenous Biomarkers
3.3.1. Cartilage Oligomeric Matrix Protein

A non-collagenous ECM glycoprotein called cartilage oligomeric matrix protein
(COMP) is structurally linked to thrombospondins. Initially, COMP was believed to be
the unique protein of cartilage, but further research showed that it may also be found
in tendons, ligaments and menisci [129]. The cartilage breakdown in OA is measured
using the biomarkers COMP and uCTX-II. Increased concentrations of these biomarkers
can reveal OA’s severity and prognosis [43]. It was hypothesized that a decrease in both
biomarker levels reflects a cartilage recovery. According to a thorough review of OA
biomarkers, the most accurate indicators of OA nowadays are COMP, osteocalcin and
CTX-II [130]. COMP fragments are released into the SF during the breakdown of articular
cartilage. They were discovered in elevated levels immediately following the injury and
in the early stages of OA. Plsikova et al. studied SF samples aspirated from the knees of
65 OA patients (46 patients with early-stage OA and 19 patients with end-stage OA ac-
cording to the K-L grading scale). When compared to the group of patients with end-stage
OA, the concentration of COMP in SF was significantly lower in the early OA group of
patients. Additionally, the age of the patients and the levels of COMP in the SF were shown
to be significantly correlated [58]. Only the baseline level of COMP of the investigated
biomarkers was able to predict later MRI-determined cartilage loss in the OA knees [131].
In this study, the WORMS semiquantitative grading method was used to assess baseline
and follow-up knee MRI images for cartilage loss. According to the study of Verma et al.,
early on in the development of knee OA, COMP concentrations in primary OA serum
samples were shown to be higher than healthy donors’ values [132]. On a sample of 60 male
Sprague-Dawley rats, a study was conducted to evaluate the diagnostic capability of the
biomarkers COMP and chondroitin sulfate epitope 846 (CS846). Serum levels of COMP
(sCOMP) and CS846 in the model group were considerably greater than those in the control
group 10 weeks following surgery [133]. In patients with unilateral hip OA, a group led
by Endres attempted to investigate the impact of total hip replacement on sCOMP and its
relationship to joint stress during gait [134]. Unexpectedly, the excision of an OA joint had
no long-term impact on sCOMP’s level. Independently of age and BMI, high sCOMP levels
were linked to an increased risk of incident knee OA, while synovitis was demonstrated to
have the biggest impact on COMP levels in established knee OA [59].

3.3.2. S100 Proteins

S100A9 belongs to the alarmin family. It is a crucial protein in the breakdown of
cartilage and synovial inflammation in OA. S100A9 expression in cartilage is only seen in
hypertrophic chondrocytes and is crucial for the matrix mineralization [135]. The Cohort
Hip and Cohort Knee study’s analysis of arthroscopic synovial biopsy samples from
patients with early symptoms of OA also uncovered elevated levels of S100A9, which
significantly correlated with synovial lining thickness, cellularity in the subintima and joint
degeneration [136]. Serum levels of S100A8 or S100A9 were shown to be linked with overall
WOMAC scores, weight-bearing pain and physical disability in a study of 141 individuals
with clinical knee OA [60].
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3.3.3. C-Terminal End-Product of Vitronectin and C3f Peptide

As a ligand for the αVβ3 integrin receptor, vitronectin is degraded by a number of
metalloproteinases, including MMP-1,-2,-3,-7 and -9. Vitronectin is a cell adhesion and
spreading factor that is highly expressed by bone-resorbing osteoclasts. The C3f peptide
is highly expressed, especially in severe forms (K-L 3 and 4). It is also seen in SF, and
has a strong correlation with the C-terminal end-product of vitronectin (V65) [137]. De
Seny et al. examined 284 serum samples from patients with knee OA from the Bristol OA
500 cohort and the Bristol Validation Study, together with healthy controls and individuals
with RA [138]. They discovered four new biomarkers in the serum of OA patients using
the SELDI-TOF MS proteomics approach: V65, C3f peptide, the 3762 protein and CTAPIII
(Connective tissue-activating peptide III). When compared to controls or those with RA,
V65 showed higher amounts in MS spectra in all K-L grades. These findings emphasize
its specificity for OA. The C3f peptide is abundantly expressed, particularly in severe
instances (K-L 3 and 4), is also seen in SF and has a strong correlation with V65 [137]. Two
immunoassays have been created by Ourradi et al. to measure the biomarkers C3f and V65
peptides that were found by their prior proteomic study [139]. These assays were able to
identify endogenous peptides in patient and control blood samples, but they lacked the
sensitivity necessary to assess peptide levels accurately in patients.

4. Potential EV-Associated Biomarkers of Osteoarthritis

Potential biomarkers are not only found in bodily fluids as freely detectable molecules
but are also widely present in EVs (EV-associated) [61]. EVs are membrane vesicles with
diameters ranging from 30–5000 nm that are released by distinct cells and communicate
with one another via paracrine signaling. Exosomes, microvesicles and apoptotic bodies
are subtypes of EVs, and research on these EVs has grown dramatically in recent years.
Apoptotic bodies are the largest EVs, with sizes ranging from 1000 to 5000 nm. The size of
microvesicles ranges from 100 to 1000 nm and exosomes are vesicles typically defined by
diameters of 30–150 nm [140]. According to Minimal information for studies of extracellular
vesicles (MISEV), EVs should be named either in accordance with size (small EVs <200 nm,
large EVs >200 nm), density (low, medium, high), biochemical composition (expression
of surface markers) or the origin of the cells from which they originate (e.g., mesenchy-
mal stem cell-derived EVs) [141]. EVs contain and protect useful biological information,
including proteins, lipids, lncRNA, mRNAs, and regulatory miRNA [140]. Janockova et al.
demonstrated that small EVs and their content can be taken-up by different types of cells
isolated from tissues associated with OA (SF, osteoblasts and periosteum-derived MSCs)
suggesting their prospective role in the treatment of OA [142]. It is thought that EVs have
the ability to act as paracrine effectors and mediators of cell-to-cell communication [62].
Through their functions in intercellular transport, EVs are considered to support a variety
of crucial physiological processes including immunological responses, tissue healing and
neural communication [143]. EVs show therefore a promising role in tissue regeneration,
especially MSCs- and platelet-derived EVs as listed in recently published articles [144,145].
It is difficult to distinguish between early and advanced OA, therefore it is important to
investigate and identify sensitive and objective molecular markers of early disease.

4.1. EV-Associated Protein/Lipid Biomarkers

The amounts of EV-associated cytokines IL-1β, IL-17, IL-10 and INF-γ found in the
SF of patients with late-stage OA were significantly higher than those found in patients
with early-stage OA [61]. Zhang et al. identified plasma EVs in OA that carry the major
pro-inflammatory cytokines, TNFα, IL-1β and IL-6, demonstrating their pro-inflammatory
phenotype [62]. They found that the concentration of TNFα within EVs and the integrated
mean fluorescence intensity of TNFα in EVs in OA plasma were associated with and strong
predictors of radiographic knee OA progression, while plasma TNFα outside EVs was
neither associated with nor predictive of radiographic knee OA progression. Chondrocytes
may form exosome-like vesicles (ELV) that are released from cartilage during the matrix loss
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and cartilage degradation. These ELV may be substantially concentrated in synovial tissue
and could have the ability to enter macrophages. The ELV could transfer miR-449a-5p into
macrophages and reduce ATG4B expression in lipopolysaccharide-primed macrophages,
resulting in autophagy inhibition. Reduced autophagy encourages the production of mito-
chondrial reactive oxygen species, which increases inflammasome activation and mature
IL-1β production. Finally, an increase in IL-1β aggravates synovial inflammation and
accelerates the progression of OA [146]. SF is a suitable source of information in monitoring
the pathogenesis of OA, because it directly connects the tissues present in the joint capsule,
such as the synovial membrane, cartilage or IFP [7]. Based on mass spectrometry protein
profiling, Kolhe et al. identified multiple gender (male and female)-specific differential
proteins in OA and non-OA EVs. They found that haptoglobin, orosomucoid, and cerulo-
plasmin were significantly upregulated, whereas apolipoprotein was downregulated in
female OA EVs. In males, they discovered β-2-glycoprotein and complement component
5 significantly upregulated and SAGA-associated factor 29 downregulated in male OA
EVs [63].

EV-associated lipids could also be a potential biomarker of OA. In the most recent
study of Ben-Trad et al. an important finding was reported [64]. They compared healthy
and OA samples and showed that the phospholipid (PL) amount increased in pathological
samples. However, the PL/neutral lipid ratio decreased, suggesting destabilization of
bilayer structures.

4.2. EV-Associated miRNA Biomarkers

The 18–25 nucleotide RNA molecules known as miRNAs can control protein transla-
tion by complementarily binding to mRNA transcripts [147]. EV-associated miRNA-92a
is also involved in mitigating the negative effects of OA by increasing chondrocyte pro-
liferation and ECM synthesis through the PI3K/AKT/mTOR pathway. EV-associated
miR-95-5p was shown to enhance chondrogenesis and prevent the development of OA by
directly targeting histone deacetylase (HDAC)-2/8. MiR-95-5p suppressed the expression
of HDAC2/8 and promoted the formation of cartilage ECM. Therefore, EV-associated
miR-95-5p may act as an inhibitor of HDAC2/8, making it a potential diagnostic biomarker
of OA [65]. MiR-193b-3p affects histone deacetylase 3 (HDAC3), which in turn affects
chondrogenesis and chondrocyte metabolism. Overexpression of this miRNA has been
shown to significantly increase cartilage tissue formation in vivo. EV-associated miR-193b-
3p plasma levels in patients with OA were shown to be lower than in control samples, thus
supporting the positive effect [66].

The WNT5A protein plays a key role in the destruction and degradation of cartilage
in the pathogenesis of OA. Huang et al. confirmed that WNT5A can promote chondrocyte
catabolic activity through a non-canonical Wnt signaling cascade in OA cartilage [148]. EV-
associated miR-92a-3p can suppress the production of WNT5A, which is largely involved
in the pathogenesis of OA. Increased expression levels of miR-92a-3p in EVs from MSCs
and significantly decreased levels in EVs from OA chondrocytes were confirmed. Treat-
ment with EVs containing miR-92a-3p increased chondrocyte proliferation by suppressing
WNT5A protein production [67].

Similarly, miR-140-5p found in EVs from synovial MSCs has shown promising ef-
fects. The regulation of the Wnt signaling cascade by miR-140-5p in a rat model has been
demonstrated to support cartilage tissue regeneration and protect against knee OA [68].
EVs from MSCs significantly reduced the expression levels of catabolic genes in IL-1β
activated human chondrocytes. Analysis of miRNA content in these EVs revealed that
these particles contain chondroprotective miR-140 and miR-451 [149]. It was confirmed
that miR-26a-5p specifically binds to PTGS2 (gene encoding prostaglandin-endoperoxide
synthase 2). Overexpression of miR-26a-5p in EVs from bone marrow stem cells (BMSCs)
has a regenerative effect on damaged synovial fibroblasts through suppression of PTGS2
expression [69]. Wu et al. reported in their study that miR-100-5p in EVs isolated from
IFP-MSCs protects articular cartilage from damage and regulates its homeostasis through
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inhibition of the mTOR-autophagy pathway [70]. In the future, isolated EVs from IFP might
be used as potential biomarkers of OA. Another study confirmed that EVs can promote the
proliferation of chondrocytes through miR-302c and inhibit the production of MMP-13, as
the main degradative enzyme of cartilage ECM [150].

4.3. EV-Associated lncRNA Biomarkers

In addition to EV-associated miRNAs, lncRNAs have been reported to be involved
in promoting proliferation and inhibiting apoptosis of chondrocytes during OA. The
heterogeneity of lncRNAs is due to their size, which ranges from several hundred to
several thousand nucleotides. They have an important regulatory role in the processes of
development, differentiation, proliferation, apoptosis and cell metabolism. However, it
seems that it is not their size, but the secondary and tertiary structures that are essential in
the correct performance of the functions of these molecules [151].

Three groups of participants (the control group, the early OA group, and the late
OA group) were used in a research by Zhao and Xu [71]. All individuals provided blood
samples from the elbow vein and knee joint SF samples. EVs were isolated using ultracen-
trifugation, and RT-PCR was used to assess the expression of a number of EV-associated
lncRNAs. EV-associated lncRNA PCGEM1 expression progressively rises as OA progresses.
This demonstrated that EV-associated lncRNA could be a novel molecular biomarker for
the precise and efficient monitoring of OA development. Kohle et al. found that the miRNA
content of the EVs from SF differ between OA and non-OA groups. In males, 69 miR-
NAs were significantly downregulated and 45 miRNAs were upregulated. In females,
91 miRNAs were downregulated and 53 miRNAs were upregulated. The data showed
gender-specific differences in miRNA content in OA EVs [152]. EV-associated lncRNA
KLF3 AS1 from MSCs affects chondrocyte proliferation and inhibition of chondrocyte apop-
tosis through the miR-206/GIT1 pathway [72]. EV-associated lncRNA PVT1 regulated OA
progression by modulating HMGB1/TLR4/NF-κB pathway through miR-93-5p [73]. The
experimental results confirmed that the EV-associated lncRNA LYRM4-AS1 regulated the
growth of activated chondrocytes through the GRPR/miR-6515-5p pathway and alleviated
the inflammation present in OA [74]. Reviewing the roles of EVs containing miRNAs and
lncRNAs and the research progress of these molecules can help to better understand the
pathogenesis and to discover new molecular biomarkers of OA.

5. Conclusions

Refined diagnostic approaches need to be developed that identify OA subtypes and
indicators of its progression, at earlier stages of the disease. This approach may enable
personalized interventions that offer patients a better chance of preserving joint function
and reducing pain. Success in this field has the potential to improve the lives of the many
millions of OA sufferers worldwide. The ideal biomarker could be collected non-invasively,
be predictive of the outcome of the disease and also provide potential therapeutic targets.
The current markers all have advantages and disadvantages. Bodily fluids such as blood
or urine are easily accessible, but it is known that changes in the synovial fluid can be
detected earlier suggesting that markers may have a higher sensitivity and specificity in
synovial fluid. MiRNA-based diagnosis nowadays represents the most dynamic area in OA
biomarker research. Several studies have identified OA-specific miRNAs but there is a need
to validate these results with a large-scale sample size in preclinical and clinical studies. For
early and accurate diagnosis of OA, mainly knee OA, there is a need to identify complex
panels of soluble biomarkers in various biofluids (serum, urine and synovial fluid) as well
as in EVs to predict early-stage OA in a more precise manner. There are several options for
measuring OA biomarkers, ranging from simple and relatively inexpensive methods to
complex and demanding laboratory techniques. The development of tests should prioritize
multiplex marker miniaturization and chip-based measurement in order to increase the
cost-effectiveness of OA diagnostics and monitoring.

397



Life 2023, 13, 342

Author Contributions: Conceptualization, M.M.; writing—original draft preparation, J.M.; writing
—review and editing, T.S. All authors have read and agreed to the published version of the manuscript.

Funding: This study was supported by the Internal Scientific Grant System VUaVP35 UPJS No. vvgs-
2022-2186 and by the Slovak Research and Development Agency under Contract No. APVV-17-0118.
This publication is the result of the project implementation: “Open scientific community for modern
interdisciplinary research in medicine (OPENMED)”, ITMS2014+: 313011V455 supported by the
Operational Programme Integrated Infrastructure, funded by the ERDF.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Not applicable.

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Malemud, C.J. Biologic basis of osteoarthritis: State of the evidence. Curr. Opin. Rheumatol. 2015, 27, 289–294. [CrossRef]
2. Berenbaum, F. Osteoarthritis as an inflammatory disease (osteoarthritis is not osteoarthrosis!). Osteoarthr. Cartil. 2013, 21, 16–21.

[CrossRef] [PubMed]
3. Vina, E.R.; Kwoh, C. Epidemiology of osteoarthritis: Literature update. Curr. Opin. Rheumatol. 2018, 30, 160–167. [CrossRef]

[PubMed]
4. Cross, M.; Smith, E.; Hoy, D.; Nolte, S.; Ackerman, I.; Fransen, M.; Bridgett, L.; Williams, S.; Guillemin, F.; Hill, C.; et al. The

global burden of hip and knee osteoarthritis: Estimates from the Global Burden of Disease 2010 study. Ann. Rheum. Dis. 2014, 73,
1323. [CrossRef] [PubMed]

5. Abramoff, B.; Caldera, F. Osteoarthritis: Pathology, Diagnosis, and Treatment Options. Med. Clin. North Am. 2020, 104, 293–311.
[CrossRef]

6. Grunz, J.P.; Gietzen, C. Osteoarthritis of the Wrist: Pathology, Radiology, and Treatment. Semin. Musculoskelet. Radiol. 2021, 25,
294–303. [CrossRef]

7. Mathiessen, A.; Conaghan, P. Synovitis in osteoarthritis: Current understanding with therapeutic implications. Arthritis Res. Ther.
2017, 19, 18. [CrossRef] [PubMed]

8. Culvenor, A.G.; Øiestad, B.; Hart, H.; Stefanik, J.J.; Guermazi, A.; Crossley, K.M. Prevalence of knee osteoarthritis featuRes. on
magnetic resonance imaging in asymptomatic uninjured adults: A systematic review and meta-analysis. Br. J. Sport. Med. 2019,
53, 1268–1278. [CrossRef] [PubMed]

9. Runhaar, J.; Kloppenburg, M.; Boers, M.; Bijlsma JW, J.; Bierma-Zeinstra SM, A.; CREDO Expert Group. Towards developing
diagnostic criteria for early knee osteoarthritis: Data from the CHECK study. Rheumatology 2021, 60, 2448–2455. [CrossRef]

10. Bijlsma, J.W.J.; Berenbaum, F.; Lafeber, F. Osteoarthritis: An update with relevance for clinical practice. Lancet 2011, 377, 2115–2126.
[CrossRef] [PubMed]

11. Benis, S.; Vanhove, W.; Van Tongel, A.; Hollevoet, N. Non-traumatic primary and secondary osteoarthritis of the distal radioulnar
joint. J. Hand Surg. Eur. Vol. 2019, 44, 951–956. [CrossRef] [PubMed]

12. Taruc-Uy, R.L.; Lynch, S. Diagnosis and treatment of osteoarthritis. Prim Care 2013, 40, 821–836. [CrossRef] [PubMed]
13. Berenbaum, F.; Griffin, T.; Liu-Bryan, R. Review: Metabolic Regulation of Inflammation in Osteoarthritis. Arthritis Rheumatol.

2017, 69, 9–21. [CrossRef] [PubMed]
14. Ashford, S.; Williard, J. Osteoarthritis: A review. Nurse Pract. 2014, 39, 1–8. [CrossRef]
15. Felson, D.T.; Lawrence, R.; Dieppe, P.; Hirsch, R.; Helmick, C.; Jordan, J.; Kington, R.; Lane, N.; Nevitt, M.; Zhang, Y.; et al.

Osteoarthritis: New Insights. Part 1: The Disease and Its Risk Factors. Ann. Intern. Med. 2000, 133, 635–646. [CrossRef]
16. Berenbaum, F.; Wallace, I.; Lieberman, D.; Felson, D. Modern-day environmental factors in the pathogenesis of osteoarthritis. Nat.

Rev. Rheumatol. 2018, 14, 674–681. [CrossRef]
17. Xia, B.; Di, C.; Zhang, J.; Hu, S.; Jin, H.; Tong, P. Osteoarthritis pathogenesis: A review of molecular mechanisms. Calcif. Tissue Int.

2014, 95, 495–505. [CrossRef]
18. Carballo, C.B.; Nakagawa, Y.; Sekiya, I.; Rodeo, S. Basic Science of Articular Cartilage. Clin. Sport. Med. 2017, 36, 413–425.

[CrossRef]
19. Brody, L.T. Knee osteoarthritis: Clinical connections to articular cartilage structure and function. Phys. Ther. Sport 2015, 16,

301–316. [CrossRef]
20. Guilak, F.; Nims, R.; Dicks, A.; Wu, C.-L.; Meulenbelt, I. Osteoarthritis as a disease of the cartilage pericellular matrix. Matrix Biol.

J. Int. Soc. Matrix Biol. 2018, 71–72, 40–50. [CrossRef]
21. Bolduc, J.A.; Collins, J.; Loeser, R. Reactive oxygen species, aging and articular cartilage homeostasis. Free Radic. Biol. Med. 2019,

132, 73–82. [CrossRef]
22. van der Kraan, P.M.; Davidson, E.B.; van den Berg, W. A role for age-related changes in TGFbeta signaling in aberrant chondrocyte

differentiation and osteoarthritis. Arthritis Res. 2010, 12, 201. [CrossRef]

398



Life 2023, 13, 342

23. Charlier, E.; Deroyer, C.; Ciregia, F.; Malaise, O.; Neuville, S.; Plener, Z.; Malaise, M.; de Seny, D. Chondrocyte dedifferentiation
and osteoarthritis (OA). Biochem. Pharm. 2019, 165, 49–65. [CrossRef]

24. He, Y.; Manon-Jensen, T.; Arendt-Nielsen, L.; Petersen, K.; Christiansen, T.; Samuels, J.; Abramson, S.; Karsdal, M.; Attur, M.;
Bay-Jensen, A. Potential diagnostic value of a type X collagen neo-epitope biomarker for knee osteoarthritis. Osteoarthr. Cartil.
2019, 27, 611–620. [CrossRef]

25. Munjal, A.; Bapat, S.; Hubbard, D.; Hunter, M.; Kolhe, R.; Fulzele, S. Advances in Molecular biomarker for early diagnosis of
Osteoarthritis. Biomol. Concepts 2019, 10, 111–119. [CrossRef]

26. Bonnevie, E.D.; Galesso, D.; Secchieri, C.; Cohen, I.; Bonassar, L. Elastoviscous Transitions of Articular Cartilage Reveal a
Mechanism of Synergy between Lubricin and Hyaluronic Acid. PLoS ONE 2015, 10, e0143415. [CrossRef]

27. Li, N.; Gao, J.; Mi, L.; Zhang, G.; Zhang, L.; Zhang, N.; Huo, R.; Hu, J.; Xu, K. Synovial membrane mesenchymal stem cells: Past
life, current situation, and application in bone and joInt. diseases. Stem Cell Res. 2020, 11, 381. [CrossRef]

28. Eymard, F.; Pigenet, A.; Citadelle, D.; Flouzat-Lachaniette, C.; Poignard, A.; Benelli, C.; Berenbaum, F.; Chevalier, X.; Houard, X.
Induction of an inflammatory and prodegradative phenotype in autologous fibroblast-like synoviocytes by the infrapatellar fat
pad from patients with knee osteoarthritis. Arthritis Rheumatol. 2014, 66, 2165–2174. [CrossRef]

29. Scanzello, C.R.; Goldring, S. The role of synovitis in osteoarthritis pathogenesis. Bone 2012, 51, 249–257. [CrossRef]
30. Harvanová, D.; Tóthová, T.; Sarišský, M.; Amrichová, J.; Rosocha, J. Isolation and characterization of synovial mesenchymal stem

cells. Folia Biol. 2011, 57, 119–124.
31. Fox, D.B.; Warnock, J. Cell-based meniscal tissue engineering: A case for synoviocytes. Clin. Orthop. Relat. Res. 2011, 469,

2806–2816. [CrossRef] [PubMed]
32. Haubruck, P.; Pinto, M.; Moradi, B.; Little, C.; Gentek, R. Monocytes, Macrophages, and Their Potential Niches in Synovial

Joints—Therapeutic Targets in Post-Traumatic Osteoarthritis? Front. Immunol. 2021, 12, 763702. [CrossRef] [PubMed]
33. Farinelli, L.; Aquili, A.; Mattioli-Belmonte, M.; Manzotti, S.; D‘Angelo, F.; Ciccullo, C.; Gigante, A. Synovial mast cells from knee

and hip osteoarthritis: Histological study and clinical correlations. J. Exp. Orthop. 2022, 9, 13. [CrossRef] [PubMed]
34. Altobelli, E.; Angeletti, P.; Piccolo, D.; De Angelis, R. Synovial Fluid and Serum Concentrations of Inflammatory Markers in

Rheumatoid Arthritis, Psoriatic Arthritis and Osteoarthitis: A Systematic Review. Curr. Rheumatol. Rev. 2017, 13, 170–179.
[CrossRef] [PubMed]

35. Dequeker, J.; Luyten, F. The history of osteoarthritis-osteoarthrosis. Ann. Rheum. Dis. 2008, 67, 5–10. [CrossRef] [PubMed]
36. Felson, D.T. Osteoarthritis as a disease of mechanics. Osteoarthr. Cartil. 2013, 21, 10–15. [CrossRef]
37. Verbruggen, G.; Wittoek, R.; Cruyssen, B.V.; Elewaut, D. Tumour necrosis factor blockade for the treatment of erosive osteoarthritis

of the interphalangeal finger joints: A double blind, randomised trial on structure modification. Ann. Rheum. Dis. 2012, 71,
891–898. [CrossRef] [PubMed]

38. Sellam, J.; Berenbaum, F. The role of synovitis in pathophysiology and clinical symptoms of osteoarthritis. Nat. Rev. Rheumatol.
2010, 6, 625–635. [CrossRef] [PubMed]

39. Prieto-Potin, I.; Largo, R.; Roman-Blas, J.; Herrero-Beaumont, G.; Walsh, D. Characterization of multinucleated giant cells in
synovium and subchondral bone in knee osteoarthritis and rheumatoid arthritis. BMC Musculoskelet. Disord. 2015, 16, 226.
[CrossRef]

40. Klein-Wieringa, I.R.; de Lange-Brokaar, B.; Yusuf, E.; Andersen, S.; Kwekkeboom, J.; Kroon, H.; van Osch, G.; Zuurmond, A.;
Stojanovic-Susulic, V.; Nelissen, R.; et al. Inflammatory Cells in Patients with Endstage Knee Osteoarthritis: A Comparison
between the Synovium and the Infrapatellar Fat Pad. J. Rheumatol. 2016, 43, 771–778. [CrossRef]

41. Glyn-Jones, S.; Palmer, A.; Agricola, R.; Price, A.; Vincent, T.; Weinans, H.; Car, A.J. Osteoarthritis. Lancet 2015, 386, 376–387.
[CrossRef]

42. Madry, H.; Kon, E.; Condello, V.; Peretti, G.; Steinwachs, M.; Seil, R.; Berruto, M.; Engebretsen, L.; Filardo, G.; Angele, P. Early
osteoarthritis of the knee. Knee Surg. Sport. Traumatol. Arthrosc. 2016, 24, 1753–1762. [CrossRef]

43. Lotz, M.; Martel-Pelletier, J.; Christiansen, C.; Brandi, M.; Bruyère, O.; Chapurlat, R.; Collette, J.; Cooper, C.; Giacovelli, G.; Kanis,
J.; et al. Republished: Value of biomarkers in osteoarthritis: Current status and perspectives. Postgrad Med. J. 2014, 90, 171–178.
[CrossRef]

44. Nordahl, S.; Alstergren, P.; Eliasson, S.; Kopp, S. Interleukin-1beta in plasma and synovial fluid in relation to radiographic
changes in arthritic temporomandibular joints. Eur. J. Oral Sci. 1998, 106, 559–563. [CrossRef]

45. Panina, S.B.; Krolevets, I.; Milyutina, N.; Sagakyants, A.; Kornienko, I.; Ananyan, A.; Zabrodin, M.; Plotnikov, A.; Vnukov, V.
Circulating levels of proinflammatory mediators as potential biomarkers of post-traumatic knee osteoarthritis development. J.
Orthop. Traumatol. 2017, 18, 349–357. [CrossRef] [PubMed]

46. Konopka, J.; Richbourgh, B.; Liu, C. The role of PGRN in musculoskeletal development and disease. Front. Biosci. Landmark Ed.
2014, 19, 662–671. [CrossRef]

47. Stannus, O.; Jones, G.; Cicuttini, F.; Parameswaran, V.; Quinn, S.; Burgess, J.; Ding, C. Circulating levels of IL-6 and TNF-α are
associated with knee radiographic osteoarthritis and knee cartilage loss in older adults. Osteoarthr. Cartil. 2010, 18, 1441–1447.
[CrossRef] [PubMed]

48. Monibi, F.; Roller, B.; Stoker, A.; Garner, B.; Bal, S.; Cook, J. Identification of Synovial Fluid Biomarkers for Knee Osteoarthritis
and Correlation with Radiographic Assessment. J. Knee Surg. 2016, 29, 242–247. [CrossRef]

399



Life 2023, 13, 342

49. Zhao, X.Y.; Yang, Z.; Zhang, Z.; Zhang, Z.; Kang, Y.; Huang, G.; Wang, S.; Huang, H.; Liao, W. CCL3 serves as a potential plasma
biomarker in knee degeneration (osteoarthritis). Osteoarthr. Cartil. 2015, 23, 1405–1411. [CrossRef]

50. Beekhuizen, M.; Gierman, L.; van Spil, W.; Van Osch, G.; Huizinga, T.; Saris, D.; Creemers, L.; Zuurmond, A. An explorative study
comparing levels of soluble mediators in control and osteoarthritic synovial fluid. Osteoarthr. Cartil. 2013, 21, 918–922. [CrossRef]

51. Gao, F.; Tian, J.; Pan, H.; Gao, J.; Yao, M. Association of CCL13 levels in serum and synovial fluid with the radiographic severity
of knee osteoarthritis. J. Investig. Med. 2015, 63, 545–547. [CrossRef]

52. Xu, Q.; Sun, X.; Shang, X.; Jiang, H. Association of CXCL12 levels in synovial fluid with the radiographic severity of knee
osteoarthritis. J. Investig. Med. 2012, 60, 898–901. [CrossRef]

53. Meulenbelt, I.; Kloppenburg, M.; Kroon, H.; Houwing-Duistermaat, J.; Garnero, P.; Le Graverand, M.H.; DeGroot, J.; Slagboom, P.
Urinary CTX-II levels are associated with radiographic subtypes of osteoarthritis in hip, knee, hand, and facet joints in subject
with familial osteoarthritis at multiple sites: The GARP study. Ann. Rheum. Dis. 2006, 65, 360. [CrossRef] [PubMed]

54. Arunrukthavon, P.; Heebthamai, D.; Benchasiriluck, P.; Chaluay, S.; Chotanaphuti, T.; Khuangsirikul, S. Can urinary CTX-II be a
biomarker for knee osteoarthritis? Arthroplasty 2020, 2, 6. [CrossRef]

55. Valdes, A.M.; Meulenbelt, I.; Chassaing, E.; Arden, N.; Bierma-Zeinstra, S.; Hart, D.; Hofman, A.; Karsdal, M.; Kloppenburg,
M.; Kroon, H.; et al. Large scale meta-analysis of urinary C-terminal telopeptide, serum cartilage oligomeric protein and matrix
metalloprotease degraded type II collagen and their role in prevalence, incidence and progression of osteoarthritis. Osteoarthr.
Cartil. 2014, 22, 683–689. [CrossRef]

56. Henrotin, Y.; Deberg, M.; Dubuc, J.; Quettier, E.; Christgau, S.; Reginster, J. Type II collagen peptides for measuring cartilage
degradation. Biorheology 2004, 41, 543–547.

57. Poole, A.R.; Ha, N.; Bourdon, S.; Sayre, E.; Guermazi, A.; Cibere, J. Ability of a Urine Assay of Type II Collagen Cleavage by
Collagenases to Detect Early Onset and Progression of Articular Cartilage Degeneration: Results from a Population-based Cohort
Study. J. Rheumatol. 2016, 43, 1864–1870. [CrossRef]

58. Plsikova Matejova, J.; Spakova, T. A Preliminary Study of Combined Detection of COMP, TIMP-1, and MMP-3 in Synovial Fluid:
Potential Indicators of Osteoarthritis Progression. Cartilage 2021, 13 (Suppl. S2), 1421s–1430s. [CrossRef]

59. Kluzek, S.; Bay-Jensen, A.; Judge, A.; Karsdal, M.; Shorthose, M.; Spector, T.; Hart, D.; Newton, J.; Arden, N. Serum cartilage
oligomeric matrix protein and development of radiographic and painful knee osteoarthritis. A community-based cohort of
middle-aged women. Biomarkers 2015, 20, 557–564. [CrossRef]

60. Ruan, G.; Xu, J.; Wang, K.; Zheng, S.; Wu, J.; Ren, J.; Bian, F.; Chang, B.; Zhu, Z.; Han, W.; et al. Associations between serum
S100A8/S100A9 and knee symptoms, joInt. structuRes. and cartilage enzymes in patients with knee osteoarthritis. Osteoarthr.
Cartil. 2019, 27, 99–105. [CrossRef]

61. Gao, K.; Zhu, W.; Li, H.; Ma, D.; Liu, W.; Yu, W.; Wang, L.; Cao, Y. Association between cytokines and exosomes in synovial fluid
of individuals with knee osteoarthritis. Mod. Rheumatol. 2020, 30, 758–764. [CrossRef]

62. Zhang, X.; Hsueh, M.; Huebner, J.; Kraus, V. TNF-α Carried by Plasma Extracellular Vesicles Predicts Knee Osteoarthritis
Progression. Front. Immunol 2021, 12, 758386. [CrossRef] [PubMed]

63. Kolhe, R.; Owens, V.; Sharma, A. Sex-Specific Differences in Extracellular Vesicle Protein Cargo in Synovial Fluid of Patients with
Osteoarthritis. Life 2020, 10, 337. [CrossRef]

64. Ben-Trad, L.; Matei, C.; Sava, M.; Filali, S.; Duclos, M.; Berthier, Y.; Guichardant, M.; Bernoud-Hubac, N. Synovial Extracellular
Vesicles: Structure and Role in Synovial Fluid Tribological Performances. Int. J. Mol. Sci. 2022, 23, 11998. [CrossRef]

65. Mao, G.; Hu, S.; Zhang, Z.; Wu, P.; Zhao, X.; Lin, R.; Liao, W.; Kang, Y. Exosomal miR-95-5p regulates chondrogenesis and
cartilage degradation via histone deacetylase 2/8. J. Cell. Mol. Med. 2018, 22, 5354–5366. [CrossRef] [PubMed]

66. Meng, F.; Li, Z.; Zhang, Z.; Yang, Z.; Kang, Y.; Zhao, X.; Long, D.; Hu, S.; Gu, M.; He, S.; et al. MicroRNA-193b-3p regulates
chondrogenesis and chondrocyte metabolism by targeting HDAC3. Theranostics 2018, 8, 2862–2883. [CrossRef]

67. Mao, G.; Zhang, Z.; Hu, S.; Zhang, Z.; Chang, Z.; Huang, Z.; Liao, W.; Kang, Y. Exosomes derived from miR-92a-3p-overexpressing
human mesenchymal stem cells enhance chondrogenesis and suppress cartilage degradation via targeting WNT5A. Stem Cell Res.
Ther. 2018, 9, 247. [CrossRef] [PubMed]

68. Tao, S.C.; Yuan, T.; Zhang, Y.; Yin, W.; Guo, S.; Zhang, C. Exosomes derived from miR-140-5p-overexpressing human synovial
mesenchymal stem cells enhance cartilage tissue regeneration and prevent osteoarthritis of the knee in a rat model. Theranostics
2017, 7, 180–195. [CrossRef]

69. Jin, Z.; Ren, J.; Qi, S. Human bone mesenchymal stem cells-derived exosomes overexpressing microRNA-26a-5p alleviate
osteoarthritis via down-regulation of PTGS2. Int. Immunopharmacol. 2020, 78, 105946. [CrossRef]

70. Wu, J.; Kuang, L.; Chen, C.; Yang, J.; Zeng, W.; Li, T.; Chen, H.; Huang, S.; Fu, Z.; Li, J.; et al. miR-100-5p-abundant exosomes
derived from infrapatellar fat pad MSCs protect articular cartilage and ameliorate gait abnormalities via inhibition of mTOR in
osteoarthritis. Biomaterials 2019, 206, 87–100. [CrossRef]

71. Zhao, Y.; Xu, J. Synovial fluid-derived exosomal lncRNA PCGEM1 as biomarker for the different stages of osteoarthritis. Int.
Orthop. 2018, 42, 2865–2872. [CrossRef] [PubMed]

72. Liu, Y.; Lin, L.; Zou, R.; Wen, C.; Wang, Z.; Lin, F. MSC-derived exosomes promote proliferation and inhibit apoptosis of
chondrocytes via lncRNA-KLF3-AS1/miR-206/GIT1 axis in osteoarthritis. Cell Cycle 2018, 17, 2411–2422. [CrossRef] [PubMed]

400



Life 2023, 13, 342

73. Meng, Y.; Qiu, S.; Sun, L.; Zuo, J. Knockdown of exosome-mediated lnc-PVT1 alleviates lipopolysaccharide-induced osteoarthritis
progression by mediating the HMGB1/TLR4/NF-κB pathway via miR-93-5p. Mol. Med. Rep. 2020, 22, 5313–5325. [CrossRef]
[PubMed]

74. Wang, X.; Li, Z.; Cui, Y.; Cui, X.; Chen, C.; Wang, Z. Exosomes Isolated From Bone Marrow Mesenchymal Stem Cells Exert a
Protective Effect on Osteoarthritis via lncRNA LYRM4-AS1-GRPR-miR-6515-5p. Front. Cell Dev. Biol. 2021, 9, 644380. [CrossRef]
[PubMed]

75. Ene, R.; Sinescu, R.; Ene, P.; Cîrstoiu, M.; Cîrstoiu, F. Synovial inflammation in patients with different stages of knee osteoarthritis.
Rom. J. Morphol. Embryol. 2015, 56, 169–173.

76. Krasnokutsky, S.; Belitskaya-Lévy, I.; Bencardino, J.; Samuels, J.; Attur, M.; Regatte, R.; Rosenthal, P.; Greenberg, J.; Schweitzer, M.;
Abramson, S.; et al. Quantitative magnetic resonance imaging evidence of synovial proliferation is associated with radiographic
severity of knee osteoarthritis. Arthritis Rheum. 2011, 63, 2983–2991. [CrossRef]

77. Guermazi, A.; Hayashi, D.; Roemer, F.; Zhu, Y.; Niu, J.; Crema, M.; Javaid, M.; Marra, M.; Lynch, J.; El-Khoury, G.; et al.
Synovitis in knee osteoarthritis assessed by contrast-enhanced magnetic resonance imaging (MRI) is associated with radiographic
tibiofemoral osteoarthritis and MRI-detected widespread cartilage damage: The MOST study. J. Rheumatol. 2014, 41, 501–508.
[CrossRef]

78. Meehan, R.T.; Regan, E.; Hoffman, E.; Wolf, M.; Gill, M.; Crooks, J. Synovial Fluid Cytokines, Chemokines and MMP Levels in
Osteoarthritis Patients with Knee Pain Display a Profile Similar to Many Rheumatoid Arthritis Patients. J. Clin. Med. 2021, 10,
5027. [CrossRef]

79. Kapoor, M.; Martel-Pelletier, J.; Lajeunesse, D.; Pelletier, J.-P.; Fahmi, H. Role of proinflammatory cytokines in the pathophysiology
of osteoarthritis. Nat. Rev. Rheumatol. 2011, 7, 33–42. [CrossRef]
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Simple Summary: Helminths are parasitic worms that influence their host in a variety of ways,
including the production of growth factors and the creation of blood vessels (angiogenesis). Parasites
are used to control autoimmune diseases and parasite-derived molecules are widely studied for their
therapeutic potential. Accordingly, the objective of this study was to evaluate the influence of parasitic
nematode infection on growth factors related to angiogenesis in murine colitis and multiple sclerosis.
We observed significant changes in both models of autoimmune disorders. In addition, parasitic
infection remodeled the creation of vessels in the brains of mice with multiple sclerosis. Nematode-
derived factors are promising tools to fight autoimmune diseases and to study angiogenesis.

Abstract: Accumulating data suggest an important role of growth factors in autoimmune diseases
and parasitic nematode infections. Nematodes are used in clinical studies of autoimmune diseases
and parasite-derived molecules are widely studied for their therapeutic potential in various types of
disorders. However, the effect of nematode infection on growth factors in autoimmune disorders
has not been studied. The objective of this study was to evaluate the influence of infection with the
intestinal nematode Heligmosomoides polygyrus in murine autoimmune models on the production
of growth factors. Here, the level of a variety of growth factors related mainly to angiogenesis was
evaluated by protein array in the intestinal mucosa of C57BL/6 dextran sodium sulfate-induced
colitic mice and in cerebral spinal fluid of experimental autoimmune encephalomyelitis (EAE) mice
infected with nematodes. In addition, vessel formation was evaluated in the brains of EAE mice
infected with H. polygyrus. A significant influence of nematode infection on the level of angiogenic
factors was observed. Parasitic infection of colitic mice resulted in upregulation of mucosal AREG,
EGF, FGF-2, and IGFBP-3 in the intestine of the host and better adaptation (infectivity). In EAE mice,
infection increased the level of FGF-2 and FGF-7 in CSF. In addition, remodeling of brain vessels was
observed, with a higher density of long vessels. Nematode-derived factors are promising tools to
fight autoimmune diseases and to study angiogenesis.

Keywords: experimental autoimmune encephalomyelitis; colitis; growth factors; nematode adaptation;
angiogenesis

1. Introduction

Autoimmune diseases (ADs) are characterized by immune-mediated damage. Growth
factors related to angiogenesis can contribute to pathogenesis [1]. Angiogenesis is an
important process in the body in normal development and during repair processes, as well
as in disease [2]. Angiogenesis is a complex, multistep process including cell proliferation,
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differentiation, migration and cell–cell interactions, and requires appropriate regulation [3].
Angiogenic processes create new vessels from already functioning ones. Various growth
factors are involved in angiogenesis, including vascular endothelial growth factors (VEGF),
fibroblast growth factors (FGF), epidermal growth factors (EGF), hepatocyte growth factor
(HGF), insulin-like growth factors (IGF), and platelet-derived growth factors (PDGF) [4].

Multicellular parasites, including nematodes, have developed multiple immunoregu-
latory molecules. Consequently, parasites and their products are being tested as treatments
for autoimmune diseases [5]. Clinical studies on patients with inflammatory bowel diseases
such as ulcerative colitis and Crohn’s disease have shown that nematode infection can
reduce inflammation of the intestine and colon [6,7]. Similarly, in patients suffering from
multiple sclerosis, a positive outcome of helminth therapy has been observed [8]. The
therapeutic effect is mainly correlated with inhibition of the proinflammatory response
associated with Th1 and Th17 T cells and induction of regulatory activity of Treg cells [9].
However, the host–parasite relationship is extremely complex, and processes that take
place in the host during infection are not well explored. Nematodes need nutrition and to
eliminate waste products. The formation of a network of blood vessels by parasites during
infection is one of their adaptation strategies [10]. Nematodes can influence angiogenesis
by modulating the production of angiogenic factors or by producing molecules that mimic
host molecules or homologues of proteins with roles in angiogenesis.

The aim of this study was to evaluate the influence of infection with the intestinal
nematode Heligmosomoides polygyrus during autoimmune diseases on growth factors related
to angiogenesis. Infection with H. polygyrus is a model for human infection with Necator
americanus. This hookworm is a significant cause of disease and is used as a treatment for
autoimmune disorders (helminth therapy) in clinical studies [11]. Amphiregulin (AREG),
epidermal growth factor (EGF), fibroblast growth factor 2 (FGF-2), FGF-7, granulocyte-
macrophage colony-stimulating factor (GM-CSF), hepatocyte growth factor (HGF), insulin-
like growth factor binding protein-3 (IGFBP-3), platelet-derived growth factor-AA (PDGF-
AA), PDGF-BB, and vascular endothelial growth factor (VEGF) were evaluated in the
intestinal mucosa of C57BL/6 colitic mice and in the cerebral spinal fluid (CSF) of EAE
mice with H. polygyrus infection. In addition, the creation of new vessels in the brains of
mice with EAE was evaluated by expression of CD31. Here, we examine angiogenesis in
a model with both inflammatory and parasitic disease; a state corresponding to human
helminth therapy.

2. Materials and Methods
2.1. Colitis Model

Eight-week-old pathogen-free C57BL/6 males were allowed to adapt to laboratory
environment one week before the experiment began (n = 48). Severe colitis was provoked
by the administration of 3% dextran sulphate sodium (DSS) (TdB Consultancy AB, Uppsala,
Sweden), a 35–50 kDa sulphated polymer, in drinking water; it was administered two days
before oral infection with 300 L3 of H. polygyrus, and administration of DSS was continued
until the end of the experiment. The following clinical symptoms confirmed the successful
induction of colitis: reduced body weight, soft stools, fecal bleeding, and diarrhea. The
disease activity index (DAI) was calculated as the sum of weight loss compared to baseline
weight, stool consistency, and bleeding [12]. The same researcher assessed all indications
of colitis, including changes in body weight, stool consistency, and the presence of occult
blood in the stools using a paper test (HemoActive, Diagnosis, Białystok, Poland). Mice
were divided into four experimental groups. One of the groups received DSS (COL), the
second group of mice was infected with H. polygyrus (HP), and the third group received
both DSS and H. polygyrus (HP COL). Uninfected, untreated mice constituted the control
group (CTR). The mice were euthanized and samples were obtained six days after infection,
when the parasite was in its fourth larval stage.

406



Life 2023, 13, 321

2.2. Burden of Parasitic Infection

The small intestines of colitic mice were removed, ligated at both ends with cotton
twine to prevent digested matter from contaminating the medium, and incubated for two
hours at 37 ◦C in Petri dishes containing RPMI-1640 Medium with L-glutamine (2 mM),
penicillin (100 U/mL) and streptomycin (100 µg/mL) (Biowest, Lakewood Ranch, FL, USA).
The existence of the bursa at the caudal end of pre-male larvae was used to determine the
sex of the L4 stage. The larvae were counted separately in each mouse.

2.3. Preparation of Blood, Small Intestine and Colon Mucosa Samples

Blood samples taken after heart puncture from animals with colitis were used to
make serum. The small intestine and colon were removed, opened longitudinally, and
washed in cold PBS, pH 7.4. Mucosa samples were prepared by scraping the inner layer
of the small intestine and colon with a microscope slide. The samples were diluted in
2 mL of cold PBS, pH 7.4, including protease inhibitor cocktail tablets (Roche Applied
Science, Indianapolis, IN, USA), mixed with disposable needles of decreasing diameter,
then centrifuged at 4000× g at 4 ◦C for 45 min. Prior to cytokine and growth factor analysis,
the supernatant was kept at −80 ◦C.

2.4. ELISA

ELISA was used to determinate the levels of IL-1β, IL-6, TNF-α, IL-10, and TGF-β
in the serum, small intestine, and colonic mucosa of mice with induced colitis according
to the manufacturer’s guidelines (eBiosciences, Thermo Fisher, Waltham, MA, USA). The
colorimetric reaction was defined at 450 nm with a Synergy™ H1 Microplate Reader
(BioTek, Winooski, VT, USA). The mean optical densities (OD) of triplicate cultures were
compared to recombinant cytokine-prepared standard curves.

2.5. EAE Model

Eight-week-old pathogen-free C57BL/6 males were allowed to adapt to laboratory
environment week before the experiment began (n = 48). Experimental autoimmune
encephalomyelitis (EAE) was induced by subcutaneous injection in the rear flanks with
200 µg of myelin oligodendrocyte glycoprotein MOG35–55 (purity > 95%) per mouse emul-
sified in complete Freund’s adjuvant (CFA) containing 300 µg of Mycobacterium tuberculosis
H37RA strain. Immediately afterwards and again 2 days later, the animals received an
intraperitoneal injection of 400 ng of Bordetella pertussis toxin (PTX; Sigma, St. Louis, MO,
USA) in 100 µL of PBS, pH 7.2. Mice were orally infected with 300 L3 of H. polygyrus
21 days postimmunization. Clinical signs and ascending paralysis in EAE were assessed
as described before [13]. Four experimental groups of mice were formed. The first group
was immunized with EAE (EAE), the second group of mice was infected with H. polygyrus
(HP), and the third group was immunized with EAE and infected with H. polygyrus (HP
EAE). The control group consisted of uninfected, untreated mice (CTR). The mice were
euthanized and samples were obtained six days after infection, when the parasite was in
its fourth larval stage.

2.6. Cerebral Spinal Fluid (CSF)

Cerebrospinal fluid (CSF) from EAE mice was collected as described before [13]. Briefly,
a syringe was gently introduced into the atlanto-occipital membrane between the occipital
protuberance and the spine of the atlas. Slow aspiration of CSF produced roughly 20 µL of
clear liquid with no blood contamination. The samples were centrifuged at 2000× g for
15 min at 4 ◦C.

2.7. Visualization of the Vascular Endothelium

For histological evaluation, the brains of EAE mice were removed and placed in 10%
sucrose solution for 24 h. The specimens were subsequently immersed in sucrose solution
(Sigma, St. Louis, MO, USA) at escalating concentrations for three days to prepare the
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tissue for cryosectioning. Sections eight micrometers thick were incubated with primary rat
anti-CD31 monoclonal antibody [ER-MP12] (Invitrogen, Thermo Scientific, Waltham, MA,
USA) and secondary rabbit anti-rat IgG (Alexa Fluor 594) (Invitrogen, Thermo Scientific).
The CD31 protein is a well-characterized marker of angiogenesis. Nikon Eclipse Ti-S
microscope images were captured and analyzed with NIS Elements F2.30 software (Nikon,
Tokyo, Japan).

2.8. Antibody Arrays

Proteins associated with angiogenesis in CSF isolated from mice with induced EAE
or in the mucosa of the small intestine isolated from mice with induced colitis were
analyzed with the Angiogenesis Array (Proteome Profiler Mouse Angiogenesis Array Kit;
R&D Systems, Minneapolis, MN, USA) and Mouse Growth Factor Array (Ray Biotech,
Peachtree Corners, GA, USA), respectively, according to the manufacturer’s instructions.
The exposure time was 5 min, and the examination took 20 min since chemiluminescence
signals degrade over time. The Syngene G-Box was used to scan the membranes, and the
signal values were evaluated using Image J software. The array’s internal positive and
negative controls were used to normalize the signals.

2.9. Statistical Analysis

All experiments and tests were performed in triplicate to ensure reliable results. The
significance of differences was defined with Student’s t test (two-tailed unpaired) or the
Mann–Whitney test. When more than two groups were analyzed, analysis of variance was
caried out (one- or two-way ANOVA; GraphPad Software Inc., La Jolla, CA, USA). When
the p-value was less than 0.05, the ANOVA was followed by post hoc analysis using Tukey’s
multiple comparisons method. The data were presented as mean ± SEM or mean ± SD. A
p value of <0.05 was considered to be statistically significant.

3. Results
3.1. Symptoms of Colitis

C57BL/6 mice that received DSS and were infected with H. polygyrus developed colitis.
Weight was significantly lower from day 7 of the experiment, four days after infection with
nematodes. DAI based on weight change, diarrhea, and fecal blood was significantly higher
from day 3 of the experiment (1 day before infection with H. polygyrus) in comparison with
control mice infected with nematodes but without colitis. At the end of the experiment,
mice treated with DSS and infected with nematodes had DAI around 8 compared to 0 for
the control group (Figure 1A). The weight decreased to around 80% of the starting value,
when the control group was around 100% of the original weight (Figure 1B).

3.2. Nematodes Adapt to Colitis in C57BL/6 Mice

H. polygyrus adapts to the colitis milieu in BALB/c mice strain [13]. To evaluate if
colitis promoted adaptation of H. polygyrus in C57BL/6 mice, parasites were counted and
the sex of the L4 stage was determined for each mouse. The number of L4 stage H. polygyrus
present in submucosal tissue was significantly enhanced in mice with colitis compared to
untreated mice (Figure 1C). The number of pre-male and pre-female parasites was also
counted. Similarly, the ratio of male to female was significantly higher in mice with colitis
in comparison with control animals (Figure 1D).

3.3. Nematode Adaptation to Colitis Correlate with Changes in Immune Response

To evaluate how the immune response correlates with adaptation of nematodes to the
inflammatory conditions, the level of proinflammatory cytokines (IL-1β, IL-6, TNF-α) and
regulatory (TGF-β, IL-10) was evaluated. Treatment of mice with DSS and infection with
parasites resulted in increased levels of IL-6, TNF-α, and IL-10 in serum; IL-1β and IL-6 in
the colon; and IL-6 in the small intestine. Differences of IL-1β and TGF-β in serum; TNF-α,
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IL-10, and TGF-β in the colon; and IL-1β, TNF-α, IL-10, and TGF-β in the small intestine
were not statistically significant (Table 1).
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Figure 1. Symptoms of colitis after infection with H. polygyrus. C57BL/6 male mice were given
3% dextran sulphate sodium (DSS) in drinking water for two days before being infected orally
with 300 L3 H. polygyrus. Disease activity index (A) was determined using weight change, stool
consistency, and blood content. The mice were weighed every day for 9 days until the end of the
experiment. Weight change (B) is expressed as a percentage of the initial weight. The number of L4
stage nematodes (C) was counted for each mouse. Ratio (D) was counted as the number of male
nematodes divided by the number of female nematodes in each mouse. HP—mice infected with
H. polygyrus; HP COL—mice with colitis infected with H. polygyrus. Data are expressed as mean
values ± SEM or SD from one representative of three independent experiments (n = 5 mice/group).
* p < 0.05 and **** p < 0.0001.

Table 1. Level of cytokines in serum, colon, and small intestine of C57BL/6 mice with induced
colitis and parasitic infection. C57BL/6 male mice were given 3% dextran sulphate sodium (DSS) in
drinking water for two days before being infected orally with 300 L3 H. polygyrus. Levels of IL-1β,
IL-6, TNF-α, IL-10, and TGF-β were measured by ELISA. HP—mice infected with H. polygyrus; HP
COL—colitis mice infected with H. polygyrus. Data are shown as means ± SD from one of three
independent experiments (n = 3–5 mice/group).

Cytokine Serum Colon Small Intestine

IL-1β
HP 2.9 ± 1.1 154.5 ± 54 113.5 ± 64

HP COL 7.5 ± 7.5 2518 ± 638 * 144.3 ± 38.4

IL-6
HP 1.2 ± 2.8 206.9 ± 66.2 not detected

HP COL 241 ± 363.1 * 360.3 ± 89.7 * 150 ± 120.1 *

TNF-α
HP 28.8 ± 4.5 148.5 ± 40.2 222.6 ± 144.8

HP COL 73.4 ± 22.2 * 130.7 ± 32 921 ± 608.3

IL-10
HP 3685.1 ± 1829.8 8973.6 ± 3336.7 4854.2 ± 1362

HP COL 6735.6 ± 2101.2 * 9833.1 ± 3740.8 5471.3 ± 2256.6

TGF-β
HP 977.7 ± 418.4 19.7 ± 18.5 4655 ± 1267.7

HP COL 479.7 ± 167 38 ± 22.7 5099.9 ± 4049.9
* p < 0.05 compared to HP; pg/mL; Mean ± SD; Student’s t-test or Mann–Whitney test.
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3.4. Colitis Induction and Parasitic Infection Influence Level of Angiogenic Factors in the Intestine

To evaluate how nematode infection during colitis influenced the production of an-
giogenic factors in the intestine, we examined in the intestinal mucosa of mice molecules
related to angiogenesis: Amphiregulin (AREG), EGF, FGF-2, FGF-7, GM-CSF, HGF, IGFBP-
3, PDGF-AA, PDGF-BB, and VEGF. Colitis induction resulted in a significant reduction in
GM-CSF, IGFBP-3, and both PDGF molecules compared to control mice. H. polygyrus infec-
tion alone resulted in an increased level of EGF, FGF-7, VEGF-A, and decreased IGFBP-3,
PDGF-AA, and PDGF-BB in the intestine of mice compared to control animals. Parasitic
infection during colitis was associated with elevated levels of AREG, EGF, IGFBP-3, and
reduced levels of both PDGF-AA and -BB. Production of AREG, EGF, FGF-2, and IGFBP-3
was significantly higher in the intestinal mucosa of colitic mice with parasitic infection than
in the intestine of mice without induced disease but infected with H. polygyrus. On the other
hand, the levels of VEGF-A and FGF-7 were decreased in this group of mice (Figure 2).
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Figure 2. Level of angiogenic factors in the small intestine of C57BL/6 mice with induced colitis and
parasitic infection. C57BL/6 male mice were given 3% dextran sulphate sodium (DSS) in drinking
water for two days before being infected orally with 300 L3 H. polygyrus. Mean relative pixel density of
AREG (A), EGF (B), FGF-2 (C), FGF-7 (D), GM-CSF (E), HGF (F), IGFBP-3 (G), PDGF-AA (H), PDGF-
BB (I), VEGF-A (J). Data are presented as mean pixel density ± SD of two technical replicates. Data
are representative of three independent experiments (n = 3). * p < 0.05, ** p < 0.01 and *** p < 0.001.

3.5. Nematode Infection Influences Angiogenesis in the Brain

To assess the effect of parasite infestation on the formation and growth of blood vessels
in the brains of EAE mice, sections of the brain tissue were stained with the CD31 antibody.
There were visible differences between groups in the number and density of vessels in
brain tissue (Figure 3A). Mean vessel length was significantly decreased in brain tissue of
EAE mice, mice infected with H. polygyrus, as well as EAE mice with parasitic infection
in comparison to controls. In addition, vessels in EAE mice infected with H. polygyrus
were significantly shorter than vessels in EAE mice without parasitic infection (Figure 3B).
Induction of EAE in mice resulted in an increased density of short vessels. Mice infected
with H. polygyrus had a higher density when only short vessels were analyzed as well
as when the density of all vessels was taken into account. In addition, the density of
long vessels in brain tissue was significantly higher in mice infected with parasites in
comparison to EAE mice. Total and short vessel density in the brains of EAE mice infected
with H. polygyrus was significantly lower than in mice infected with parasites, but without
disease. In contrast, infection of EAE mice resulted in significantly higher density of long
vessels compared to uninfected EAE (Figure 3C–E).
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Figure 3. Vessels in the brains of EAE mice infected with H. polygyrus. C57BL/6 female mice were
immunized with myelin oligodendrocyte glycoprotein (MOG35–55) 21 days before oral infection with
300 L3 H. polygyrus. Brain slices were stained with anti-CD31 (A); Mean vessel length is expressed
in µm (B); total (C); short (D); and long (E) vessel densities were counted in 1 mm2 based on CD31
staining. Data are expressed as mean values ± SD from one representative of three independent
experiments (n = 5 mice/group). * p < 0.05, ** p < 0.01, *** p < 0.001 and **** p < 0.0001.

3.6. EAE Induction and Parasitic Infection Influence Level of Angiogenic Factors in the Brain

The levels of the same angiogenic factors as in the intestinal mucosa of colitic mice
infected with nematode parasites were evaluated in the CSF of EAE mice with H. polygyrus
infection. EAE development resulted in a slightly decreased level of most factors similar
to colitis. However, most differences were not significant, but the level of IGFBP-3 was
significantly higher in the CSF of EAE mice than of control mice (Figure 4G). H. polygyrus
infection resulted in a significantly increased level of all evaluated growth factors: AREG,
EGF, FGF-2, FGF-7, GM-CSF, HGF, IGFBP-3, PDGF-AA, PDGF-BB, and VEGF-A. Production
of all molecules except FGF-2 and FGF-7 was significantly reduced in the CSF of EAE mice
with parasitic infection. Levels of FGF-2 and FGF-7 were also significantly higher than in
uninfected EAE mice (Figure 4C,D).
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Figure 4. Level of angiogenic factors in cerebral spinal fluid (CSF) of C57BL/6 EAE mice infected
with H. polygyrus. C57BL/6 female mice were immunized with myelin oligodendrocyte glycoprotein
(MOG35–55) 21 days before oral infection with 300 L3 H. polygyrus. Mean relative pixel density
of AREG (A), EGF (B), FGF-2 (C), FGF-7 (D), GM-CSF (E), HGF (F), IGFBP-3 (G), PDGF-AA (H),
PDGF-BB (I) and VEGF-A (J). Data are presented as mean pixel density ± SD of two technical
replicates. Data are representative for three independent experiments (n = 3). * p < 0.05, ** p < 0.01
and *** p < 0.001.

4. Discussion

This study has shown a significant influence of H. polygyrus infection on a variety of
growth factors related mainly to angiogenesis in the intestinal mucosa of C57BL/6 colitic
mice and in the cerebral spinal fluid of C57BL/6 mice with experimental autoimmune
encephalomyelitis:VEGF, EGF, amphiregulin (AREG), FGF-2, FGF-7, GM-CSF, HGF, IGFBP-
3, PDGF-AA, PDGF-BB.

The course of EAE in mice infected with parasites and animals without infection was
analogous to that observed in our previous experiments [13]. Symptoms of colitis induced
with DSS in C57BL/6 mice are similar to that observed in the BALB/c strain: both strains
of animals had diarrhea, considerable weight loss, and rectal bleeding [14]. However, in
the C57BL/6 mice, we observed more severe symptoms of colitis compared to the BALB/c
strain [14]. This is consistent with observations reported in the literature [15].

The effectiveness of the immune response to H. polygyrus differs among strains of mice.
We used the C57BL/6 mouse strain, which is often used, especially in experiments on the
parasite–host relationship and immunity against nematode infection. During our previous
studies, we observed parasite adaptation to the inflammatory milieu in BALB/c strain mice
with colitis induced by DSS. Adaptation was expressed by increased growth, survival, and
reproduction, as well as a significantly higher male-to-female ratio [16]. The adaptation of
H. polygyrus in C57BL/6 mice was reflected in the increased number of L4 as well as in the
higher male-to-female ratio. The results are in line with previous observations made for
BALB/c mouse strain [16]. BALB/c and C57BL/6 strains differ genetically. Those differ-
ences are reflected in various immune responses, including protection against multicellular
parasites. In BALB/c there is a Th2 type immune response, but in C57BL/6 a stronger Th1
immune response is observed. In addition, BALB/c produces a stronger humoral response
than C57BL/6. In our study adaption of H. polygyrus to the colitic microenvironment in
C57BL/6 mice resulted in significant changes in cytokine levels. Localization of nematodes
was similar to that observed in BALB/c mice. Larvae in control mice clustered in the
duodenum, whereas larvae in mice with colitis invaded more distal regions of the small
intestine (data not shown) [16]. Conversely to colitis, inflammation in the central nervous
system under EAE induction in the same strain of C57BL/6 mice reduced the number
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of parasites compared with control infection [13]. Nematode adaptation and growth are
connected with nutrition and the elimination of waste products. The formation of a network
of blood vessels is an adaptation strategy [10].

Growth factors play a significant role in development of both vertebrate and inver-
tebrate animals. Basically, they influence cell division or differentiation [17]. Growth
signaling can be transmitted by various pathways and affects various biological processes.
In the host, growth factors influence regeneration and wound healing [18]. Repair of the
tissues frequently accompanies inflammatory and autoimmune pathology as well as mul-
ticellular parasitic infection [19]. Hence, helminths are regularly exposed to host growth
factors and they have evolved appropriate responses. Helminths are strong modulators
of the host milieu. Studies on the transforming growth factor beta (TGF-β) confirmed
that immune response to helminths is strongly dependent on both host and parasite fac-
tors [20]. Neutralization of TGF-β affected the concentration of cytokines and their pattern
of production and resulted in a reduction in worm numbers and fecal egg counts [21].
Further, nematodes produce ligands for host growth factors such as TGF-β mimics [22].
Molecular interactions between mammals and helminths are the result of the host response
to the parasite, as well as parasitic activity to increase their viability and reproduction
success [23]. Understanding the host–parasite relationship is important in many aspects
from looking for new drugs against helminthic infection to designing new therapies based
on parasite-derived products.

Angiogenesis is one of the processes involved in the pathogenesis of autoimmune
diseases [24]. Capillary formation is observed in the course of multiple sclerosis. This
is correlated with the release of angiogenic factors. In addition, angiogenesis has been
demonstrated in EAE, an experimental model of multiple sclerosis [25]. Angiogenetic
processes are important in the pathogenesis and course of inflammatory bowel diseases,
with promising potential as therapeutic targets [26,27]. On the other hand, parasite infection
is also associated with the influence on angiogenic processes in the host’s organism [10].
This study demonstrates the significant impact of intestinal nematode infection on growth
factors related to angiogenesis in autoimmune disease attenuation.

Vascular endothelial growth factor, VEGF-A, is considered the most important regula-
tor of angiogenesis. In our study, EAE induction resulted in increased level of VEGF-A in
CSF; this is in line with previous observations in mice and multiple sclerosis patients [28].
The release of vascular permeability factor (VPF)/vascular endothelial growth factor (VEGF)
is the main, although not the only, cause of the enhanced BBB permeability [29]. In EAE,
astrocytes, monocytes, and activated Th1 lymphocytes all express VEGF, which leads to
the disruption of the BBB [30,31]. Here, we observed the highest level of VEGF-A in the
CSF during H. polygyrus infection, but interestingly, this level was lower when EAE mice
were infected with nematodes. A similar effect of nematodes was observed in the intestinal
mucosa of mice with DSS-induced colitis. Indeed, enhanced level of VEGF-A in IBD pa-
tients is associated with a worse course of the disease [32]. Helminths modulate the level of
VEGF family factors. These results are in line with others. The soluble egg antigen of the
liver fluke, Schistosoma mansoni, promotes angiogenesis by enhancing VEGF-A production
by human endothelial cells [33]. The nematode Trichinella spiralis induces production of
VEGF-A in nurse cells [34]. The free-living soil nematode Caenorhabditis elegans produces a
PDGF/VEGF-like ligand, also called PVF1, which binds to mammalian VEGF receptors
and induces angiogenesis [35].

The epidermal growth factor (EGF) family is also called epithelial cell-derived factors.
EGF signaling is involved in angiogenesis both directly and indirectly [36]. In our study, we
observed a very strong induction of EGF-pathway components during nematode infection,
with even higher expressions of AREG and EGF, ligands for EGFR in mice infected with
parasites and with induced colitis. Amphiregulin (AREG) is produced by many immune
cells such mast cells, basophils, eosinophils, neutrophils, dendritic cells, group 2 innate
lymphoid cells, and T cells. The primary role of AREG is to direct the repair damage
caused by inflammation [37]. Lack of AREG in mice infected with Trichuris muris decreased
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the ability of the host to expel parasites. Lowered proliferation of colonic epithelial cells
indicated a crucial role of AREG in tissue protection [38]. Our results are in line with results
of Minutti [39], where infection of mice with H. polygyrus resulted in an increased number
of CD4+ T cells with EGFR expression in duodenum, MLN, and spleen. EGF-pathway is
important in Treg activity [40]. As a method to modulate the immune response higher
levels of EGF-signaling proteins could be responsible for increased numbers of adapted
nematodes. Moreover, the protozoan Toxoplasma gondii induces EGFR autophosphorylation
to avoid the destructive autophagic process [41].

Fibroblast growth factors (FGFs) are a group of molecules involved in various devel-
opmental and metabolic processes [42]. FGF-2, also called basic FGF, is a potent mitogen
and chemotactic factor for fibroblasts and endothelial cells. FGF-2 is also an angiogenic
factor involved in tissue repair and wound healing [43]. FGF-2 has a protective effect on
the nervous tissue [44]. We observed a significantly increased level of FGF-2 in the CSF of
EAE mice infected with H. polygyrus. In addition, the level of FGF-2 was elevated in the
intestines of colitic mice infected with the parasite, while the FGF-7 level was highest in
the intestines of infected mice without induced disease. During colitis, FGF-2 signaling is
essential for maintaining gut homeostasis [45]. FGF-7 ameliorates DSS colitis in mice [46].
Knowledge of the role of FGF molecules in the parasite–host relationship is very limited.
Host FGF signaling influences development of the larval stage of the tapeworm Echinococcus
multilocularis [47].

Granulocyte-macrophage colony-stimulating factor, GM-CSF, is a multifunctional
factor produced by various cells, involved in immunity. GM-CSF can also influence wound
healing as an angiogenesis promotor [48]. The effect of GM-CSF on autoimmunity depends
on the disease entity [49]. We observed significantly increased levels of GM-CSF during
nematode infection, with lower levels during inflammation. As GM-CSF seems not to be
involved in the immune response against nematodes [50], participation in tissue remodeling
and VEGF signaling modification may promote parasitic invasion.

Hepatocyte growth factor (HGF) shows pleiotropic activity, including angiogenesis,
by stimulating VEGF activity [51]. In our study, we observed elevated levels of HGF in
the CSF of H. polygyrus-infected mice. So far, no studies on the involvement of HGF in the
helminth–host relationship have been published.

The Insulin-like growth factor (IGF) pathway’s major protein is IGF-binding protein
3 (IGFBP-3). IGFBP-3 is a growth factor downregulating angiogenesis [52]. In addition,
upregulation of IGFBP-3 is correlated with the improvement of colitic mice, and IGFBP-3
knockout animals are resistant to DSS-induced inflammation of the colon [53,54]. Inter-
estingly, the level of IGFBP-3 in the intestine did not change under the influence of H.
polygyrus in healthy mice. However, IGFBP-3 was significantly increased when the parasite
developed in mice with colitis. This may indicate a crucial contribution of IGFBP-3 to
helminth therapy. IGFBP-3 in CSF is highest in mice infected with H. polygyrus.

The PDGF growth factor family controls proliferation, differentiation, chemotaxis, and
angiogenesis and is involved in wound healing. A low level of PDGF-AA and -BB was
observed in the intestines of mice infected with H. polygyrus, with an even lower level
in colitis mice with parasitic infection. Elevated levels of PDGFs are associated with a
worse course of inflammatory bowel diseases [55]. On the other hand, the highest level of
PDGF factors in CSF was observed in mice infected with nematodes. This is in line with
observations that higher production of PDGF molecules in human CSF correlates with
anti-inflammatory microenvironment during multiple sclerosis [56].

In our study, we also observed significant differences in vessels in EAE mice brains.
The shortest vessels were observed in EAE mice infected with parasites. In contrast, in this
group of mice, the density of long vessels was the highest. This observation suggests that
angiogenesis in helminth therapy proceeds in a different way. Although this hypothesis
needs to be confirmed, future therapeutic efforts against MS should perhaps focus more
on developing new vasculature with functional integration and less on total angiogenesis
blockade [25].
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5. Conclusions

Intestinal nematode infection altered the angiogenic growth factor response. There was
an increase in VEGF, EGF, amphiregulin (AREG), FGF-2, FGF-7, GM-CSF, HGF, IGFBP-3,
PDGF-AA, and PDGF-BB. The parasite’s promotion of growth factors related to angiogene-
sis increases vascular permeability and could inhibit the host’s immunological response
and assist helminth survival. Parasitic nematodes are very well adapted, hence their in-
fluence on growth factors is not surprising. Interestingly, nematode infection altered the
growth factor response in inflammatory conditions, such as in murine colitis and multiple
sclerosis. Although more research is needed, nematode-derived growth factors appear to
be promising tools to control autoimmune diseases.
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Abstract: Background: Therapeutic exercise has an important role to manage chemotherapy-induced
peripheral neuropathy symptoms. However, there is little evidence of its effectiveness. Objective: To
synthesize the evidence regarding therapeutic exercise during chemotherapy to improve peripheral
neuropathy symptoms. Databases: PubMed, CINAHL, Cochrane Library, PEDro, ScienceDirect, Sco-
pus, Web of Science and BIREME. Methodology: Randomized clinical trials were included. GRADE
was used to synthesize evidence and an inverse variance model for meta-analysis. Results: Up to May
2022, 2172 references were analyzed and 14 studies that evaluated 1094 participants were included.
The exercises were highly effective in improving pain threshold and moderately effective in improv-
ing peripheral neuropathy symptoms at the 8-week follow-up and the 4–24 weeks. Furthermore,
the evidence was low in improving thermal threshold, tactile and vibratory sensitivity. Conclusion:
Therapeutic exercise generates a significant reduction in peripheral neuropathy symptoms in patients
in short- and long-term follow-up with a moderate level of evidence quality.

Keywords: Neoplasia; exercise; sensitivity; chemotherapy; measurement of results reported by
the patient

1. Introduction

Cancer is a global health issue with an increasing incidence and mortality. It is
estimated that there will be 18.1 million new cases worldwide and 9.6 million deaths due
to this disease [1].

Cancer therapy involves various treatments, such as surgery, chemotherapy, radiation
therapy, immunotherapy and hormone therapy [2]. Chemotherapy, being one of the
most widely used therapies, uses cytotoxic drugs with the aim of damaging the genetic
material of neoplastic cells and preventing their replication [3]. This therapy is not selective;
therefore, it damages both tumor cells and healthy cells. As a result of the damage, many
side effects are manifested either in the short term such as nausea, neuropathy and fatigue,
or in the long term such as premature menopause and cardiac and cognitive dysfunction [4].

Chemotherapy-induced peripheral neuropathy is one of the most debilitating side
effects of chemotherapy, since the manifestation of symptoms is linked to the delivered
dose of the different chemotherapeutic agents such as platinum compounds, taxanes vinca
alkaloids, proteasome inhibitors and epothilones, among others [5].

The prevalence of developing peripheral neuropathy one month after completing
chemotherapy is around 68%. The symptoms develop mainly in the hands and feet, with
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sensory alterations associated with numbness and paresis, motor generating balance and
balance problems and autonomous problems with orthostatic hypotension.

Peripheral neuropathy can be evaluated objectively using quantitative sensory tests
by performing clinical examinations, as well as subjective measurements such as ques-
tionnaires, scales and evaluations of nerve function [6,7]. However, there is no evaluation
guideline that is used as a “gold standard”, which generates a great limitation for proper
clinical applicability for these patients [5].

Conservative management of chemotherapy-induced peripheral neuropathy involves
physical exercise with different types of training, whether aerobic, endurance, motor
sensory or balance. Only one systematic review was found, in which it evidenced that
a training plan combined with resistance, strength and motor sensory exercises, which
should last 36 weeks, at moderate intensities, with a frequency of 2 to 5 days a week and
a duration 60 min has been effective in reducing symptoms of chemotherapy-induced
peripheral neuropathy [8].

However, studies are lacking that address specific exercise programs for this particular
condition [9] and that their results provide clinical applicability. While many studies were
found specifying different types of training and subjective measurements of symptoms
caused by chemotherapy-induced peripheral neuropathy, many did not identify specific
objective and subjective measurements such as the perception of peripheral neuropathy,
pressure pain threshold and thermal, tactile and vibration sensitivity.

Considering the above, this systematic review aims to synthesize the evidence regard-
ing interventions with therapeutic exercises during chemotherapy to improve the symp-
toms produced by peripheral neuropathy with respect to the variables described above.

2. Materials and Methods
2.1. Study Designation

This systematic review was written according to the preferred reporting model for
these study types and meta-analysis (PRISMA) and the recommendations of the Cochrane
Collaborations for systematic reviews [10]. The review was registered in PROSPERO with
the following number: CRD42020188275. On 9 April 2020, the search began in different
databases, regarding various components of the research question considering population,
intervention, comparison and results, to identify the knowledge gap; the search was
performed until May 2022.

2.2. Literature Search

An electronic search of various articles indexed in the following databases was per-
formed: PubMed, CINAHL Plus, Cochrane Central Register of Controlled Trials, Physio-
therapy Evidence Database, Science Direct, Scopus and Web of Science y BIREME. The
search strategy was adapted for each database. In PubMed, a combination of words was
used: (“Neoplasms” [Mesh]) OR cancer AND (exercise) OR “Resistance Training” [Mesh]
AND chemotherapy AND (“Peripheral Nervous System Diseases” [Mesh] OR peripheral
neuropathy OR pressure pain threshold OR thermal sensitivity OR tactile sensitivity OR
vibration sensitivity).

The Start program (version 3.4 BETA, sourced by the Research Laboratory in Software
Engineering (LaPES) of the Federal University of São Carlos, Brazil) was used, which was
held in the selection of titles, abstracts and full text, considering the analysis between
evaluators and consensus criteria. Two independent reviewers (V.T. and D.O.) performed
the selection process and two (C.S. and I.L.) participated in the consensus.

2.3. Inclusion Criteria

This systematic review included only randomized clinical trials that included thera-
peutic exercise with a variable related to symptoms of peripheral neuropathy in patients
who underwent chemotherapy. The language of the publications was unlimited and should
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contain a pre-post comparison exercise and that the beginning of the training program was
during chemotherapy.

2.4. Evaluation of Methodological Quality of the Studies

To Physiotherapy Evidence Database, a PEDro (www.pedro.org.au, accessed on
1 May 2022) scale was used to assess the methodological quality of the studies based
on the Delphi list [11]. The studies that were included in this database were previously
qualified; if there were no studies, they were manually evaluated by two examiners with a
possible consensus by two evaluators. Clinical trials with scores greater than or equal to 6
were considered high methodological, 4 to 5 were rated as moderate quality and lastly, less
than or equal to 3 were classified as low methodological quality [12,13].

Data of participants and methodology of the studies were extracted using a standard-
ized form adapted from the Cochrane Collaboration model [10]. Moreover, effect size (ES)
with a 95% confidence interval (CI) for continuous outcomes in each comparison group was
calculated and the values before and after the intervention were considered. The treatment
was classified as small (<0.3), moderate (between 0.4 and 0.7) and large (>0.8) according to
Cohen’s index interpretation [14].

The results of the primary studies were interpreted according to the effectiveness of the
training programs to improve the symptoms of perception of peripheral neuropathy and
increase the pain threshold to pressure, thermal, tactile and vibratory sensitivity. They were
considered positive when comparing the intervention and the control groups presented a
statistically significant improvement in the primary outcomes.

The preventive effects of therapeutic exercise were rated with an equal sign when there
was no difference between the pre and post intervention. Finally, studies that presented
a significant reduction in the variables of interest of the intervention were classified as
having no effect. The effect size was calculated for studies that presented descriptive ideas,
represented by means and standard deviation for the main variables such as pressure,
thermal, tactile and vibratory pain threshold.

The synthesis of evidence for each intervention was calculated with the Grading of
Recommendations Assessment, Development and Evaluation (GRADE) that considers
high, moderate, low or very low evidence level based on the following factors: limitations,
indirectness, inconsistency, imprecision and lastly bias risk. In this review, the GRADEpro
software (https://gradepro.org, accessed on 1 May 2022) [15] was used to create tables
with the synthesis of evidence.

2.5. Statistical Analysis

A meta-analysis was performed using means and standard deviations from each
selected clinical trial. The difference of standardized means and the 95% confidence interval
were calculated using an inverse variance model of random effects for the meta-analysis,
considering the data after the intervention. Data heterogeneity between studies were
assessed using the I statisitic2. The p values were calculated and statistical significance was
set at <0.05. Statistical analysis was performed using the RevMan five-revision management
software (version 5.3, 11-13 Cavendish Square, London, UK).

3. Results

The studies obtained based on the search with the keywords totaled 2.172 articles,
which were examined by title and abstracts; after reading the full text of 42 studies,
14 articles were selected that met the inclusion criteria. The flow diagram used is pre-
sented in Figure 1.
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Figure 1. PRISMA flow diagram for the systematic review.

3.1. Evaluation of the Methodological Quality of the Studies

Of the 14 studies collected, 13 were indexed in the PEDro scale [7,16–26]. One [27]
was performed manually using the same scale between two evaluators (V.T. and C.S.) in
consensus with a third party (D.O.) in case of disagreement. Table 1 shows PEDro scale
scores from studies.

Eight of the studies obtained a score equal to or greater than six; therefore, they
were classified as having high methodological quality [8,17,18,22,23,26–28]. On the other
hand, three studies [7,19,20] reached a score between four and five and were categorized
as moderate quality. Finally, three studies [16,21,24] obtained a score of three and were
therefore cataloged as having low methodological quality. None of the studies scored on
the blind allocation criteria for both participants and therapists. In addition, only five
studies [17,20,25,27,28] reported that the evaluators who measured at least one key result
were blinded. Only six studies [7,19,23,25,26,28] presented results for all subjects who
received treatment or were assigned to the control group, or when this could not be, data
for at least one key outcome were analyzed by intention to treat (Table 1).
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Table 1. Identification of the 14 studies included in the review classified according to the PEDro scale.

Author 1 2 3 4 5 6 7 8 9 10 11 Total

Henke, et al., 2014 [16] 1 1 - - - - - - - 1 1 3
Bahar-Ozdemir Y et al., 2020 [27] 1 - 1 1 - - 1 1 - 1 1 6

Hammond E et al., 2020 [17] 1 1 1 1 - - 1 - - 1 1 6
Bland, K. A et al., 2019 [18] 1 1 1 1 - - - 1 - 1 1 6

Mijwel et al., 2018 [19] - 1 - 1 - - - - 1 1 1 4
Schönsteiner et al., 2017 [20] - 1 - 1 - - 1 1 - 1 1 5
Kleckner IR et al., 2017 [7] - 1 1 1 - - - - 1 1 1 5
Vollmers, P et al., 2018 [21] 1 1 - - - - - - - 1 1 3

Schwenk et al., 2016 [22] 1 1 1 1 - - - 1 - 1 1 6
Visovsky et al., 2014 [23] 1 1 1 1 - - - - 1 1 1 6

Stuecher, K. et al., 2018 [24] 1 1 - - - - - - - 1 1 3
Streckmann F et al., 2014 [25] - 1 - 1 - - 1 1 1 1 1 6

Dhawan S et al., 2020 [26] 1 1 1 1 - - - 1 1 1 1 7
Saraboon, C et al., 2021 [28] 1 1 1 1 - - 1 1 1 1 1 8

10/14 13/14 8/14 11/14 0/14 0/14 5/14 7/14 6/14 14/14

1. Were the eligibility criteria specified? 2. Were the participants randomly allocated between the groups? 3. Was
the allocation blinded? 4. Were the groups similar at the baseline for the most important prognostic indicators?
5. Were the participants blinded? 6. Were the therapists who performed the intervention blinded? 7. Were the
evaluators who measured at least one measure of response blinded? 8. Did the measures of at least one outcome
affect >85% of the participants initially allocated to the groups? 9. Did all the participants receive the treatment
or a control condition; if not, were the data analyzed with intention-to-treat analysis? 10. Did the statistical
comparison results between groups report at least one key response variable? 11. Did the study present reliability
measures for at least one variable response?

3.2. Characteristics of Included Studies

Table 2 describes the main characteristics of the 14 included studies, of which
1094 people participated, having an average age range of 19 to 79 years old, with solid
and hematological cancer diagnoses. The comparison was made between a control group,
which was based on standard care mainly focused on evaluations and education to patients,
and an intervention group, where the main type of exercises that were performed were
aerobic training, strengthening of both lower and upper limbs and balance exercises, that
began from the first day of chemotherapy treatment or weeks after it. Among the most
used equipment in these were the elastic bands, treadmill and pedometer. From 14 studies,
five mentioned that intervention was supervised by a physiotherapist [16,17,27,28], one by
a nurse [23], one by a sport scientist [21], one by a certified investigator by the ACSM [7],
one by an exercise physiologist or oncology nurse [19] and one by a specialist in prescrib-
ing exercises for cancer patients [18]. Four studies did not mention the profession of the
trainer [20,22,24,26].

The training frequency ranged from 2 to 7 days a week with a duration of 5 to 60 min
depending on the exercise performed, a moderate intensity depending on the chemotherapy
cycle in which the patients were, and the duration of the protocol varied between 4 and
56 weeks. A physiotherapist supervised 23% of the programs, while the others were
supervised by a professional trained to carry out this work. The main variables analyzed
were peripheral neuropathy perception, pressure pain threshold and thermal, tactile and
vibratory sensitivity. The follow-up was carried out in a period where the minimum range
was 4 weeks and the maximum was approximately 36 weeks. The effect size range varied
from 0.05 to 0.93 for peripheral neuropathy perception; as for pressure pain threshold, it
ranged from 0.44 to 0.57, thermal threshold was 0.06 to 0.28, tactile sensitivity presented a
value of 0.01 and vibratory sensitivity presented a value of 0.15.
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3.3. Synthesis of Evidence

The evidence regarding therapeutic exercises to improve symptoms of peripheral
neuropathy, pressure pain threshold, thermal threshold, and tactile and vibratory sensitivity
was synthesized according to GRADE with follow-up times of 8 weeks (Table 3) and
between 4 weeks and 24 weeks (Table 4). For the synthesis of evidence, two studies were
excluded [16,23] because they did not present the necessary data to form part of this
analysis, such as control group, intervention, follow-up and the duration of the protocol.

3.4. Peripheral Neuropathy Perception
3.4.1. Follow-Up 4 to 24 Weeks

Eight studies [7,17,18,20–22,26–28] evaluated the peripheral neuropathy perception
using questionnaires and scales; with a total of 747 participants in these trials, 52.7% were
part of the control group, while 47.2% belonged to the exercise group. According to the fac-
tors that can lower the level of quality of the evidence, a score of not serious was presented
for risk bias, indirect evidence, imprecision and publication bias, while the inconsistency
was categorized as serious since four of the studies were classified as serious and one as
very serious, while three of them were not serious. Finally, the therapeutic exercises of
strengthening, aerobics, equilibrium and balance presented moderate evidence to improve
the symptoms of peripheral neuropathy during chemotherapy for cancer treatment.

3.4.2. Follow-Up at 8 Weeks

Seven studies [7,18,21,22,26,27] evaluated the peripheral neuropathy perception through
scales and questionnaires, which included a total of 538 participants of which 53.3% were
from the control group and 46.6% from the exercise group. According to factors that may
lower the level of quality of the evidence, risk of bias, imprecision and publication bias
were categorized as non-serious.

The inconsistency was serious since three studies were classified as serious, one study
was classified as very serious and two studies as not serious. Eight weeks of therapeutic
exercises to strengthen the upper and lower limbs, equilibrium, aerobics and balance,
presented moderate evidence to improve the symptoms of peripheral neuropathy during
chemotherapy for cancer treatment.

3.5. Pressure Pain Threshold

Two studies [17,19] with a follow-up range of 16 to 18 weeks in which pressure pain
threshold was evaluated with an algometer had a total of 254 participants, where 33.8%
belonged to the control group and 66.1% to the group with exercises. None of the factors
that may lower the level of quality of the evidence were considered serious or very serious.
A 16–18-week follow-up with therapeutic nerve gliding, stretching, aerobic and interval
resistance exercises presented high evidence for increasing the pressure pain threshold in
the trapezium, quadriceps and gluteal areas.

3.6. Thermal Threshold

Two studies [7,20] with a follow-up that ranged from 6 to 19 weeks and where thermal
threshold was evaluated through questionnaires and scales included 486 participants, of
which 51.4% were from the control group and 48.5% from the exercise groups. According
to the factors that can lower the level of quality of the evidence, the risk of bias, imprecision,
inconsistency and publication bias were categorized as non-serious; however, the indirect
evidence was stated as very serious, since both included studies using tools that are not
objective for measurement, such as quantitative sensory testing and a numerical scale of 0
to 10.

Along with the above, a follow-up of 6–19 weeks with therapeutic exercises on a
vibration platform for the whole body, aerobics and strengthening exercises in the upper
and lower limbs presented low evidence to improve the thermal threshold in the lower
limb area.
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3.7. Tactile Sensitivity

Two studies [18,20] with a follow-up range of 12 to 19 weeks evaluated the effects of
the therapeutic exercises on tactile sensitivity with questionnaires and Esthesiometer; a total
of 158 participants were included, of which 50.6% were from the control and 49.3% were
from the exercise group. Regarding the factors that can reduce the level of quality of the
evidence, the risk of bias, indirect evidence and publication bias were not serious, while the
inconsistency was categorized as serious because two studies were categorized as serious,
as well as imprecise because the included studies considered less than 200 participants.
Thus, a 12–19-week follow-up with therapeutic exercises to strengthen the lower limbs,
aerobics and with a whole-body vibration platform presented low evidence to improve
tactile sensitivity in the lower limb area.

3.8. Vibratory Sensitivity

Five studies [17,18,22,24,25] with a follow-up range of 4 to 36 weeks evaluated the ef-
fectiveness of therapeutic exercises on the vibratory threshold using a quantitative sensitive
test and diapason; a total of 183 participants were included, of which 53% were from the
control group and 46.9% from the exercise group. According to the factors that can lower
the level of quality of the evidence, the risk of bias, indirect evidence and publication bias
were not serious, while inconsistency was classified as serious. Only one was not serious,
as well as imprecise because the included studies considered less than 200 participants. A
follow-up of 4–36 weeks of therapeutic exercises to strengthen the lower limbs, aerobics,
balance and motor sensory showed low evidence to increase the vibratory threshold in the
lower limb area, such as phalangeal metatarsus, medial malleolus and phalanges, as well
as upper limbs such as hands and wrists.

3.9. Meta-Analysis

Ten of the fourteen selected studies presented the mean and standard deviation
to calculate the effect size (TE) of the intervention [7,16–19,22,23,26–28]. Estimates of
the grouped standardized mean difference (DME) showed significant reduction in the
symptoms of peripheral neuropathy after a therapeutic exercise program in people with
cancer compared to the control group (DME = −0.31; IC 95% = −0.61 to −0.02; p = 0.04)
(Figure 2), with significant heterogeneity (I2 = 86%; p ≤ 0.00001).
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The sensitivity analysis revealed that heterogeneity was influenced by the studies by
Bland et al. 2019 [18] and Mijwel et al. 2019 [19]. There were no changes in the results in
favor of therapeutic exercise compared to the control groups and the DME was reduced to
−0.40 with changes in heterogeneity from moderate to significant (I2 = 45%; p = 0.09).
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4. Discussion

With respect to the quantitative analysis of this systematic review, the findings of
the meta-analysis show that a therapeutic exercise program of 4 to 56 weeks generates
significant changes, reducing the symptoms of peripheral neuropathy in subjects with
cancer compared to the control group with short-term and long-term follow-up. However,
given the significant heterogeneity presented, these results should be viewed with caution.

Of the main studies selected, two of them reported improvement of pressure pain
threshold after a therapeutic exercise program [17,19]. The study by Mijwel et al., 2018 [13]
reported that resistance exercise associated with HIIT significantly improves muscle
strength and reduces pain sensitivity; these studies had a moderate effect size with a
range of 0.44 to 0.57 and with a high level of evidence.

Regarding the evaluation of neuropathy symptoms through questionnaires, six stud-
ies [7,18,21,22,26–28] presented moderate evidence with an effect size of 0.27 to 0.47, cate-
gorizing them as small to moderate. Three of these studies [7,26,28] reported improvement
of peripheral neuropathy symptoms, while two other studies [21,22] kept their symptoms.
There was one study [27] that reported an improvement in neuropathic pain symptoms
while maintaining generalized pain symptoms after a therapeutic exercise program. The
studies that evaluated neuropathic symptoms through thermal threshold [7,20], tactile sen-
sitivity [18,20] and vibratory sensitivity [17,18,22,24,25] presented a low level of evidence.

In regard to the studies that evaluated tactile sensitivity [18,20] and thermal thresh-
old [7,20], no significant differences were obtained. The effect size of the studies [7,20] that
evaluated thermal was 0.28 and 0.06, considered small. Likewise, the study [20] that evalu-
ated tactile sensitivity had a small effect size of 0.01. The study that evaluated the vibratory
threshold [22] presented a small effect size with a value of 0.15. Those results could be ex-
plained by the fact that symptoms of peripheral neuropathy induced by chemotherapy should
be assessed by both objective methods and from a patient perspective [29]. Moreover, the
heterogeneity of evaluation tools used in those studies negatively impacts these results.

The findings reported in this review are similar to the study by Dobson et al., 2014 [30]
that evaluated the effects of balance and aerobic exercise training on neuropathy symptoms,
sensory dysfunctions and increased peripheral nerve conduction velocity. However, the
review by Dobson et al., 2014 [30] did not determine the quality of evidence and included
studies that focus on diabetic neuropathy and its neuro-inflammatory etiology and did not
incorporate studies where the neuropathy is the result of exposure to chemotherapy.

The present systematic review determines that strengthening, aerobic and motor
sensory exercises for a total average time of 14 weeks (considering a standard deviation of
9 weeks) 2 to 5 days per week and with low to moderate intensities present a moderate level
of evidence for the improvement of neuropathy symptoms. These facts coincide with the
results of the study by Kneis et al., 2019 [31] that reported that resistance and equilibrium
exercises reduced sensitivity symptoms, with an improvement in the physical function of
the cancer survivors.

According to the above and considering that there is still controversy regarding the
effectiveness of drugs in the management of peripheral neuropathy [32], multimodal
exercise emerges as an effective and safe therapeutic tool to reduce peripheral symptoms
induced by chemotherapy.

Some limitations of the present study should be considered: (1) three studies showed
poor methodological quality [10,15,18]; (2) different therapeutic exercise protocols were
used; (3) significant heterogeneity (I2 = 86%) which is due to the different types of exercises
between studies and different evaluation tools used, providing variability; (4) the selected
studies used distant tools to evaluate peripheral neuropathy; (5) two studies [7,20] used
methods to evaluate the peripheral neuropathy that were inadequate, since they lacked
reliability and objectivity; (6) non-specificity of therapeutic exercise in terms of its dosage;
(7) the beginning of the therapeutic exercise program was nonspecific since some studies
began together with the chemotherapy [17,27], on the first day of chemotherapy [7,16],
before starting it [18,23], during this therapy [24,25] or on subsequent days to the start of
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chemotherapy [18,19]. In addition, three studies [20,22,26] did not specify the beginning
of the intervention protocol; (8) Three studies [20,22,24] did not identify any supervisor,
which may limit the correct execution of the exercises; (9) different follow-up times between
studies can generate a bias in the results.

5. Conclusions

In general, this systematic review and meta-analysis suggest that therapeutic exercise
generates a significant reduction in peripheral neuropathy symptoms in patients in short and
long-term follow-up with a moderate level of evidence quality. However, these results must
be viewed with caution due to the significant heterogeneity of the studies analyzed. The
available studies are diverse in terms of methodology, exercise dosage, and tools to assess
peripheral neuropathy; therefore, further research is warranted. Future clinical trials must
present adequate methodological quality and use valid and reliable evaluation methods.
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Abstract: This study examined the effects of obesity on cartilage mechanics and longitudinal failure
probability at the medial tibiofemoral compartment, using combined musculoskeletal simulation and
probabilistic failure modelling approaches. The current investigation examined twenty obese females
(BMI > 30.0 kg/m2) and 20 healthy weight (BMI < 25.0 kg/m2) females. Walking kinematics were
obtained via an 8-camera optoelectric system, and a force plate was used to collect ground reaction
forces. Musculoskeletal simulation and probabilistic failure modelling were utilized to explore medial
tibiofemoral forces and cartilage probability. Comparisons between groups were undertaken using
linear mixed-effects models. Net peak cartilage forces, stress and strain were significantly larger in
the obese group (force = 2013.92 N, stress = 3.03 MPa & strain = 0.25), compared to health weight
(force = 1493.21 N, stress 2.26 MPa & strain = 0.19). In addition, medial tibiofemoral cartilage failure
probability was also significantly larger in the obese group (42.98%) compared to healthy weight
(11.63%). The findings from the current investigation show that obesity has a profoundly negative
influence on longitudinal medial knee cartilage health and strongly advocates for the implementation
of effective weight management programs into long-term musculoskeletal management strategies.

Keywords: biomechanics; obesity; osteoarthritis; cartilage; musculoskeletal simulation;
probabilistic modelling

1. Introduction

Obesity is present in over a third of the adult population in the United States [1]
and continues to escalate at an alarming rate [2]. Increased adiposity is linked to the
aetiology of heart disease, diabetes, stroke and many forms of cancer [3] and also regarded
as the fifth leading risk factor for mortality, causing over 2.8 million deaths annually [4]. In
addition, obesity also increases the risk for comorbidities, including chronic musculoskeletal
pathologies [5]. Therefore, the rapidly accelerating rates of global obesity raise concerns
regarding associated increases in the prevalence of musculoskeletal disorders.

Osteoarthritis (OA) is the most frequently experienced chronic musculoskeletal pathol-
ogy and represents the foremost cause of enduring disability among older adults [6].
Tibiofemoral OA the most frequently experienced form of OA, is the principal cause of
international musculoskeletal disability [7] and has a negative fiscal influence on global
healthcare systems [8]. Knee OA is representative of a degenerative articular cartilage
disease, illustrated by deterioration of the cartilage itself within the knee joint [9]. Affected
individuals importantly experience enduring pain and dysfunction [10], and knee joint OA
has been shown have an incidence rate of almost 10% in individuals aged 60 and above [11].
Knee OA cases are most frequent in females and predominantly detected at the medial
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compartment of the tibiofemoral joint, as loads borne by this joint predominantly pass
through the medial aspect of the knee [12].

Longitudinal analyses have shown that obesity may be a significant risk factor for
the instigation and advancement of symptomatic and radiographic tibiofemoral OA, but
have not conclusively exposed the mechanisms responsible for this link [13]. Multiple
hypotheses have been advocated that expound the association between obesity and chronic
musculoskeletal disorders [14]. Mechanically it is advocated that excessive axial loading
mediated through increased body mass in obese individuals, promotes degeneration of
lower extremity joint structures [15]. However, whilst mechanical inferences predominate,
metabolic factors associated with obesity including hormonal and biochemical alterations
have also been proposed as being responsible for the incidence of musculoskeletal disorders
in obese individuals [16]. Furthermore, accumulating evidence also shows that obesity
mediates systemic low-grade inflammation, that contributes to metabolic dysfunction [17].
Adipose tissue itself is functional as an active endocrine organ by releasing bioactive
substances known adipokines, which are able to mediate either pro or anti-inflammatory
activities [18]. There has been considerable research interest concerning the potential role
of adipokines in the pathogenesis of OA [19]. Previous analyses have confirmed that levels
of leptin and resistin were greater in obese individuals with knee OA in relation to healthy
controls and that levels of these adipokines were also associated with radiographic OA
stage [20], indicating that they may play a significant role in the multifactorial nature of
knee OA pathophysiology [21].

Currently, the implications of obesity during everyday tasks such as walking, re-
main poorly understood. Obese individuals exhibit a reduced self-selected walking veloc-
ity [22,23]; alongside shorter absolute stride and step lengths [22,24]. Kinematically, obese
individuals have been shown to adopt a significantly increased hip adduction angle [24],
hip extension angle [25] and peak hip extension moment [26]. At the knee joint, obese
individuals exhibit reduced knee flexion at initial contact [26], peak flexion [25], and an
enhanced knee extension moment [26,27]. In the coronal plane, obese individuals are
associated with a greater knee adduction moment (KAM) during weight acceptance [28],
peak KAM [26] and KAM impulse [27]. At the ankle joint, obese individuals are associ-
ated with increased dorsiflexion throughout the stance phase [24], greater inversion at
footstrike [29], an increased peak eversion angle [23] and increased toe-out throughout the
stance phase [22,29,30]. In addition, obese individuals also exhibited a statistically greater
ankle plantarflexion moment [25,26].

However, joint moments are not characteristic of localized joint loading [31], and it
is the tibiofemoral joint contact forces that are linked to the initiation and progression of
cartilage breakdown. Considerable advances in musculoskeletal simulation modelling have
been made [32], allowing skeletal muscle driven indices of lower extremity joint reaction
forces to be calculated [12]. Lerner et al. [33] examined the effects of paediatric obesity on
tibiofemoral joint compressive loading and showed that obese children had significantly
greater compressive forces and that body mass index (BMI) predicted the percentage of
total tibiofemoral load borne by the medial compartment. Harding et al. [34] examined the
effects of overweight (BMI > 25.0) and obese (BMI > 30.0) individuals on muscle and medial
tibiofemoral compartment forces compared to healthy weight (BMI < 25.0) participants.
Their findings showed that in relation to healthy weight participants, obese individuals
exhibited greater quadriceps and medial tibiofemoral compartment forces.

However, although quantification of tibiofemoral joint kinetics is now feasible, there
remain difficulties in exploring the influence of distinct mechanical and physiological
conditions on the instigation, progression and temporal profile of knee OA. Therefore, prob-
abilistic modelling of cartilage of stress and strain induced accumulative damage may be
valuable for determining the effects of obesity on probability of osteoarthritic degeneration
over a lifetime of cyclic loading [35]. However, probabilistic cartilage modelling has not
been adopted to explore differences in medial tibiofemoral cartilage failure probability
between obese and healthy weight individuals.
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The aim of the current investigation was to explore the effects of obesity on medial
tibiofemoral cartilage mechanics and lifetime failure probability in relation to healthy
weight individuals using a combined musculoskeletal simulation and computational mod-
elling approach. The findings from this investigation will yield new information firstly
on the effects of obesity on medial tibiofemoral cartilage mechanics during walking, but
also on lifetime failure probability in relation to healthy individuals. This study tests
the hypothesis that medial-tibiofemoral cartilage loading mechanics and lifetime failure
probability will be significantly greater in the obese group compared to healthy individuals.

2. Materials and Methods
2.1. Participants

Twenty healthy weight and twenty obese female participants volunteered to take part
in this study. Participants not eligible for this study if they had a current lower extrem-
ity pathology or had previously undergone lower extremity surgery. Body mass index
(BMI) was utilized to define obesity (BMI > 30.00 kg/m2) and healthy weight groups
(BMI < 25.00 kg/m2) due to its adoption in clinical practice, as well as its correlation with
more accurate measures of adiposity [36]. Using data from previous work in obese and
healthy weight adults [34] and mean ± SD values for the peak net medial tibiofemoral
force of 1227.30 ± 521.30 N in healthy weight and 1812.90 ± 703.80 N in obese individuals,
it was determined using GPower software (GPower 3.1) that for between group compar-
isons, to achieve α = 5% and β = 80%, that 40 total participants would be required. All
participants provided consent in written form in accordance with the ideologies outlined
in the Declaration of Helsinki. The methodological approach adopted in the current study
was approved by an institutional ethics panel (STEMH 1013).

Body segments were modelled in 6 degrees of freedom using the calibrated anatom-
ical system technique [37], using a marker/ model configuration utilized previously to
quantify the biomechanics of walking [12]. (Figure 1). Intra rater reliability for the indi-
vidual responsible for positioning of the anatomical markers has been shown to be high
(ICC ≥ 0.931) [38]. The centres of the ankle and knee joints were the midpoints between
the malleoli and the femoral epicondyle markers [39,40] and the hip joint centre was es-
tablished via a regression approach using the locations of the anterior superior iliac spine
markers [41].

Life 2022, 12, x FOR PEER REVIEW 4 of 16 
 

 

 

Figure 1. (a) Anatomical landmark locations and (b) modelled segments, with segment co-ordinate-

axes (R=right & L=left), (TR=trunk, P=pelvis, T=thigh, S=shank & F=foot), (X=sagittal, Y=coronal & 

Z=transverse planes). 

2.2. Procedure 

Retroreflective marker-data were obtained-using an 8-camera optoelectric motion capture 

system (Qualisys Medical, Gothenburg, Sweden) operating at 250 Hz. Dynamic calibra-

tion of the camera-system was undertaken prior to each testing -session. A piezoelectric 

force plate (Kistler Instruments,-Winterthur, Switzerland) operating at 1000-Hz was uti-

lized to capture ground-reaction forces (GRF). Kinematic-and GRF data-were collected in 

a synchronous-manner.  

 The-calibrated anatomical system-technique (CAST) [37], was adopted to reconstruct 

body-segments in 6 degrees-of freedom. A marker/ modelling-configuration that has been 

previously utilized to quantify-walking-biomechanics was adopted [12] (Figure 1). Intra 

rater reliability for-the individual in control of placing the anatomical markers has been 

shown through previous publication to be very high (ICC>0.931) [38]. The-ankle and knee-

joint centres were located at the-centre point of the malleoli and-the femoral epicondyle-

markers [39; 40] and-centre of the hip joint was ascertained using the locations-of the an-

terior-superior iliac spine markers via a-regression based approach [41]. 

2.3. Processing 

Figure 1. (a) Anatomical landmark locations and (b) modelled segments, with segment co-ordinate
axes (R = right & L = left), (TR = trunk, P = pelvis, T = thigh, S = shank & F = foot), (X = sagittal,
Y = coronal & Z = transverse planes).

436



Life 2023, 13, 270

2.2. Procedure

Retroreflective marker data were obtained using an 8-camera optoelectric motion
capture system (Qualisys Medical, Gothenburg, Sweden) operating at 250 Hz. Dynamic
calibration of the camera system was undertaken prior to each testing session. A piezoelec-
tric force plate (Kistler Instruments, Winterthur, Switzerland) operating at 1000 Hz was
utilized to capture ground reaction forces (GRF). Kinematic and GRF data were collected in
a synchronous manner.

The calibrated anatomical system technique (CAST) [37], was adopted to reconstruct
body segments in 6 degrees of freedom. A marker/ modelling configuration that has
been previously utilized to quantify walking biomechanics was adopted [12] (Figure 1).
Intra rater reliability for the individual in control of placing the anatomical markers has
been shown through previous publication to be very high (ICC ≥ 0.931) [38]. The ankle
and knee joint centres were located at the centre point of the malleoli and the femoral
epicondyle markers [39,40] and centre of the hip joint was ascertained using the locations
of the anterior superior iliac spine markers via a regression based approach [41].

2.3. Processing

Digitization of the dynamic walking trials was undertaken using Qualisys Track
Manager (QTM) (Qualisys Medical AB, Gothenburg, Sweden) software. Digitized QTM
files were then exported in.C3D file format into Visual 3D (C-Motion, Germantown, MD,
USA). Data were time normalized within Visual 3D to identify the stance phase, which
was defined as the period over which the force plate measured > 20 N of vertical GRF [42].
Three-dimensional marker trajectories and GRF’s were smoothed with cut-off frequencies
of 6 and 50 Hz, respectively, via a 4th-order low-pass zero-lag Butterworth filter. Cut-
off frequencies were optimized using residual analysis for both kinetic and kinematics
data [43]. The velocity of walking (m/s) was calculated as mean linear velocity of the
model centre of mass in the anterior direction during the stance phase using Visual 3D [44].
Stride length (m) was determined as the linear anterior distance in the foot centre of mass
location at footstrike between initial and subsequent ipsilateral footfalls [45].

2.3.1. Medial Tibiofemoral Forces

Walking data during the stance phase were exported into bespoke musculoskeletal
simulation software (OpenSim v3.3, Simtk.org). A validated musculoskeletal model [46]
was firstly scaled to account for the anthropometrics of each participant. Dynamic incon-
sistency was solved using a residual reduction algorithm function within OpenSim [32].
Muscle kinetics were then quantified using a weighted static optimization process [47].
A joint reaction analysis process within OpenSim was then utilized, using muscle force
data generated via static optimization [32]. The peak net (N) and normalized medial
tibiofemoral forces (BW) were calculated using data derived from the joint reaction analy-
sis. The cumulative medial tibiofemoral load was computed as the quotient of the mean
stance phase medial tibiofemoral force and the stride length [35]. Pilot walking data
shows a minimal detectable difference (MDC) of 0.27 BW and a high level of reliability
(ICC = 0.951) for the peak medial tibiofemoral force (Table S1). Sinclair et al. [45] also
importantly showed that vastus intermedius, vastus lateralis and vastus medialis muscle
forces at the instance of peak joint force, were the strongest predictors of peak medial
tibiofemoral joint loading during walking. Therefore, to determine the mechanisms respon-
sible for any alterations in peak medial tibiofemoral kinetics between footwear conditions,
the peak net (N) and normalized forces (BW) quantified during static optimization for the
aforementioned muscles were quantified at the instance of peak joint force and extracted
for statistical analysis.

2.3.2. Medial Tibiofemoral Contact Mechanics

The medial tibiofemoral contact forces obtained from OpenSim were input into a
model of medial knee contact mechanics which was utilized to calculate tibiofemoral
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cartilage stress and strain via adapted MATLAB source code [35]. Pilot walking data
shown MDCs of 0.01 and 0.16 MPa and high reliability (ICC ≥ 0.945) for indices of medial
tibiofemoral stress and strain (Table S1). The tibiofemoral contact model is based on that
outlined by Nuño and Ahmed [48]. Medial tibiofemoral stresses (σ) and strains (ε) were
quantified using the formulae outlined in Equations (1) and (2).

EQ1: σ = − Mean tibiofemoral cartilage modulus ∗ (Log (1 − ε)) (1)

EQ2: ε = Cartilage element compression − modelled cartilage height (2)

The medial femoral condyle was modelled from a sagittal viewpoint as two convex
curves denoting its anterior and posterior components, and from a coronal posterior
perspective as a single arc. Conversely, the tibial plateau was denoted as a concave arc.
The radii of the anterior and posterior components of the femoral arc in the sagittal plane
were 35.0 mm and 18.9 mm, whereas that of the tibial arc in the frontal plane was modelled
as 21 mm. In accordance with the Nuno & Ahmed [48] model, the tibia was considered
to-be held in a fixed position-in space and the femur featured two modifiable components:
the-axial height of the knee flexion axis relative to the tibia and the knee flexion angle itself.
The tibiofemoral joint cartilage itself was modelled as a series of elements on the tibial
plateau, with an unloaded height of 5.0 mm [49]. The cartilage elements were assumed to
display a nonlinear elastic stress-strain relationship [50].

Contact stress (MPa) and strain at the medial tibiofemoral compartment were obtained
using modelled indices for cartilage moduli, compression magnitude of the modelled
cartilage contact elements as well as the quantity of contact elements. The modelled contact
elements were 7326, which reflected a distance of 0.5 mm between elements, and the
aforementioned tibiofemoral radii. The moduli of the cartilage included in the model
were distinct for the different locations as some were covered by the medial meniscus.
The femoral cartilage, unconcealed tibial cartilage and concealed tibial cartilage, were
considered to have moduli values of 8.6, 4.0 and 10.1 MPa [51]. The medial meniscus
modulus was included into the model as 1.3 MPa, and the meniscus itself considered
to obscure 46 % of the tibial plateau [52,53]. The cartilage and menisci elements were
described with a modelled Poisson’s ratio of 0.45 [54].

The angle of knee flexion was included into the contact model as that at which the peak
medial tibiofemoral contact force (obtained using musculoskeletal simulation) occurred.
The axial elevation of the knee flexion axis was incrementally decreased until the modelled
peak medial tibiofemoral contact force matched that provided from musculoskeletal simu-
lation. As the modelled tibiofemoral radii are distinct, the location of the loaded articular
cartilage also differed alongside changes in the angle of knee flexion [55]. As the medial
femoral condyle has been shown to remain close to the centre of the tibial plateau with
alterations in the angle of knee flexion, it was determined that inclusion of translational
knee joint mechanics were not necessary for this model [56].

2.3.3. Medial Tibiofemoral Cartilage Failure Probabilistic Modelling

Medial tibiofemoral cartilage failure was defined as macroscopical plastic deformation
typically observed in early-stage OA cartilage deterioration [57]. As 55 years has been
demonstrated as the median age for knee OA diagnosis, and 9.29% of the US population is
diagnosed with symptomatic knee OA by age 60 [11]; probability of cartilage failure was
quantified across a duration of 42 years, from anatomical musculoskeletal maturity aged 18
until 60 years of age [58]. Probability of cartilage failure was quantified using probabilistic
modelling; incorporating indices of both damage and repair [59–61], with cartilage strain
the primary input parameter for damage. Sensitivity analyses were undertaken to deter-
mine the sensitivity of the key cartilage failure determinant, i.e., peak tibiofemoral strain to
alterations (within feasible biological/anthropometric ranges) of each modelled parameter
separately whilst maintaining the others at their modelled values (Tables S2 and S3 and
Figures S1–S8).

438



Life 2023, 13, 270

Cartilage failure probability across the quantified duration, was obtained as a collective
function of the aforementioned articular cartilage properties experiencing loading cycles
over the daily modelled distance, using the stride length from the initial processing section
to determine the daily number of loading cycles using Equation (3).

EQ3: Probability of cartilage failure =
1 − Exp − [(Volume of stressed cartilage /

Reference stressed cartilage volume)(time −
time until failure)Weibull exponent /Power law exponent]

(3)

In Equation (3), constants in the probabilistic cartilage failure model were the reference
cartilage volume (78.5 mm3), Weibull exponent (14.3) and power law exponent (12.9). Time
until failure of the articular cartilage was quantified using Equation (4).

EQ4: Time to failure = (Power law coefficient ∗ Stride
length / Distance-per day) (Weibull coefficient ∗ ε) − Power law exponent

(4)

In Equation (4), the time until failure is representative of the duration at which 63.2%
of cases would experience failure after undergoing the magnitude and volume of cartilage
strains. Daily distance travelled was included in the model as 6.0 km, which represents the
approximate distance covered, had 7000 steps (the number now considered optimal for
health and wellbeing [62] been completed per day, taking into account the stride lengths
obtained from the current investigation. The power law coefficient (1.0), Weibull coefficient
(1.03) and power law exponent (12.9) were incorporated as constants in the quantification of
time until failure. These parameters were extracted from Miller & Krupenevich, [35], who
fit a power law function to the loading cycles to failure data of Riemenschneider et al. [63].

Equation (3) shows in vitro failure probability. As living cartilage does possess limited
innate ability to recover from strain-induced damage over time [64], the probability of
medial tibiofemoral cartilage repair included into the failure model using Equation (5).

EQ5: Probability of repair = 1 − Exp − [ − (time /
time until repair) Cartilage repair exponent]

(5)

In Equation (5), the cartilage repair exponent (5.2) and time until repair (5.0 years)
were modelled as constants [35], and the repair duration was correspondingly included as
the time after which repair would be anticipated in 63.2% of cases of damage.

A probability density function determining the instantaneous probability of failure at
a given time, was utilized to encompass repair into Equation 3 [35]. This is delineated in
Equation (6).

EQ6: Probability density function = (Volume of stressed
cartilage ∗ Weibull exponent / Power law-exponent ∗ Reference
stressed cartilage volume ∗ time until failure) (time / time until

failure) Weibull exponent / Power
law exponent − 1 Exp [− (Volume of stressed cartilage / Reference

stressed cartilage volume) (time / time until failure) Weibull
exponent / Power law exponent]

(6)

The product of the probability density function and the communal probability that
repair had not yet occurred, was integrated as a function of time in order to ascertain failure
probability with repair. This procedure is described in Equation 7.

EQ7: Probability of failure with repair =
∫

(time 0) [Probability density
function ∗ (1 − Probability of repair)] Modelled distance between contact

elements ∗ time
(7)
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2.4. Statistical Analyses

For each biomechanical and cartilage failure outcome variable; means, standard de-
viations (SD) and 95% confidence intervals (95% CI) around the mean were calculated.
To compare participant characteristics, biomechanical and cartilage failure outcomes be-
tween healthy weight and obese groups, between groups linear mixed effects models were
adopted using the restricted maximum-likelihood method, with group (i.e., obese/healthy
weight) included as a fixed factor and random intercepts modelled by participants [44].
Linear regression analysis was also adopted in both groups to determine the relationship
between BMI and peak force, peak stress and peak strain. All statistical analyses were
conducted using SPSS v27 (IBM, SPSS). For linear mixed models, the mean difference (b),
t-value, and 95% CI of the difference are presented. Statistical significance for all analyses
was accepted at the p < 0.05 level.

3. Results
3.1. Participant Characteristics

There were no differences in between groups for age (b = 1.32 (95% CI = −1.07–3.70),
t = 1.12, p = 0.27) and stature (b = 0.00 (95% CI = −0.03–0.03), t = 0.03, p = 0.98) between groups.
However, both body mass (b = 29.64 (95% CI = 26.78–32.49), t = 20.97, p < 0.001) and BMI
(b = 11.16 (95% CI = 10.01–12.31), t = 19.54, p < 0.001) were significantly greater in the obese
group (Table 1).

Table 1. Participant characteristic values for the obese and healthy weight groups.

Healthy Weight Obese

Mean SD 95% CI
Lower

95% CI
Upper Mean SD 95% CI

Lower
95% CI
Upper

Age (years) 25.50 4.53 23.49 27.51 24.18 3.19 22.77 25.59

Mass (kg) 63.18 3.55 61.61 64.76 92.82 5.59 90.34 95.30 *

Stature (m) 1.63 0.05 1.61 1.66 1.63 0.05 1.61 1.66

BMI (kg/m2) 23.71 1.27 23.14 24.27 34.87 2.36 33.82 35.91 *
Notes: * = significant difference between healthy-weight and obese groups.

3.2. Initial Kinematic Processing

No significant differences in walking velocity were found between the two groups
(b = 0.07 (95% CI = −0.07–0.21), t = 0.98, p = 0.33). In addition, there were no significant differ-
ences between groups for stride length was (b = 0.06 (95% CI = −0.06–0.19), t = 0.99, p = 0.31)
(Table 2).

Table 2. Kinematic temporal parameters from normal weight and obese groups.

Healthy Weight Obese

Mean SD 95% CI
Lower

95% CI
Upper Mean SD 95% CI

Lower
95% CI
Upper

Walking velocity (m/s) 1.45 0.24 1.34 1.56 1.38 0.21 1.28 1.48

Stride length (m) 1.61 0.21 1.51 1.70 1.55 0.18 1.46 1.63

3.3. Medial Tibiofemoral Forces and Muscle Forces

There were no differences in peak normalized medial tibiofemoral force
(b = 0.00 (95% CI = −0.31–0.32), t = 0.02, p = 0.98) or normalized cumulative load
(b = 0.14 (95% CI = −0.07–0.34), t = 1.32, p = 0.19) between groups. However, peak net me-
dial tibiofemoral force (b = 520.71 (95% CI = 212.70–828.72), t = 3.42, p < 0.001) and net medial
tibiofemoral cumulative load were shown to be significantly greater in the obese group
(b = 452.19 (95% CI = 270.36–634.02), t = 5.03, p < 0.001) (Table 3).

440



Life 2023, 13, 270

Table 3. Medial tibiofemoral and muscle forces from normal weight and obese groups.

Healthy Weight Obese

Mean SD 95% CI
Lower

95% CI
Upper Mean SD 95% CI

Lower
95% CI
Upper

Peak medial tibiofemoral force (BW) 2.22 0.52 1.98 2.46 2.22 0.46 2.01 2.44

Medial tibiofemoral cumulative
load (BW/m) 1.43 0.33 1.28 1.58 1.56 0.32 1.41 1.71

Net peak medial tibiofemoral force (N) 1493.21 370.19 1319.96 1666.47 2013.92 570.91 1746.72 2281.12 *

Net medial tibiofemoral cumulative
load (N/m) 956.11 194.39 865.13 1047.09 1408.30 351.50 1243.79 1572.81 *

Vastus intermedius force (BW) 0.56 0.25 0.44 0.68 0.57 0.19 0.47 0.66

Vastus lateralis force (BW) 0.49 0.22 0.39 0.60 0.50 0.17 0.42 0.58

Vastus medialis force (BW) 0.42 0.19 0.33 0.51 0.42 0.15 0.35 0.49

Net vastus intermedius force (N) 375.85 172.24 295.24 456.47 529.08 272.59 401.50 656.66 *

Net vastus lateralis force (N) 330.71 151.40 259.85 401.56 465.39 239.61 353.25 577.53 *

Net vastus medialis force (N) 280.17 128.23 220.16 340.18 394.00 203.59 298.71 489.28 *

Notes: * = significant difference between healthy-weight and obese groups.

There were no differences in normalized vastus intermedius (b = 0.00 (95% CI = −0.31–0.32),
t = 0.02, p = 0.98), vastus lateralis (b = 0.00 (95% CI = −0.31–0.32), t = 0.02, p = 0.98) or vastus me-
dialis (b = 0.00 (95% CI = −0.31–0.32), t = 0.02, p = 0.98) forces. However, net vastus intermedius
(b = 153.23 (95% CI = 7.26–299.19), t = 2.17, p = 0.04), vastus lateralis (b = 134.69 (95% CI = 6.39–262.99),
t = 2.13, p = 0.04) and vastus medialis (b = 113.82 (95% CI = 4.91–222.74), t = 2.12, p = 0.04) forces
were significantly greater in the obese group (Table 3).

3.4. Medial Tibiofemoral Contact Mechanics

Peak medial tibiofemoral stress was significantly greater in the obese group
(b = 0.77 (95% CI = 0.23–1.31), t = 2.90, p = 0.01), Furthermore, peak tibiofemoral strain was
also found to be significantly greater in the obese group (b = 0.06 (95% CI = 0.02–0.09), t = 2.97,
p = 0.01) (Table 4).

Table 4. Medial tibiofemoral contact mechanics from normal weight and obese groups.

Healthy Weight Obese

Mean SD 95% CI
Lower

95% CI
Upper Mean SD 95% CI

Lower
95% CI
Upper

Peak medial tibiofemoral stress (MPa) 2.26 0.61 1.98 2.55 3.03 1.02 2.56 3.51 *

Peak medial tibiofemoral strain 0.19 0.05 0.17 0.22 0.25 0.07 0.22 0.28 *

Notes: * = significant difference between healthy-weight and obese groups.

3.5. Medial Tibiofemoral Cartilage Failure Probabilistic Modelling

Probability of failure was significantly greater in the obese group
(b = 31.35 (95% CI = 5.81–56.90), t = 2.48, p = 0.02). Furthermore, Probability of failure with repair
was also found to be significantly greater in the obese group (b = 22.66 (95% CI = 1.26–44.05),
t = 2.14, p = 0.04) (Table 5; Figure 2).
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Table 5. Medial tibiofemoral cartilage failure probabilistic parameters from normal weight and
obese groups.

Healthy Weight Obese

Mean SD 95% CI
Lower

95% CI
Upper Mean SD 95% CI

Lower
95% CI
Upper

Probability of failure (%) 11.63 30.32 3.11 25.82 42.98 47.61 20.70 65.26 *

Probability of failure with repair (%) 7.58 22.84 2.56 18.26 30.23 41.38 10.87 49.60 *

Notes: * = significant difference between healthy-weight and obese groups.
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Figure 2. Average medial tibiofemoral cartilage failure time series probabilities in (a) healthy weight
and (b) obese groups (red line = failure probability without adaptation and blue line = failure
probability with adaptation).

3.6. Regression Analyses

In obese individuals BMI significantly predicted peak net medial tibiofemoral joint
force, peak stress and peak strain. The regression models showed that peak forces, stress
and strains at the medial tibiofemoral compartment were augmented by 47.73 N, 0.005 and
0.07 MPa, respectively, for every 1 unit increase in BMI (Figure 3).
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Figure 3. The relationship between BMI and indices of medial tibiofemoral loading. The solid line
denotes the linear regression, and the dashed lines characterize its 95% confidence intervals.

4. Discussion

The current study aimed to explore the effects of obesity on medial tibiofemoral carti-
lage mechanics and longitudinal failure probability, in comparison to healthy individuals
using both musculoskeletal simulation and computational modelling approaches. This rep-
resents the first investigation to examine the influence of obesity using the aforementioned
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approaches and may thus yield more comprehensive evidence concerning the influence of
obesity on medial knee OA risk.

The plausibility of the medial tibiofemoral mechanical outcomes was inspected through
comparisons against previously presented in vivo and other biomechanical modelling in-
formation. Taking into account the experimental walking velocities, the peak normalized
medial tibiofemoral forces in the healthy weight group were analogous to those using both
musculoskeletal modelling (2.90 BW, 1.52 m/s [35]) and simulation techniques (2.73 BW,
1.50 m/s [12]) and also to participant K8L (2.59 BW, 1.39 m/s) from in vivo data [65].
Furthermore, values in obese individuals were also similar to the normalized values ob-
tained from musculoskeletal simulation in asymptomatic obese individuals (2.00 BW,
1.35 m/s [34]). Similarly, the strains experienced by the medial tibiofemoral cartilage were
similar to those of Miller & Krupenevich, [35] (0.23) at 1.52 m/s. In comparison to the lon-
gitudinal medial tibiofemoral cartilage failure indices, the values in the healthy group are
similar to those of Miller & Krupenevich, [35] (13.4%), and in line with the epidemiological
literature in the general public for medial tibiofemoral OA aged 60 [11]. Furthermore, the
cartilage failure probability values in the obese group are in line with incidence rates presented
within the literature [13], and the increased risk for medial knee OA in this group compared
to the healthy weight are in agreement with published relative risk indices of 3.78 [66].

In agreement with our hypotheses, the observations from this study importantly re-
vealed that peak net medial tibiofemoral joint forces, stresses and strains were significantly
greater in obese individuals in comparison to healthy weight participants. As previous
analyses [45] have shown the vastus intermedius, vastus lateralis and vastus medialis mus-
cle forces to be the strongest predictors of medial tibiofemoral joint compartment loading
during walking, it is probable that the findings in relation to medial tibiofemoral joint me-
chanics, were arbitrated as a result of the corresponding increases in vasti muscle kinetics.
Our observations support those of Harding et al. [34] who showed that medial tibiofemoral
forces were greater in obese individuals. Notably our regression models also showed that in
obese individuals BMI significantly predicted indices of medial tibiofemoral joint loading.
It is interesting to note that BMI was significantly associated with medial tibiofemoral load-
ing only in obese individuals and not in those who are a healthy weight. Previous analyses
have shown significant associations between BMI and medial tibiofemoral strains [67], but
this investigation is the first to undertake separate regression models in both obese and
healthy weight groups. Therefore, this indicates that there appears to be a threshold above
which, BMI appears to have a more pronounced influence on medial tibiofemoral loading
indices. Nonetheless, this study does confirm that obesity appears to augment the risk of
from the mechanical indices connected to the aetiology of medial knee OA [68].

Notably, in addition to the aforementioned observations concerning medial tibiofemoral
loading indices experienced as a function of each footfall, the findings from the current
investigation also showed that net medial tibiofemoral cumulative load was also signifi-
cantly augmented in obese individuals. This observation also supports our hypothesis and
allied to the enhanced indices of medial knee joint loading per footfall in the obese group,
it would appear that the cumulative joint loads were further exacerbated by the reduced
(although not significantly) stride lengths that were found. This importantly meant that
a larger number of footfalls with increased medial tibiofemoral loads were required to
complete the same modelled distance, which had unequivocal implications for lifetime
cartilage failure probability.

Once again in line with our hypotheses, this investigation most importantly revealed,
that failure probability was statistically greater in the obese group in comparison to healthy-
weight individuals. It is noteworthy that the average failure probability indices of the
obese group were 3.99 times greater than in the healthy weight participant group. Taking
into account the parameters included in the probabilistic failure model [35], such increases
were mediated as a combined function of the significantly greater cartilage strains allied
with the increased number of steps required to complete the required daily distance in the
obese group. This investigation therefore strongly supports the long-held notion regarding
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the negative effects of obesity on tibiofemoral cartilage health. This investigation showed
BMI to be a significant predictor of cartilage loading indices in obese individuals and
previous analyses importantly having revealed that weight loss is able to mediate significant
reductions in medial tibiofemoral loading [69,70]. Taking into account the debilitating and
painful presentation of knee OA [7] as well as its fiscal healthcare implications [10], the
findings from this study therefore strongly advocate for the implementation of effective
weight management programs into long-term musculoskeletal management strategies.

Taking into account the modelled walking volume and measured velocity, the cur-
rent investigation produced similar axial joint forces and cartilage strains to previous
musculoskeletal modelling, simulation and in vivo analyses [12,34,35] as well as medial
tibiofemoral failure probabilities to epidemiological incidence rates in both healthy weight
and obese groups [11,13,35,66]. However, OA is recognized as a multifactorial joint dis-
ease [14] in which chronic low-grade inflammation plays an important role [17,18,20,21],
therefore as the computational model of medial tibiofemoral cartilage failure probability
adopted in the current investigation did not account for adipokine levels, may serve as a
limitation to this investigation. Future developmental analyses are necessary to develop a
more complex and computationally heavy probabilistic model, capable of quantifying the
interaction between mechanical and biochemical mechanisms of medial tibiofemoral OA. A
more robust and pathophysiologically relevant probabilistic model of knee OA may allow
future disease-modifying therapeutic interventions to be examined more readily. Taking
into the debilitating nature of knee OA [10] in addition to its fiscal implications [8], this is
an avenue of significant interest for future computational modelling research.

5. Conclusions

In conclusion, though walking biomechanics in obese individuals has received consid-
erable research attention, there has not yet been an exploration of the longitudinal effects
of obesity using a cumulative musculoskeletal simulation and probabilistic modelling
approach. The present study, therefore, enhances current clinical knowledge, by examining
the effects of obesity on medial tibiofemoral cartilage failure probability. Importantly,
medial tibiofemoral cartilage force, stress and strain were statistically greater in obese
individuals in comparison to those of healthy weight. The findings from the current in-
vestigation also importantly showed that obesity has a profoundly negative influence on
longitudinal knee cartilage health and strongly advocate for the implementation of effective
weight management programs into long-term musculoskeletal management strategies.
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Abstract: We aimed to assess the association between rice intake and cognitive function among
Qatari adults and test the interactions with health conditions. Data from 1000 adults aged ≥18 years
old who attended the Qatar Biobank (QBB) study were used. Rice dietary intake was measured
by a food frequency questionnaire (FFQ), and mean reaction time (MRT) was used as an indicator
of cognitive function. Linear regression and structure equation models were used. The mean rice
consumption was 7.6 times/week (SD 2.0). The sample had a mean MRT of 717 milliseconds (SD
205). Rice consumption was positively associated with MRT. Across the quartiles of rice intake, the
regression coefficients (95% CI) for MRT were 0.0 (reference), 22.4 (−7.8, 52.6), 36.3 (5.1, 67.5), and 34.5
(2.6, 66.4). There was a significant interaction between rice intake and hypertension, BMI, and blood
lipids in relation to MRT. The association between rice intake and MRT was only observed among
those with hypertension, overweight/obesity, low LDL, and low total cholesterol levels. Serum
magnesium did not mediate the association. High rice consumption was associated with a higher
MRT, especially among those with hypertension, overweight/obesity, low LDL, and or low total
cholesterol levels. Further longitudinal studies are needed to confirm the findings.

Keywords: cognition; rice intake; adults; Qatar Biobank study

1. Introduction

Reaction time (RT) is a measure of processing speed or efficiency in the central nervous
system [1]. It is a major determinant of higher cognitive function [2]. In addition to older
age, men, lower education, and smoking are also associated with RT in some population
studies [3]. Population studies suggest that diet is one of the important determinants for
cognition function [4–6].

Rice is the main staple food for almost two billion people (~50%) in Asia [7,8]. The
association between rice consumption and health outcomes has been examined in a limited
number of studies with inconsistent findings [9–12]. In Asian populations specifically, two
meta-analyses found that higher rice consumption is associated with an increased risk of
type 2 diabetes [9,10]. While rice consumption increases the risk of diabetes and abnor-
mal blood lipids in some populations, rice consumption has been shown to be inversely
associated with obesity, hypertension, and cardiovascular diseases in other studies [11,12].
Chronic diseases such as diabetes and hypertension are associated with a higher risk of
mild cognitive impairment (MCI) [13]. Only two population studies have examined the
association between rice intake and cognition [14,15]. Studies in China found that higher
rice intake was associated with a higher likelihood of functional impairment, difficulties
in decision making, and a decline in cognitive function [14,15]. In the Shanghai Women’s
Health Study and the Shanghai Men’s Health Study, those with high rice intake were
over 20% more likely to have memory problems [14]. A 2-year cohort study conducted
in the Chinese population concluded that weekly higher white rice intake was directly
associated with an increased risk of incident mild cognitive impairment (MCI) [15]. In
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the study, a total of 471 participants without cognitive impairment at baseline developed
incident MCI during the two-year follow up. High white rice consumption was associated
with an increased risk of MCI (HR = 1.051, 95% CI: 1.008~1.096) and was independent of
education, age, and drinking [15]. A randomized clinical trial that recruited 52 Japanese
elderly participants aged 65 and above (25 men and 27 women) showed that the group that
consumed white rice required more time to answer questions in the computerized cognitive
function test compared with the brown rice group. Furthermore, the mean change in the
total time required to answer all questions of the test was shorter in the brown rice group
than in the white rice group [16]. However, the association between rice consumption and
cognition has not been studied in countries with different food cultures. The mechanisms
linking rice intake and cognition have not been tested. Furthermore, there is a lack of
studies on the interaction between rice intake and chronic diseases. Blood lipids are associ-
ated with cognitive function. While higher total cholesterol and low-density lipoprotein
cholesterol (LDL-C) are related to a higher risk of Alzheimer’s disease in the 3C study [17],
high-density lipoprotein cholesterol (HDL-C) and triglycerides were positively associated
with cognitive function in overweight and obese individuals in China [18].

In Qatar, rice is the staple food [19]. Data from the Qatari Planning and Statistics
Authority showed that the mean household purchase of rice was 56 kg/month [20], which
is comparable to the consumption level in China [12]. The high consumption of rice among
the Qatari population is partly because it is part of the subsidized monthly food rations,
which also include oils, condensed milk, and sugar. Expenditure on rice was 49% of the
cereals category in the food basket composition of Qatari households [19].

Refined grain (such as rice) consumption has been shown to contribute to a low
magnesium consumption [21]. In many countries, magnesium consumption decreased over
the past decades due to the low consumption of whole grains and fresh fruits and vegetables.
Low serum magnesium is related to a poor cognitive function in Qatari adults [22]. It is
unknown whether low serum magnesium mediates the association between rice intake
and cognitive function.

To address the above knowledge gap, the aims of the study were to (1) assess the
association between rice consumption and cognitive function among Qatari adults; (2)
test the interaction between rice intake and hypertension, BMI, diabetes, and blood lipids;
and (3) test whether serum magnesium mediates the association between rice intake
and cognition. We have three hypotheses: (1) rice intake was positively associated with
reaction time; (2) there was an interaction between rice intake and chronic diseases; and (3)
magnesium mediated the association between rice intake and reaction time.

2. Materials and Methods
2.1. Study Design and Study Sample

Data from 1000 (500 men and 500 women) randomly selected Qatari adults aged
18 years old and above who attended the Qatar Biobank study (QBB) were analyzed. The
details of the QBB study have been published elsewhere [23]. In short, Qatari adults or
long-term residents (aged ≥18 years) were invited to participate in the study with a goal
to include 60,000 participants, with follow ups planned for every 5 years. To be eligible
for the analysis, participants were required to have data on food intake and attend the
cognition test. By using a self-administered questionnaire, the sociodemographic data,
dietary habits, and lifestyle factors were obtained. The biomarkers in the QBB cohort
consisted of 66 clinical biomarkers which were routinely measured on the participants’
blood samples [24]. The sample size in the current analysis was determined by the fact
that QBB provides 1000 samples to research projects conducted at Qatar University for free.
This study was conducted according to the guidelines in the Declaration of Helsinki and
all procedures involving human subjects/patients were approved by the Hamad Medical
Corporation Ethics Committee in 2011 and continued with the QBB Institutional Review
Board from 2017 onward. Written informed consent was obtained from all subjects/patients.
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For the current study, the ethical approval was obtained from QBB (Ex-2021-QF-QBB-RES-
ACC-00035-0164).

2.2. Outcome Variable: Cognitive Function (Mean Reaction Time)

Mean reaction time (MRT) was used as an indicator for cognitive function. The MRT
test is a computer-based, self-administered touch screen test and consists of 60 tasks using
a visual stimulus [24,25]. It was designed by the Cambridge Neuropsychological Test
Automated Battery (CANTAB) (https://www.cambridgecognition.com/cantab, accessed
on 27 December 2022). The task generates 60 presentations of one of two targets. The target
is presented as a small white box within one of two larger black boxes. The location of
the target within the black box varies. During each trial, the participant has to select the
box where the target appears as quickly as possible. The reaction time each individual
took to complete each of the 60 tasks was measured. The mean value of the reaction time
of the 60 tasks was calculated and used in the current study. A higher MRT represents
a worse cognitive function. MRT was used to measure cognitive function in population
studies [25,26].

2.3. Exposure Variable: Rice Intake

Rice dietary intake was assessed by a food frequency questionnaire (FFQ) that was self-
administered and computerized. The participants were asked about their intake frequency
as well as their dietary habits [23]. The FFQ contained 102 food items and was adapted
from the European Perspective Investigation into the Cancer and Nutrition (EPIC) study;
however, it has not been validated in Qatar. However, the food items included in the FFQ
were similar to a recent validated FFQ in Qatar [27].

2.4. Covariates

The following covariates were used in the study: gender, age, BMI (categorical, over-
weight 25.0–29.9 kg/m2 and obesity ≥30 kg/m2), level of education (below or above univer-
sity education), medication use, smoking (non-smokers, ex-smokers, and current smokers),
intake of fruit and vegetable, total leisure time physical activity level (MET hours/week) [28],
and self-reported chronic conditions. Fruit and vegetable intake (times/week) were self-
reported. The criteria for diagnosing diabetes were: HbA1c ≥ 6.5%, random blood glucose
(RBG) of ≥11.1 mmol/L, fasting blood glucose (FBG) of ≥7 mmol/L, or self-reported dia-
betes [29]. Hypertension was defined as systolic blood pressure ≥140 mmHg or diastolic is
≥90 mmHg or previous doctor diagnosis. Total cholesterol, HDL-C, and triglyceride levels
were measured using standard laboratory enzymatic methods. LDL-C was calculated using
the Friedewald formula [30]. Serum magnesium was measured by an automated colorimet-
ric method (Magnesium Gen. 2 from Roche Diagnostics, Indianapolis, IN, USA) [22].

2.5. Statistical Analysis

Rice intake was categorized into quartiles. Sample characteristics were presented as
percentage or mean (SD). Chi-squared test and ANOVA were used to test the differences in
continuous variables and categorical variables by quartiles of rice intake. For our research
aim 1, three multiple linear regression models were used to examine the association between
rice intake and MRT. Model 1 was adjusted for gender and age. Model 2 was further
adjusted for smoking, education, fruit and vegetable intake, and physical activity. Model 3
was further adjusted for BMI (continuous), hypertension, diabetes, and medication use. The
variables adjusted were either sociodemographic factors or known risk factors for cognitive
impairment. For our research aim 2, by adding the product terms of the two variables in
the linear regression model, the interactions between rice intake, chronic diseases (diabetes
and hypertension), BMI, and blood lipids were tested in the corresponding multivariable
model. The interaction was visualized using the marginsplot command. For our research
aim 3, the structural equation model was used to test the direct and indirect effect (via
serum magnesium) of rice on cognitive function. STATA (Version 17, Stata Corporation,
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College Station, TX, USA) was used for all the analysis. p-values < 0.05 (2-tailed) were
considered significant.

3. Results
3.1. Sample Characteristics

The mean age of the sample taken was 35.8 (SD 10.4) years (Table 1). More than half of the
participants had a high educational level (65.9%). Most of the participants were non-smokers
(67.1%), while smokers made up 18.8% of the sample, and 14.1% were former smokers. The
mean BMI was 28.2 (SD 5.7) kg/m2. The majority of the participants were either overweight
or obese, making up almost 70.5% of the sample. The sample had a mean MRT of 717 (SD 205)
milliseconds. The mean serum magnesium was 0.84 (SD 0.06) mmol/L.

Table 1. Sample characteristics by quartiles of rice consumption among participants attending the
Qatar Biobank study (N = 1000).

Q1 (n = 306) Q2 (n = 244) Q3 (n = 219) Q4 (n = 231) p-Value *

Rice intake (times/week) 1.8 (1.0) 5.2 (0.8) 8.1 (0.9) 15.1 (5.4) <0.001
Age (years) 36.1 (9.6) 35.4 (11.0) 36.9 (10.8) 34.8 (10.0) 0.167
Gender 0.581

Male 147 (48.0%) 117 (48.0%) 115 (52.5%) 121 (52.4%)
Female 159 (52.0%) 127 (52.0%) 104 (47.5%) 110 (47.6%)

Education 0.001
Low (below university) 94 (30.7%) 73 (30.0%) 68 (31.1%) 103 (44.8%)
High (university or above) 212 (69.3%) 170 (70.0%) 151 (68.9%) 127 (55.2%)

Smoking 0.785
Non 213 (69.6%) 162 (66.4%) 145 (66.2%) 153 (66.2%)
Smoker 52 (17.0%) 45 (18.4%) 40 (18.3%) 50 (21.6%)
Ex-smoker 41 (13.4%) 37 (15.2%) 34 (15.5%) 28 (12.1%)

Leisure time physical activity
(MET hours/week) 5.8 (17.9) 5.2 (15.0) 6.3 (17.0) 7.9 (35.5) 0.598

BMI (kg/m2) 28.8 (5.6) 27.8 (5.5) 28.0 (6.0) 28.1 (5.8) 0.212
BMI categories 0.784

Normal 79 (25.8%) 76 (31.1%) 67 (30.6%) 71 (30.7%)
Overweight 118 (38.6%) 93 (38.1%) 83 (37.9%) 88 (38.1%)
Obese 109 (35.6%) 75 (30.7%) 69 (31.5%) 72 (31.2%)

Supplement use 189 (61.8%) 158 (64.8%) 141 (64.4%) 126 (54.5%) 0.087
Vitamin D and calcium use 119 (38.9%) 105 (43.0%) 85 (38.8%) 74 (32.0%) 0.101
Vegetable intake (times/week) 14.2 (12.0) 15.3 (11.5) 17.5 (11.8) 23.1 (18.1) <0.001
Fruit intake (times/week) 5.7 (5.5) 6.9 (6.4) 7.1 (6.0) 7.9 (6.8) <0.001
Magnesium (mmol/L) 0.84 (0.05) 0.84 (0.06) 0.83 (0.06) 0.83 (0.06) 0.046
LDL (mmol/L) 3.0 (0.8) 3.0 (0.8) 2.9 (0.8) 2.9 (0.9) 0.461
HDL (mmol/L) 1.4 (0.4) 1.4 (0.4) 1.3 (0.4) 1.3 (0.4) 0.322
Total cholesterol (mmol/L) 5.0 (0.9) 4.9 (0.9) 4.9 (0.9) 4.9 (0.9) 0.697
HbA1C (%) 5.5 (0.9) 5.5 (0.8) 5.5 (0.8) 5.7 (1.1) 0.137
Hypertension 30 (9.8%) 20 (8.2%) 29 (13.2%) 17 (7.4%) 0.154
Diabetes 31 (10.5%) 25 (10.5%) 24 (11.3%) 36 (16.5%) 0.149
Insulin use 4 (1.3%) 3 (1.2%) 4 (1.8%) 8 (3.5%) 0.241
Diabetes medication other than
insulin 8 (2.6%) 14 (5.7%) 17 (7.8%) 16 (6.9%) 0.046

Hypertension medication use 12 (3.9%) 11 (4.5%) 18 (8.2%) 14 (6.1%) 0.159
Mean reaction time
(millisecond) 693.72 (175.83) 711.85 (194.49) 734.41 (250.92) 729.35 (197.96) 0.089

* One-way ANOVA was used for continuous variables; Chi-square test was used for other categorical variables
listed in the table.

The mean rice consumption was 7.6 times/week, ranging from 1.8 times/week in
quartile 1 (Q1) to 15.1 times/week in quartile 4 (Q4). Across the quartiles of rice intake, the
intake of fruits and vegetables increased but the education level decreased. The prevalence
of diabetes was higher in the high rice consumption group compared with low intake
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(16.5% vs. 10.5%). There was no difference in age, smoking, physical activity, BMI, and
hypertension across the quartiles of rice intake.

3.2. Association between Rice Consumption and MRT

Rice consumption was directly associated with a higher MRT (Table 2). After adjusting
for age, gender, and lifestyle factors, the regression coefficients for MRT were 0.0 (reference),
22.4 (−7.8, 52.6), 36.3 (5.1, 67.5), and 34.5 (2.6, 66.4) across the quartiles of rice consumption.
After further adjusting for BMI, diabetes, and hypertension, the above association was
attenuated and became borderline significant. The association was independent of serum
magnesium level (model 4). In the structure equation model, there was no mediating effect
by serum magnesium (Table 3). Excluding participants with extreme values of MRT (i.e.,
<1st or >99th), the above findings remained.

Table 2. Association between quartiles of rice intake and cognitive function as measured by mean
reaction time.

Q1
(n = 306) Q2 (n = 244) Q3 (n = 219) Q4 (n = 231) p for

Trend

Model 1 Ref 23.6 (−7.0, 54.1) 38.6 (7.2, 70.1) 50.1 (19.0, 81.1) 0.001
Model 2 Ref 22.4 (−7.8, 52.6) 36.3 (5.1, 67.5) 34.5 (2.6, 66.4) 0.017
Model 3 Ref 17.1 (−13.5, 47.8) 26.6 (−5.3, 58.4) 26.3 (−6.5, 59.0) 0.079
Model 4 Ref 21.9 (−8.3, 52.1) 33.7 (2.4, 65.0) 33.0 (1.1, 64.9) 0.024

Values are regression coefficients (95% CI) from linear regression. Model 1 adjusted for age and gender. Model 2
further adjusted for education, smoking, physical activity, fruit, and vegetable intake. Model 3 further adjusted for
BMI, hypertension, and medication use for diabetes and hypertension. Model 4 is Model 2 plus further adjustment
for serum magnesium.

Table 3. Direct and indirect effect of rice intake on cognitive function measured by mean reaction
time.

β (95% CI) p Value

Total effect 3.13 (1.13–5.12) 0.002
Direct effect 3.00 (1.01–5.00) 0.003

Indirect effect (via serum magnesium) 0.13 (−0.05–3.09) 0.160
Model was adjusted for age and gender. Rice intake was modeled as a continuous variable in the structure
equation model analysis.

3.3. Interactions between Rice Intake and Chronic Conditions

There was a significant two-way interaction (p = 0.032) between hypertension and
rice in relation to cognitive function. High consumption of rice was associated with higher
MRT among those with hypertension (Figure 1). However, no interaction between rice
consumption and diabetes was found.

A significant interaction (p = 0.041) was found between rice intake and BMI in relation
to MRT. No association between rice intake and MRT was found among people who had
a normal BMI. However, among those with overweight/obesity, higher rice intake had a
higher MRT.

Values were marginal means (SD). Models were adjusted for age, gender, education,
smoking, leisure time and physical activity, and intake of fruit and vegetable.

LDL cholesterol level had a significant interaction with rice intake in relation to MRT.
Figure 2 shows that among people with a low LDL level, there was a positive association
between rice intake and MRT. However, there was no similar association among those with
a high LDL. A borderline significant (p = 0.051) interaction was found with total cholesterol
levels. However, no such interaction was found with HDL levels.
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Figure 1. Interaction between rice intake and hypertension, diabetes, and BMI in relation to MRT.
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Figure 2. Interaction between rice intake and blood lipids in relation to MRT. Values were marginal
means (SD). Models were adjusted for age, gender, education, smoking, leisure time and physical
activity, and intake of fruit and vegetable. Values for LDL, HDL, and total cholesterol presented were
around 10, 50, and 90 percentiles.

4. Discussion

In this cross-sectional study, we found that rice consumption is positively associated
with MRT. There was an interaction between rice consumption and hypertension, BMI,
LDL, and total cholesterol levels in relation to MRT. The positive association between rice
intake and MRT was only observed among those with hypertension, high BMI, low LDL,
and low total cholesterol levels.

Most of the studies on rice consumption and cognitive function were conducted in
Asian populations [14–16,31]. Direct comparison between our study and other population
studies is difficult due to the difference in the outcome measures. Our findings on the positive
association between rice consumption and MRT are in line with other studies [14–16,31].

4.1. Potential Mechanisms

Several mechanisms may explain the link between rice intake and cognitive func-
tion impairment including low magnesium levels in refined rice, the positive association
between rice and diabetes, the high glycemic index, and heavy metal contamination.
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Inadequate micronutrients (e.g., magnesium) may also explain the link. Magnesium is
an important nutrient that can affect cognition [24]. Magnesium is found in limited amounts
in refined grains; and the Qatari dietary pattern is characterized by high consumption
of refined grains such as rice and wheat [24]. A study in Qatar showed that there is an
association between the concentrations of serum magnesium and cognitive function. It
suggested that low serum magnesium is associated with increased MRT especially in
women with diabetes and hypertension [24]. However, in our study, serum magnesium is
not a mediator between rice intake and cognitive function. Further research is needed to
validate the finding.

Evidence from meta-analyses suggests that high rice consumption increases the risk of
diabetes in Asian populations [9,10]. It has been shown that diabetes increases the risk of
cognitive function impairment [32]. Rice, especially refined white rice, has a high glycemic
index. Based on a systematic review, consumption of a low glycemic index diet may
favor cognitive function in adults [33]. High consumption of a high-glycemic-index rice-
based diet may increase the risk of stroke in some populations [34]. It is well known that
stroke increases the risk of cognitive impairment. The prevalence of post-stroke cognitive
impairment is estimated to range from 20% to 80% [35].

The interaction between rice intake and hypertension may be because hypertension is
a risk factor for cognitive impairment. For example, in a cross-sectional study of Chinese
adults aged 60 years and above (n = 46,011), hypertension was associated with both
dementia (OR 1.86 (95% CI 1.70–2.03) and mild cognitive impairment (MCI) (OR 1.62
(1.54–1.7) [36].

The interaction between blood lipids and rice intake is intriguing. The mechanisms are
yet to be studied. A study involving 789 men and 1105 women from the Framingham Heart
Study cohort indicated a positive direct association between total cholesterol (TC) and
cognitive measures such as attention, abstract reasoning, and several cognitive domains [37].
It could be due to the need of TC for neural cells to perform normal metabolic processes [38].
Some studies suggested that high TC in older adults is associated with improved cognitive
function [37,38]. It would be possible that under the condition of low cholesterol level, high
rice consumption aggravates the impairment of cognitive function.

Oxidative stress (OS) is a main factor contributing to cognitive impairment as it has
a role in the pathophysiology and neuronal degeneration that leads to diseases such as
dementia, mild cognitive impairment (MCI), and eventually Alzheimer’s disease [39]. Rice
consumption may increase oxidative stress by various mechanisms including reducing
liver function [40] and increasing the risk of non-communicable chronic diseases.

The bioaccumulation of arsenic in rice and the subsequent consumption by consumers
can lead to adverse health effects [41]. Chronic arsenic exposure decreases serum brain-
derived neurotrophic factor (sBDNF) and cognitive function in adults [42].

Finally, rice-related dietary patterns may also explain the link. Based on Qatari cuisine,
foods high in saturated fat such as lamb meat are often eaten as an accompaniment to
rice [19]. In Qatar, rice is also consumed as a dessert with high amounts of sugar and ghee
added to it. A cross-sectional study on middle-aged adults found that intake of saturated
fat was associated with an increased risk of cognitive function impairment [43].

4.2. Strengths and Limitations

This research has several strengths. Firstly, the participants were selected from Qatar’s
general population using data from the Qatar Biobank study. Secondly, we were able to
adjust for many confounding variables. Thirdly, the large variation in rice intake in the
sample allowed us to examine the association with cognitive function. However, there
are several limitations. First, MRT was the only outcome measurement used to assess
cognition, thus it could not represent other aspects of cognition. As QBB has started to
conduct MRI brain scans, in the future we will be able to examine the relationship between
rice intake and brain images. Second, we have information on the frequency of rice intake
but not the absolute intake. However, the frequency of intake may reflect the eating habit.
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Third, the study lacks comprehensive information on medication use. Moreover, due to its
cross-sectional research methodology, the study cannot indicate a cause–effect link. In the
study, a high intake of rice was associated with a low education level. Although we have
adjusted for education, residual confounding is possible. Furthermore, we do not have
information on heavy metal levels in the blood or urine. Future studies should measure
heavy metals in blood or urine and examine whether heavy metals mediate the association
between rice intake and cognitive function. Cohort studies are warranted to validate our
exploratory findings.

5. Conclusions

In conclusion, rice consumption was directly associated with cognitive function as
measured by the mean reaction time. High rice consumption was associated with a
higher MRT among those with hypertension, overweight/obesity, low LDL, and low total
cholesterol levels. Further studies are needed to validate the findings.
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Abstract: The objective of this study was to analyze the neurostructural abnormalities of brain areas
responsible for the acquisition and maintenance of fear in small animal phobia by comparing gray
matter volume (GMV) in individuals with phobia and non-fearful controls. Structural magnetic
resonance imaging was obtained from 62 adults (79% female) assigned to one of two groups: 31 were
diagnosed with small animal phobia and 31 were non-fearful controls. To investigate structural
alterations, a whole-brain voxel-based morphometry analysis was conducted to compare the GMV of
the brain areas involved in fear between both groups. The results indicated that individuals with
a small animal specific phobia showed smaller GMV in cortical regions, such as the orbitofrontal
(OFC) and medial frontal cortex, and greater GMV in the putamen than non-fearful controls. These
brain areas are responsible for avoidant behavior (putamen) and emotional regulation processes or
inhibitory control (prefrontal cortex (PFC)), which might suggest a greater vulnerability of phobic
individuals to acquiring non-adaptive conditioned responses and emotional dysregulation. The
findings provide preliminary support for the involvement of structural deficits in OFC and medial
frontal cortex in phobia, contributing to clarify the neurobiological substrates for phobias.

Keywords: MRI; prefrontal areas; putamen; gray matter volume; specific phobia

1. Introduction

Anxiety disorders (ADs) have been shown to be one of the mental disorders with the
highest prevalence rate [1]. Different types of ADs include generalized anxiety disorder
(GAD), panic disorder, agoraphobia, social anxiety disorder (social phobia), specific phobias
(SP), obsessive-compulsive disorder (OCT), and post-traumatic stress disorder (PTSD) [2].
These disorders share characteristics of excessive, disproportionate, and persistent worries
and fears that interfere with activities of daily living. Biological, psychological, or cultural
approaches have proposed different models in an attempt to identify the nature and
conditions in which these disorders develop [2–4]. The biological approach suggests
that particular genes and deficits of some neurotransmitters, such as serotonin, could be
the cause of certain emotional disorders [5,6]. Accordingly, some people show greater
vulnerability to developing ADs [7]. The psychological approach emphasizes fear learning
processes associated with threat detection and defensive responses [3]. In this sense,
theories about Pavlovian conditioning have had the greatest explanatory power [8].

Neuroimaging techniques have made it possible to identify the neurobiological sub-
strates underlying ADs [9]. The neural basis of fear, in particular, has been extensively
studied [10,11]. Fear not only implies a defensive response to a threatening stimulus
but also a subjective experience of fear [8]. Fear neural systems are associated with the
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functional interaction of subcortical (amygdala, thalamus, and basal ganglia) and cortical
(insular cortex, anterior cingulate cortex (ACC), OFC, and PFC) regions [12]. In functional
studies, the left amygdala and insula, as well as the left dorsolateral PFC, left ACC, and
fusiform gyrus, have shown greater brain activity in individuals with phobia, suggesting
a double processing of phobic stimuli: a rapid emotional processing pathway through
the limbic areas and a slow pathway involving an interaction of the limbic (emotional)
and frontal (rational) areas [11]. Hence, imbalanced limbic-prefrontal processing is asso-
ciated with a failure to regulate emotions, which may, in turn, contribute to maintaining
fear [13]. Studies on transcranial magnetic stimulation have shown that fear lessens when
the dorsolateral PFC is stimulated [14]. The stimulation of this area seems to prevent the
reconsolidation of fear memory. However, the pathophysiology of ADs remains an ongoing
debate, since the processes underlying anxiety and fear-related disorders are more complex.
In fact, common and specific factors have been identified with the various diagnoses related
to anxiety to the extent that different features of the phobic stimulus activate different brain
areas. Thus, stimuli presenting near activated areas were associated with a motor response,
whereas a greater number of phobic stimuli activated sensory areas [15], suggesting a
different emotion regulation strategy.

Therefore, the main focus of this study was to deepen current understanding of
neuromorphometric abnormalities in participants with SP. Voxel-based morphometry
(VBM) studies provide additional information to functional studies on the emergence and
maintenance of ADs; in other words, identifying neuroanatomical abnormalities of brain
development could explain the pathologic condition [16]. The procedure mainly applied
is gray matter volume (GMV) analysis. Thus, alterations in brain structures associated
with dysfunctions in the processing and regulation of emotion, as well as fear conditioning
processes, can be explored. In this regard, contradictory results have been found for
both larger and smaller GMV in the areas traditionally linked to ADs [17–20]. Smaller
subcortical and larger cortical GMVs have been associated with social anxiety disorder
(SAD) compared with healthy controls [21,22]. In particular, reductions in GMV in the right
thalamus, the left parahippocampus, and the bilateral putamen were found in SAD [22,23].
A reverse pattern of larger subcortical and smaller cortical GMVs has also been reported [24].
Specifically, an increased right putamen volume, and decreased lateral/medial PFC and
left insula volumes have been found in generalized anxiety disorder (GAD) compared
with fear-related AD [19]. Furthermore, smaller volume and altered activity patterns of
the ventromedial PFC have been observed in patients with ADs [25]. On the other hand, a
different pattern was revealed of both smaller cortical, such as PFC and temporal-parietal
cortices, and subcortical GMVs, such as the striatum, thalamus and brain stem, in anxiety
and panic disorder versus healthy controls [20,26]. The larger volume of cortical areas has
been interpreted as a result of greater efforts to regulate emotions in individuals with AD.
The smaller volume of subcortical areas, however, has been related to greater sensitivity to
emotional stimuli and sustained emotional dysregulation that may lead to the progressive
impairment of these areas [22]. Conversely, a smaller volume of cortical areas has been
interpreted as deficits in top-down control [19], and a larger GMV of subcortical areas,
such as the putamen, could facilitate the saliency of stimuli and be associated with fear
conditioning [27].

Despite the findings on the structural alterations underlying ADs, the data are incon-
clusive, and studies on SPs are scant. To our knowledge, few morphometric studies on
SPs have been reported. Spider-phobic individuals show smaller left amygdala volume
than healthy controls [28]. In addition, the dorsomedial and dorsolateral PFC volume of
individuals with dental phobia is smaller than that of non-phobic controls [29]. However,
Hilbert et al. [30] found increased GMVs in left medial OFC, right subgenual ACC, and
areas in the occipital cortex and cerebellum in individuals with dental and snake phobia
compared with non-phobic controls. The greatest structural differences appeared between
the group with dental phobia and the control group, mainly with increased GMV in OFC,
dorsomedial PFC, subgenual ACC, occipital cortex, as well as the insula. Therefore, it
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seems that dental phobia requires more cognitive anxiety and fear processing compared
to animal phobias. By contrast, in another study no statistically significant differences in
GMV were found between individuals with dental phobia and healthy controls [31].

In the light of these findings, a significant heterogeneity for the brain structures
involved in several ADs has been noted across studies. Moreover, the dearth of studies in
SPs and the reduced number of participants highlight the need for further exploration of
the VBM of the brain areas involved in SPs. The main aim of this study was to analyze
whether the GMV of brain areas responsible for the acquisition and maintenance of fear was
different between individuals with an SP of small animals (cockroaches, spider, mouses,
and lizards) compared with non-fearful controls. The GMV of brain areas could be a cue of
greater vulnerability to anxiety and fear-related disorders.

2. Materials and Methods
2.1. Participants

Participants included in the sample were 62 adults (21% male and 79% female) resident
in Tenerife (Canary Islands, Spain) who were assigned to one of two groups: 31 were
diagnosed with small animal phobia (19.4% males, ranging in age from 19 to 56 years, mean
age = 35.16 years, SD = 11.10) and 31 were non-fearful controls (22.6% males, ranging in
age from 18 to 41 years, mean age = 22.00 years, SD = 5.09).

2.2. Instruments

The Composite International Diagnostic Interview (CIDI), Version 2.1 [32], was used
to test the diagnosis of phobia, and questions were asked about an SP, agoraphobia, social
phobia, and panic attacks. In addition, participants’ sociodemographic features (sex and
age) were assessed.

The S–R (Situation–Response) Inventory of Anxiousness [33] was administered to
participants of both groups with and without phobia. This inventory was composed of
14 items with a 5-point Likert-type scale that assessed the most frequent symptoms (i.e.,
physiological, cognitive, and behavioral) associated with the response to an anxiogenic
stimulus (i.e., cockroaches, spiders, lizards or mice). The inventory showed high internal
consistency (0.95) and adequate convergent validity [34].

The Edinburgh Handedness Inventory [35] was used to determine that all participants
were right-handed.

2.3. Design

A cross-sectional quasi-experimental design was carried out to assess the GMV of
brain areas responsible for the acquisition and maintenance of fear in small animal phobia
in individuals with phobia and non-fearful controls. A whole-brain voxel-wise analysis
was performed to identify the brain regions in which there were structural differences
between both groups.

All participants were right-handed, and none had any visual problems. The sample
with phobia fulfills the following inclusion criteria: participants showed no impediment to
undergoing a magnetic resonance imaging (MRI) session; all were adults with a diagnosis
of SP, according to the scores in questionnaires on SP and anxiety and through a clinical
interview, and were receiving no treatment for SP at the time of the study; the phobia had
to be the primary psychological disorder that could not be explained by another health
condition. The inclusion criteria for sample non-fearful controls were the same as for the
phobia group, except that their score in the assessment questionnaire on SP was low.

2.4. Procedure

Participants with phobia were recruited from April to July 2018 through advertise-
ments in the press, on websites, with flyers, and on TV. Concurrently, the control group
was made up of psychology students who voluntarily participated in the research, which
granted them additional credit in the subjects taught by the researchers. The procedure
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was explained to participants before they gave their informed consent. In morphometric
experimental studies with ADs, there is some variability in terms of sample size. In a
meta-analysis study in which 24 papers were identified, only four slightly exceeded 30 par-
ticipants per group [24]. Particularly in the case of SPs, the sample size is usually below the
30 subjects for each experimental and control group [30,31]. In this study, the effect size
was calculated through r2 for each of the differences found between the groups to identify
the power of the study. This study adhered to the ethical standards of the Declaration of
Helsinki and was approved by the Ethics Committee for Research and Animal Welfare of
the University of La Laguna (CEIBA2013-0086).

2.5. MRI Data Acquisition

Whole-brain structural and functional MRI images were acquired on a 3.0 T MR scan-
ner (GE 3.0T Sigma Excite HD) with a 12-channel head coil. During the scans, the subjects
were instructed to keep their eyes closed, to relax but not to sleep, and to lie as still as
possible. High-resolution three-dimensional T1-weighted images were acquired: repetition
time (TR)/echo time (TE) = 8852 ms/1756 ms, flip angle = 10◦, 172 sagittal slices, slice
thickness = 1 mm, field of view (FOV) = 256 × 256 mm2, data matrix = 256 × 256 × 172, the
voxel size was 1 × 1 × 1 mm and TI = 650 ms. Each scan was inspected by an experienced
neuroradiologist to rule out visible movement artifacts and gross structural abnormalities
before image processing.

2.6. MRI Processing

Processing of structural images was performed using the Computational Anatomy
Toolbox for Statistical Parametric Mapping software (CAT12 for SPM12; http://www.fil.ion
.ucl.ac.uk/spm/ (accessed on 1 September 2022)) [36]. First, all MRI images were manually
reoriented on the anterior posterior commissure line for better registration. Second, the
high-resolutionT1-weighted images were segmented into gray matter (GM), white matter
and cerebral spinal fluid in CAT12. The GMV were analyzed using VBM. T2 images were
obtained at the end of the protocol, in the event of a clinical finding appearing by chance.
Third, registered images were transformed to the MNI space using the FORWARD strategy
that allows for data to be transformed to MNI coordinates. The GM data were aligned
and modulated for the preservation of GMV and smoothed with an 8 mm full width at
half-maximum Gaussian kernel, using SPM12 [37]. After the normalized modulation, the
resulting modulated images were preserved for the total amount of the GM signal, and the
total TIV was applied as a correction measure.

2.7. Statistical Analysis
2.7.1. Demographic and Clinical Data Analyses

The differences between groups in the demographic, normalization measure, and
clinical data were conducted through a chi-square test for discrete variables (i.e., sex) and
two-sample t-tests for continuous variables (i.e., age, total intracranial volume, TIV, SR),
using IBM SPSS Statistics 25. The TIV was calculated as the sum of GMVs, white matter,
and cerebrospinal fluid.

2.7.2. VBM Analyses

The between-group differences in GMV were examined using VBM [38]. Whole-brain
voxel-wise comparisons of GMV between groups were performed using two-sample t-tests
to compare participants with and without phobia, using age, sex, and TIV as covariates in
CAT12. The Gaussian random field theory [39,40] was performed to control for multiple
comparisons with a significance threshold of a voxel-wise value of p < 0.001 and cluster
probability of p < 0.05 [41]. In addition, all reported results were corrected for multiple
comparisons using the false discovery rate (FDR). To assess the differences in total GMV
between both groups with and without phobia, an ANOVA was used. Pearson correlation
coefficients were calculated to evaluate the relationship between total GMV and SR scores.
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Nevertheless, an ANCOVA was applied to contrast the GMV between both phobic and
non-fearful control groups, and to control for SR scores and age.

3. Results
3.1. Demographic, Normalization, and Clinical Characteristics

Significant differences between with and without phobia groups appeared in terms
of age (group with phobia: mean = 35.16, SD = 11.11; group without phobia: mean = 22,
SD = 5.09, t (60) = 6, p < 0.001) and anxiety symptoms (group with phobia: mean = 38.65,
SD = 6.94; group without phobia: mean = 4.45, SD = 0.80, t (60) = 21.63, p < 0.001). The par-
ticipants with phobia had significantly higher scores for anxiety symptoms and were older
than those without phobia. Moreover, there were no significant differences in TIV—the
normalization measure—between the two groups with and without phobia (group with
phobia mean = 1466.29 cm3, SD = 26.27 cm3; group without phobia mean = 1515.39 cm3,
SD = 154.41 cm3; t (60) = −1.27, p = 0.209). However, differences were found between males
and females in TIV (F1,60 = 19.843, p < 0.001, mean males = 1636.23 cm3, SD = 135.789 cm3;
mean females = 1452.61 cm3, SD = 131.195 cm3).

3.2. Groups Differences in GMV

Significant differences between with and without phobia groups appeared in total
GMV (group with phobia: mean = 673,26 cm3, SD = 70.85 cm3; group without phobia: mean
= 718.81 cm3, SD = 62.49 cm3, F1,60 = 7.20, p = 0.009). Total GMV correlated negatively with
SR scores (r = −0.384, p = 0.002). ANCOVA revealed no significant effects of SR or age and
did not exceed the cut-off point for considering them statistically significant (F1,60 = 33.56,
p < 0.05). The whole-brain voxel-wise analysis showed that, compared with individuals
without phobia, individuals with phobia had significantly smaller GMV in the right insula
(t (60) = 5.18, p < 0.001); a cluster of right lateral, anterior, and inferior OFC (t (60) = 4.98,
p < 0.001); a cluster of left posterior, medial, and lateral OFC, and left insula (t (60) = 4.86,
p < 0.001); and a cluster of left superior medial frontal, right superior frontal, and right ACC
(t (60) = 4.48, p < 0.001) (Table 1 and Figure 1). In all contrasts, the effect size was moderate.

Table 1. GMV differences between individuals with phobia and non-fearful controls.

Brain Structures MNI
Coordinates k t p r2

x y z

Non-fearful controls > Individuals with phobia

R Insula 45 9 −9 961 5.18 <0.001 0.31

R Lateral OFC
R Anterior OFC
R Inferior OFC

24 48 −21 948 4.98 <0.001 0.29

L Posterior OFC
L Middle OFC
L Lateral OFC
L Insula

−19 27 −13 2924 4.86 <0.001 0.28

L Superior Medial Frontal
R ACC
R Superior Frontal

−25 51 28 7104 4.48 <0.001 0.25

Individuals with phobia > Non-fearful controls

L Putamen −26 −15 15 60 3.58 <0.001 0.18
Note: L = Left, R = Right, OFC = Orbitofrontal cortex, ACC = Anterior cingulate cortex, k = Cluster size, t = Peak
of t score, p = Probability for peak voxel (FDR corr.), r2 = effect size.
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Figure 1. Significant differences in GMV of brain regions between non-fearful controls (larger) and
individuals with phobia (corrected with Gaussian random field theory with a significance threshold
of a voxel-wise value of p < 0.001 and cluster probability of p < 0.05).

Additionally, individuals with phobia showed a larger GMV in the left putamen than
non-fearful controls (t (60) = 3.48, p < 0.001) (Table 1 and Figure 2), with a moderate effect
size. The putamen is related to complex motor regulation and the facilitation of different
types of learning.

Figure 2. Significant differences in GMV of the putamen between individuals with phobia (larger)
and non-fearful controls (corrected with Gaussian random field theory with a significance threshold
of a voxel-wise value of p < 0.001 and cluster probability of p < 0.05). T-score is represented on a color
bar.

4. Discussion

The aim of this study was to analyze whether certain areas responsible for acquiring
and maintaining fear were structurally different between individuals with small animal
specific phobia and non-fearful controls. The morphometric differences could suggest
a greater vulnerability of phobic individuals to acquiring non-adaptive conditioned re-
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sponses. Accordingly, individuals with small animal specific phobia showed smaller GMVs
in cortical regions, such as the OFC and medial frontal cortex, and greater GMVs in the
putamen than participants without phobia. The superior/medial frontal areas and ACC
are involved in the elaboration of strategies for problem-solving and emotional regulation,
while the OFC exerts cognitive control by reducing automatic responses from the amygdala,
and the insula integrates interoceptive information.

Morphometric analysis revealed that a cluster of superior/medial frontal areas and
ACC were diminished in phobic participants. In the same vein, decreased volumes in the
lateral/medial PFC cortex have been found in GAD and panic disorder [19,26]. However,
an increased volume in the left PFC, OFC, and ACC has been found when individuals
with phobia were compared with non-fearful controls [30]. The superior/medial frontal
areas and ACC are involved in planning and creating strategies for problem-solving and
emotional regulation [42]. Therefore, decreased volume in these areas could be interpreted
as an alteration to emotional regulation strategy planning to reduce fear in the face of the
negative impact of phobias. These results should be interpreted with caution, because
individuals with phobia could have a smaller innate GMV in these areas and therefore ex-
perience fear when confronted with a phobic stimulus (cause), or the continuous avoidance
of such phobic stimuli could potentially lead to brain structure changes (consequence).

Additionally, our results showed smaller OFC and insula volumes in individuals with
phobias compared with non-fearful controls, which is consistent with previous studies [19].
An increased GMV of the OFC has been associated with a high capacity for emotional
self-regulation [43]. The OFC is responsible for top-down processes, exerting cognitive
control by reducing automatic responses from the amygdala [44,45]. In young adults with
social anxiety, an altered amygdala–orbitofrontal functional connectivity explains the effort
of the PFC to control amygdala overactivity [46]. On the other hand, according to the fear
network model, the insula integrates interoceptive information [47]. Taken together, the
findings indicate that individuals with phobia would have difficulty integrating external
information that would enhance learning new behaviors and would be carried away by
the automatic triggers of emotion. Recent research suggests that the salience network
and inhibitory control are altered in ADs [48]. Thus, individuals with phobia assign
greater importance to the emotion generated by the feared stimulus than the regulatory
mechanisms. Indeed, interventions based on exposure to the feared stimulus support the
functional importance of the PFC which could suggest an attempt at emotional regulation
or even the activity of other cognitive processes involved [49]. Therefore, phobias could be
better explained by a model focusing on the control exerted by frontal areas as opposed to
the dual model that emphasizes the effect of the deactivation of limbic areas.

However, in our study we found no significant GMV differences in amygdala. In this
line, a meta-analysis reported no variations in the volume of the amygdala of individuals
with SAD compared with healthy controls [22]. However, it did indicate diminished
amygdala GMV in patients with spider phobia associated with higher anxiety symptom
severity [28] and in GAD patients [50]. Treatment studies applying cognitive behavior
therapy for SAD patients revealed a reduced GMV in amygdala and PFC, parietal–occipital
regions after intervention [51]. Although functional studies found that interventions with
exposure to real and virtual phobic stimuli were effective in decreasing anxiety responses
and brain prefrontal activity after treatment, the amygdala remained activated [52].

Furthermore, the most striking finding of this study was a larger left putamen GMV
that might be specific to phobias. This structure is related to complex motor regulation and
the facilitation of different types of learning, namely, the operational learning associated
with avoidance behavior [53]. Although most studies indicate a smaller putamen in
ADs [20,22], a larger putamen volume has been identified in GAD [54] and SAD [27]
compared with healthy controls. An increased putamen volume has also been found in
individuals with anxious vulnerability [19,55]. During structural maturation in the brain,
larger GMVs might reflect a lack of synaptic pruning and myelination, which could interfere
with the efficiency of the corresponding psychological processes involved in this brain
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area [56]. Taken together, these results suggest that a pre-existing altered volume in certain
brain areas could link learning impairment to anxious-fearful stimuli. Some authors suggest
that atrophy in PFC areas could be a biomarker of vulnerability for the occurrence of ADs.
The smaller size of these areas could interfere with emotional processing through top-down
executive control mechanisms maintaining fear in the presence of the phobic stimulus [24].
Therefore, neurodevelopmental vulnerabilities would lead to the emergence of the disorder
in the year prior to adolescence [7]. On the other hand, the increased putamen volume
may be due to increased reactivity to threat cues or resistance to extinction. A possible
explanation is that lengthy reinforcement of the behavior of escape from phobic stimulus
would lead to a larger putamen volume [57]. In small animal phobia, cognitive behavioral
therapy has shown efficacy in changing the emotional response, resulting in decreased
severity of anxiety, as well as a reduced volume in brain areas, such as the supplementary
motor area and PFC [31,52].

4.1. Limitations and Future Directions

This study has several limitations. First, the sample is small, and male individuals are
underrepresented. In any case, the prevalence of phobias is more than double in females
than in males [58]. Moreover, previous studies on GAD found no gender differences in
GMVs [54]. Second, although both participant groups differed in age, most participants
were over 20 years old. Hence brain maturity had already been reached. The GM volume
increases until the age of four to six years, with development peaking at four years, whereas
white matter increases until the age of 20 [59]. In the same line, Lebel et al. [60] found that
deep GM structures, such as the putamen, thalamus, caudate nucleus, and globus pallidus
reach maturity between 21 and 24 years. Although cortical and subcortical volume has
also been found to decrease with age after the peaks [61]. However, in our study the total
age span of both groups was similar so it is unlikely that a decrease in GM volume could
occur due to the time course. In addition, the decrease in GMV was observed in specific
areas linked to emotional regulation and appeared in the control group which was the
youngest. Third, this study has not distinguished between different subtypes of animal
phobias or recorded the possible comorbidity with other ADs. The results should therefore
be taken with caution. Structural alterations may reflect neuroanatomical variations be-
tween different types of ADs [19]. Fourth, since the study is cross-sectional, the structural
differences between individuals with phobia and non-fearful controls would be due to the
pathogenesis of the disorder, a consequence of the disorder or other uncontrolled factors.
Future research is needed to identify the structural changes and functional connectivity in
order to establish a model that will explain both the shared elements and those specific to
each type of phobia. It would be interesting to develop more precise techniques to identify
structural variations in cortical and subcortical areas in fear-related disorders.

4.2. Conclusions

In sum, from our knowledge, this study is the first to examine the volumetric dif-
ferences between participants with small animal phobia and non-fearful controls. The
findings support the importance of the PFC regulatory role and the insula to a greater
extent than limbic system deactivation. In other words, non-fearful controls showed a
larger cortical GMV in areas associated with emotional regulation than individuals with
phobia, although the subcortical areas linked to the limbic system showed no differences
between either group (except for small differences in the putamen). Our findings have
theoretical implications which contribute to a better understanding of the mechanisms
underlying phobias that emphasize the predominant role of the PFC and the insula in
fear regulation, both of which are diminished in individuals with phobia. On the other
hand, brain areas linked to operational learning barely showed volumetric differences.
These results would imply that specific phobia acquisition depends more on emotional
regulatory processes than an alteration in areas associated with non-adaptive learning pro-
cesses. The practical implications of these findings could be to improve the development of
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neuroimaging-based diagnostic markers to support clinical decisions, thereby improving
diagnosis and prognosis. The prediction of an adaptive clinical response will depend on
the different neural mechanisms involved in the conscious experience of fear, as well as in
the defensive reaction to threat.
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Abstract: The critical importance of hypoxia-inducible factor (HIF)s in the regulation of endochondral
bone formation is now well established. HIF protein levels are closely regulated by the prolyl hydrox-
ylase domain-containing protein (PHD) mediated ubiquitin-proteasomal degradation pathway. Of
the three PHD family members expressed in bone, we previously showed that mice with conditional
disruption of the Phd2 gene in chondrocytes led to a massive increase in the trabecular bone mass
of the long bones. By contrast, loss of Phd3 expression in chondrocytes had no skeletal effects. To
investigate the role of Phd1 expressed in chondrocytes on skeletal development, we conditionally
disrupted the Phd1 gene in chondrocytes by crossing Phd1 floxed mice with Collagen 2α1-Cre mice
for evaluation of a skeletal phenotype. At 12 weeks of age, neither body weight nor body length
was significantly different in the Cre+; Phd1flox/flox conditional knockout (cKO) mice compared to
Cre−; Phd1flox/flox wild-type (WT) control mice. Micro-CT measurements revealed significant gender
differences in the trabecular bone volume adjusted for tissue volume at the secondary spongiosa of
the femur and the tibia for both genotypes, but no genotype differences were found for any of the
trabecular bone measurements of either femur or tibia. Similarly, cortical bone parameters were not
affected in the Phd1 cKO mice compared to control mice. Histomorphometric analyses revealed no
significant differences in bone area, bone formation rate or mineral apposition rate in the secondary
spongiosa of femurs between cKO and WT control mice. Loss of Phd1 expression in chondrocytes
did not affect the expression of markers of chondrocytes (collage 2, collagen 10) or osteoblasts (alkaline
phosphatase, bone sialoprotein) in the bones of cKO mice. Based on these and our published data, we
conclude that of the three PHD family members, only Phd2 expressed in chondrocytes regulates
endochondral bone formation and development of peak bone mass in mice.

Keywords: prolyl hydroxylase domain-containing protein; PHD protein; Phd1 gene; osteoblast;
chondrocyte; knockout mice; phenotype; hypoxia-inducible factor; endochondral bone formation

1. Introduction

Previous studies have uncovered that the prolyl hydroxylase domain-containing
proteins (PHDs) are negative regulators of the hypoxia-inducible transcription factor
(HIF)1α [1,2]. The hydroxylation of specific proline residues (Pro-402 and Pro-564) in
the C-terminal oxygen-dependent degradation domains of the HIF1α by PHDs, primarily
the PHD2 isoform, leads to the targeting of HIF1α for ubiquitination through an E3 ligase
complex initiated by the binding of the Von Hippel Lindau protein (pVHL) and subsequent
proteasomal degradation [1,2]. When the oxygen level is low in the cells, the Phd gene
expression is suppressed, and the HIF1α degradation is reduced and the protein is accu-
mulated in the cytoplasm from where it traffics to nucleus and binds to HIF regulatory
elements in the promoter regions of the hypoxia-responsive genes including VEGF, Runx2
and osterix to regulate the target gene expression and subsequently bone formation [3,4].
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In mammals, PHD enzymes include PHD1, PHD2, and PHD3 [5]. Both PHD1 and PHD2
contain more than 400 amino acid residues while PHD3 has less than 250. All three mem-
bers contain the highly conserved hydroxylase domain in the catalytic carboxy-terminal
region and are expressed in bones. However, PHD1 and PHD2 preferably hydroxylate
the N-terminal oxygen-dependent degradation domains (NODD) but are less active for
the C-terminal oxygen-dependent degradation domains (CODD) whereas PHD3 almost
exclusively hydroxylates the CODD [6,7]. Mice with deletion of Phd1 and Phd3 genes
grow normal, but Phd2 gene knockout (KO) in mice causes embryonic lethality because the
placenta is underdeveloped [8]. The structural difference among the PHD proteins and the
data from mouse genetic studies suggest they may have tissue specific functions.

We previously unveiled that PHD2 was highly expressed in bone cells and contributed
to an indispensable role in regulating bone homeostasis by upregulating the transcription
of genes critical for osteoblast differentiation and function [9]. Mice with targeted deletion
of Phd2 in osteoblasts were smaller and died 12 to 14 weeks after birth. Bone mineral
density (BMD) in femurs and the ratio of trabecular bone volume to the tissue volume
(BV/TV) in the secondary spongiosa regions of the long bones of the osteoblast-specific
conditional knockout (cKO) mice were dramatically low [9]. Mice lacking PHD2 protein in
chondrocytes born normally, but the growth after birth were retarded because of elevated
mineralization of the cartilage matrix. The chondrocyte-specific cKO mice manifested
an increased endochondral bone formation in the femur, tibia and spine, resulting from
increased HIF signaling in chondrocytes [10]. While the expression level of Phd3 in the
bones in chondrocyte specific Phd2 KO mice was dramatically elevated, loss of Phd3 in
chondrocytes did not affect endochondral bone formation and skeletal phenotypes [11].
To investigate the role of Phd1 expressed in chondrocytes on skeletal development, we
conditionally disrupted the Phd1 gene in chondrocytes by crossing Phd1 floxed mice with
Col2α1-Cre mice for evaluation of skeletal phenotypes.

2. Materials and Methods
2.1. Breeding Strategy of cKO Mice

Phd1 floxed mice were bred with mice overexpressing Cre under the control of the
Collagen 2α1 (Col2α1) promoter to produce Cre positive, Phd1 floxed heterozygous mice
(Phd1flox/+; Col2α1-Cre+) according to the breeding strategy described previously [11–13].
The Phd1flox/+; Col2α1-Cre+ mice were then backcrossed with Phd1flox/flox mice to gener-
ate Cre-positive, loxP-homozygous (Phd1flox/flox; Col2α1-Cre+) cKO and Cre-negative, Phd1
loxP-homozygous or heterozygous (Phd1flox/flox; Phd1flox/+) wild-type (WT) littermates
(Figure 1A). The genetic background of these mice is C57BL/6. Both sex mice were
used in this study. Mice were housed at the Loma Linda VA Healthcare System (Loma
Linda, CA, USA) at 22 ◦C and with 14 h light and 10 h dark, as well as free access to
food and water. Experiments were carried out according to the protocol approved by the
Institutional Animal Care and Use Committee (IACUC) of the Loma Linda VA Healthcare
System (CA, USA). Mice were anesthetized using isoflurane before tail clipping. Mice were
euthanized by exposing to CO2 gas proceeded by cervical dislocation.

2.2. Evaluation of Bone Phenotypes

Areal BMD of the total body, long and lumbar bones (L4–6) of 12-week-old mice were
quantified by the FAXITRON UltraFocusDXA 1000 as reported [11,14,15]. Trabecular and
cortical bones of the femur and the tibia were scanned and quantified by microcomputed
tomography (µCT) in 12-week old mice described previously [16]. The formalin-fixed
bones in PBS were scanned by µCT with 55 kVp volts and a voxel size of 10.5 µm. A
1.05 mm cortical bone in the mid-diaphysis of the femur and the tibia were analyzed for
cortical bone parameters. A 2.1 mm of the secondary spongiosa of the distal femur and the
proximal tibia beginning 0.3675 mm from the growth plates were assessed for TV(mm3),
BV(mm3), and BV/TV, as described [17–19].
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Figure 1. Breeding strategy of Phd1 conditional knockout (cKO) mice. (A) A breeding strategy of 
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titative PCR (n = 3). Star (*): p < 0.01. 
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Figure 1. Breeding strategy of Phd1 conditional knockout (cKO) mice. (A) A breeding strategy of
Phd1 cKO mice, heterozygous (Het) and wild-type (WT) mice. (B) Phd1 expression was partially
disrupted in chondrocyte cultures derived from the cKO mice. Total RNA was extracted from primary
chondrocytes derived from the femur growth plates and the ribs of 10-day old mice for quantitative
PCR (n = 3). Star (*): p < 0.01.

2.3. Double Labeling and Histomorphometric Analyses

Twelve-week-old mice were injected intraperitoneally with calcein (20 mg/kg) eight
and two days before euthanization by CO2 to label mineralizing bone surfaces. Mouse
right femurs were fixed in 10% formalin for 3 days, washed 3 times with PBS, dehydrated,
and embedded in methyl methacrylate resin for sectioning. The sampling sites and histo-
morphometric analyses were performed as described [19]. The first and the second calcein
labeling of the trabecular bone in the secondary spongiosa region of the distal femurs were
blindly quantified with OsteoMeasure V3.1.0.2 computer software (OsteoMetrics, Decatur,
GA, USA) [20,21]. The mineral apposition rate (MAR) and bone formation rate/bone
surface (BFR/BS) were calculated as described previously [22].

2.4. Primary Chondrocyte Culture

Primary chondrocytes isolated from the rib cartilage and the growth plates of the
femurs and the tibias of 10-day old WT and cKO mice (3 female and 3 male littermate mice)
were cultured as previously described [23]. Cells were grown in DMEM/F12 medium con-
taining 10% fetal bovine serum (FBS), penicillin (100 U/mL), and streptomycin (100 µg/mL)
to approximately 90% confluence before harvesting for RNA extraction.

2.5. RNA Extraction and Real-Time PCR

Total RNA was extracted from the femurs and the tibias of the WT and cKO mice
or primary chondrocyte cultures derived from WT and cKO mice with the Trizol as de-
scribed [24,25]. An aliquot of RNA (300 ng) was reverse-transcribed into cDNA in 20 µL
volume of reaction by oligo(dT)12–18 primer. A real-time PCR contained 0.5 µL template
cDNA, 1x SYBR GREEN master mix (Qiagen), and 100 nM of specific forward and reverse
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primers in a 25 µL volume of reaction. Primers used for real-time PCR are listed in Table 1.
Relative gene expression was calculated by using the ∆∆CT method [26].

Table 1. Primer Sequence for Real-Time PCR.

Gene Forward Primer Reverse Primer

Ppia 5′-CCATGGCAAATGCTGGACCA 5′-TCCTGGACCCAAAACGCTCC
Phd1 5′-GGAACCCACATGAGGTGAAG 5′-AACACCTTTCTGTCCCGATG
Phd3 5′-GGGACGCCAAGTTACACGGA 5′-GGGCTCCACGTCTGCTACAA
Phd2 5′-GAAGCTGGGCAACTACAGGA 5′-CATGTCACGCATCTTCCATC
Alp 5′-ATGGTAACGGGCCTGGCTACA 5′-AGTTCTGCTCATGGACGCCGT
Bsp 5′-AACGGGTTTCAGCAGACAACC 5′-TAAGCTCGGTAAGTGTCGCCA
Col2 5′-TGGCTTCCACTTCAGCTATG 5′-AGGTAGGCGATGCTGTTCTT
Col10 5′-ACGGCACGCCTACGATGT 5′-CCATGATTGCACTCCCTGAA

Note: Ppia, peptidylprolyl isomerase A; Phd, prolyl hydroxylase domain-containing protein; Alp, alkaline phosphatase; Bsp,
bone sialoprotein; Col2, collagen 2; Col10, collagen 10.

2.6. Statistical Analysis

Student’s t-test was used for data analyses. Data are Mean ± SEM (n = 6–10).

3. Results
3.1. Expression of Phd1 Was Partially Disrupted in Chondrocytes in cKO Mice

To test if loss of Phd1 expression in chondrocytes impairs endochondral bone formation,
we produced chondrocyte-specific Phd1 cKO mice by breeding the Phd1 floxed mice with
the Col2α-Cre mice, in which the Cre recombinase is overexpressed in Col2α-expressing
chondrocytes [13,27]. After 2 generations of breeding, the Phd1 floxed, Cre+ cKO mice
(Phd1flox/flox; Col2α-Cre+) were produced and compared to Cre negative WT littermates
(Phd1flox/flox or Phd1lox/+; Cre−). The cKO mice born and developed normally. To investigate
if PHD1 protein exists in bone cells of cKO mice, RNA was isolated from chondrocytes
derived from the growth plates of the femurs and the tibias, and the ribs of 10-day old
WT and cKO mice for real-time PCR with specific primers to Phd1, 2 and 3. As shown in
Figure 1B, the expression levels of Phd1 transcript were reduced by 66% and 45% in the
growth plate and rib chondrocytes, respectively, in the cKO mice compared to WT mice. By
comparison, Phd2 was increased in chondrocytes of both growth plates and ribs of Phd1
cKO mice by 79% and 41%, respectively. While the expression levels of Phd3 were 56% and
33% higher, respectively, in the growth plate and rib chondrocytes of Phd1 cKO mice, only
Phd3 expression level in growth plate chondrocytes was significantly higher compared to
WT mice.

3.2. Deletion of Phd1 in Col2α-Expressing Chondrocytes Does Not Affect Skeletal Growth in Mice
at 12 Weeks of Age

To analyze the bone phenotypes, we performed DXA screening and µCT scanning.
At 12 weeks after birth, neither body weight nor body length was significantly different
in the cKO mice compared to gender-matched control mice for either gender (Figure 2A).
DXA measurements revealed no significant changes in total body, femur, tibia, and lumbar
BMDs between the two genotypes for either gender (Figure 2B,C). Concurred with DXA
data, µCT scanning of the femoral trabecular bone uncovered no significant changes in
either BV/TV or any of the trabecular bone parameters including BMD, trabecular number
(Tb. N), trabecular thickness (Tb. Th) and trabecular spacing (Tb. Sp) in Phd1 cKO from
the gender-matched WT mice for either gender (Figure 3A–C). The tibial BMD, BV/TV,
Tb. N, Tb. Th, and Tb. Sp in cKO mice were also comparable to WT mice in either gender
mice (Figure 4A–C). Deletion of the Phd1 gene in chondrocytes had no impact on either
cortical BV/TV ratio or BMD (Figure 5A). The deficiency of PHD1 expression had no effect
on cortical BV/TV and BMD in the tibia either (Figure 5B).
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Figure 5. No changes were found in cortical bone parameters of the femur and the tibia in the Phd1
cKO mice at 12 weeks after birth. (A) Representative µCT images of the cortical bone of the femurs
and the quantitative data of the cortical bones of the femurs (BV/TV, BMD). (B) Images of the cortical
bone of the tibias and the cortical bone data of the tibias (BV, BMD) (n = 6–10).
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3.3. Knockout of Phd1 in Chondrocytes Neither Influences Bone Formation Nor Expression of
Marker Genes of Osteoblast/Chondrocyte Differentiation

To determine if the deletion of Phd1 in Col2α1 expressing cells impacts osteoblast
formation, and trabecular bone formation in the femur, we performed histomorphometry
analyses and examined the bone marker genes expression in long bones of the cKO mice.
We uncovered that knockdown of Phd1 expression in chondrocytes neither affected the
MAR) nor the BFR/BS in cKO mice as compared to the WT control littermates (Figure 6A).
Consistent with the histomorphometric data, lack of Phd1 in chondrocytes had no impact
on the differentiation of both osteoblasts and chondrocytes as evidenced by comparable
expression levels of marker genes, alkaline phosphatase (Alp), bone sialoprotein (Bsp), collagen 2
(Col2), and collagen 10 (Col10) in long bones in the cKO mice compared with the WT mice
(Figure 6B).
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Figure 6. Knockout of Phd1 in chondrocytes neither influences bone formation nor expression of
markers of osteoblast/chondrocyte differentiation. (A) Representative images of the calcein-labeled
trabecular bone of the distal femurs and the quantitative data of mineral apposition rate (MAR) and
bone formation rate/bone surface (BFR/BS), respectively. The bone indicated by two red arrows is
the double-labeled, newly formed bone (n = 6). (B) Expression levels of the marker genes of osteoblast
and chondrocyte differentiation in long bones measured by RT-real-time PCR. Alp, alkaline phosphatase;
Bsp, bone sialoprotein; Col2, collagen 2; Col10: collagen 10.

4. Discussion

Of three family members, the PHD2 protein is the most abundant in bones [28].
PHD2 is believed to be the critical oxygen sensor during hypoxia, which is emphasized
by the fact that mice with global deletion of the Phd2 gene are embryonically lethal [8]. By
contrast, mice with global disruption of either the Phd1 or Phd3 gene develop normally.
Consistent with an important role for PHD2 in bones, we and others have shown that
disruption of the Phd2 gene in osteoblasts and chondrocytes influenced bone formation and
development of peak bone mass [9,27,29]. Mice with deletion of Phd2 in osteoblasts were
smaller and died twelve to fourteen weeks after birth. Femoral BMD and trabecular BV/TV
of osteoblast-specific cKO mice were notably diminished. By contrast, mice lacking Phd2
were born normally, but the development was retarded after birth resulted from abnormal
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mineralization of the cartilage matrix. Endochondral bone formation was enhanced in the
femur, tibia, and spine of the Phd2 chondrocyte-specific cKO mice [10]. While the expression
level of Phd3 elevated 7-fold in chondrocytes of Phd2-cKO mice, targeted disruption of Phd3
gene in mice had no impact on bone cell differentiation, endochondral bone formation, and
bone development [11]. Our previous studies indicate that Phd3, unlike Phd2, does not play
an important role in regulating chondrocyte differentiation and bone growth.

PHD enzymes function through hydroxylation of the specific proline and asparagine
residues of HIF-α and negatively regulate HIF-α protein stability [30]. Both HIF1α and
HIF2α contain two prolyl hydroxylation sites in a central degradation domain of HIF1α.
Hydroxylation of these sites promotes HIF1α interaction with the ubiquitin ligase for ubiq-
uitination and subsequent degradation [5,31]. Hydroxylation of an asparagine residue in
the C-terminals prevents HIFα transcription factor from cooperation with the co-activator,
p300/CBP, leading to HIF1α inactivation [32]. Recent studies suggest that the PHD1/2
proteins specifically and preferentially hydroxylate their substrates. Although both PHD1
and PHD2 are active on CODD and NODD, PHD1 appears to act more effectively on
substrate HIF2α, whereas PHD2 more actively hydroxylates on substrate HIF1α [7]. These
studies indicate the PHD1 vs. PHD2 hydroxylate HIFα in a CODD sequence-dependent
manner. Congruent with these studies, Phd2 deletion mice had an increased level of HIF1α
in the liver and the kidneys but no increase in the HIF2α protein was noted. In contrast,
PHD1/3 double deficient mice had elevated level of HIF2α protein only in the liver [28,33].
On the other hand, loss of Hif1α in osteoblasts impaired skeletal growth [34,35]. Mice
without HIF1α protein in the condensing mesenchymal stem cells had shorter bones, im-
paired mineralized skulls and wider sutures because of severe chondrocyte apoptosis and
impaired chondrocyte proliferation in the growth plate [34]. By contrast, loss of HIF2α
protein in mice only resulted in a modest decrease in trabecular BV [36]. However, recent
mouse genetics studies demonstrated that HIF2 is a negative regulator of osteoblasto-
genesis and bone mass accrual by upregulating the transcription factor SOX9 to impair
osteoblast differentiation [37]. Loss of HIF2 in mesenchymal progenitors increases bone
mass by promoting bone formation without affecting bone resorption [37,38]. Since SOX9
is also a master transcription factor in chondrocyte differentiation, we assumed that if
the PHD1/HIF/SOX9 signaling axis in chondrocytes is important in endochondral bone
formation, then loss of the Phd1 gene in chondrocytes should influence trabecular bone
mass because PHD1 hydroxylates target HIF proteins and promotes ubiquitin-mediated
protein degradation. To test the hypothesis, Phd1 was deleted in chondrocytes by breeding
Phd1 floxed mice with Col2α1-Cre mice, and the effects of knocking out the Phd1 gene in
chondrocytes on the development of peak bone mass was evaluated. Surprisingly, no
significant changes in either body weight or body length was observed in the cKO mice
compared to gender- and age-matched WT littermates. Micro-CT measurements unveiled
significant gender differences in the trabecular BV/TV at the metaphysis of either the femur
or the tibia of WT and cKO mice. We did not observe a genotype difference for any of the
trabecular measurements of the long bones. Similarly, cortical bone parameters were not
affected in the Phd1 cKO mice compared to control mice. Histomorphometric analyses
observed no significant differences in bone formation rate or mineral apposition rate in the
secondary spongiosa of femurs between cKO and WT control mice. These data suggest that
Phd1 expressed in chondrocytes exert no major role in regulating the skeletal phenotype.

We found that Phd1 expression was reduced only by 66% and 45%, respectively, in
cultured growth plate and rib chondrocytes derived from the long bones of 10-day old
cKO mice. The magnitude of reduction in Phd1 expression in growth plate chondrocytes of
Phd1 cKO mice was similar to the 60% reduction in Phd2 expression reported previously
in the growth plate chondrocytes of Phd2 cKO mice [27]. One potential explanation for
the partial reduction in Phd1 expression in the cKO mice is the possibility that the cultures
used were not entirely homogeneous for chondrocytes and might contain other cell types
(fibroblasts, osteoblasts) which remains to be examined. In any case, our data show that
66%-45% loss of Phd1 transcript in the growth plate and rib chondrocytes had no impact on
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the transcription of chondrocyte markers, Col2 and Col10, or osteoblast markers, Alp, Bsp2,
in the bones of cKO mice. By contrast, we found that the expression levels of Phd2 and Phd3
were increased in the chondrocytes derived from Phd1 cKO mice which could represent a
compensatory response to the loss of Phd1 expression. In previous studies, we reported
that PHD2 was a negative regulator of chondrocyte differentiation since disruption of
Phd2 gene in chondrocytes, promoted chondrocyte differentiation and increased trabecular
bone formation [27,39]. We, therefore, anticipated an increased Phd2 expression to reduce
chondrocyte differentiation, and trabecular bone volume in the Phd1 cKO mice. However,
that was not the case. Further studies comparing the skeletal phenotypes Phd1, Phd2 and
Phd1/2 cKO mice are needed to verify if the compensatory increase in Phd2 expression
has any role in the Phd1 cKO mice. While expression of Phd3 was elevated by 56% in the
growth plate chondrocytes, this compensatory increase in the expression of Phd3 is unlikely
to play a significant role in regulating bone formation based on our previous findings on
the lack of skeletal phenotype in chondrocyte specific Phd3 cKO mice. Consistent with
our interpretation, Wu et al. found that the trabecular bone phenotype was unaffected in
mice with disruption of both phd1 and Phd3 genes in osterix expressing cells [40]. Our data,
together with our previous reports, imply that Phd2 transcribed in chondrocytes is a major
contributor to endochondral bone formation [27]. PHD2 expressed in chondrocytes can
functionally compensate for the loss of PHD1 in Phd1 cKO mice.

5. Conclusions

Phd1 expressed in chondrocytes does not regulate endochondral bone formation. Of
the Phd1/2/3 genes, only Phd2 transcribed in chondrocytes contributes to the endochondral
bone formation and the peak bone mass in mice.
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Abstract: Defects in signaling pathways are the root cause of many disorders. These malformations
come in a wide variety of types, and their causes are also very diverse. Some of these flaws can be
brought on by pathogenic organisms and viruses, many of which can obstruct signaling processes.
Other illnesses are linked to malfunctions in the way that cell signaling pathways work. When
thinking about how errors in signaling pathways might cause disease, the idea of signalosome
remodeling is helpful. The signalosome may be conveniently divided into two types of defects: phe-
notypic remodeling and genotypic remodeling. The majority of significant illnesses that affect people,
including high blood pressure, heart disease, diabetes, and many types of mental illness, appear
to be caused by minute phenotypic changes in signaling pathways. Such phenotypic remodeling
modifies cell behavior and subverts normal cellular processes, resulting in illness. There has not been
much progress in creating efficient therapies since it has been challenging to definitively confirm this
connection between signalosome remodeling and illness. The considerable redundancy included
into cell signaling systems presents several potential for developing novel treatments for various
disease conditions. One of the most important pathways, NF-κB, controls several aspects of innate
and adaptive immune responses, is a key modulator of inflammatory reactions, and has been widely
studied both from experimental and theoretical perspectives. NF-κB contributes to the control of
inflammasomes and stimulates the expression of a number of pro-inflammatory genes, including
those that produce cytokines and chemokines. Additionally, NF-κB is essential for controlling innate
immune cells and inflammatory T cells’ survival, activation, and differentiation. As a result, aberrant
NF-κB activation plays a role in the pathogenesis of several inflammatory illnesses. The activation
and function of NF-κB in relation to inflammatory illnesses was covered here, and the advancement
of treatment approaches based on NF-κB inhibition will be highlighted. This review presents the
temporal behavior of NF-κB and its potential relevance in different human diseases which will be
helpful not only for theoretical but also for experimental perspectives.

Keywords: NF-κB signaling; signaling dynamics; cell-fate decision; encoding and decoding;
cellular information; human diseases

1. Introduction

The idea that structure reflects function is a recurring one in biology. The genome is
arguably the most well-known example of a biological structure that foretells physiological
activity. One can determine whether coding DNA encodes a protein domain, binding
site, conserved motif, or hairpin structure by understanding the sequence structure of
the DNA [1–5]. These illustrations show that the structural elements of a cell contain
functional information that is encoded. If we could measure cellular structures in enough
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detail, one may claim that they contain all the necessary information. Is this the only
possible method for encoding biological information or is it possible to learn about the
features of biological activity that cannot be learned by studying static structures alone?
Here, the main concern is about the recent development in cell biology that provides
a different way for information to be sent in cells such as by the motion of signaling
molecules. As per the nomenclature, dynamics refers to the form of the curve that shows
how a molecule’s concentration, activity, modification state, or localization alters over time
(temporal dynamics) [6–10]. This kind of signaling stores data in the temporal signal’s
frequency, amplitude, duration, or other characteristics. As a result, it is richer and more
complicated than communicating through the state of a signaling molecule instantly. We
have focused on the comprehensive overview of what is known about the dynamics of
many biological systems, concentrating on systems that have been well investigated and
have undergone analysis using a variety of quantitative measurement and perturbation
techniques. Through these illustrations, we are able to draw broad conclusions regarding
the function of dynamics in biology and the potential benefits of transferring information
via the dynamics of signaling molecules [11–19].

Since Sen and Baltimore’s discovery of nuclear factor kappa B (NF-κB) in 1986, a great
deal of work has been put forward to clarify the roles that this transcription factor plays in
the body. NF-κB is a member of the Rel-homology-domain family of transcription factors.
The transactivation of numerous target genes involved in immunity, inflammation, and
proliferation mostly depends on its component p65/RelA. Its activity is strictly controlled
by the B protein inhibitors (IBs) and the B kinase proteins (IKKs), and as a result, growth
factors, cytokines, and cell proliferation are expressed. The main functions of NF-κB are to
trigger immunological and inflammatory reactions as well as to control apoptosis [20–24].
Its targets include the genes that make cytokines, chemokines, and anti-apoptotic substances
as well as cell adhesion molecules. By hiding its RHD, the inhibitory (inhibitor B (IB))
molecules (such as IκBα) confine NF-κB to the cytoplasm. A second complex known as
IkappaB kinase (IKK) is activated when cytokines such as interleukin-1 (IL-1) or tumor
necrosis factor (TNF) excite a cell [25,26].

The cytosolic IκB kinase activity was initially linked to a massive protein complex
of 700–900 kDa that was capable of precisely phosphorylating IκBα on serines 32 and
36. The regulatory subunit IKKγ (NEMO) and two catalytically active kinases, IKKα and
IKKβ, were found in this complex after it was purified. IKKα and IKKβ are ubiquitously
expressed proteins with leucine zippers, carboxy-terminal helix–loop–helix domains, and
amino-terminal kinase domains (HLH). The kinases dimerize through the leucine zipper,
and mutations in this region leave the kinases inactive. In contrast, the HLH is not required
for dimerization but is crucial for optimal kinase activity. The connection between the regu-
latory subunit IKKα and IKKβ, which is regulated by a hexapeptide sequence (LDWSWL)
on IKKs known as the NEMO binding domain (NBD), depends on the carboxy-terminal
parts of IKKα and IKKβ. The phosphorylation of two serines in the sequence motif SLCTS
of the T-loop sections in at least one of the IκB kinases is required for the activation of the
IKK complex [27].

IB is made ready for proteolysis by ubiquitin by being phosphorylated by the active
IKK complex. Following this, NF-κB moves into the nucleus to start the transcription of the
target genes. Due to a lack of linkages to specific human disorders, NF-κB signaling has not
received much attention in the human setting despite being involved in essential cellular
processes. Nevertheless, a number of publications over the last year have identified faulty
NF-κB function in a number of hereditary illnesses, including ectodermal dysplasia (ED),
familial expansile osteolysis (FEO), primary lymphedema (PL), and incontinentia pigmenti
(IP). In this study, we have discussed the precise abnormalities in the NF-κB pathway as
well as the genetic mutations that result from these four illnesses [20,28].

Since abnormalities in NF-κB function influence a variety of physiological systems
and organs in mice, including the immune system, fetal liver, skin, limbs, and the os-
teoclast lineage, so we have discussed broad-spectrum role for it. The etiology of ED,
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FEO, PL, and IP has been explained in part by our understanding of the NF-κB pathway,
but the phenotypes of human diseases have also shed light on the route itself. An old
protein transcription factor known as NF-κB is thought to control innate immunity. By
connecting pathogenic signals and cellular danger signals, the NF-κB signaling pathway
organizes cellular defenses against encroaching pathogens (Figure 1). In reality, several
studies have demonstrated that NF-κB functions as a network hub for intricate biological
signaling [29–31]. To this purpose, it has been proposed that NF-κB is a master regulator of
metabolic cascades that have been preserved throughout evolution.
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Physiologist Claud Bernard proposed in 1854 that complex systems such as the human
body require the ability to self-regulate their internal environment in order to live. Almost
60 years later, Walter B. Cannon used the term “homeostasis” to describe this essential
characteristic of living things. Homeostasis, despite its origin, is a very dynamic process
in which only a small number of internal physicochemical parameters are kept within a
specific range, or are homeostatically managed. Homeostatic regulation is crucial at the
system, tissue, and cellular levels in complex organisms. For instance, the blood’s pH is
regulated by the brain, lungs, kidneys, and red blood cells; adult stem cells renew tissues
to preserve their integrity; and cells keep the baseline concentrations of Ca2+, Na+, and K+

within certain ranges [31–33]. Homeostatic regulation depends on biochemical networks
known as cell signaling, which provide cells with the capacity to detect physicochemical
stimuli, analyze information, and carry out the best biological reactions. Here, we focus on
the new conceptual and methodological developments that are improving our knowledge
of the molecular processes underlying homeostatic regulation [7,34,35].

Progenitors are the ancestors of all cells. Cellular variety and specialization can be
established throughout development through the differentiation of progenitor cells. Ad-
ditionally, in recent years, we know that the majority of tissues reserve undifferentiated
progenitors that probably contribute to the tissue’s homeostasis during the course of its
lifespan. These cells’ differentiation during homeostasis is probably a tightly controlled
process. Progenitor growth and differentiation may become dysregulated in illness, but this
is not well understood. For instance, the cancer stem cell theory contends that populations
of tumor cells that resemble healthy adult stem cells biologically are the source of malignant
tumors [36–38]. These might be endogenous stem cells that have developed somatic muta-
tions over time that lead to cancer. Another illustration is fibrosis, which is characterized by
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an overgrowth of myofibroblasts that produce components of the extracellular matrix that
render tissues non-compliant. The origins of myofibroblasts in fibrotic tissues are poorly
known, but it has long been assumed that these cells come from nearby regions. Thus, cell
fate decisions in development and disease could be of potential interest and this could
update on the processes that regulate cell destiny differentiation, techniques for studying
and quantifying cell fate differentiation, and evaluations of the current understanding of
how cell fate differentiation goes haywire in illness or disease models. Cells can transmit
and receive information by managing the temporal behavior (dynamics) of their signaling
molecules, according to an increasing number of studies. We go through what is known
about the dynamics of various signaling networks and how they affect cellular responses
in this review.

We discuss the emerging general principles in the field, paying particular attention to
how the type and amount of stimulus are represented in temporal patterns, how signaling
dynamics affect cellular outcomes, and how particular dynamical patterns are both gener-
ated and interpreted by the organization of molecular networks. In order to conclude, we
also discussed about probable functions for signaling molecules’ dynamics in transferring
cellular information and prospective applications for disease therapy. To achieve our goal
for this review study, most relevant review and research works as well as the recent work
were studied and have also cited them in the required places.

2. NF-κB Signaling

Controlling inflammation is one of the main functions of NF-κB proteins, which
suggests that they focus on the body’s intricate defensive systems when inflammation is
present [28,39–41]. This is accomplished by controlling the expression of several crucial
genes involved in the crucial process, including chemokines and pro-inflammatory cy-
tokines, in both a positive and negative manner. IL-1, for example, and tumor necrosis
factor alpha (TNF-α) are powerful inducers of NF-κB. Additionally, NF-κB aids reduce
inflammation, which subsequently impairs NF-κB activity [42–44]. The anti-inflammatory,
pro-autophagy, and anti-insulin resistance protein Sirtuin 1 is less abundant as people
age and become obese because NF-κB is produced more frequently. By attaching to the
promoter region of the microRNA miR-34a, which prevents the formation of nicotinamide
adenine dinucleotides (NAD), NF-κB raises its levels in the body, causing Sirtuin 1 levels to
drop. Senescence-associated secretory phenotype (SASP) factors are produced by senescent
cells as a result of a positive feedback loop between NF-κB and IL-1α. NF-κB and CD38,
an enzyme that breaks down nicotinamide adenine dinucleotides, also mutually induce
one another [45–48].

With this review, we want to better understand how NF-κB activation affects mito-
chondrial function. It is expected that the reader is already familiar with the fundamentals
of mitochondrial biology. RelA, RelB, c-Rel, p100, and p150 are the five different proteins
that make up the NF-κB transcription factor family. For dimerization, DNA binding, and in-
teraction with l-B inhibitors, they have RHD, which are crucial. The v-rel oncogene from the
T-strain of the reticuloendotheliosis virus (REV), which produces the embryonic lymphatic
tumor, is the source of the domain’s name due to their same sequence. Additionally, the
transcription activation domain is present in RelA, RelB, and c-Rel (transcription activation
domain (TAD)) [44,49–52]. Additionally, TADs are missing from p100 and p105, which
are precursor proteins for NF-kB, which, following proteolysis, creates the p50 and p52
subunits. As a result, NF-κB is a general term that can refer to a family of dimer proteins
made by various substances. Additionally, they all contain the RelA, RelB, c-Rel, p50, and
p52 subunits. The majority of cells express the NF-κB dimer p50/RelA, for which many
research works have been performed in the past. P100 is processed to create p52 by the two
serine residues (in the phosphorylation areas) and the lysine residues (in the ubiquitination
region). Ankyrin (ANK) repeats: ANK IkB dysregulation has been known to include serine
residues (phosphorylation sites) and lysine residues (ubiquitination sites).
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The NF-κB is activated by the two signaling pathways, canonical/classical and non-
canonical/alternative (Figure 1). The canonical/classical pathway is activated by extracel-
lular stimuli such as TNF-alpha, RANK (receptor activator of nuclear factor kappa B), TCR
(T-cell receptor), CD30, CD40, and LPS (bacterial lipopolysaccharides). These extracellular
stimuli change the IKK trimetric complex, which is made up of two catalytic subunits
of IKKα and IKKβ and a regulatory subunit of IKKγ (also known as NF-κB essential
modulator or NEMO) leads to the phosphorylation of IKB inhibitor (IKB-α) at different
sites (i.e., Ser 32 and Ser 36) as a result of the continued ubiquitination of IKBα [53,54].
The p50/p65-containing free NF-kB dimer is activated, translocates to the nucleus, and
binds to the promoter region of responsive genes to trigger their transcription. The B-cell
activator receptor (BAFF-R), lymphotoxin beta receptor (LTBR), CD40 activating NIK kinase
phosphorylating the IKK complex containing IKB dimerized complex, further activating
the RelB/p100 to RelB/p52, and transcription are just a few extracellular stimuli that can
activate the non-canonical/alternative pathway [28,44,55].

The ability to receive and interpret information from both the intracellular and external
environments, initiate and carry out biological reactions, and interact with one another is
created through cell signaling. Cell signaling is ultimately in charge of preserving homeosta-
sis at the cellular, tissue, and systemic levels. In order to understand how cells coordinate
the transitions between states under developing and adult organisms in healthy and patho-
logical settings, cell signaling is the focus of considerable study efforts. With an emphasis
on how single-cell analytical tools uncover processes driving cell-to-cell variability, signal-
ing plasticity, and collective cellular responses, we summarized current knowledge of how
cell signaling functions at various spatial and temporal scales in this article [8,56–60].

Eukaryotic cells frequently employ NF-κB as a regulator of genes that govern cell
survival and proliferation. As a result, NF-κB has been misregulated in a wide variety of
human tumor types, making it constitutively active. Inactive NF-κB prevents the produc-
tion of genes that would otherwise lead the cell to undergo apoptosis and maintain cell
proliferation. Cancer is characterized by mutations or the abnormal expression of proteins
that regulate NF-κB signaling, which impair the ability of the malignant cell to coordinate
with the rest of the body. This is demonstrated by metastasis as well as by the immune
system’s ineffective removal of the tumor. When a normal cell is removed from the tissue
to which it belongs or when its genome cannot function in harmony with tissue function,
it might die. These events rely on the feedback control of NF-κB, which is defective in
cancer. Increased apoptosis sensitivity and subsequent cell death are caused by NF-κB
defects [29,61–64]. This is due to the fact that NF-κB controls genes that prevent apoptosis,
particularly TRAF1 and TRAF2, and as a result, suppresses the activities of the caspase
family of enzymes, which are essential to the majority of apoptotic processes. As in 41%
of nasopharyngeal carcinoma, colorectal cancer, prostate cancer, and pancreatic tumors,
tumor cells have increased NF-κB activity. This is caused by mutations in the genes that
code for the NF-κB transcription factors or in the genes that regulate NF-κB activity (such
the IB genes); in addition, certain tumor cells produce substances that activate NF-κB. By
inhibiting NF-κB, tumor cells may cease growing, perish, or develop increased sensitivity
to the effects of anti-tumor medications. As a result, pharmaceutical companies are actively
researching NF-κB as a target for anti-cancer treatment [65–69].

The development of antitumor therapy based on the suppression of NF-κB activity
is justified by convincing experimental data that identify NF-κB as a key promoter of
tumorigenesis; however, care should be taken when considering anti-NF-κB activity as a
general therapeutic strategy in the treatment of cancer because data also show that NF-
κB activity increases tumor cell sensitivity to apoptosis and senescence. Furthermore, it
has been demonstrated that the alternative NF-κB is a Fas transcription repressor and
that conventional NF-κB is a Fas transcription activator. Because NF-κB encourages Fas-
mediated apoptosis in cancer cells, inhibiting NF-κB may restrict Fas-mediated apoptosis
and reduce the ability of host immune cells to prevent tumor growth [70–74]. Here, we
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have explained the role of NF-κB in different human diseases, which covers a wide range
of NF-κB activation mechanisms and potentially associated SMs [1,75–77].

3. Signaling Dynamics and the Association with Signaling Parameters

Information must be transferred from a receptor to the nucleus through a process
called signal transduction. This procedure is essential for regulating cellular activity and
destiny. Apoptosis, proliferation, and differentiation are influenced by the dynamics of
signaling activation and inhibition (Figure 2). Therefore, it is crucial to comprehend the
variables that affect both transient and persistent reaction. Using a mathematical method,
we investigated the variables that can change how downstream signaling molecules are
activated in order to answer this issue. Loops (feedforward and feedback loops), crosstalk
of signal transduction pathways, and changes in the concentration of signaling molecules
are the aspects that we looked into. According to our findings, the feedback loop and cross-
talks that directly block the target protein dominate in regulating the temporary cellular
response [75–77]. The ability to receive and interpret information from both the intracellular
and external environments, initiate and carry out biological reactions, and interact with one
another is created through cell signaling. Cell signaling is ultimately in charge of preserving
homeostasis at the cellular, tissue, and systemic levels. In order to understand how the
cell coordinates the transitions between states under developing and adult organisms in
healthy and pathological settings, cell signaling is the focus of considerable study efforts.
With an emphasis on how single-cell analytical tools uncover processes driving cell-to-cell
variability, signaling plasticity, and collective cellular responses, we summarize current
knowledge of how cell signaling functions at various spatial and temporal scales in this
article [28,78–81]. Cell signaling therefore coordinates the transition between cellular states
with the molecular machinery (such as ERBB-dependent cytoskeletal rearrangements or
DNA damage repair) in response to a stimulus in order to maintain cell homeostasis and
function. Similar to this, signaling affects cellular choices that control the development of
multicellular animals and the homeostasis of adult tissues by combining cell-autonomous
and non-cell-autonomous pathways. We are able to deterministically explain each step
of these mechanisms, but it is becoming more and more clear that stochastic models
are better able to capture the behavior of cells within a population. For instance, stem
cells that, while proliferating, demonstrate a specific likelihood to either differentiate or
self-renew, maintain the homeostasis of skin and the esophageal epithelium. To ensure
tissue regeneration, this likelihood is precisely calibrated. However, the disruption of
cell signaling by cell-autonomous pathways or cell-to-cell communication can change this
equilibrium, resulting in illnesses such as cancer [82–86].

In recent decades, phospholipid-based signal sensing has seen significant advance-
ments. Numerous studies have shown that the homeostasis of phospholipids is maintained
by an intricate and dynamic network of metabolic processes that are controlled by a number
of enzymes, whose activities are extremely sensitive to external and intracellular stimuli. A
sizable and structurally complex collection of signaling molecules is formed as a result of
the multiplicity of phospholipid metabolic pathways. Even within a single cell, the sheer
number of effectors leads to the development of a highly intricate network of signaling path-
ways that follow the activation of phospholipid signaling. Recent studies have uncovered
crucial facets of phospholipid signaling, the relevance of their spatiotemporally diverse
and dynamic molecular profile, and their multiple locations in various extracellular fluids,
as well as specific membrane microdomains, distinct intramembrane pools, and various
subcellular sites and compartments. Phospholipids, along with the metabolic products
they produce, are essential for signaling events that are involved in a variety of biological
processes, including those that control survival, growth, differentiation, shape, motility,
activation, and death. Recent evidence that numerous phospholipids and their derivatives
play a crucial role as transcriptional regulators of complicated nuclear signaling pathways
revealed an intriguing feature of phospholipid signaling. In fact, certain phospholipid
species have the ability to operate as non-membrane associated lipids to precisely bind to
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and functionally control the activation of particular nuclear receptors. In addition, several
nuclear receptors have the ability to attach phospholipid head groups to essential phospho-
lipid signaling enzymes, which can subsequently change the phospholipid head group with
special kinetic features. Thus, phospholipid signaling is a network of metabolic pathways
that is intricately regulated and crucial for the management of homeostasis, intercellular
communication, and efficient cellular responses [87–90].
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Recent research also demonstrated that the role of phospholipid signaling in the control
of extracellular vesicles added yet another layer of intricacy to its already intricate processes.
These tiny, secreted vesicular structures, which play a role in intercellular communication
and the preservation of physiological homeostasis, are becoming a new frontier in signal
transduction. These vesicles seem to carry particular phospholipid enzymes or signals,
offering a method of efficiently transporting them across long distances to various cells
without dilution or destruction. Given the importance of phospholipid signaling and
the variety of cell regulatory functions it performs, it should come as no surprise that its
dysregulation is the root of many diseases. The onset of a number of human diseases is
driven by defects in phospholipid signaling, according to recently accumulated evidence.
Numerous studies have shown that changes in phospholipid signaling can accelerate the
development of a number of illnesses, including cancer, cardiovascular, and neurological
problems, as well as developmental and degenerative diseases. Understanding the triggers
that cause the signaling transition to a pathogenic function and developing innovative
treatment techniques are two pertinent, ongoing research areas [80,91–93].

It has been demonstrated in earlier research that the temporal dynamics may be
related to signaling factors such as signal molecule concentration, feedback/feedforward
(positive/negative), crosstalk (positive/negative) between the pathways, and reaction
rate [18,75,76,94,95]. These analyses into many parameters have been conducted for various
signaling pathways, including MAPK. The strength of the receptor and input signals could
perhaps have an impact on the nature of the temporal response of the downstream signaling
molecules, according to the prior research. Similarly to this, while the rate of reaction
(kinetic parameters) can simply increase or decrease the response strength, feedback loops
and route crosstalk can entirely change the nature of the signaling response [76,77,96–102].
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4. Cell-Fate Decision

Understanding the mechanisms that control cell fate decisions is a core objective of
developmental and stem cell biology. The contributions of alterations in transcriptional
programming, epigenetic modifications, and biochemical differentiation signals are covered
in the majority of studies on the regulation of cell destiny decisions. Recent research has
discovered that the regulation of cell destiny decisions is also significantly influenced by
other facets of cell biology. Intracellular molecular regulatory networks and external envi-
ronmental factors interact intricately to control the destiny of cells. We are able to analyze
the molecular specifics of these regulatory mechanisms in ever-greater depth because of
recent improvements in experimental technology. These cues serve both upstream and
downstream of developmental signaling pathways and can play either a permissive or
instructional role. They are a part of a wider network of signaling (Figures 1 and 2) and for
detailed relevance, Figure 3 has been shown which infers the aberration to cell-fate decision.
Regulation of cell destiny has a direct impact on human health and tissue homeostasis.
Research on cell fate choice identifies important regulators, aids in comprehending the
mechanisms, and offers fresh ideas for treating clinical disorders associated with aberrant
cell development [21,22,103–109].
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Figure 3. Signaling dynamics are known to control various cellular/cell-fate decisions. Signaling
dynamics are associated with specific responses (downstream SMs). Targeted perturbations reveal
the role of dynamics in cellular responses.

A specialized organelle for protein folding and trafficking, the endoplasmic reticulum
(ER) is extremely sensitive to changes in intracellular homeostasis and external stimuli.
Misfolded proteins build up in the ER as a result of changes in the protein-folding en-
vironment, which has a significant impact on a number of cellular signaling processes,
such as energy generation, inflammation, differentiation, and death. The unfolded protein
response (UPR) is a group of adaptive signaling pathways that have developed to address
protein misfolding and re-establish a favorable environment for protein folding. Recent
developments: The UPR and ER stress have both been connected to the production of
reactive oxygen species (ROS). ROS, which can be formed in the cytosol and a number of
organelles, including the ER and mitochondria, are important for many cellular activities.
According to studies, ER stress, which may in turn trigger the formation of ROS in the ER
and mitochondria, can be brought on by a change in the ER’s redox equilibrium. Despite
the fact that oxidative stress and ER stress frequently occur in pathologic situations, it is
unclear whether or how these stressors interact. Additionally, it is not known how modi-
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fications to the ER’s protein-folding environment result in oxidative stress. Additionally,
it is uncertain how the creation of ROS and protein misfolding cause apoptosis in cells
and contribute to a number of degenerative disorders. In terms of future perspectives,
the discovery of innovative therapies for many human diseases will benefit from a deeper
knowledge of the underlying processes that maintain the homeostasis and redox state of
protein folding [16,110–113].

Through progenitor cell differentiation, cellular diversity and specialization can be
established throughout development. The majority of tissues reserve undifferentiated
progenitors, which are likely involved in the tissue’s homeostasis during the duration
of its existence, as we have also learnt in recent years. The differentiation of these cells
during homeostasis is probably a carefully regulated process [114–116]. Although this is not
well understood, progenitor development and differentiation may become dysregulated
in disease. For instance, the cancer stem cell theory claims that the biological origin of
malignant tumors is populations of tumor cells that resemble healthy adult stem cells.
These could be endogenous stem cells that, over time, underwent somatic mutations that
result in cancer. Another example is fibrosis, which is characterized by an overabundance
of myofibroblasts that create extracellular matrix components that make tissues less flexible.
Although little is known about the origins of myofibroblasts in fibrotic tissues, it has long
been believed that these cells originate from the immediate area [117–121].

5. Encoding and Decoding Cellular Information

Cells modulate the dynamics of intracellular signaling molecules (SMs) to transmit
and receive information through the signal transduction process. Cellular decision making
critically depends on the temporal dynamics of SMs. For instance, prolonged Erk activation
following NGF administration causes PC-12 cells to differentiate, whereas transient Erk
activation results in proliferation. According to previously published research, a number
of serious illnesses seem to be brought on by abnormalities in the signal transduction
pathway. The crucial factor is the length or kind of cellular response, which appears to be
directly related to the choice of the cell’s fate. The cells go through apoptosis, proliferation,
or differentiation depending on the kind of biological response (transient, sustained, or
partly adapted) [1,16,122–126]. Understanding how the signaling pathways interact to
produce a temporary or long-lasting physiological response is thus a crucial stage in the
signal transduction process. A cascade of linked biochemical processes that finally control
the elements in charge of cellular phenotypic activities influence the response of a cell
to environmental inputs. The signaling apparatus was first envisioned as a combination
of separate, linear routes. However, the present perception of the system as a complex
network has supplanted the more recent elaboration of the breadth and diversity of intra-
pathway crosstalk. These days, it is believed that the cell’s signaling network serves as
the primary functional module, which is coupled to a number of additional modules that
control phenotypic function. These latter ones include those that control the cell’s secretory,
motile, and translational activities. A noteworthy feature of signaling is that transmission
and information processing are intertwined. Through intra-cascade feedback control and
cross-talk with other channels, the interactions between individual components serve as
the interfaces for information computing. The context-specificity of the cellular response is
a result of the signaling network’s capacity to process information [85,90,127–131].

Within certain cell types, the kinetics of cell signaling and transcriptional regulatory
activity vary in response to the same stimulus. There is a lot of interest in using single-
cell-size data in addition to researching network connections to clarify the non-random
parts of the variability involved in cellular decision making. Based on an immediate link
between the molecular processes, previous studies have taken into account the informa-
tion flow between the signaling and transcriptional domains. These results suggest a
restricted binary on/off encoding technique that undervalues the complexity of biolog-
ical information processing and, thus, the value of data at the single-cell scale. Here,
instead of focusing on chemical abundances, we adopt a unique approach that reframes
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the information transmission problem as incorporating the dynamic aspects of signaling
(Figure 3). We use a computational method to investigate whether and how the patterns
of transcriptional regulatory activity might provide insight into the temporal evolution
of signaling. This work also summarizes two methodological factors: (1) the dynamic
characteristics of signaling that significantly change transcriptional regulatory patterns
(encoding); and (2) the temporal history of signaling that can be inferred from snapshots of
transcriptional activity taken at the single-cell scale (decoding). In contrast to transcription
factor activity patterns, which were instructive of the activation and deactivation kinet-
ics of signaling, immediate early gene expression patterns were indicative of signaling
peak retention kinetics. Additionally, the network’s information processing characteristics
fluctuated, with each component encoding a particular portion of the dynamic signaling
qualities. In order to understand the dynamic multiplexing of the signaling properties at
each of these network components, we created unique sensitivity and information transfer
maps. Two groups that corresponded with network patterns and could be separated by
transcriptional feedforward vs. feedback interactions were discovered by the unsupervised
clustering of the maps. By finding the downstream snapshot measurements necessary for
deducing particular dynamical aspects of upstream signals important in the control of
cellular responses, our novel computational technique has an influence on the single-cell
size investigations [9,16,132–137].

In order to identify the functional feedback influencing the observed dynamics, it
might be useful to examine the dynamics of signaling molecules in response to various
stimuli. For instance, a negative feedback between ERK and Son of Sevenless (SOS) in the
EGF pathway contributes to the variations in ERK dynamics in response to EGF or NGF.
Additionally, NGF signaling, but not EGF signaling, persists after receptor internalization,
which helps maintain ERK activation. Positive feedback on ERK activation through PKC is
also supported by research. The inference is that changes in the identity and the connection
of different route components are what cause the different responses to EGF and NGF,
which are mediated by the dynamics of ERK [13,111,138–141].

6. NF-κB Signaling and Molecular Targets for Therapeutic Purpose of Human Diseases

Numerous factors that contribute to human diseases such as different types of cancers
include NF-κB. The development of cancer is known to be linked to inflammation, which
depends on the reciprocal activation of NF-κB and inflammatory cytokines. The anticancer
effects of therapy are diminished by both constitutive and therapeutic-induced NF-κB acti-
vation. Understanding the functions of NF-κB in cancer aids the development of methods
for cancer therapy and prevention [25,26]. A thorough analysis of NF-κB in each type of
disease is essential in this regard due to the complexity of NF-κB involvement in many
human diseases. To increase efficacy and lower systemic toxicity, more disease-specific
NF-κB inhibiting techniques are sought. NF-κB potentially regulates the transcription
process, apoptosis, and proliferation by interacting/affecting with/the critical biological
pathways via their components (genes/proteins). These pathway components are targeted
for therapeutic purposes. Bcl-2 family members, IAP family members, ROS, p53, MDM2,
MDR1, DR5, FASL, Bax, and more are well-known targets for therapeutic purposes. Fur-
thermore, the targeting approach may differ such as the application nanoparticles coated
herbal drugs and/or pure herbal drugs [25,26,142,143].

Potential NF-κB blockers include non-steroidal anti-inflammatory drugs (NSAIDs)
such as sulindac, aspirin, ibuprofen, indomethacin, and COX-2 inhibitors. These either
directly suppress NF-κB at critical junctures along the NF-κB activation pathway or indi-
rectly suppress the inflammatory cell response to do so. It has been thoroughly investigated
whether combining these medications with anticancer medicines will promote chemopre-
vention or chemosensitization. Curcumin (diferuloylmethane), eicosapentaenoic acid (EPA),
luteolin, and other naturally occurring anti-inflammatory chemicals are also able to block
NF-κB, making them another class of NF-κB-blocking medications for cancer therapy and
prevention. These substances obstruct NF-κB at various points along the route. Celestrol
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blocks NF-DNA B’s binding, apigenin and anacardic acid block IKK, resveratrol blocks p65
phosphorylation, epicatechin blocks p65 translocation to the nucleus, and p65 phosphoryla-
tion, respectively. It is important to highlight that these compounds are mostly antioxidants,
and their potential role in the prevention of cancer may include controlling the redox state
of the cell. The modification of redox, however, might be a factor in NF-κB blocking. It is
also known that luteolin inhibits TNF-α-induced NF-κB in lung cancer cells by activating
superoxide. Luteolin’s inhibition of NF-κB causes TNF-α-induced cancer cell survival to
switch to apoptosis. Luteolin may function as a possible chemopreventive agent due to its
capacity to change TNF-α from a tumor promoter to a tumor suppressor due to its ability
to block NF-κB. TNF-α is engaged in inflammation-associated carcinogenesis [144–146].

7. Conclusions and Future Perspectives

When thinking about dynamics’ functional role, the next question that comes to
mind is how cells understand various dynamical patterns. What molecular processes,
in other words, are required to recognize time-dependent patterns and convert these
patterns into distinctive phenotypic responses? Identifying the mechanisms that decode
dynamics continues to be one of the field’s most difficult objectives despite the fact that
numerous studies have identified functional roles for particular temporal behaviors, and
only a small portion of these have precisely determined how different dynamical patterns
are distinguished at the molecular level to cause different downstream responses. When
addressing the functional relevance of dynamics, the difficult topic is how cells understand
various dynamical patterns. Which molecular processes are required to recognize time-
dependent patterns and convert them into different phenotypic responses? We have
presented details about the NF-κB signaling roles in human diseases, details of signaling
dynamics, cell-fate decision, and encoding/decoding of cellular information into final
cell-fate decision. We consider it to be of potential interest which could be helpful in not
only understanding and exploring the dynamics of different signaling pathway for multiple
purposes, including in precise therapeutic approach for different human diseases.
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Abstract: The aim of this pilot study was to investigate whether polymorphisms in the gene encoding
heat shock factor 1 (HSF1), a transcriptional activator of molecular chaperones, play a role in the
development of type 2 diabetes (T2D). A total of 3229 unrelated individuals of Slavic origin, including
1569 T2D patients and 1660 age- and sex-matched healthy controls, were enrolled for the study.
Five common single nucleotide polymorphisms (SNPs) of the HSF1 gene were genotyped using the
MassArray-4 system. SNPs rs7838717 (p = 0.002) and rs3757971 (p = 0.005) showed an association
with an increased risk of T2D in females with a body mass index ≥ 25 kg/m2. The rs7838717T-
rs4279640T-rs3757971C and rs7838717T-rs4279640T-rs3757971T haplotypes were associated with
increased and decreased disease risk in overweight or obese females, respectively. The associations
were replicated as disease susceptibility genes in large cohorts from the UK Biobank (p = 0.008),
DIAMANTE (p = 2.7 × 10−13), and DIAGRAM (p = 0.0004) consortiums. The functional annotation of
the SNPs revealed that the rs7838717-T and rs3757971C alleles correlated with increased expression
of the genes involved in unfolded protein response. The present study showed, for the first time, that
genetic variation of HSF1 is associated with the risk of type 2 diabetes, supporting a role for impaired
protein folding in disease pathogenesis.

Keywords: type 2 diabetes mellitus; genetic susceptibility; molecular chaperons; heat shock factor 1
(HSF1); single nucleotide polymorphism; gene expression; protein folding; unfolded protein response;
body mass index; obesity; sex dimorphism

1. Introduction

Diabetes mellitus is one of the largest global health problems of the 21st century [1].
The International Diabetes Federation (IDF) has predicted that the prevalence of diabetes
mellitus will increase from 10.5% in 2021 to 12.2% by 2045, affecting 537 million people
between the ages of 20 and 79 [1]. Russia places second among all European nations in
terms of the prevalence of diabetes, with 90% of patients having type 2 diabetes [1]. Type
2 diabetes (T2D) is a chronic disease characterized by hyperinsulinemia, insulin resistance,
and pancreatic β-cell failure, with up to 50% cell loss at diagnosis [2]. T2D is a multifactorial
disorder determined by interactions between environmental and genetic factors [3].

Preproinsulin serves as the starting point for insulin production in pancreatic β-cells,
and it has been estimated that the cell is capable of producing 6000 preproinsulin molecules
per second [4]. Newly synthesized proinsulin is folded by introducing the nascent polypep-
tide into the endoplasmic reticulum (ER), cleaving the signal peptide, and forming three
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proinsulin disulfide bonds that are known to be evolutionally conserved across verte-
brates [5,6]. Proinsulin folding begins in the ER, where the local environment supports
proinsulin folding overall and favors its disulfide bonds formation [7]. This process is
tightly regulated by the ER stress-response pathways, whose effects on pancreatic β-cells
could be beneficial or potentially harmful depending on the state of cellular proteostasis.
These pathways represent a part of the unfolded protein response (UPR), activated as a
result of an accumulation of unfolded or misfolded proteins in the endoplasmic reticulum,
the mechanism by which cells control protein homeostasis [8].

Excessive biosynthesis of proinsulin in the ER and mutations in the coding sequence of
the insulin gene affect the ER folding environment, leading to misfolding of the proinsulin
molecule [6]. It is assumed that proinsulin misfolding represents a phenotype closely
related to an insufficient insulin synthesis and associated with diabetes risk [9]. This
association has been observed in rodent models having the proinsulin-misfolding mutants,
in humans with Mutant INS-gene-induced Diabetes of Youth (MIDY), and with mutations
in the critical ER-resident proteins [10], as well as in patients with type 2 diabetes [9].

It is well known that any protein including proinsulin must be appropriately folded
into its three-dimensional structure in order to possess biological function, and protein
folding happens naturally without the need for external energy sources [11]. Molecular
chaperones, or heat shock proteins (HSP), are special types of proteins that represent a part
of the sturdy machinery used by cells to cope with the issue of protein folding, thereby
keeping proteins in their functional condition. Molecular chaperones help newly generated
proteins to be folded correctly, prevent them from aggregating, and thus maintain cellular
protein homeostasis [12].

Expression of chaperones is controlled by the transcription factor heat shock factor
protein 1 (HSF1), which coordinates the cellular response to ER stress through the activation
of the heat shock response (HSR), increasing the expression of numerous molecular chap-
erones [13–15]. HSF1 is also a significant transcriptional activator of co-chaperones [16]
and ubiquitin [17], as well as a coordinating factor in the production of transcriptional and
translational regulators, signaling molecules, and mitogens in response to stress [18,19].
Moreover, HSF1 is assumed to act as a cellular defender against protein deterioration,
misfolding, and aggregation in both the cytoplasm and nucleus [20]. Despite the fact
that HSF1 activates almost all chaperones and regulates UPR, the genetic variability of
this chaperone has never been considered as a potential factor that may contribute to the
development of type 2 diabetes. Taking into account the critical role of heat shock factor
protein 1 in proteostasis, polymorphisms in the HSF1 gene represent attractive targets for
investigation of their association with the risk of T2D. Therefore, the aim of this pilot study
is to investigate whether single nucleotide polymorphisms (SNP) of the HSF1 gene are
associated with the risk of type 2 diabetes.

2. Materials and Methods
2.1. Study Population

The study was conducted on an ethnically homogeneous population of Central Russia,
including unrelated residents who were all of Slavic origin. The study was designed in
accordance with the STREGA (STrengthening the REporting of Genetic Association Studies)
guidelines. The overall sample size is 3229 individuals, of which 1569 patients with T2D
(586 males and 983 females) were on treatment at the Endocrinology Division of the Kursk
City Clinical Emergency Hospital from November 2016 to October 2019. T2D patients’
mean age was 61.1 ± 6.9 years. The control group included 1660 healthy donors (631 males
and 1029 females) recruited at the Regional Blood Transfusion Station in our previous
studies [21,22] with an average age of 60.8 ± 5.7 years.

Each participant signed their informed consent prior to being included in the study.
The regional ethics committee of the Kursk State Medical University approved the study
protocol (protocol No. 10, dated 12 December 2016). The diagnosis of type 2 diabetes melli-
tus was verified by experienced endocrinologists according to the WHO guidelines [23,24].
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The validated questionnaire was used to interview all participants for disease-related risk
factors [25].

2.2. Genetic Analysis

Five milliliters of fasting venous blood were drawn from all study patients into
Vacuette vacuum tubes containing 0.5 mM EDTA for genetic analysis. Isolation of genomic
DNA was carried out by phenol-chloroform extraction and a column-based method with the
QIAamp DNA blood mini kit (QIAGEN, Germany). The purity, quality, and concentration
of the isolated DNA solution were assessed using a NanoDrop spectrophotometer (Thermo
Fisher Scientific, Waltham, MA, USA). The SNPinfo bioinformatics tools such as GenePipe
and FuncPred (https://snpinfo.niehs.nih.gov (accessed on 9 February 2022)) were used
for selection of SNPs of the HSF1 gene. SNPs were selected based on GenePipe’s tool
default settings (genotype data from HapMap, the CEU population, and a minor allele
frequency cutoff value of 0.10), with a minimum of two SNPs (r2 ≥ 0.8) being tagged by
each tag SNP (date of access 15 January 2022). The FuncPred tool (date of access 10 February
2022) was used for functional SNP annotation. In total, five common SNPs of the HSF1
gene, namely rs12542298, rs7838717, rs4279640, rs3757971, and rs7827865 were selected
for the genotyping. SNP rs4279640 was selected as a tagSNP. The combination of selected
SNPs satisfied the conditions for their iPLEX-based co-genotyping in a single multiplex
panel. Genotyping of the polymorphisms was done using the MassARRAY-4 genetic
analyzer (Agena Bioscience, San Diego, CA, USA). To assure quality control, 95 randomly
selected DNA samples were chosen without knowledge of the case-control status for repeat
genotyping on the same platform, and the repeatability test yielded a 100% concordance
rate. Since SNPs such as rs12542298 and rs7827865 yielded too low a genotyping call rate
(<50%), they were excluded from the statistical analysis.

2.3. Biochemical Analysis

Six mL of fasting venous blood from 426 T2D patients and 136 healthy subjects was
drawn for biochemical investigations of glutathione and reactive oxygen/nitrogen species
using the Varioscan Flash microplate reader (Thermo Fisher Scientific, USA). Glutathione
levels were measured using the OxiSelectTM Total Glutathione (GSSG/GSH) Assay Kit
(Cell Biolabs, San Diego, CA, USA). The ROS/RNS levels were measured using the OxiS-
electTM In Vitro ROS/RNS Assay Kit (Cell Biolabs, USA). The concentration of glucose,
glycated hemoglobin, total cholesterol, high- and low-density lipoproteins, and triglyc-
erides were assessed using the semi-automatic biochemical analyzer Clima MC-15 (RAL,
Sevilla, Spain) and reagent kits from Diacon-DS (Moscow, Russia). The Cobas 6000 Roche
Diagnostics (Basel, Switzerland) analyzer was used for measuring the plasma concentration
of C-peptide by a competitive solid-phase chemiluminescent enzyme immunoassay.

2.4. Statistical Methods

The genetic association study power calculator, accessible online at http://csg.sph.
umich.edu/abecasis/gaspowercalculator/ (accessed on 11 January 2022), was used to
calculate the statistical power for the study. Association analysis between the HSF1 gene
polymorphisms and the risk of T2D could detect the genotype relative risk of 1.24–1.49 as-
suming 0.85–0.95 power and a 5% type I error (α = 0.05) on the sample size of 1569 cases
and 1660 controls. Allele and genotype frequencies in cases and controls were counted
and compared by the chi-square test with the values predicted by the assumption of the
Hardy–Weinberg equilibrium. Associations between SNPs and T2D risk were evaluated
by multiple logistic regression analysis with adjustments for covariates such as sex, age,
and body mass index (BMI) using the SNPStats statistical software (https://snpstats.net
(accessed on 20 May 2022)). All sex- and BMI-stratified calculations were adjusted for age.
Replication analysis of SNP–T2D associations was performed using large scale genomic
data from UK Biobank (http://geneatlas.roslin.ed.ac.uk, date of access 21 September 2022)
and the T2D Knowledge Portal (https://t2d.hugeamp.org, date of access 21 September
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2022). Linkage disequilibrium (LD) measures such as Lewontin’s D and D’ were calculated
with the LDpair Tool (https://ldlink.nci.nih.gov, accessed on 27 September 2022) using
genotype data from the 1000 Genomes Project. The quantitative biochemical parameters
were initially examined for normality by the Kolmogorov–Smirnov test using the STATIS-
TICA software (v13.3, USA). Since the biochemical parameters showed a deviation from
normal distribution, they were expressed as median (Me) and first and third quartiles [Q1;
Q3]. Associations between polymorphisms of the HSF1 gene and rank-based inversely
normal transformed biochemical parameters were analyzed by linear regression analysis
using software SNPStats; p ≤ 0.05 was considered statistically significant.

2.5. Functional Annotation of SNPs

The eQTL analysis of the SNPs was performed using genome–transcriptome data
from the following databases: (1) the eQTLgen consortium (https://www.eqtlgen.org, date
of access 3 October 2022), which includes data from 30,847 blood samples from relatively
healthy donors; and (2) the GTEx portal database (https://www.gtexportal.org, date of
access 3 October 2022). Tissues of interest that were related to T2D pathogenesis, namely
the pancreas, skeletal muscle, and visceral adipose tissue, were selected for the eQTL
analysis. The Enrichr bioinformatics tools (https://maayanlab.cloud/Enrichr, date of
access 12 October 2022) were used to identify biological functions of molecular chaperones
of interest using Gene-Ontology-based overrepresentation analysis.

3. Results
3.1. Association of HSF1 Gene Polymorphisms with the Risk of Type 2 Diabetes

The baseline, clinical, and laboratory characteristics of the study participants are
described previously [26]. Genotype frequencies for all polymorphisms were in Hardy–
Weinberg equilibrium in both cases and controls. Table 1 presents the results of association
analysis of alleles and genotypes of the HSF1 gene polymorphisms with susceptibility to
type 2 diabetes in both entire and sex-stratified groups. The rs3757971-C/C genotype is
associated with an increased risk of T2D (OR = 1.30, 95% CI 1.03–1.64, p = 0.026). A sex-
stratified analysis showed that a carriage of both the rs3757971-C/C genotype (OR = 1.42,
95% CI 1.04–1.95, p = 0.027) and the rs7838717-T/T genotype (OR = 1.53, 95% CI 1.12–2.08,
p = 0.0078) was associated with disease risk only in females. Moreover, the rs3757971-C
and rs7838717-T alleles showed significant associations with T2D susceptibility.

Table 1. Genotype and allele frequencies of the HSF1 gene in T2D patients and controls.

SNP Genotype/
Allele

Healthy Controls
n (%) 1

Patients with T2D
n (%) 1 OR 2 (95% CI) p-Value 3

Entire group

rs7838717
C>T

C/C-C/T 1467 (88.4) 1345 (85.7) 1.00
0.05T/T 193 (11.6) 224 (14.3) 1.26 (1.00–1.59)

T 0.36 0.38 1.09 (0.98–1.20) 0.10

rs4279640
T>C

T/T-T/C 1260 (75.9) 1199 (76.4) 1.00
0.65C/C 400 (24.1) 370 (23.6) 1.04 (0.87–1.25)

C 0.49 0.48 0.97 (0.88–1.07) 0.61

rs3757971
T>C

T/T-C/T 1467 (88.5) 1337 (85.3) 1.00
0.026C/C 190 (11.5) 231 (14.7) 1.30 (1.03–1.64)

C 0.35 0.37 1.11 (1.00–1.23) 0.05
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Table 1. Cont.

SNP Genotype/
Allele

Healthy Controls
n (%) 1

Patients with T2D
n (%) 1 OR 2 (95% CI) p-Value 3

Males

rs7838717
C>T

C/C-C/T 542 (87.8) 513 (87.5) 1.00
0.68T/T 75 (12.2) 73 (12.5) 1.08 (0.75–1.56)

T 0.38 0.36 0.94 (0.80–1.11) 0.49

rs4279640
T>C

T/T-T/C 485 (78.6) 437 (74.6) 1.00
0.05C/C 132 (21.4) 149 (25.4) 1.34 (1.00–1.78)

C 0.47 0.50 1.11 (0.95–1.30) 0.20

rs3757971
T>C

T/T-C/T 541 (87.8) 505 (86.2) 1.00
0.42C/C 75 (12.2) 81 (13.8) 1.16 (0.81–1.67)

C 0.37 0.36 0.97 (0.82–1.15) 0.74

Females

rs7838717
C>T

C/C-C/T 911 (88.5) 832 (84.6) 1.00
0.0078T/T 118 (11.5) 151 (15.4) 1.53 (1.12–2.08)

T 0.35 0.39 0.17 (1.03–1.33) 0.016

rs4279640
T>C

T/T-T/C 767 (74.5) 762 (77.5) 1.00
0.28C/C 262 (25.5) 221 (22.5) 0.87 (0.68–1.12)

C 0.49 0.47 0.91 (0.80–1.03) 0.13

rs3757971
T>C

T/T-C/T 912 (88.8) 832 (84.7) 1.00
0.027C/C 115 (11.2) 150 (15.3) 1.42 (1.04–1.95)

C 0.34 0.38 1.19 (1.05–1.36) 0.008
1 Absolute number and percentage of individuals/chromosomes with a particular genotype/allele. 2 Odds ratio
with 95% confidence intervals (crude analysis) with one degree of freedom. 3 p-Value—significance level. Bold
indicates statistically significant p-values.

Since obesity is a well-recognized confounding risk factor for T2D [27], it would be
reasonable to analyze associations in groups stratified by body mass index. Pursuing this
interest, the study patients were subdivided into the two groups. The first included subjects
with BMI ≤ 25 kg/m2 (i.e., normal body weight), while the second comprised subjects who
were overweight or obese (i.e., BMI ≥ 25 kg/m2). Following this, a BMI-stratified analysis
adjusted for age (Table 2), revealed significant associations between genotypes such as
rs7838717-T/T (OR = 1.62, 95% CI 1.20–2.19, p = 0.0016) and rs3757971-C/C (OR = 1.54,
95% CI 1.14–2.09, p = 0.0047) and an increased risk T2D, but only in overweight and obese
females. In males, no statistically significant associations were observed. Linear regression
analysis allowed associations to be revealed between polymorphisms of the HSF1 gene and
some biochemical parameters in T2D patients (Supplementary Table S1). A decrease in
blood glucose after the first meal (i.e., breakfast) was associated with the rs7838717-T/T
genotype (p = 0.027) in the entire group analysis.

The rs3757971-C/C genotype in females was associated with a decreased level of
plasma low-density lipoproteins (p = 0.033). The rs4279640-C/C genotype was associated
with decreased levels of triglycerides in females (p = 0.039). In addition, an association of
genotype rs4279640-C/C with a decreased glomerular filtration rate was established in
both entire (p = 0.035) and female (p = 0.021) groups. As can be seen from Supplementary
Table S1, the above associations were weak in their strength. No statistically significant
associations of HSF1 polymorphisms with biochemical parameters were found in males.
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3.2. HSF1 Haplotypes and T2D Susceptibility

The frequencies of HSF1 haplotypes in T2D patients and healthy controls are shown
in Table 3. Three common haplotypes of HSF1 with a frequency of more than 13% were
identified. As can be seen from Table 3, the rare haplotype TTT (H6) of HSF1 was associated
with decreased risk of T2D in the entire group (OR = 0.51, 95% CI 0.27–0.98, p = 0.043).
Sex-stratified analysis showed that the common haplotype TTC (H2) was associated with
increased risk of T2D in females (OR = 1.24, 95% CI 1.04–1.48, p = 0.014). A joint BMI- and
sex-stratified analysis (Table 4) showed associations of HSF1 haplotypes with T2D risk in
both males and females who were overweight or obese. In particular, the H2 haplotype was
associated with increased risk of type 2 diabetes in females (OR = 1.21, 95% CI 1.02–1.43,
p = 0.02). In addition, haplotype H6 showed an association with decreased disease risk in
females with BMI more than 25 kg/m2 (OR = 0.35, 95% CI 0.15–0.83, p = 0.02). In males
who were overweight or obese, the CTT haplotype (H3) was found to be associated with
decreased risk of T2D (OR = 0.74, 95% CI 0.56–0.98, p = 0.02).

Table 3. Haplotype frequencies of the HSF1 gene and their associations with type 2 diabetes.

N rs7838717 rs4279640 rs3757971 Healthy Controls Patients with T2D OR 1 (95 CI) p-Value 2

Entire group
H1 C C T 0.4506 0.4472 1 —
H2 T T C 0.3065 0.339 1.07 (0.94–1.21) 0.33
H3 C T T 0.1571 0.1485 0.92 (0.78–1.08) 0.31
H4 C T C 0.0284 0.0232 0.87 (0.60–1.25) 0.44
H5 T C T 0.0246 0.0252 1.00 (0.67–1.49) 1
H6 T T T 0.0192 0.0069 0.51 (0.27–0.98) 0.043

Global p-Value haplotype association: 0.082
Males

H1 C C T 0.43 0.4682 1 —
H2 T T C 0.3279 0.3301 0.89 (0.72–1.08) 0.24
H3 C T T 0.1585 0.1394 0.81 (0.62–1.05) 0.11
H4 C T C 0.0281 0.0231 0.82 (0.46–1.44) 0.49
H5 T C T 0.0274 0.019 0.65 (0.34–1.25) 0.19
H6 T T T 0.0122 0.0083 0.84 (0.31–2.26) 0.73

Global p-Value haplotype association: 0.44
Females

H1 C C T 0.4607 0.4348 1 —
H2 T T C 0.296 0.3442 1.24 (1.04–1.48) 0.014
H3 C T T 0.1567 0.1539 1.00 (0.80–1.25) 0.99
H4 C T C 0.0279 0.0232 0.80 (0.49–1.30) 0.37
H5 T C T 0.0235 0.0288 1.32 (0.78–2.22) 0.3
H6 T T T 0.0233 0.0061 0.43 (0.18–1.05) 0.064

Global p-Value haplotype association: 0.027

1 Odds ratio with 95% confidence intervals (crude analysis) with one degree of freedom. 2 p-Value—significance
level. Gray shading shows minor alleles of SNPs. Bold indicates statistically significant p-values.

Table 5 shows the values of linkage disequilibrium between SNPs in the HSF1 gene.
The studied SNPs were in linkage disequilibrium with each other to varying degrees, and
strong differences in the LD values were observed between the Russian and European
populations of the 1000 Genomes Project. The rs3757971 and rs7838717 polymorphisms are
negatively linked to each other in our population, but positively linked in Europeans. A
strong inter-population difference was also seen in the D-values between SNPs rs3757971
and rs4279640, which were in the negative linkage disequilibrium in our population and
positive in the European population. Furthermore, both in our population and in Europeans
from the 1000 Genomes Project, the rs7838717 polymorphism was found to be in negative
linkage disequilibrium with rs4279640.
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Table 5. Linkage disequilibrium measures between SNPs of the HSF1 gene in the Russian population
and populations of the 1000 Genomes Project.

SNP ID rs4279640 rs3757971

the Russian population

rs7838717
−0.1474 0.1972
0.8253 0.8662

rs4279640
- −0.1630
- 0.9321

European populations of 1000 G

rs7838717
−0.0739 −0.0213
0.8586 0.8784

rs4279640
- −0.1630
- 0.9417

Matrices show LD measures, such as a nonstandardized D (upper part) and a standardized D’ (lower part).
LD-values were calculated with the LDpair Tool (https://ldlink.nci.nih.gov (accessed on 27 September 2022))
using genotype data from the 1000 Genomes Project (1000 G) and GRCh37 human genome assembly. Each pair of
SNPs includes two LD values calculated for the following populations: the Russian population (upper cells); the
European populations of 1000 G (middle cells). All LD values p < 0.0001.

3.3. The Replication Analysis for SNP–T2D Associations in Independent Populations

Replication analysis of associations between the studied HSF1 gene variants and T2D
phenotypes was carried out in large populations from the T2D Knowledge portal and the
UK Biobank. The results of the replication analysis are presented in Table 6. It is important
to note that associations of SNPs rs3757971 and rs7838717 with T2D susceptibility, originally
established in our population, were successfully replicated in independent populations.
However, associations of these SNPs have not been confirmed as T2D susceptibility markers
in a subpopulation of the type 2 diabetics from the UK Biobank. Moreover, the rs4279640
polymorphism showed association with a decreased risk of T2D in some of the studied
cohorts, whereas we did not see such an association in our population.

Table 6. Replication for SNP associations with different T2D phenotypes in large independent cohorts.

rs7838717 1 C>T rs4279640 T>C rs3757971 T>C

Phenotype p-Value 2 Beta/Odds
Ratio p-Value Beta/Odds

Ratio p-Value Beta/Odds
Ratio

U
K

Bi
ob

an
k

1 Non-insulin dependent diabetes
n (cases/controls) 19,860/432,404 0.008 H 0.973 0.01 H 0.977 3.5 × 10−5 N 1.04

Type 2 diabetes
n (cases/controls)

2889/449,375
0.43 H 0.979 0.41 H 0.979 0.08 N 1.05

T2
D

K
no

w
le

dg
e

Po
rt

al
2

Ty
pe

2
di

ab
et

es
ad

j
BM

I

DIAMANTE
(European) T2D GWAS

n = 157,384
2.70 × 10−13 H 0.944 5.1 × 10−6 H 0.966 8.2 × 10−16 N 1.065

DIAGRAM 1000G
GWAS

n = 54,365
0.00039 H 0.941 8.6 × 10−5 H 0.941 1.10 × 10−6 N 1.083

Fa
st

in
g

gl
uc

os
e

ad
j

BM
I

MAGIC 2021 glycemic
traits GWAS:
Europeans
n = 160,378

0.00004 H −0.009 2.7 × 10−4 H −0.007 4.9 × 10−7 N 0.011

TOPMed fasting
glucose whole genome

sequence analysis
n =26,807

0.004 H −0.014 0.17 H −0.006 0.03 N 0.009

1 Values are for allele C rs7838717. 2 p-Value—significance level; values that reached the genome-wide significance
level are bolded. N depicts an increased value, H depicts a decreased value. Genomic data obtained at the CVD
Knowledge Portal (https://t2d.hugeamp.org), date of access 21 September 2022.
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3.4. Functional SNP Annotation

The results of the eQTL analysis for the studied HSF1 gene polymorphisms are shown
in Table 7. SNPs rs7838717 and rs3757971 were associated with increased expression of
the VPS28 gene both in the blood (p = 1.9 × 10−57 and p = 1.7 × 10−66, respectively)
and skeletal muscles (p = 2.6 × 10−5 and p = 1.3 × 10−4, respectively). Polymorphisms
rs7838717 and rs3757971 were associated with a decrease in the DGAT1 gene expression
(p = 8.7 × 10−33 and p = 1.1 × 10−35, respectively). SNP rs7838717 was also associated with
decreased levels of the SHARPIN gene (p = 7.8 × 10−8). Increased blood expression of the
MAF1 gene was associated with SNP rs7838717 (p = 8.8×10−6). In subcutaneous adipose
tissue, polymorphisms rs7838717 (p = 4.9 × 10−5) and rs3757971 (p = 9.7 × 10−8) were
associated with increased expression of the SCX gene, whereas polymorphism rs4279640
(p = 3.3 × 10−6) was negatively correlated with expression levels of the SCX gene.

The GTEx-calculator (https://gtexportal.org/home/testyourown, date of access 3
October 2022) was used to assess the effects of the T2D-asociated SNPs on the expres-
sion levels of molecular chaperones representing the Hsp70 and Hsp90 families, which
are known targets of HSF1 in T2D-related tissues such as the pancreas, skeletal muscle,
and adipose tissue (Table 8). We found that a decrease in expression levels of chap-
erones such as HSP90B1, RPS19BP1, and HSPA5 was associated with a carriage of the
rs3757971-C and/or rs7838717-T alleles that were found to be associated with the risk
of T2D in our study. Interestingly, these chaperones are directly involved in many bio-
logical processes such as ATF6-mediated UPR (GO:0036500), de novo post-translational
protein folding (GO:0051084), cellular response to glucose starvation (GO:0042149), cellular
response to topologically incorrect protein (GO:0035967), proteasome-mediated ubiquitin-
dependent protein catabolic process (GO:0043161), negative regulation of apoptotic process
(GO:0043066), post-translational protein modification (GO:0043687), and some others. The
disease-associated allele rs7838717-T correlated with increased expression of the NFE2L2
gene (transcription factor playing a key role in the response to oxidative stress by binding
to antioxidant response elements in the promoters of many cytoprotective genes), which
is involved in the activation of UPR and responsible for multiple biological functions,
such as cytokine stimulus (GO:0071345), hydrogen peroxide (GO:0070301), oxidative stress
(GO:0034599), ER-associated ubiquitin-dependent protein catabolic process (GO:0000058),
positive regulation of the ERAD pathway (GO:1904294), and response to tumor necrosis
factor (GO:0034612).

Table 7. Relationship between studied SNPs and expression levels of genes in T2D-related tissues.

SNP Allele
eQTL (Blood) GTEx-Portal

Gene Z-Score p-Value Pancreas Skeletal Muscle Adipose—Subcutaneous
Gene NES p-Value Gene NES p-Value Gene NES p-Value

rs7838717

T VPS28 15.97 1.9 ×10−57 CPSF1 0.33 10−6 CPSF1 0.15 1.8 × 10−4 CPSF1 0.26 2.1 × 10−9

T DGAT1 −11.92 8.7 × 10−33 VPS28 0.13 2.6 × 10−5 SCX 0.23 4.9 × 10−5

T KIAA1875 11.75 7.2 × 10−32

T CPSF1 10.29 8.1 × 10−25

T TONSL 7.56 4.1 × 10−14

T EPPK1 7.27 3.5 × 10−13

T BOP1 6.69 2.2 × 10−11

T SHARPIN −5.37 7.8 × 10−8

T MAF1 4.44 8.8 × 10−6

rs4279640
C DGAT1 0.10 2.1 × 10−6 CPSF1 −0.32 3.5 × 10−6 CPSF1 −0.16 1.7 × 10−6 CPSF1 −0.22 2.1 × 10−5

C HSF1 −0.06 2.7 × 10−6 SCRT1 0.15 4.5 × 10−5 SCX −0.18 3.3 × 10−6

C CPSF1 −0.13 3.8 × 10−6

rs3757971

C VPS28 17.23 1.7 × 10−66 CPSF1 0.39 1.4 × 10−7 CPSF1 0.16 1.3 × 10−4 CPSF1 0.29 2.9 × 10−7

C DGAT1 −12.46 1.1 × 10−35 VPS28 0.13 1.3 × 10−4 SCX 0.22 9.7 × 10−8

C CPSF1 11.28 1.5 × 10−29

C TONSL 8.23 1.9 × 10−16

C KIAA1875 7.09 1.3 × 10−12

C EPPK1 6.94 3.9 × 10−12

C BOP1 6.36 2.1 × 10−10

C PPP1R16A 4.90 9.6 × 10−7
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Table 8. Relationship between T2D-associated SNPs and expression levels of HSF1-targeted chaper-
ons and their biological functions.

SNP 1 Gene 2 p-Value 3 NES 4 Gene Ontologies 5

rs7838717-T

NFE2L2

0.020 0.071 N GO:0062197 response to chemical stress;
GO:0071345 response to cytokine stimulus;
GO:0070301response to hydrogen peroxide;
GO:0034599 response to oxidative stress;
GO:0071356 response to tumor necrosis factor;
GO:0140467 integrated stress response signaling; GO:0036499
PERK-mediated UPR;
GO:1903071 positive regulation of ER-associated
ubiquitin-dependent protein catabolic process;
GO:1904294 positive regulation of ERAD pathway;
GO:0010498 proteasomal protein catabolic process;
GO:0032446 protein modification by small protein conjugation;
GO:1903205 regulation of hydrogen peroxide-induced cell death;
GO:1902175 regulation of oxidative stress-induced intrinsic
apoptotic signaling pathway;
GO:0034612 response to tumor necrosis factor;

rs3757971-C 0.018 0.072 N

rs7838717-T FKBP4 0.0098 −0.11 H

GO:0031345 regulation of cell projection organization;
GO:0051494 regulation of cytoskeleton organization;
GO:0031111regulation of microtubule polymerization or
depolymerization;
GO:0018208 peptidyl-proline modification;
GO:0000413 protein peptidyl-prolyl isomerization;
GO:1900034 regulation of cellular response to heat GO:0080135
regulation of cellular response to stress;

rs7838717-T HSP90B1 0.0044 −0.11 H

GO:0036500 ATF6-mediated UPR;
GO:0044267 protein metabolic process;
GO:0006464 protein modification process;
GO:0071318 response to ATP;
GO:0071345 response to cytokine stimulus;
GO:1901701 response to oxygen-containing compound;
GO:0019221 cytokine-mediated signaling pathway;
GO:1903513 ER to cytosol transport;
GO:0036503 ERAD pathway;
GO:0043066 regulation of apoptotic process;
GO:0043687 post-translational protein modification;
GO:0043161 proteasome-mediated ubiquitin-dependent protein
catabolic process;
GO:0032527 protein exit from ER;
GO:0015031 protein transport;
GO:0006898 receptor-mediated endocytosis;
GO:0042981 regulation of apoptotic process;
GO:0010921 regulation of phosphatase activity;
GO:0043666 regulation of phosphoprotein phosphatase activity;
GO:0034976 response to ER stress;
GO:0030970 ER to cytosol;
GO:0030433 ubiquitin-dependent ERAD pathway;rs3757971-C 0.0012 −0.12 H
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Table 8. Cont.

SNP 1 Gene 2 p-Value 3 NES 4 Gene Ontologies 5

rs3757971-C HSPA5 0.036 −0.073 H

GO:0051084 de novo post-translational protein folding;
GO:0036500 ATF6-mediated unfolded protein response;
GO:0042149 cellular response to glucose starvation;
GO:0035967 response to topologically incorrect protein;
GO:0034620 cellular response to unfolded protein;
GO:0051085 chaperone-cofactor-dependent protein refolding;
GO:0036503 ERAD pathway;
GO:0140467 integrated stress response signaling;
GO:0065002 intracellular protein transmembrane transport;
GO:0036498 IRE1-mediated UPR;
GO:0035437 maintenance of protein localization in ER;
GO:0072595 maintenance of protein localization in organelle;
GO:0043066 negative regulation of apoptotic process;
GO:0051129 regulation of cellular component organization;
GO:1900102 regulation of endoplasmic reticulum UPR;
GO:0043069 negative regulation of programmed cell death;
GO:0031333 negative regulation of protein-containing complex
assembly;
GO:0036499 PERK-mediated UPR;
GO:0030335 positive regulation of cell migration;
GO:0006620 post-translational protein targeting to endoplasmic
reticulum membrane;
GO:0043161 proteasome-mediated ubiquitin-dependent protein
catabolic process;
GO:0070972 protein localization to ER;
GO:0042981 regulation of apoptotic process;
GO:0043254 regulation of protein-containing complex assembly;
GO:0034976 response to ER stress;
GO:0006986 response to unfolded protein;

1 SNPs associated with the risk of developing DM2 according to the results of this study; 2 Genes involved in
metabolic pathways «Protein folding» and «Chaperone» according to databases Reactome (https://reactome.org
(accessed on 2 June 2022)), Kegg (https://www.genome.jp/kegg (accessed on 5 June 2022)), and Wikipathways
(https://www.wikipathways.org) date of access 8 June 2022; 3 p-Value—significance level; 4 Normalized effect
size according to GTEx-calculator (https://www.gtexportal.org), date of access 3 October 2022; 5 Gene Ontologies’
biological process according to Enrichr dataset (https://maayanlab.cloud/Enrichr/), date of access 12 October
2022. Bold indicates statistically significant p-values.

4. Discussion

The present study found, for the first time, that polymorphisms of gene encoding
heat shock factor 1 are associated with an increased risk of type 2 diabetes. However, sex
and body mass index were found to be confounding factors, modifying the associations
between the polymorphisms and T2D risk. In particular, SNPs such as rs7838717 and
rs3757971 were found to be associated with an increased risk of T2D in females with
a BMI ≥ 25 kg/m2. The observed associations were successfully replicated as disease-
susceptibility markers in large cohorts from the UK Biobank, DIAMANTE, and DIAGRAM
consortiums. In the MAGIC and TOPMed consortiums, these SNPs were also found to
be associated with increased fasting blood glucose (FBG) adjusted by BMI, although we
did not see an association of the SNPs with FBG in our population. Two haplotypes,
such as rs7838717T-rs4279640T-rs3757971C and rs7838717T-rs4279640T-rs3757971T of HSF1,
showed associations with increased and decreased risk of type 2 diabetes in overweight or
obese females, respectively. In contrast, the rs7838717C-rs4279640T-rs3757971T haplotype
was associated with decreased disease risk in males with a BMI ≥ 25 kg/m2. The functional
annotation of T2D-associated polymorphisms showed that the T2D-associated alleles such
as rs7838717-T and rs3757971C were correlated with increased expression of the CPSF1
gene in the pancreas, skeletal muscle, subcutaneous adipose tissue, and whole blood. In
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addition, these SNPs were associated with increased expression of VPS28 in skeletal muscle
and blood, as well as with expression levels of some other genes in the blood.

Many studies have shown that mutations in genes encoding chaperones and co-
chaperones may cause different diseases, such as neuromuscular diseases [28], neurode-
generative disease [29], and Alzheimer’s disease [30]. Studies investigating the association
between HSF1 gene polymorphisms and T2D susceptibility have not been done so far.
Nonetheless, several studies have been undertaken to assess the relationship between poly-
morphisms of molecular chaperones and the development of type 2 diabetes. In particular,
Synofzik et al. have shown that loss-of-function mutations of the DNAJC3 (DnaJ heat shock
protein family (Hsp40) member C3) gene contribute to the development of diabetes mellitus
in humans [29]. In a study by Moniruzzaman M et al., it was found that the +2437T/C
polymorphism (rs2227956) of HSPA1L is significantly associated with the incidence of type
2 diabetes in the population of Bangladesh [31]. Elshahed O.M. et al. observed significant
differences in the prevalence of haplotypes such as CGGT, CCGT, AGGT, and AGAT of the
HSPA1A gene between diabetic patients with nephropathy and healthy controls [32].

It is known that heat shock factor 1 is a transcription factor that promotes UPR and
binds to heat shock elements (HSEs) in the promoter regions of HSPs, which are neces-
sary for directing damaged and misfolded proteins toward proteasomal degradation [33].
Certain data in the literature indicate changes in the expression levels of HSF1 in type
2 diabetes mellitus. Kavanagh et al. [34] experimentally show that pancreatic cells of
monkeys with T2D have increased expression of Hsf1. This finding was confirmed by
the study of Marselli L et al. [35], who investigated the expression profile of pancreatic
β-cells from 9 patients with T2D and 10 non-diabetic controls. The authors revealed that
expression of HSF1 in pancreatic β-cells was significantly increased in patients with T2D
compared to controls. We hypothesize that the increased expression of the HSF1 gene may
mirror the need of the β-cells in the synthesis of more molecules of heat shock factor 1. It is
known that HSF1 is required to ensure normal protein folding through the activation of
the molecular chaperone cascade, including the Hsp70 and Hsp90 families [20,36]. This
assumption is in line with studies highlighting the importance of impaired protein folding
for the development of type 2 diabetes [37–39]. The pancreas is an organ with increased
rates of protein synthesis, and therefore higher chaperone levels are required to ensure
proper folding of proteins, including proinsulin. Notably, the decreased transcriptional
activity of HSF1 was found to enhance glucolipotoxicity-induced apoptosis in both rat
and human β-cells [40], suggesting a role of heat shock factor 1 in the initial mechanisms
underlying type 2 diabetes mellitus.

As can be seen from Table 5, SNPs rs7838717 and rs3757971 are in positive LD with
each other, whereas these SNPs are correlated negatively with rs4279640, a polymorphism
which did not show association with T2D. The T2D-associated variant alleles (rs7838717-T
and rs3757971-C) are correlated with the wild-type rs4279640-T allele. Apparently, the
association of rs7838717 and rs3757971 with T2D risk can be explained by the relationship
of these polymorphisms with the expression levels of genes such as VPS28, KIAA1875,
TONSL, EPPK1, and BOP1 (these genes were not correlated with SNP rs4279640). However,
this assumption should be investigated in experimental studies.

Although the disease-associated alleles were not correlated with changes in HSF1
gene expression, they showed correlations with the expression of genes involved in the
regulation of proteostasis and unfolded protein response. In particular, it is known that
VPS28 is a component of the ubiquitin–proteasome pathway and is important for lysosomal
targeting [41]. VPS28 is also involved in protein transport into vesicles and ubiquitin-
dependent catabolism through the sorting of multivesicular bodies [42]. Thus, VPS28
eliminates dysfunctional/misfolded proteins through the ubiquitin–proteasome pathway,
thereby regulating cellular proteostasis. Thus, we suggest that an increase in the expression
of the VPS28 gene in subjects with the T2D-associated alleles may demonstrate the increased
activation of the ubiquitin–proteasome pathway, a part of the unfolded protein response

509



Life 2022, 12, 1936

directed at the degradation of unfolded or misfolded proteins in the ER, the conditions
playing a role in the pathogenesis of type 2 diabetes [43–45].

The rs7838717-T and rs3757971-C alleles were also correlated with a decreased expres-
sion of DGAT1, which encodes the enzyme diacylglycerol O-acyltransferase 1, catalyzing
the synthesis of triacylglycerol from diacylglycerol (DAG) and acyl-CoA as substrates [46].
Interestingly, DAG is known to be a lipid signal molecule playing a physiological role in
β-cells; in particular, in the regulation of insulin secretion [47] and also participating in the
induction of apoptosis [48].

The SHARPIN gene was also of interest, whose decreased expression was associated
with the carriage of allele rs7838717-T. This gene is a component of the LUBAC complex,
which conjugates linear polyubiquitin chains in a head-to-tail manner to substrates and
plays a key role in NF–kappa B activation and regulation of inflammation [49–51]. The NF–
kappa B (NF–κB) pathway is known to play a crucial role in the pathogenesis of T2D and
its complications. This transcription factor is activated by a number of pro-inflammatory
cytokines to regulate β-cell survival and death in T2D [52]. The LUBAC complex regulates
canonical Wnt signaling [53], a pathway linked to insulin resistance, inflammatory response
regulation, and dysfunction of pancreatic β-cells and endothelial cells [54].

The expression of the MAF1 gene in blood was correlated with the T2D-associated
alleles of HSF1. It is known that MAF1 is a global repressor of RNA polymerase III
transcription that regulates the expression of highly abundant noncoding RNAs in response
to nutrient availability and cellular stress [55]. Bonhoure N. et al. showed that the knockout
of Maf1 in mice conferred resistance to diet-induced obesity and nonalcoholic fatty liver
disease by reducing food intake and increasing metabolic inefficiency [55]. These findings
suggest that the increased levels of the MAF1 gene may be linked to the changes in lipid
metabolism occurring in diabetes mellitus and obesity.

Finally, it was a very interesting finding that the rs3757971-C and rs7838717-T alleles
of HSF1 were also correlated with decreased expression of molecular chaperones such
as HSP90B1, HSPA5, and FKBP4—members of the Hsp70 and Hsp90 families and the
primary targets for heat shock factor 1 [56]. This finding may suggest that the carriage of
T2D-associated alleles of HSF1 may lead to the decreased expression of these chaperones
responsible for efficient folding of proteins, including proinsulin in the pancreas. However,
experimental studies are required to reproduce these molecular consequences of HSF1
deficiency and to draw definitive conclusions about the causal relationship between the
HSF1 gene, molecular chaperones HSP90B1, HSPA5, and FKBP4, and impaired proinsulin
folding in type 2 diabetes.

There are some limitations in the study that should be addressed. We examined a
limited number of polymorphisms in the HSF1 gene, which do not cover all functionally
significant sequence variants that may influence expression or activity of this gene. There-
fore, further studies with a larger number of SNPs are required to assess the comprehensive
contribution of the gene to the risk of T2D. The limited number of male subjects in the
sub-group analysis did not allow us to reproduce SNP–disease associations in males. Be-
cause the observed associations were relatively weak, more research is needed to assess the
relationship between HSF1 gene polymorphisms and susceptibility to type 2 diabetes in
other populations around the world.

In conclusion, the present pilot study found, for the first time, that genetic variations of
heat shock transcription factor 1 contribute to type 2 diabetes susceptibility in females with
body mass index ≥ 25 kg/m2. The observed associations of polymorphisms rs7838717 and
rs3757971 with T2D risk have been successfully replicated in three independent European
populations from the UK Biobank, DIAMANTE, and DIAGRAM consortiums. Moreover,
two haplotypes such as rs7838717T-rs4279640T-rs3757971C and rs7838717T-rs4279640T-
rs3757971T of HSF1 showed significant associations with T2D risk in overweight or obese
females, whereas the rs7838717C-rs4279640T-rs3757971T haplotype was associated with
disease risk in males with a BMI ≥ 25 kg/m2. A comprehensive bioinformatics analysis
showed that the T2D-associated polymorphisms of the HSF1 genes are linked with the
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changes in expression of genes involved in the unfolded protein response, a hallmark
of the pathogenesis of type 2 diabetes mellitus. The present study provided additional
evidence for the role of heat shock transcription factor 1 in the pathogenesis of type 2
diabetes mellitus, and its impact on the disease’s development can be attributed to the
impaired folding of proteins, including proinsulin, ultimately leading to the activation
of the unfolded protein response. Our study shows that chaperone gene polymorphisms
appear to contribute to the development of T2D through disturbances in protein folding
and activation of the unfolded protein response, a condition responsible for β-cell loss due
to apoptosis [16]. This suggests that heat shock factor 1 could be a promising target for
the treatment of type 2 diabetes by improving protein folding and decreasing ER overload
from unfolded and misfolded proteins. Further research is warranted to substantiate the
molecular mechanisms by which HSF1 gene polymorphisms are linked to the pathogenesis
of type 2 diabetes.
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Abstract: We investigated the role of vitamin D in the risk of tuberculosis (TB) among patients with
end-stage kidney disease (ESKD). The retrospective cohort was conducted with data of 20,985 patients
with kidney disease and 20,985 controls without kidney disease (1:1 matching on age of cohort entry
and sex) in the duration of 1997–2010 from the Taiwan National Health insurance database. Then, by
a case–cohort study, among 20,985 kidney disease, 3194 ESKD patients were identified with matched
3194 non-ESKD patients. Multivariate analyses revealed a significant association between kidney
disease and tuberculosis (adjusted incidence rate ratio (IRR) 1.57 (1.33–1.86)), and the risk increased
after 3 years of follow-up the (adjusted IRR 3.79 (2.55–5.62)), but after more years of follow-up no
significance was observed. We also found that ESKD increases the risk of tuberculosis (adjusted
IRR 3.67 (2.27–5.93)). However, vitamin D usage was not related with the tuberculosis risk in ESKD
patients (p > 0.1783). Our study showed increased risk of tuberculosis in kidney disease and ESKD
patients, and vitamin D was not beneficial in ESKD.
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1. Introduction

End-stage kidney disease (ESKD) inflicts significant health and economic burdens on
both individuals and the public population [1]. Chronic kidney disease (CKD) is a structural
and functional progressive kidney damage lasting for more than 3 months. When kidney
disease reaches the end stage, that is, stage 4 and 5, high levels of fluid, electrolytes and
wastes products can build up in the body; this might cause severe decline of GFR over the
periods of months or years [2]. The symptoms of worsening kidney function might include
leg swelling, vomiting and confusion and reduced appetite; however, this disease can
complicate to hypertension, heart failure, bone disease and anemia. CKD has since been an
increasing endemic, with a worldwide prevalence of 8% to 16% [3]. Taiwan has the highest
prevalence of CKD, and the reported prevalence of ESKD is 6.9% in adult populations
in Taiwan [4]. The major causes of CKD in Taiwan are older age, diabetes, hypertension,
smoking, obesity, regular use of herbal medicine, chronic lead exposure and hepatitis C,
chronic glomerulonephritis and chronic interstitial nephritis [5]. There has since been a gap
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on the findings about the relationship between CKD and pulmonary TB. Not many studies
have reported on the high prevalence of TB among patients with CKD.

According to the World Health Organization (WHO), tuberculosis (TB) remains one of
the most leading infectious diseases in the world. The World Health Organization estimates
10.4 million new TB cases worldwide and 1.3 million related deaths in 2016. The relationship
between active tuberculosis (TB) and chronic kidney disease (CKD) was first reported in
a 1974 case reported on a dialysis patient. According to the National Institute for Health
and Care Excellence guidelines, the relative risk for developing active TB is 10% to 25% in
patients with CKD at any stage [6]. This relationship has since been an emerging global
syndemic. There is a hypothesis that CKD may increase the risk of developing TB and
related immunosuppression, especially in kidney transplants recipients. Due to this fact,
diagnosis may be challenging because of the nonspecific symptoms, which are the same as
extrapulmonary TB and peritoneal disease in patients receiving renal replacement therapy.
This circumstance may cause TB diagnosis in dialysis patients to be delayed because of the
extrapulmonary manifestations. Initially, it was believed that hemodialysis patients have a
higher incidence of latent tuberculosis than peritoneal dialysis. Studies have argued this
phenomenon is caused by the fact that hemodialysis patients have more frequent hospital
visits and longer hospital stays. A study in Pakistan reported that low vitamin D levels
were associated with a five-fold increased risk for progression to tuberculosis [7]. Given the
rising scientific evidence regarding vitamin D’s multisystem role, the association between
chronic kidney disease [8] with the loss of functional renal function to convert 25(OH)D to
1,25(OH)2D, calcitriol is reduced leading to a decline in plasma 1,25(OH)2D [9]. Vitamin D
status in CKD patients is most commonly assessed on the basis of the plasma concentration
of 25-hydroxyvitamin D or calcidiol. Vitamin D deficiency thresholds for population health
are defined as 25(OH)D serum levels < 25 or 30 nmol/L [10,11] The effects were shown to
depend on the stage of the disease.

Observational studies in patients treated with hemodialysis showed that the use of
active vitamin D sterols was associated with lower risk of all-cause mortality, regardless
of parathyroid hormone levels [12]. Vitamin D supplementation in CKD is to prevent
and treat the complications associated with secondary hyperparathyroidism in ESKD [13].
However, in the Japan Dialysis Active Vitamin D (J-DAVID) trial, treatment with alfacal-
cidol did not reduce the risk of composite cardiovascular events or the risk of all-cause
mortality in hemodialysis patients without secondary hyperparathyroidism [14]. Some
studies have conducted research on the effectiveness of vitamin D supplementation on
plasma parathormone (PTH) concentrations, and it has been discovered to reduce the
PTH concentrations. Some studies have argued that this effect depends on the patient’s
characteristics [15], the dose–response of vitamin D supplementation and the response
in PTH. The optimal concentration ranges of PTH and 25(OH)D for the management
and prevention of CKD–MBD are not well established for each stage of CKD [16]. Some
studies suggest that vitamin D supplementation, especially calcidiol, is not effective in
CKD patients with hyperthyroidism due to the interacting of the medication cinacalcet,
which reduces the parathyroid hormone (PTH) [16,17]. Studies have shown that there was
a negative correlation between 25(OH)D and PTH levels [18].

Patients with ESKD are increasing, and they need dialysis; this is a major health
problem because even TB is a commonly associated infectious disease. Many studies
have argued that hemodialysis patients visit the hemodialysis room frequently, so they
are more likely to acquire a Mycobacterium tuberculosis infection than peritoneal dialysis
patients through airborne transmission in the HD rooms [19]. It is believed that vitamin D
insufficiency arises at an early stage of the disease and tends to worsen with the progressive
loss of renal function [20].

In this study, the main objective is to see through this research gap by conducting a
cohort study using data from the National Health Insurance database in Taiwan to assess
the relationship between patients with CKD and TB and more knowledge on the outcomes
in patients taking vitamin D in ESKD renal patients.
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2. Materials and Methods
2.1. Source of Data and Study Population

We conducted a nationwide, population-based retrospective cohort study to clarify
the role of renal disease in the risk of tuberculosis, taking advantage of a well-established
and large-size data set available from the Taiwan National Health Insurance Research
Database (NHIRD). The Longitudinal Health Insurance Database 2010 (LHID2010) con-
stitutes registration and claims data collected by the NHIRD program for a nationally
representative group of 1 million individuals. The NHIRD contains all claims-related data,
including patient personal information (e.g., age and gender), clinical diagnoses, prescribed
medicines and health-care use. Disease diagnosis is assigned according to the Interna-
tional Classification of Diseases, 9th Revisions, and the Clinical Modification (ICD-9-CM)
diagnostic codes. To protect patient confidentiality, all their identification numbers and
medical institutions were encrypted before the release of the data for research purposes.
Because no patient could be identified, informed consent was waived. The study protocol
was reviewed and approved by the Institutional Review Committee of Kaohsiung Medical
University Hospital (KMUHIRB-EXEMPT (I)-20190011), Taiwan.

The flowchart illustrating the selection process of participants is shown in Figure 1.
From 1,000,023 people (LHID 2010), we excluded 445,173 people, due to birth after 1 January
1977 (age < 20) (n = 444,812), tuberculosis diagnosed before 1 January 1997 (n = 8), kidney
disease diagnosed before 1 January 1997 (n = 348) and vitamin D used before 1 January 1997
(n = 5), respectively. A total of 554,850 people are enrolled with kidney disease (n = 35,617)
and the compared group (n = 519,233). From the kidney disease patients, we excluded those
with prior diagnosis of tuberculosis (n = 520), kidney disease and incidence of tuberculosis
with follow-up of less than 1 month (n = 33), kidney disease patients with follow-up of
less than 1 month (n = 221), kidney disease patients with clinic visits < 2 (n = 13,584),
tuberculosis patients with drug use less than 60 days (n = 105) and vitamin D drug use
before kidney disease (n = 169), respectively. From the compared group, incidence of
tuberculosis with follow-up of less than 1 month (n = 28), tuberculosis patients with drug
use of less than 60 days (n = 1059) and vitamin D drug use (n = 1724) were excluded. The
final kidney disease patients (n = 20,985) were matched with the compared group (matched
1:1 on age of cohort entry and sex). Presence of kidney disease and tuberculosis were
defined on the basis of the fulfillment of the following criteria: tuberculosis—3 or more
clinic visits. The index date was the date of the first diagnosis of kidney disease. The
main study outcome was TB diagnosed. We considered incident TB from the first kidney
disease diagnosis to the date of TB diagnosis or the end of the study. The follow-up period
began on 1 January 1997 and ended on the date of the first TB events, the end of the study
(31 December 2010) or the end of the follow-up, whichever occurred first.

2.2. Ascertainment of Kidney Diseases and Tuberculosis

In total, 20,985 patients with kidney disease and 20,985 without kidney disease
(matched 1:1 on age of cohort entry and sex) were included in this study. The outcome
of interest was the documentation of tuberculosis by a physician. Assessment of renal
disease (by ICD-9-CM code 403.01, 403.11, 403.91, 404.02, 404.03, 404.12, 404.13, 404.92,
404.93, 582.x, 583.0–583.7, 585.x, 586.x, 588.0, V42.0, V45.1, V56.x) was carried out during
an outpatient or inpatient visit. Assessment of TB was conducted with ICD-9-CM codes
of TB (010-018) plus the prescription of more than two anti-tuberculosis medications (i.e.,
isoniazid, rifampin, pyrazinamide, ethambutol, rifater, rifinah, streptomycin, cycloserine,
prothionamide, amikacin, kanamycin, ciprofloxacin, moxifloxacin and levofloxacin) for
more than 60 days. Subjects with kidney disease were followed from the index date to the
date of first diagnosis of kidney disease. The ESKD patients were divided into hemodial-
ysis (HD) and peritoneal dialysis (PD) cohorts according to the dialysis modalities with
different operation codes (HD, 3995; PD, 5498), and the administration code was used to
define renal dialysis (D8, hemodialysis and D9, peritoneal dialysis). The primary case
definition of renal transplant recipients was having a physician-recorded primary diag-
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nosis of a kidney replaced by transplant (ICD-9-CM V420) or having complications of the
transplanted kidney (996.81) at either an outpatient or inpatient visit in NHIRD data sets.
The ESKD patients receiving a prescription of vitamin D included alfacalcidol and calcitriol
(Anatomical Therapeutic Chemical [ATC] code A1CC03 and A11CC04).
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Figure 1. Flow chart for the selection of study patients.

2.3. Comorbidities

In addition to the demographic risk factors of age, sex and region, we evaluated other
potentially confounding factors for alcohol abuse, lipid disorders, obesity, hypertension,
myocardial infarction, congestive heart failure, peripheral vascular disease, cerebrovas-
cular disease, chronic pulmonary disease, rheumatologic disease, liver disease, diabetes
mellitus and any malignancy. These comorbidities were diagnosed according to ICD-9-CM
codes [21].

2.4. Statistical Analysis

A propensity analysis was performed to obtain a match of the propensity score for
each patient with the covariates, such as age of cohort entry and sex. Continuous and
categorical variables were analyzed using a t-test or Wilcoxon rank sum test and a chi-
squared test, respectively, and the values obtained for the renal disease group and matched
non-renal disease group were compared. The Kaplan–Meier method was used to estimate
the survival curves for each group and the log-rank test was used to test for homogeneity
among the survival curves. The incident rate ratio (IRR) was calculated using the PROC
GENMOD generalized linear model to perform Poisson regression analysis, which is a
log-linear model. Potential risk factors, such as comorbidities, were incorporated into the
model. Significant results were those with p ≤ 0.05. All statistical analyses were performed
using SAS statistical software (version 9.4, SAS Institute, Cary, NC, USA).

3. Results

Table 1 presents the demographic characteristics of the study population. This
retrospective cohort study included 20,985 patients with chronic kidney disease and
20,985 with non-chronic kidney controls. In the 20,985 patients with renal disease, 2780
(13.2%) patients were undergoing hemodialysis only, and 291 (1.4%) were undergoing
both hemodialysis and peritoneal dialysis. In patients with kidney disease, 290 developed
tuberculosis (incidence rate 2.05, 95% confidence interval (CI) 2.04–2.06 per 1000-person
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years), and 334 of the patients without kidney disease had TB (incidence rate 1.14 95%
CI 1.14–1.15 per 1000-person years). In the study, sex and age were distributed equally
between the CKD and non-CKD and were matched in the participant’s characteristics.
Most of the participants lived in the northern region. A higher proportion of participants
with CKD than without CKD were diagnosed with hypertension (72.8% vs. 47.6%). Those
with lipid disorder were more prevalent in the group with CKD than in the group with
non-CKD (10,780, 51.4%).

Table 1. Characteristics of patients with kidney disease and the comparison group.

Kidney Disease Compared Group p Value

N 20,985 20,985
Dialysis, n (%)

Hemodialysis alone 2780 (13.2) - -
Peritoneal dialysis alone 80 (0.4) - -

Hemodialysis and peritoneal dialysis 291 (1.4) - -
Kidney transplant recipients 192 (0.9) - -

Tuberculosis *, n (%) 290 (1.4) 334 (1.6) 0.0760
Follow-up duration median (IQR), years 3.7 (1.7–6.6) 8.0 (4.9–11.2) <0.0001

Follow-up duration groups, n (%)
≤3 years 120 (41.4) 34 (10.2)

>3 to 6 years 86 (29.7) 79 (23.7)
>6 to 9 years 53 (18.3) 70 (21.0)

>9 years 31 (10.7) 151 (45.2) <0.0001
Age of cohort entry mean (SD), years 51.8 (14.2) 51.8 (14.2) 0.9501

Age group, n (%)
20 to 30 1578 (7.5) 1578 (7.5)

>30 to 40 3177 (15.1) 3177 (15.1)
>40 to 50 4751 (22.6) 4751 (22.6)
>50 to 60 4525 (21.6) 4525 (21.6)
>60 to 70 4901 (23.4) 4901 (23.4)

>70 2053 (9.8) 2053 (9.8) 1.0000
Sex, n (%)

Males 11,242 (53.6) 11,242 (53.6)
Females 9743 (46.4) 9743 (46.4) 1.0000

Residential region, n (%)
Northern 9597 (45.7) 9748 (46.5)
Central 4678 (22.3) 4899 (23.3)

Southern 6038 (28.8) 5594 (26.7)
Eastern and other region 672 (3.2) 744 (3.5) <0.0001

Comorbidities, n (%)
Alcohol abuse 404 (1.9) 214 (1.0) <0.0001

Lipid disorders 10,780 (51.4) 5993 (28.6) <0.0001
Obesity 306 (1.5) 149 (0.7) <0.0001

Hypertension 15,274 (72.8) 9986 (47.6) <0.0001
Myocardial infarction 380 (1.8) 176 (0.8) <0.0001

Congestive heart failure 2709 (12.9) 1009 (4.8) <0.0001
Peripheral vascular disease 1418 (6.8) 712 (3.4) <0.0001

Cerebrovascular disease 3552 (16.9) 2253 (10.7) <0.0001
Chronic pulmonary disease 5330 (25.4) 3859 (18.4) <0.0001

Rheumatologic disease 1011 (4.8) 501 (2.4) <0.0001
Liver disease 5083 (24.2) 2726 (13.0) <0.0001

Diabetes mellitus 5286 (25.2) 2768 (13.2) <0.0001
Any malignancy 1720 (8.2) 1061 (5.1) <0.0001

Vitamin D drugs (ATC code), n(%)
A11CC03 (alfacalcidol) 297 (1.4) - -

A11CC04 (calcitriol) 1138 (5.4) - -
A11CC03 or A11CC04 1306 (6.2) - -

IQR: interquartile range; SD: standard deviation; ATC: Anatomical Therapeutic Chemical Classification. Comor-
bidities were defined as more than two outpatient claims. Data of continuous and categorical variables were
analyzed using the t-test or Wilcoxon rank sum test and chi-squared test to compare the data of kidney disease
and the comparison group. * Active TB: ICD-9-CM codes of TB (010-018) plus the prescription of more than two
anti-tuberculosis medications (i.e., isoniazid, rifampin, pyrazinamide, ethambutol, rifater, rifinah, streptomycin,
cycloserine, protionamide, amikacin, kanamycin, ciprofloxacin, moxifloxacin and levofloxacin) for more than
60 days.

Increased risk of development of tuberculosis was observed in our study (adjusted IRR
1.57 95% CI 1.33–1.86; Table 2). After 3 years follow-up, the risk of tuberculosis in chronic
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kidney disease was higher (adjusted IRR 3.79 (2.55–5.62)). However, after more years of
follow-up, no significance was observed (adjusted IRR 1.33 95% CI 0.96–1.84; p = 0.0824).
The Kaplan–Meier curves for the incidence of tuberculosis in individuals with and without
kidney disease differed significantly (log-rank test p < 0.0001) (Figure 2a).

Table 2. Association of kidney disease with the risk of incident tuberculosis.

Tuberculosis/
Total Subjects, %

Person–
Years

Events Per 1000
Person–Years

(95% CI)

IRR
(95% CI) p Value Adjusted

IRR (95% CI) p Value

Compared group 334/20,985, 1.59 291,773.08 1.14 (1.14–1.15) 1.00 1.00
Kidney disease 290/20,985, 1.38 141,549.53 2.05 (2.04–2.06) 1.79 (1.53–2.09) <0.0001 1.57 (1.33–1.86) <0.0001

Follow-up duration *
≤3 years

Compared group 34/20,985, 0.16 62,920.18 0.54 (0.54–0.54) 1.00 1.00
Kidney disease 120/20,985, 0.57 56,041.95 2.14 (2.12–2.16) 3.96 (2.71–5.80) <0.0001 3.79 (2.55–5.62) <0.0001

>3 to 6 years
Compared group 79/20,951, 0.38 125,588.8 0.63 (0.63–0.63) 1.00 1.00
Kidney disease 86/16,303, 0.53 91,174.27 0.94 (0.94–0.95) 1.50 (1.10–2.04) 0.0093 1.33 (0.96–1.84) 0.0824

Incidence rate ratio (IRR) was calculated by using generalized linear model (PROC GENMOD) to perform Poisson
regression analysis (a log-linear model). Adjusted IRRs were calculated after adjustment for residential region
and comorbidities of alcohol abuse, lipid disorders, obesity, hypertension, myocardial infarction, congestive
heart failure, peripheral vascular disease, cerebrovascular disease, chronic pulmonary disease, rheumatologic
disease, liver disease, diabetes mellitus and any malignancy by using a cox proportional-hazards regression
model. * For follow-up period analysis, kidney disease and risk of incident tuberculosis at the more than 3 to
6 years as excluded subjects of less than 3 years were calculated.
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Figure 2. Cumulative incidence rates of tuberculosis: (a) with and without kidney disease; (b) with
and without end-stage kidney disease (ESKD) in kidney disease patients.

Table 3 presents the demographic characteristics of the ESKD population. This ret-
rospective cohort study included 3194 patients with ESKD and 3194 non-ESKD. In the
3194 patients with ESKD, 2657 (83.2%) patients were undergoing hemodialysis only, 74
(2.3%) peritoneal dialysis, 271 (8.5%) both hemodialysis and peritoneal dialysis as well as
192 kidney transplant recipients (6.0%), respectively. In patients with ESKD, 98 developed
tuberculosis (incidence rate 4.08, 95% confidence interval (CI) 4.03–4.13 per 1000-person
years) and 25 of the patients without kidney disease had TB (incidence rate 1.17, 95% CI
1.16–1.19 per 1000-person years). We also found that ESKD increases the risk of tubercu-
losis (adjusted IRR 3.67 95% CI 2.27–5.93). The Kaplan–Meier curves for the incidence of
tuberculosis in individuals with and without ESKD differed significantly (log-rank test
p < 0.0001; Figure 2b).
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Table 3. Characteristics of end-stage kidney disease patients and kidney disease patients.

ESKD NonESKD p Value

N 3194 3194
Dialysis, n (%)

Hemodialysis alone 2657 (83.2) - -
Peritoneal dialysis alone 74 (2.3) - -

Hemodialysis and peritoneal dialysis 271 (8.5) - -
Kidney transplant recipients 192 (6.0) - -

Tuberculosis, n (%) 98 (3.1) 25 (0.8) <0.0001
Follow-up duration median (IQR), years 3.9 (1.7–7.4) 3.3 (2.4–5.3) 0.6085

Follow-up duration groups, n (%)
≤3 years 36 (36.7) 11 (44.0)

>3 to 6 years 26 (26.5) 8 (32.0)
>6 to 9 years 24 (24.5) 3 (12.0)

>9 years 12 (12.2) 3 (12.0) 0.5919
Age of cohort entry mean (SD), years 50.3 (13.1) 50.4 (13.3) 0.8923

Age group, n (%)
20 to 30 199 (6.2) 199 (6.2)

>30 to 40 519 (16.2) 519 (16.2)
>40 to 50 908 (28.4) 908 (28.4)
>50 to 60 726 (22.7) 726 (22.7)
>60 to 70 629 (19.7) 629 (19.7)

>70 213 (6.7) 213 (6.7) 1.0000
Sex, n (%)

Males 1575 (49.3) 1575 (49.3)
Females 1619 (50.7) 1619 (50.7) 1.0000

Residential region, n (%)
Northern 1372 (43.0) 1476(46.2)
Central 737 (23.1) 752(23.5)

Southern 981 (30.7) 893(28)
Eastern and other 104 (3.3) 73(2.3) 0.0037

Comorbidities, n (%)
Alcohol abuse 39 (1.2) 64 (2.0) 0.0130

Lipid disorders 1648 (51.6) 1650 (51.7) 0.9601
Obesity 23 (0.7) 53 (1.7) 0.0005

Hypertension 2851 (89.3) 2172 (68.0) <0.0001
Myocardial infarction 77 (2.4) 49 (1.5) 0.0118

Congestive heart failure 642 (20.1) 341 (10.7) <0.0001
Peripheral vascular disease 282 (8.8) 174 (5.4) <0.0001

Cerebrovascular disease 586 (18.3) 481 (15.1) 0.0004
Chronic pulmonary disease 683 (21.4) 751 (23.5) 0.0414

Rheumatologic disease 111 (3.5) 169 (5.3) 0.0004
Liver disease 668 (20.9) 780 (24.4) 0.0008

Diabetes mellitus 1048 (32.8) 725 (22.7) <0.0001
Any malignancy 314 (9.8) 247 (7.7) 0.0031

Vitamin D drugs (ATC code), n(%)
A11CC03 (alfacalcidol) 240 (7.5) 8 (0.3) <0.0001

Patient visits median (IQR), frequency 6.5 (3.0–16.0) 4.0 (1.5–6.0) 0.0587
Total dose median (IQR) 51.9 (17.3–171.6) 29.0 (21.0–96.3) 0.3592

A11CC04 (calcitriol) 996 (31.2) 19 (0.6) <0.0001
Patient visits median (IQR), n 9.0 (4.0–22.0) 6.0 (2.0–16.0) 0.1516

Total dose median (IQR) 54.1 (17.6–137.0) 38.5 (14.0–117.5) 0.5898
A11CC03 or A11CC04 1113 (34.8) 27 (0.8) <0.0001

Patient visits median (IQR) 10.0 (4.0–23.0) 5.0 (2.0–11.0) 0.0061
Total dose median (IQR) 60.3 (18.8–152.1) 31.5 (14.0–117.5) 0.1975

ESKD: end-stage kidney disease; IQR: interquartile range; SD: standard deviation. Comorbidities were defined as
more than three outpatient claims. Data of continuous and categorical variables were analyzed using the t-test or
Wilcoxon rank sum test and chi-squared test to compare the data of ESKD and the non-ESKD patients.
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However, Vitamin D uses and dosages were not related with the reduced risk of
tuberculosis in ESKD patients (Table 3). Vitamin D supplementation has no significance in
ESKD (adjusted IRR 0.77, 95% CI 0.49–1.19; p = 0.2351). Moreover, we also observed that
there was no dosage effect on ESKD patients (adjusted IRR > 0.56; p > 0.1783). Figure 3
shows the overall cumulative incidence of TB at the end of the follow-up period in ESKD
patients with and without vitamin D use. The results show no significant differences in the
cumulative incidence rate of tuberculosis between vitamin D use and non-use in the ESKD
group log-rank test, p = 0.0613.
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4. Discussion

This is a large cohort study conducted in 41,970 matched populations in Taiwan. The
overall findings suggested that people with chronic kidney disease have a three-fold in-
creased risk of developing tuberculosis compared with people without chronic kidney
diseases. The important finding is that tuberculosis occurs early in chronic kidney disease
patients, when at less than 3 years follow-up, the incident rate ratio of the patient with
tuberculosis has already increased to (adjusted IRR 3.79 95% CI 2.55–5.62; the incident ratio
of patients with tuberculosis gradually decreases in the longer follow-up year. Moreover,
an increased risk of development of tuberculosis was observed in ESKD patients. Our
results revealed that vitamin D uses and dosages were not related to the reduced risk of
tuberculosis in ESKD patients, which is coincided withthe Lin et al. study [22]. The rela-
tionship between vitamin D level and TB seems to be controversial in ESKD at this current
period, as some studies have stated that vitamin D has anti-mycobacterial activities [23].
Therefore, we need more molecular studies to evaluate the roles of vitamin D in the risk
of TB.

In a study performed in Taiwan, the incidence rate of TB was similar in CKD stage
1 and stage 2 [24]. However, our findings may suggest that, indeed, the alteration in
immunity during CKD may increase the risk of tuberculosis. A study also found that TB
was significantly higher among those with CKD than among those without CKD [25]. This
usually occurs in advance CKD patients because of the immunodeficiency status resulting
from impaired T cells, B cell, neutrophils, monocytes and natural killer. The study results
suggest that with the increasing severity of CKD, there is also a progressive increase in the
risk of tuberculosis. There are many risk factors of tuberculosis that are also comorbidities
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of CKD that may also have increased TB infection in this cohort; these comorbidities may
include diabetes and hypertension, which was found to be more prevalent in the CKD
group than the non-CKD group. The association between diabetes mellitus and tuberculosis
is mostly observed in countries where there is a high incidence of TB and the incidence of
diabetes mellitus is also increasing.

However, there are still no studies to elucidate on the real mechanism of the effect of
diabetes mellitus as a risk factor for TB. Some studies have suggested impaired cellular
immunity, impairment of alveolar macrophages in the lungs, low levels of interferon
gamma, pulmonary microangiopathy and micronutrient deficiency [26].

The number of participants on hemodialysis was high in the ESKD, which might
increase the incidence of TB; previous studies have suggested that patients with chronic
kidney disease and on dialysis are at risk of active tuberculosis (Table 2). A study per-
formed in India suggested that TB in dialysis is associated with a poor prognosis and high
mortality due to the delay in diagnosis and adverse effects of anti-TB drugs [27,28]. A study
conducted in Northern Taiwan on patients with long-term dialysis had a hazard ratio of
2.041 [24]. Some also suggest that even after kidney transplantation, risk of tuberculosis is
increased. Other cohort studies have found the IRR of TB to be 3.4 to 25.3 in dialysis patients
compared to the general population. [29]. This is a very high risk on this patient, and they
should be monitored closely for early diagnosis of tuberculosis. A study performed in
Southern England found a higher incidence of TB in hemodialysis patients compared with
patients on peritoneal dialysis. However, there were other studies that found the risk is not
different from those with peritoneal dialysis [30].

This study also shows that vitamin D drug use in patients is not effective in reducing
the incidence of tuberculosis in ESKD (Table 4).

Table 4. Vitamin D use did not reduce the incidence of tuberculosis risk in patients with end-stage
kidney disease.

Tuberculosis
/Total Subjects, % Person–Years

Events Per 1000
Person–Years

(95% CI)

IRR
(95% CI) p Value Adjusted

IRR (95% CI) p Value

ESKD
None 25/3194, 0.78 21,330.40 1.17 (1.16–1.19) 1.00 1.00
Yes 98/3194, 3.07 24,041.22 4.08 (4.03–4.13) 3.48 (2.24–5.40) <0.0001 3.67 (2.27–5.93) <0.0001

ESKD with vitamin D use
Nonuse 66/2081, 3.17 14,006.34 4.71 (4.63–4.79) 1.00 1.00

Use 32/1113, 2.88 10,034.88 3.19 (3.13–3.25) 0.68 (0.44–1.03) 0.0699 0.77 (0.49–1.19) 0.2351
Vitamin D use

Nonuse 66/2081, 3.17 14,006.34 4.71 (4.63–4.79) 1.00
0–6750 6/279, 2.15 2334.04 2.57 (2.47–2.68) 0.55 (0.24–1.26) 0.1553 0.56 (0.24–1.30) 0.1783

6751–21,690 8/275, 2.91 2304.91 3.47 (3.33–3.62) 0.74 (0.35–1.53) 0.4141 0.83 (0.39–1.74) 0.6183
21,691–54,810 8/281, 2.85 2663.54 3.00 (2.89–3.12) 0.64 (0.31–1.33) 0.2290 0.75 (0.36–1.58) 0.4520

>54,810 10/278, 3.60 2732.38 3.66 (3.53–3.80) 0.78 (0.40–1.51) 0.4564 0.95 (0.48–1.89) 0.8795

ESKD: end-stage kidney disease. Incidence rate ratio (IRR) was calculated by using generalized linear model (PROC
GENMOD) to perform Poisson regression analysis (a log-linear model). Adjusted IRRs were calculated after adjusted
covariates of residential region and comorbidities of alcohol abuse, lipid disorders, obesity, hypertension, myocardial
infarction, congestive heart failure, peripheral vascular disease, cerebrovascular disease, chronic pulmonary disease,
rheumatologic disease, liver disease, diabetes mellitus and any malignancy by using a generalized linear model. We
classified the average vitamin D dose by using two approaches: stratifying the vitamin D exposure into yes or no and
categorizing the per day milligram (mg) according to a quartile method. Daily exposure vitamin D of alfacalcidol and
calcitriol dose: the accumulate vitamin D dose divided by the total follow-up days (by the first use vitamin D date until
the index date of tuberculosis or to study end). The vitamin D dose–response (daily exposure dose) was analyzed after
adjusted covariates using a by using generalized linear model.

Host genetic susceptibility has been suggested as one of the most important expla-
nations for inter-individual differences in tuberculosis (TB) risk. The vitamin D receptor
gene is located at chromosome 12 (12q13.11) [31]. Vitamin D can be obtained from nutri-
tion, and it can also be synthesized by the human body during sunlight exposure. This
form of vitamin D is biologically inactive, and then it is delivered into the liver, where
it undergoes hydroxylation to become 25-hydroxy vitamin D. From the liver, it is taken
to the kidneys, where it undergoes another hydroxylation to become 1α-25-dihydroxy
vitamin D. This active form of vitamin D affects the immune function and regulates the
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activity of the defense immune system. During a tuberculosis infection, vitamin D binds to
the vitamin D receptor gene in macrophages, and this binding activates synthesis of the
antimicrobial peptide cathelicidin, which restricts M. tuberculosis intracellular growth in
macrophages [32]. Vitamin D deficiency, which is commonly observed in ESKD [33], im-
pairs monocyte function, reducing the production of cathelicidin, a peptide that is capable
of destroying mycobacteria; hence, patients with CKD are given vitamin D supplemen-
tation to prevent the deficiency.. The main issue about the long-term use of vitamin D
derivatives in patients with impaired renal function is the risk of inducing or accelerating
the progression of renal failure [34]. Due to dietary restrictions in patients with ESKD on
dialysis, and the presence of comorbidities that may result in longer hospitalization and
less exposure to natural sunlight, CKD patients usually require vitamin D supplementation,
especially cholecalciferol- and calcifediol-based supplements [33]. There is also a significant
role in patients with lipid disorder, who seemed to also have a protective benefit from
acquiring tuberculosis. The mechanism of these two is still unknown; however, some
studies have suggested that host lipids act as a major source of carbon and energy for
mycobacterium tuberculosis (M. tb), creating a favorable environment for it. They are
important for the slow metabolizing population of the bacilli in the host [35]. Therefore, in
our study, the findings suggest that the alteration in the lipids was beneficial for protection
against M. TB survival in the host; however, the mechanism for this remains elusive and
needs further investigations, since lipid disorders are supposed to make mycobacterium
tuberculosis strive more in the host.

The strength of this study was that it was performed using data from a large population-
based database in Taiwan. Therefore, the findings are likely applicable to the general
population. However, electronic health databases with coding errors could be a problem of
NHIRD. Health-care providers might resort to upcoding the diagnoses to more severe ones.
Misclassification bias may thus become an issue if those diagnosis codes have not been
properly validated. Although large data sets could potentially overcome this problem, the
real impact of the incorrect coding awaits further elucidation [36].

A limitation of our study is that database-driven studies have greater potential for
bias in observational studies. If we had combined multiple databases, the researcher would
have been able to access more variables than those available in the NHIRD, such as physical
examination results, laboratory data, stage of cancer, level of disability, quality of life, body
mass index, smoking, marital status, education and household income, which were not
included in our study [36]. Other important information was also unable to be obtained,
such as hours of sun exposure and use of sunscreen. Analysis from NHANES III (the
Third National Health and Nutrition Examination Survey) reported an inverse association
between BMI and 25(OH)D levels in persons with CKD [37]. In this study, laboratory data
from our participants were not retrieved from the database, which may be of importance to
validate the immunological status of our study participants. This study did not include
biochemical indices of bone metabolism and markers of bone and mineral disorders in
patients who were given vitamin D therapeutic intervention, which can affect the PTH [38].
However, in the case of the suboptimal vitamin D levels and vitamin D deficiency in ESKD,
vitamin D supplementation will be essential for those patients.

5. Conclusions

The study findings were that patients have an increased risk of early development of
tuberculosis in chronic kidney diseases. Importantly, the risk was more increased in end-
stage kidney diseases (ESKD), and vitamin D supplementation use might not be helpful to
reduce the incidence of tuberculosis in this group. This leaves a gap in the health system in
the treatment guidelines of chronic kidney disease, and these patients should be screened
routinely and carefully for early detection of TB infection. This study provides the current
actual knowledge and addresses the questions regarding vitamin D supplementation in
ESKD, and its clinical benefit remains elusive in the scientific community.
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Abstract: Fibrosis is a hallmark of progressive kidney diseases. The overexpression of profibrotic
cytokine, namely transforming growth factor β (TGF-β) due to excessive inflammation and tis-
sue damage, induces kidney fibrosis. The inhibition of TGF-β signaling is markedly limited in
experimental disease models. Targeting TGF-β signaling, therefore, offers a prospective strategy
for the management of kidney fibrosis. Presently, the marketed drugs have numerous side effects,
but plant-derived compounds are relatively safer and more cost-effective. In this study, TGFβR-1
was targeted to identify the lead compounds among flavonoids using various computational ap-
proaches, such as ADME/T (absorption, distribution, metabolism, and excretion/toxicity) analysis,
molecular docking, and molecular dynamics simulation. ADME/T screening identified a total of
31 flavonoids with drug-like properties of 31 compounds, a total of 5 compounds showed a higher
binding affinity to TGFβR-1, with Epicatechin, Fisetin, and Luteolin ranking at the top three (−13.58,
−13.17, and −10.50 kcal/mol, respectively), which are comparable to the control drug linagliptin
(−9.074 kcal/mol). The compounds also exhibited outstanding protein–ligand interactions. The
molecular dynamic simulations revealed a stable interaction of these compounds with the binding
site of TGFβR-1. These findings indicate that flavonoids, particularly Epicatechin, Fisetin, and Lute-
olin, may compete with the ligand-binding site of TGFβR-1, suggesting that these compounds can
be further evaluated for the development of potential therapeutics against kidney fibrosis. Further,
in-vitro and in-vivo studies are recommended to support the current findings.

Keywords: kidney fibrosis; chronic kidney disease; TGFβR-1; flavonoids; pharmacokinetics;
molecular docking; molecular dynamics simulations

1. Introduction

Chronic kidney disease (CKD) is a worldwide public health concern, with a grow-
ing incidence and frequency of patients requiring replacement therapy [1]. Fibrosis is a
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major factor in the advancement of practically all types of CKD [2]. Additionally, various
other factors, including diabetes, hypertension, infection, ureter obstruction, and genetic
alterations, are associated with CKD [3]. In kidney fibrosis, an abnormally large amount of
extracellular matrix (ECM) proteins is deposited within the kidney interstitium, glomerular
capillaries, and around arterioles in association with inflammatory cell infiltration, tubular
epithelial cell loss, and fibroblast accumulation, which can impair the normal physiological
functions of the kidney and lead to CKD [2]. Current pharmaceutical interventions for
diabetic and non-diabetic CKD patients include angiotensin-converting enzyme inhibitors
and angiotensin II receptor antagonists, which offer only modest renoprotection [4]. Thus,
there is an unmet need of exploring other potential pharmacological options to treat CKD
patients targeting kidney fibrosis.

Transforming growth factor (TGF) is a protein that affects several biological processes,
including cell proliferation, differentiation, and immune response. The TGF superfamily
consists of 33 members and three TGF isoforms (TGF-1, TGF-2, and TGF-3), with the
majority of members being dimeric, secreted polypeptides. TGF, among other things,
plays a significant role in renal fibrosis [5,6]. TGF-1 promotes epithelial-to-mesenchymal
transition (EMT), which is being more recognized as an important component of renal tissue
fibrogenesis [7]. TGFR-1 is also one of the most important receptors in the serine/threonine
protein kinase family [8]. TGFR-1 has been shown in studies to contribute to EMT by
activating the TGFR-1/Smad signaling pathway. TGFR-1 and its downstream signaling
components, such as smad2, smad3, collagen I, collagen IV, and α-SMA, are all increased
during EMT [9]. TGFR-1 activation increases profibrotic genes and mediates renal fibrosis,
whereas TGF-1 inhibition may minimize kidney injury and fibrosis [10]. As a result,
inhibiting the TGF-1/Smad pathway is thought to be a therapeutic strategy for treating
renal fibrosis [11]. Diverse therapeutic compounds have been used in kidney fibrosis, but
most of the marketed drugs have different side effects; however, plant-based therapeutics,
especially flavonoids, have a more reliable history of safer treatment.

From ancient times, plant-derived bioactive phytochemicals have been used as thera-
peutic agents to treat numerous pathological conditions, including inflammation, oxidative
stress, fungal contamination, viral disease, cancer, mutagenic toxicity, neurodegenera-
tive disorders, cardiovascular diseases, and kidney diseases [12–19]. Although alkaloids,
flavonoids, terpenoids, and lignans, the major classes of bioactive phytochemicals, are
one of the most promising and alternative options in new drug discovery as well as
development, flavonoid-based phytochemicals have shown different biological activity
towards disease conditions, including kidney disease [20–22] and liver disease [23,24].
Epigallocatechin-3-gallate is one of the major flavonoid phytochemicals that is closely
associated with the improvement of kidney fibrosis [20]. Additionally, Luteolin was shown
to be effective against nephropathy in streptozotocin (STZ)-induced diabetic rats [25]. Re-
cently, resveratrol showed the most significant effects against various kidney diseases along
with minimizing mortality risk [26,27]. In addition, (-)-Epicatechin possesses beneficial
properties in the rat kidney [28]. Ethyl acetate extract of Coreopsis tinctoria Nutt has enriched
potential flavonoids and possesses anti-fibrotic activity in STZ-induced diabetic rats via
targeting the TGFβ-1 [29,30]. Consequently, quercetin is a major flavonoid compound,
which directly suppresses the overexpression of TGFβ-1 and ameliorates the severity of
diabetic nephropathy in STZ-induced diabetic rats [31]. However, the functional role of
flavonoids targeting TGFβR-1 in kidney fibrosis has not yet been explored.

Considering the emerging need for a therapeutic option to treat kidney fibrosis, we
performed an In-Silico identification of potential natural flavonoids targeting TGFβR-1
(Figure 1). In this present In-Silico workflow, we selected 51 natural flavonoids from the
published literature, where phytochemicals have a potential role against kidney disease,
and subsequently, we chose the best 31 compounds based on their pharmacokinetic proper-
ties, including ADMET (absorption, distribution, metabolism, elimination, and toxicity).
Additionally, to find out the best ligands (i.e., phytochemicals), we conducted a molecular
docking study against the targeted protein TGFβR-1 (PDB ID: 6B8Y) and found the best
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five compounds based on their docking score. The top five compounds with protein re-
ceptor interactions were also analyzed via the BIOVIA Discovery Studio Visualizer, which
produced more positive results than the control. Finally, the Desmond (Schrödinger Release
2020-3) paid simulator package was applied to validate the “protein–ligand complex” files
and produced more acceptable results.
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Figure 1. Schematic overview of the strategies targeting TGFβR-1 (PDB ID: 6B8Y) signaling.
TGFβR-1 = Transforming growth factor beta receptor 1; MD simulation = Molecular dynamics simu-
lation; ADME = Absorption, distribution, metabolism, and excretion.

2. Materials and Methods
2.1. Receptor and Ligand Selection

For the docking study, phytochemicals with potential anti-kidney fibrosis effects
were considered. Heterobicyclic inhibitors of TGFβR-1 [32] and drugs, such as Losartan,
Sitagliptin, Vildagliptin, Saxagliptin, Linagliptin, and Alogliptin, were considered as the
standard references for the study.

2.2. Compound Screening and ADMET Prediction

In clinical trials, QikProp (Schrödinger Release 2020-3, Schrödinger, LLC, New York,
NY, USA, 2020) finds lead compounds that perform better in terms of ADMET. QikProp is a
powerful ADMET prediction tool for pharmaceutical companies. The number of attributes
that extend outside the 95 percent range of similar values for recognized medications is
indicated by the #stars (Supplementary Table S1). The researchers looked at 51 bioactive
ligand molecules linked to kidney fibrosis. The chemicals were all derived from a variety
of published sources.
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2.3. Protein Preparation

According to the RCSB Protein Data Bank (PDB) (https://www.rcsb.org/, accessed
on 24 July 2021) database information, TGFβR-1 has five existing inhibitors and the PDB
ID 6B8Y shows the highest resolution and highest reliability [33]. The crystal structure of
6B8Y was downloaded using the RCSB PDB and preprocessed using Protein Preparation
Wizard (Maestro Desmond version 12.5). The default parameters of assigned bond orders,
CCD database, addition of hydrogens, creation of zero-order bonds to metals, creation of
disulfide bonds, and filled missing side chains and loops were used by Prime (Maestro
Desmond version 12.5). Additionally, the missing cap termini was fixed, and waters
beyond 5 was deleted, as well as generating heat states of pH 7.0 +/− 2.0 were used by
Epik (Maestro Desmond version 12.5). The H-bond was assigned in PROPKA with pH
level 7.0 and the degradation was limited with the coverage heavy atom to RMSD 0.30 Å
by using the refine tab with force field of OPLS3e.

2.4. Ligand Preparation

The three-dimensional structure SDF file format of the phytochemicals and the stan-
dard drugs were downloaded from the open-source PubChem database (https://pubchem.
ncbi.nlm.nih.gov/, accessed on 24 July 2021). LigPrep (Schrödinger Release ver. 2020-3) was
used to prepare the ligand structures for this study. At the time of preparing the ligands, the
default ligprep parameters were used with a standard pH of 7.0 to (+/−) 2.0, a maximum
number of conformers per structure was 32, and RMSD value was 1.0 Å. Additionally, a
minimization was performed using the OPLS3e force field and the Epik ionizer.

2.5. Active Site (ASs) Identification and Receptor Grid Generation

After the protein preparation of 6B8Y was performed, the possible binding site of the
TGFβR-1 domain was developed using the Schrödinger Sitemap (Maestro version 12.5).
The SiteMap in Maestro is a method for locating putative binding sites on a protein for
small-molecule ligands. It plots and scores regions on the protein surface that are likely
to contain a ligand. The new SiteMap is a development of Maestro’s initial SiteMap
facility (formerly known as hppmap) [34,35]. Site mapping works similarly to Goodford’s
GRID algorithm [36], as it did in the original approach [37]. There are three processes
to calculating a SiteMap. However, to establish the active sites of 6B8Y protein, a grid is
first created by the Receptor Grid Generation tool with Van der Waals residue (scaling
factor of 1.0 Å and partial charge cutoff 0.25 Å), and the points are then organized into
groups based on several criteria. Second, the sites are mapped on a different grid to provide
files for map visualization. Finally, properties are accessed, and sites are documented in
a Maestro-friendly format. An impact job is used to complete each level. The binding
pocket with the highest SiteScore and druggability score (DScore) was chosen for molecular
docking investigations.

SiteScore = 0.0733 n1/2 + 0.6688 e− 0.20 p, where n is the number of site points (limited
at /100), e is the enclosure score, and p is the hydrophilic score, which is set at 1.0 to restrict
the impact of hydrophilicity in charged and highly polar sites [38].

DScore uses the same properties as SiteScore but different coefficients:
DScore = 0.094 sqrt n1/2 + 0.60 e − 0.324 p
The hydrophilic score is not capped in DScore. This is one of the fundamental differ-

ences between “difficult” and “undruggable” targets and “druggable” targets [34]. Because
these are independent and occasionally competing purposes, the use of different functions
for binding-site identification and druggability classification is appropriate. For example,
ligands that have nanomolar, and even subnanomolar, affinity for the PTP1B phosphate
pocket [39]. However, these extremely active ligands are not drug-like and contain charge
configurations similar to those of the natural phosphate substrate. Although such a region
can bind ligands tightly, it should not be classified as druggable by the SiteMap [34].
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2.6. Molecular Docking and Visualization

After the completion of extra precision (XP) molecular docking by Maestro (v12.5), ev-
ery protein–ligand complex PDB structure was extracted from the docked post-viewing file
for their post-docking visualization analysis of the non-bond interaction and the hydropho-
bicity. The Discovery Studio Visualizer (v.21) was used to perform post-docking visual-
ization on the protein–ligand complex structures. Furthermore, the non-bonded and non-
covalent bonded interactions were also carried out by the Discovery Studio Visualizer [40].

2.7. Binding Free Energy Calculation by Using Prime/MM-GBSA Approach

MMGBSA is known as the molecular mechanics-generalized Born surface area, which
can be performed to calculate ligand binding free energies and ligand strain energies for a
set of ligands and a single receptor. After completing the site-specific molecular docking,
the MMGBSA was conducted by utilizing the Prime model of Schrödinger suite 2020-3,
which analyzes the relative binding free affinity of the control and candidate ligands against
the selected 6B8Y protein receptor.

2.8. Molecular Dynamics (MD) Simulations

The possible ligand compounds’ binding consistency to the targeted protein AS was
determined using 200 ns MD simulations [41]. The Desmond (v12.5) molecular dynamic
simulation of protein–ligand complex structures was used to investigate the thermody-
namic stability of receptor–ligand complexes [42]. For this framework, a pre-determined
TIP3P water approach was formulated to maintain a particular volume with the orthorhom-
bic periodic bounding box shape with a distance of 10 Å. Appropriate ions, such as O+
and 0.15 M salt (Na+ and Cl−), were chosen for electrically neutralizing the framework
and randomly placed inside the solvent system. The system framework was reduced and
relaxed by using the default protocol implemented by using force field OPLS3e within
the Desmond module after the construction of the solvency protein system with a ligand
complex [43]. The temperature of NPT assemblies that used the Nose–Hoover temperature
combining technique and the isotropic technique was kept at 300 K and one atmospheric
pressure (1.01325 bar), with 50 ps capture periods with an energy of 1.2 ps.

2.8.1. Simulation Trajectory Analysis

Schrödinger’s maestro v12.5 was used to create the molecular dynamic simulation
visualizations. The Simulation Interaction Diagram (SID) from Desmond modules was
used to evaluate the simulation event and verify the MD simulation’s quality. The root-
mean-square deviation (RMSD), protein–ligand contact (P-L), and the hydrogen bond
interaction were used to determine the stability of the protein–ligand complex structure.

2.8.2. RMSD Analysis

RMSD is the average distance caused by the dispossession of a single atom over
time [42]. RMSD of protein structural atoms, such as Cα, backbone, sidechain, and heavier
atoms, is tallied first, followed by the RMSD of protein fit ligand atoms from all time
frames, which is aligned and measured against the reference time (200 ns). The RMSD
of an MD simulation with a period of x can be determined by using the equation below
(Equation (1)).

RMSDx =

√
1
N ∑n

i=1

(
r′i(tx)

)
− ri

(
tre f

)2
(1)

N is the number of atoms chosen, tref denotes the reference time, and r′ denotes the po-
sition of the chosen atom in the system x after superimposing the reference system’s point.
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3. Results
3.1. Compound Screening and ADME/T

The phytochemical properties of a molecule should fall within the following range,
according to “Lipinski’s rule of five”, H-bond donors 5, H-bond acceptors 10, log P 5, and
molecular weight 500 kDa. Furthermore, a substance is more likely to have poor absorption
if two or more of the characteristics are not fulfilled [44]. Only 30 of the 51 phytochemicals
analyzed met the criteria for further analysis (Supplementary Table S1).

TGFβR-1 structure was optimized for further investigation, and ligand molecules
were eliminated based on ADME/T findings. However, 8 bioactive compounds did not
display ADME/T properties, and 13 compounds did not achieve their minimum ADME/T
recommended values (Supplementary Table S1), which is why we conducted our further
study with the remaining 30 of 51 compounds (Supplementary Table S2).

3.2. AS Identification and Receptor Grid Generation

In an enzyme, the binding site is a specific area of the protein where amino acid
residues precisely form a temporary bond with the substrate [45]. The predicted receptor
domain binding sites are needed for molecular docking studies. As the 6B8Y crystal
structure with ligands is unavailable in the database, these active site residues need to be
predicted. After the analysis of the 6B8Y protein, five AS (AS1, AS2, AS3, AS4, and AS5)
were generated (Figure 2). All the AS displayed hydrogen-bond acceptor map, hydrogen-
bond donor and hydrophobic and hydrophilic map, metal-binding map, and surface map
were good. The druggability of a binding site was measured by its DScore, and the higher
the DScore, the better the site [35,46]. As the AS1 showed the highest DScore, this binding
site was chosen for molecular docking studies and a grid was generated across the site
by Glide application (Maestro v12.5). Glide (Grid-based Ligand Docking with Energetics)
seeks out advantageous interactions between ligand and receptor molecules. Several
different sets of fields depict the structure and features of the receptor on a grid, providing
a progressively more accurate scoring of the ligand [47].
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3.3. Molecular Docking and MMGBSA Analysis

Molecular docking is a computer-aided drug design technique, which uses certain
algorithms to allocate affinity scores according to ligand positions in the target pocket. The
highest binding affinity is the lowest docking score, which implies that the highest binding
compound complex spends more time in contact [48].

5-Hydroxy-3,6,7,8,3′,4′-hexamethoxyflavone (C-01), (-)-Epicatechin (C-06), Resvera-
trol (C-09), Fisetin (C-18), and Luteolin (C-29) returned the best binding affinity score of
all (Table 1). We also considered the six FDA-approved drugs of Losartan, Sitagliptin,
Vildagliptin, Saxagliptin, Linagliptin, and Alogliptin as the control drugs, but Linagliptin
(C-32) showed the best docking score (Supplementary Table S3) and we selected this drug
as our reference drug for this study.

Table 1. List of compound codes, PubChem CID, chemical name, two-dimensional structure, and control
compounds with the best binding affinity and MMGBSA score of the selected five phytochemicals.

Code PubChem CID Chemical Name Chemical Structure Docking Scores
(kcal/mol)

MMGBSA Scores
(kcal/mol)

C-06 72,276 (-)-Epicatechin
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The 5 final selected compounds among the 31 phytochemicals (Table 1) had a docking
score range from −13.0 to −7.0 kcal/mol.

Molecular docking was also evaluated using MMGBSA-free restricting vitality, which
is identified with the post-scoring strategy for TGFβR-1 (PDB ID: 6B8Y) target. The docking
correctness was checked by inspecting the lowest energy poses predicted by the scoring
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functions (Supplementary Table S4: Part 1 and 2). The greater the negative free energies of
the MMGBSA binding value, the stronger the binding (Table 1). In the AS1 binding site
of 6B8Y, C-18 had the highest negative binding energy of approximately 51.63 kcal/mol,
C-06 had a predictive binding energy of −48.19 kcal/mol, and C-32 had a binding energy
of −41.57 kcal/mol.

3.4. Analysis of Protein–Ligand Interactions

The BIOVIA Discovery Studio Visualizer tool (v21) was used to observe the interac-
tions between the selected five ligands and the desired protein. With the TGFβR-1 protein,
C-06 was found to form several conventional and carbon–hydrogen bonds. Four conven-
tional hydrogen bonds were found to form at the positions of Asp351 (4.15 Å), Tyr249
(5.64 Å), Glu245 (4.82 Å), and His283 (4.08 Å) (Figure 3 and Table 2). Six Pi–Alkyl bonds
were also found at the positions of Ala350 (536 Å), Leu260 (4.98 Å), Ile211 (4.63 Å), Ala230
(4.57 Å), Val219 (5.08 Å), and Leu340 (4.58 Å), and a Pi–Cation bond was also observed
during the interaction of C-06 in the position of Lys232 (4.17 Å).
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Figure 3. Interaction between Epicatechin (pink color) and 6B8Y. The left figure depicts the 3D complex
protein–ligand interactions, while the right figure depicts the 2D complex protein–ligand interactions.

In the case of the C-18 phytochemical, two conventional hydrogen bonds were found
at the positions of Glu245 (2.7 Å) and Ala350 (2.81 Å). Three Pi–Alkyl bonds were found
at Ala230 (4.13 Å), Leu240 (4.71 Å), and Leu260 (4.92 Å). Two Pi–Sigma and a Pi-Cation
bond were also found at the positions Ile211 (2.76 Å), Val219 (2.68 Å), and Lys232 (3.85 Å),
respectively (Figure 4 and Table 2).

For the C-29 phytochemical, one carbon–hydrogen bond was found at Gly286 (3.61 Å),
in addition to three Pi–Alkyl, two Pi–Sigma, and one Pi–Cation bond also being found
at, respectively, the Ala230 (4.13), Leu340 (4.71), Leu260 (4.92 Å), Ile211 (2.76 Å), Val219
(2.68 Å), and Lys232 (3.85 Å) positions (Figure 5 and Table 2).

The interaction study of phytochemical C-09 found one Pi–Alkyl bond at the position
of Ile211 (4.78 Å) (Figure 6 and Table 2). In the study of the C-01 phytochemical, there were
two conventional hydrogen bonds at the positions of Lys232 (2.37 Å) and Ser280 (2.37 Å).
Two carbon–hydrogen bonds were also found at the position of Ala350 (2.95 Å) and also
other Pi–Alkyl bonds were found at the Ala230 (4.57 Å) position (Figure 7 and Table 2).

3.5. MD Simulations Analysis

Using MD simulations, it is possible to confirm the stability of the protein–ligand
complexes in an artificial environment. To establish the binding consistency of the candi-
date ligand molecules to the target TGFβR-1 protein AS1, 200 ns MD simulations were
performed on the protein–ligand complex structures. Remarkably detailed descriptions
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of these MD simulation results are provided in terms of RMSD, intramolecular hydrogen
bonding (Intra HB), and protein–ligand interaction analysis (P–L contact).
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3.5.1. RMSD Analysis

The measurement of the average displacement of atoms from one reference frame to
another was conducted using RMSD. The acceptable RMSD range is from 0.01 to 3.5 Å
micrometers. Figure 8 depicts the RMSD progression of a protein (left Y-axis) and a ligand
(right Y-axis). The RMSD for the (-)-Epicatechin, Fisetin, Luteolin, Resveratrol, 5-Hydroxy-
3,6,7,8,3′,4′-hexamethoxyflavone, and the control drug Linagliptin was determined after all
protein frames were aligned on the reference frame backbone (Figure 8A–F). The RMSD of
the protein found the stability of the four compounds except for the compound Resveratrol
(the average value changes from the TGFβR-1 backbone to (-)-Epicatechin, Fisetin, Luteolin,
and 5-Hydroxy-3,6,7,8,3′,4′-hexamethoxyflavone) within the range of 0.8–3.2 Å, where
the value of Resveratrol changed from 0.6 Å, which was lower than the desired range,
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indicating the large conformational change of the protein. At the beginning of 0–27 ns, it
was found that the fluctuation increased for (-)-Epicatechin and 5-Hydroxy-3,6,7,8,3′,4′-
hexamethoxyflavone and decreasing for Fisetin and Luteolin. The state of equilibration was
achieved after 30 ns for (-)-Epicatechin and 5-Hydroxy-3,6,7,8,3′,4′-hexamethoxyflavone,
but the fluctuation decreased again after 90–170 ns for Fisetin and Luteolin, but maintain
an average range distance of 0.8–3.2 Å. As a result, we should take into account the fact
that the fluctuations will be optimized throughout the course of the long simulation run.
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ligand interaction.

Life 2022, 12, x FOR PEER REVIEW  11  of  21 
 

 

 

Figure 6. Interaction between 6B8Y and Resveratrol (light purple color). The left figure illustrates a 

3D complex protein–ligand interaction, while the right figure represents a 2D complex protein–lig‐

and interaction. 

 

Figure 7.  Interaction of 6B8Y and 5‐Hydroxy‐3,6,7,8,3’,4’‐hexamethoxyflavone  (navy‐blue  color). 

The left figure illustrates a 3D complex protein–ligand interaction, while the right figure represents 

a 2D complex protein–ligand interaction. 

Table 2. Bonding interactions between the selected phytochemicals with TGFβR‐1. 

PubChem ID  Residues  Distance(Å)  Bond Category  Bond Type 

CID‐72276  Asp351  4.15  Hydrogen  Conventional Hydrogen 
  Tyr249  5.64  Hydrogen  Conventional Hydrogen 
  Glu245  4.82  Hydrogen  Conventional Hydrogen 
  His283  4.08  Hydrogen  Conventional Hydrogen 
  Ala350  5.36  Hydrophobic  Pi–Alkyl 
  Leu260  4.98  Hydrophobic  Pi–Alkyl 
  Ile211  4.63  Hydrophobic  Pi–Alkyl 
  Ala230  4.57  Hydrophobic  Pi–Alkyl 
  Val219  5.08  Hydrophobic  Pi–Alkyl 
  Leu340  4.58  Hydrophobic  Pi–Alkyl 

Figure 7. Interaction of 6B8Y and 5-Hydroxy-3,6,7,8,3′,4′-hexamethoxyflavone (navy-blue color). The
left figure illustrates a 3D complex protein–ligand interaction, while the right figure represents a 2D
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The RMSD of a ligand reflects how stable it is in relation to the protein and its binding
pocket. When the protein_-ligand complex is first aligned on the reference protein backbone
and then the RMSD of the ligand heavy atoms is measured, the RMSD of the ligand is
presented in the plot. If the observed values are significantly greater than the RMSD of
the protein, the ligand has very likely diffused away from its initial binding site [49]. In
that scenario, we calculated the RMSD of compounds to determine the stability of the
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chosen compounds in comparison to the control compounds. Here, the observation of
the compound found optimal RMSD for Resveratrol, and all other compound distances
are significantly larger (>0.8 nm) than the RMSD of the control compound; therefore, the
compound can diffuse away from its initial binding site.

3.5.2. Protein–Ligand Contacts

Protein interactions with the ligand may be seen throughout the 200 ns simulation.
These interactions can be categorized and summarized by type, as shown in the graph
above. Hydrogen bonds, hydrophobic interactions, ionic interactions, and water bridges
are the four forms of protein–ligand interactions. The ‘Simulation Interactions Diagram’
panel can be used to look at the subcategories of each interaction type. The stacked bar
charts are normalized throughout the journey. The stacked bar charts for (-)-Epicatechin
indicate an interaction fraction value (IFV) of 1.1 Å at residue Asp 290, which makes
contact via hydrogen and water bridge bonds, indicating that the specific interaction
was maintained for over 100% of the simulated time (Figure 9A). The IFV detected a
maximum of 1.75 Å (Glu 245) that was formed by the hydrogen and water bridge bond,
as well as 0.8 Å at Asp 281 that was produced by the hydrogen and water bridge bond,
indicating being maintained above 100% and 80%, respectively, for the compound Luteolin
(Figure 9C). Furthermore, for the compound 5-Hydroxy-3,6,7,8,3′,4′-hexamethoxyflavone,
the IFV value is a maximum of 1.6 Å at the position of Tyr, which was formed by a hydrogen,
hydrophobic, and water bridge bond and IFV also found 1.2 Å and 1.1 Å at His 285 and
Gly 286, respectively, both having been formed by a hydrogen and water bridge bond,
indicating a maintenance of over 100% (Figure 9E). Compared with the three compounds
and the control, the other two compounds maintained a low IFV and formed multiple
hydrogens, hydrophobic, water bridge bonding, and ionic bond interactions. In the case of
Fisetin, the IFV is low at the position of Asp 281 until Asp 251 but maintained an optimized
IFV value from Tyr 249 to His 283 (Figure 9B). For the compound Resveratrol, the IFV is
maintained very low at the position of Lys 213 and Lys 337, and the position of Ile 211
has an optimized IFV value (Figure 9D). The compound formed the minimum hydrogen
bond with the desired protein, and therefore the stability of the compound should be
hindered. In the case of Linagliptin, it was found to form multiple interactions with the
same residue within the same atom of the ligand due to the sidechain having more than
one H-bond donor feature (Figure 9F). Figure 10 shows interactions between the ligand and
protein that occur for more than 30% of the simulation time for the selected compounds in
a 2D format. Because some residues may have several contacts of the same type with the
same ligand atom, interactions with >100% are feasible. In the Asp (290) residue, the (-)-
Epicatechin displays 64% interactions from 0.00 to 200 ns of the simulation period. Fisetin
has a 31% interaction in the Tyr (249) residue, while Luteolin and 5-Hydroxy-3,6,7,8,3′,4′-
hexamethoxyflavone have several interactions, with the largest interaction being 98% with
Glu (245) and 82% with Gly (286). Resveratrol and Linagliptin did not show any interactions
over the simulation time.
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Figure 9. Protein–ligand contacts and ligand–protein contact (right) of the (A) (-)-Epicatechin,
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(F) Linagliptin (control) at 200 ns of the simulation time.
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Table 2. Bonding interactions between the selected phytochemicals with TGFβR-1.

PubChem ID Residues Distance(Å) Bond Category Bond Type

CID-72276 Asp351 4.15 Hydrogen Conventional Hydrogen
Tyr249 5.64 Hydrogen Conventional Hydrogen
Glu245 4.82 Hydrogen Conventional Hydrogen
His283 4.08 Hydrogen Conventional Hydrogen
Ala350 5.36 Hydrophobic Pi–Alkyl
Leu260 4.98 Hydrophobic Pi–Alkyl
Ile211 4.63 Hydrophobic Pi–Alkyl
Ala230 4.57 Hydrophobic Pi–Alkyl
Val219 5.08 Hydrophobic Pi–Alkyl
Leu340 4.58 Hydrophobic Pi–Alkyl
Lys232 4.17 Hydrophobic Pi–Cation

CID-5281614 Glu245 2.7 Hydrogen Conventional Hydrogen
Ala350 2.81 Hydrogen Carbon–Hydrogen
Ala230 4.13 Hydrophobic Pi–Alkyl
Leu340 4.71 Hydrophobic Pi–Alkyl
Leu260 4.92 Hydrophobic Pi–Alkyl
Ile211 2.76 Hydrophobic Pi–Sigma
Val219 2.68 Hydrophobic Pi–Sigma
Lys232 3.85 Hydrophobic Pi–Cation

CID-5280445 Gly286 3.61 Hydrogen Carbon–Hydrogen
Val219 4.34 Hydrophobic Pi–Alkyl
Ala350 4.74 Hydrophobic Pi–Alkyl
Ala230 5.24 Hydrophobic Pi–Alkyl
Lys232 4.41 Hydrophobic Pi–Cation

CID-445154 Ile211 4.78 Hydrophobic Pi–Alkyl
CID-136417 Lys232 2.37 Hydrogen Conventional Hydrogen

Ser280 2.37 Hydrogen Conventional Hydrogen
Ala350 2.95 Hydrogen Carbon–Hydrogen
Ala230 4.57 Hydrophobic Pi–Alkyl

4. Discussion

Fibrosis is a common feature of all kinds of chronic kidney disease. TGF-β signaling
plays a crucial role in cellular physiology. However, its deregulation contributes sub-
stantially to the development of renal fibrosis [50]. Pharmacological intervention to the
deregulated TGF-β signaling could offer a promising approach in the management of renal
fibrosis. Accumulating evidence suggests that phytochemicals, particularly flavonoids,
can protect against inflammation or injury in kidney tissues [20]. However, the antifibrotic
potential of flavonoids targeting TGFβR-1 in the kidney has yet to be explored. In this
paper, a combined virtual screening and molecular simulation approach identified a total
of five compounds that exhibited a higher binding affinity for TGFβR-1.

In recent years, In-Silico drug design has attracted attention due to its ability to ac-
celerate the development of new drugs by analyzing the results of bioactivity profiling,
molecular modeling, post-docking screening, MDS, and predictive analytics of noble com-
pounds against various diseases [51,52]. Our study has screened 52 flavonoid compounds
to evaluate their inhibitory activity against the TGF-β receptor 1 (PDB ID 6B8Y) to search
for a potential drug candidate for the treatment of kidney fibrosis. Initially, molecular
docking was performed to identify the best five ligand compounds based on their binding
affinity score and selected one FDA-approved drug used as the control. At first, in our
study, we selected 51 flavonoid compounds; however, after chemical and ADMET screen-
ing, 31 flavonoids were approved for the subsequent analysis. ADMET assessment is a
cost-effective strategy for reducing drug development costs while providing “fact checks”
and secondary complimentary views for high-performance imaging techniques [53,54].
Our study conducted the qikprop application of the Schrödinger package software to
complete the ADMET profiling.
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Molecular docking is a technique for assessing how two or more molecules will
bind with the highest compositional confirmation and the lowest binding affinity. Drug
candidates that delivered the most significant and stable score were selected using the
Maestro application, which utilizes molecular docking to assign a score. The molecular
docking study for the selected five flavonoid compounds and control drug with the TGF-β
receptor 1 (PDB ID 6B8Y) reported the docking affinity of the control drug Linagliptin
(PubChem CID 10096344) was−9.074 kcal/mol. Among the selected flavonoid compounds,
(-)-Epicatechin (PubChem CID 72276) possessed the best binding affinity of −13.585, in
which Fisetin (PubChem CID 5281614) had −13.177 and Luteolin (PubChem CID 5280445)
had−10.506; all docking affinity results with their chemical structure are depicted in Table 1.
Furthermore, the Discovery Studio Visualizer tool (v.21), an effective visualizer tool for
drug discovery, was used to represent the post docking receptor–ligands interactions with
their animated and 2D structures.

MDS is a versatile technique that analyzes biomolecular interactions and the con-
tact between the arrangement and activity of proteins to aid in modern drug discovery
and performance data from dynamic trajectory analysis [55]. Our study conducted the
Desmond application of Schrödinger package software (Schrödinger Release 2020-3) to run
Molecular Dynamic simulation (MDS) with the selected physiological and physicochemical
parameters. This simulation trajectory of the simulation tool has also been used to perfectly
analyze the root-mean-square deviation (RMSD), the radius of gyration (Rg), hydrogen
bond number, and solvent accessible surface area (SASA) [56]. The root-mean-square
deviation (RMSD) of the selected TGF-β receptor 1 protein backbone was used to evaluate
the protein structure’s reliability and identify conformational changes; the lower value
indicates the most stable compounds [57]. RMSD values of less than 1.5 Å are typically
indicative of greater consistency in docking since RMSD values over 1.5 Å typically indi-
cate the average binding positions. In our study, the RMSD values of the protein–ligand
interactions were within an appropriate range, namely, the average mean values of 2 (the
lowest value for CAP is approximately 0.8, and maximum values of 3), suggesting a better
docking position and no disruption of the protein–ligand structure (Figure 8).

On the other hand, the protein–ligand contacts, classified as the hydrogen bonds,
hydrophobic interactions, ionic interactions, and water bridges, have a significant role in
both protein–ligand complexes and their molecular recognition. All three protein-ligand
complexes remained stable throughout the simulation trajectory, indicating that the com-
plexes are rigid (Figure 9). Luteolin and 5-Hydroxy-3,6,7,8,3′,4′-hexamethoxyflavone were
found to have strong hydrogen bonds, hydrophobic bonds, and water bridges with protein
residues. Fisetin also showed strong hydrogen bonds, hydrophobic bonds, and water
bridges with the protein structure. Furthermore, the other drugs had typical molecular
interactions with the protein residues.

In the present In-Silico investigation, there was no available clinical research that
provided clinical proof of these selected flavonoid compounds for inhibiting TGFβR-1
expression as the target for kidney fibrosis treatment. This research study concentrated on
a novel approach to treat kidney fibrosis, indicating that additional wet lab and clinical
studies might be necessary to authenticate these drug-like natural aromatic flavonoid com-
pounds targeting TGFβR-1. This means that, after the validation of the activity in in vitro
and in vivo modeling, these selected aromatic potential bioactive flavonoid compounds
can be used as an alternative treatment option for kidney fibrosis.

5. Conclusions

With the increasing prevalence and incidence of kidney fibrosis worldwide, novel
and viable therapeutic options are essential to ease the burden of this deadly disease.
Notably, TGFβR-1 is one of the most important receptors in the serine/threonine protein
kinase family that has been shown to contribute to EMT by activating the TGFβR-1/Smad
signaling pathway leading to renal fibrosis. Considering this, in our present study, an
In-Silico screening of prospective flavonoids targeting TGFβR-1 as a therapeutic approach
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to treat kidney fibrosis was conducted. We assembled a library of 51 flavonoids based
on their pharmacokinetic properties. The virtual ADME/T analysis screened a total of
31 flavonoids with drug-like properties. In molecular docking analysis, a total of five
compounds, notably Epicatechin, Fisetin, and Luteolin, exhibited higher binding affinities
with the TGFβR-1 protein, which were compared to the standard drug linagliptin. In
addition, these compounds maintained a stable conformational interaction with the binding
sites of TGFβR-1, as shown in the molecular dynamic simulation trajectories analysis. The
binding affinity and conformational interaction pattern demonstrated that these flavonoids
may compete with TGF-β for TGFβR-1, thereby limiting the hyperactivation of TGF-β
signaling and subsequent protection against kidney fibrosis. However, in the future, for the
development of protective agents against kidney fibrosis, several practical concerns need
to be addressed, including drug–drug interactions, side effects, overlapping safety issues,
dosage, as well as futility restrictions, which prevent them from being used in certain
situations. Therefore, subject to the successful resolution of the experimental issues, our
selected flavonoid-based agents are expected to overcome all these major challenges and
act as a major therapeutic option for the treatment of kidney fibrosis.
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