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Abstract: This paper presents the thermal behavior of non-resonant (quasi-static) piezoelectric biaxial
MEMS scanners with Bragg reflectors. These scanners were developed for LIDAR (LIght Detection
And Ranging) applications using a pulsed 1550 nm laser with an average power of 2 W. At this power,
a standard metal (gold) reflector can overheat and be damaged. The Bragg reflector developed here
has up to 24 times lower absorption than gold, which limits heating of the mirror. However, the use
of such a reflector involves a technological process completely different from that used for gold and
induces, for example, different final stresses on the mirror. In view of the high requirements for optical
power, the behavior of this reflector in the event of an increase in temperature needs to be studied and
compared with the results of previous studies using gold reflectors. This paper shows that the Bragg
reflector remains functional as the temperature rises and undergoes no detrimental deformation even
when heated to 200 °C. In addition, the 2D-projection model revealed a 5% variation in optical angle
at temperatures up to 150 °C and stability of 2D scanning during one hour of continuous use at
150 °C. The results of this study demonstrate that a biaxial piezoelectric MEMS scanner equipped
with Bragg reflector technology can reach a maximum temperature of 150 °C, which is of the same
order of magnitude as can be reached by scanners with gold reflectors.

Keywords: thermal behavior; 2D MEMS mirror; piezoelectric; Bragg reflector; high optical power
management

1. Introduction

For most applications, including pico-projection and automotive and biomedical
applications, MEMS scanners are of great interest due to their small size, low cost and low
power consumption compared to standard mechanical beam-scanning systems. Numerous
publications present potential applications for MEMS scanners, as well as the related
requirements [1,2]. There has been particular focus recently on the development of LIDAR
systems for autonomous driving systems. For long-range applications (distances greater
than 100 m), the MEMS-LIDAR approach, based on a MEMS-scanner and using an incident
laser wavelength of 1550 nm, currently appears to be the best option [3,4]. The main reason
for using a 1550 nm laser is that the maximum allowable exposure for human eyes is higher
at this wavelength than at 905 nm.

The 2D MEMS-scanner was developed with PZT (lead zirconium titanate) piezoelectric
actuators on 8-inch silicon wafers using VLSI (very large-scale Integration) technology.
The scanner’s design is compact compared with electromagnetic scanners, which require
a bulky magnet to be integrated into the packaging. In addition, the PZT actuator is low-
voltage (<25 V) compared to other types, such as electrostatic actuators (>150 V). Using
this actuator, we obtained a total optical angle close to 8°, with a maximum driving voltage
of 20 V [5]. As will be discussed later, the optical angle can be improved by pushing the
design-drawing rules. In addition to these advantages, PZT actuators offer fast response
times and low power consumption.

Sensors 2023, 23, 9538. https:/ /doi.org/10.3390/523239538 1
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Long-range LIDAR detection requires high incident power. Our specification is an
average incident optical power, at 1550 nm, of 2 W on the 2 x 2 mm? mirror, which
corresponds to a power density of 5000 W/m?. With a pulse laser, this specification
corresponds to a few kW of peak power.

Thus, the absorption (A) of the reflector is key to handling this significant incident
optical power while also limiting heating of the mirror. Indeed, the power absorbed (P )
inside the mirror is proportional to the reflector’s absorption (A): P, = A x P;, where P;
is the incident optical power. When the mirror is at thermal equilibrium, this absorbed
optical power is equal to the power dissipated (P ;). Incident power can be dissipated in
three ways: by surface radiation, by conduction through the arms or the air surrounding
the scanner, or by convection. Free convection is often neglected because of the mirror’s
dimensions, and dissipation is mainly attributed to conduction [6,7]. For our specific design,
the main route of power dissipation was conduction through the arms. Air conduction
is much lower because of the distances (of the order of 700 pm) between the mirror and
the substrate. The thermal power dissipated by conduction (Q,, ;) is proportional to the
mirror’s temperature: Qopg = w, where Ty, and T; are the temperature of the mirror
and silicon substrate (considered at ambient temperature), respectively. R is the overall

thermal resistance of the PZT arm (R ) and of the hinge (Rhinge> , which are in series, as

shown in Figure 1. This approximation leads to the following equations: P; = Q.4 and
AXR X P;jox Ty — Ts.

Figure 1. MEMS mirror, top view (left) and zoom on hinge and PZT arm (right).

Chinee .
R can be expressed as follows: R = Ry + Rhinge = % +x *hlsni;ge, with Rgr = x iarsn;ym

___ Chinge
= X% Shinge
and Sy /ninge 1 theg cross-section area (product of width and thickness) of the arm and hinge,
respectively. The value of A can be defined, initially, as the thermal conductivity of silicon in view
of the very low thickness of the other layers. In the specific case of our mirror, with an optical
angle of 8°, Rary is 15x lower than Ryjjg., and consequently R & Rpyjyge-

Finally, the temperature of the mirror T}, can be expressed as follows:

and Ryinge - In this equation, €, /ping. are the length of the arm and hinge, respectively,

Tm_Ts“AXRhinge x P;

One way of increasing the optical angle in the near future will be to limit the stiffness
of the hinge and therefore further reduce its width, which will result in a greater Ry
This increase in the value of Ryjyg, will limit the power dissipated by conduction through
the arms and therefore lead to an increase in mirror temperature. One way of limiting this
temperature rise is to reduce the reflector’s absorption in order to reconcile greater angular
deflection with limited mirror heating.

As a potential solution, a low-absorption Bragg reflector compatible with piezoelectric
actuation was previously developed [5]. The optical absorption by this Bragg reflector
was up to 24-fold lower than absorption by a standard gold reflector. This Bragg reflector
consists of repeated (n times) dielectric bilayers of amorphous silicon (a-Si, 110 nm) and
oxide (S5iO;, 305 nm).
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However, the impact of increased temperature on scanner performance needs to be
assessed in the context of high optical power or high-temperature environments. The
impact of increasing scanner temperature on the performance and characteristics (flatness,
absorption, laser-induced damage threshold, etc.) has been studied elsewhere [6-9]. How-
ever, only technological processes using metal reflectors have been reported. Because the
technological process with the Bragg reflector is different, the final stress of the multilayers
will also be different, as will the way they change with increasing temperature. Their
performance as the temperature rises must be investigated.

The main aims of the study are to ensure that the mirror remains functional even when
the temperature rises, to study the deformations a rise in temperature could induce and to
determine the maximum operating temperature for this Bragg scanner. The results will enable
us not only to extend the use of such a mirror to a high-temperature environment, but also to
consider applications other than the LIDAR that might require higher optical power.

2. Results and Discussion

The Bragg reflector was manufactured by physical vapor deposition (PVD) to avoid
degradation of the PZT performance. It consists of several (1) bilayers of amorphous
silicon (110 nm) and oxide (305 nm), depending on the target reflectivity and absorption. A
two-bilayer (n = 2) Bragg reflector was chosen for the LIDAR application.

In the PZT process, process used was the most efficient in terms of material thickness,
annealing and electrodes [10]. The 535 nm PZT piezoelectric film was deposited by sol-gel
chemical solution deposition (CSD) on 8-inch silicon wafers. This film consists of 10 layers
of a commercial PZT (52/48) solution from Mitsubishi Materials Corporation. Each layer of
PZT was spun, dried at 130 °C and calcinated at 360 °C. Crystallization and densification
annealing were performed at 700 °C under oxygen for 1 min using a Jipelec RTA (Rapid
Thermal Annealing) furnace from Annealsys (Fr.). A first round of annealing was done on
the first layer after it was coated to promote the desired (100) orientation. Subsequently,
annealing was performed after coating of every three layers. This standard process does
not include a hot-poling step after the deposition of PZT.

Figure 2 shows a schematic cross-section view of our scanner. The fabrication process
flow and PZT characterizations have been previously reported [5].

Cross-Section Bragg Process
§i0, Back-side etching Mask B 05 um densified SiO,PECVD Il Pt (100 nm) top electrode

Silicon M TiO, (20 nm)/Pt(100 nm) electrode Gold
B 1 um-thick buried oxide layer [0 0.535 um thick PZT film M PVD SiO,

PVD amorphous silicon

——— —

Figure 2. Cross-section of scanner with Bragg reflector.

To create the Bragg bilayers, an Endura PVD magnetron sputtering chamber from
Applied Material (U.S.A.) was used, having been loaded with a silicon target for the 110 nm
amorphous silicon layers. The 305 nm silicon dioxide layers were deposited in the same
chamber by reactive sputtering of DC-generated plasma.

The evolution of the mirror’s flatness and of the 2D-scan patterns with increasing
temperature were experimentally characterized. These characterizations were carried out
with the scanner thermalized on a hot plate. This experimental protocol has two principal
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advantages: it allows precise control of the scanner temperature, and it is compatible with
a wide range of temperatures (from ambient to 200 °C).

2.1. Mirror Planarity with Temperature

Due to residual stresses in the multiple layers making up the mirror, the mirror
was not perfectly flat. A concave or convex deformation of the mirror is often observed
after fabrication, and this deformation affects beam reflection. The deformation can be
minimized through technological means, for example, by changing the thickness and stress
of the layers on the top and bottom of the mirror. The deposition process was first optimized
to minimize internal multilayer stress. The average internal stress of the Bragg reflector
bilayers (n = 2) was measured at —155 MPa on a complete wafer after deposition. This low
compressive stress makes it possible to minimize mirror deformation induced by stress.

At the same time, the scanner’s Z-deformation was measured after the Bragg process,
using an Altisurf 520 tool from Altimet (Fr.). Figure 3 shows an overview of the scanner’s
deformation along the Z axis at ambient temperature.

v
80

Figure 3. Scanner deformation of a Bragg reflector (1 = 2) along the Z-axis near ambient temperature (30 °C).

The mirror clearly displayed a convex deformation at 30 °C. The static radius of
curvature (SRC), measured along the diagonal of the mirror over 2 mm and centered on
the mirror, was estimated to be 230 mm. The 4 mm-long actuators had a positive deflection
of 57 um, which was induced by compressive stress affecting the whole multilayer stack.

The evolution of Z deflection by the actuators and the mirror, as a function of tempera-
ture, was characterized over the temperature range from 30 °C to 200 °C. To carry out this
evaluation, the scanner was thermalized on the heating plate integrated into the Altisurf
520 tool. As shown in Figure 4, increasing scanner temperature resulted in a 10% decrease
in the Z-deflection, which reached a value close to 50 um at 150 °C.

60

\o - 30°C |

S Un
o o

w
o

N l
\ - 150°C

N
o

Z deflection (um)

=
o

o

Actuator Length (mm)

Figure 4. Z deflection of the PZT arms decreases with increasing temperature.
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This expected evolution is consistent with published analytical models of multilayers [11,12].
The thermal stress (07r;) between a film (i) and a substrate (s) is defined by the equation

ori = B/ (a; — as) (Tdep - Tsub>/

where «; g are the thermal expansion coefficients of the film (i) and substrate (s), E; ¢ = (15%3)
4 —Uis

corresponds to their biaxial Young modulus, 9; s is the Poisson ratio and Ty, and Ty are,
respectively, the temperatures of deposition and operation.

Taking the values of E;;’ and «; ¢ reported in [8] and our Tyep values, as shown in
Table 1, the formula clearly shows that increasing the operating temperature, Ty,,;, from
30 °C to 200 °C induces a decrease in overall stress, which in turn reduces beam deflection.

Table 1. Values of material characteristics from [8] and our actuator technology process.

Material E;s' [GPa] [8] «;,5(1079) [8] t;s (um) Tep [ °Cl

Pt 271 9 0.1 450
PZT 119 6 0.55 700

Pt 271 9 0.1 450
SiO, 100 0.6 0.5 250

A 43 (30°C)

Si 236 5.5 (150 °C) 20 N/A

SiO, 100 0.6 1 1050 [8]

The radius of curvature of a multilayer beam can be estimated using the following
formula [11]:

1 _ i 6E,"f,‘(0¢i — as)AT
r i—1 Es/tsz

where t; 5 the thickness of the layer (i) or substrate (s). This last equation is a first-order
approximation that omits terms with orders higher than ¢;. This omission is consistent with
the t; layer thicknesses being at least 20-fold thinner than the substrate thickness. However,
these models do not account for any bending moment on the beams. This assumption
does not apply in our case because the beams are connected to the mirror. Nevertheless,
the model allowed us to determine that the largest E;’t; contributions were related to the
bottom 1 um-SiO; film, which was present under the substrate. To a lesser extent, the PZT
layer contributed as well. Some layers, like TiO,, may not be taken into account because of
their negligible thickness. As a result, the overall radius of curvature of the actuators, and
the degree of deflection, is mainly to the result of the compressive 1 um-bottom SiO, film
present under the mirror. It should be noted that the initial deformation of the actuators had
no direct impact on the optical angle attained; it affected only the Z-position of the mirror.

Figure 5 shows changes to the mirror’s flatness as a function of temperature. The
multilayer stack on the mirror is different from that present on the actuator. The mirror
tends to flatten as the temperature increases. The increase in Z-signal noise with increasing
temperature is linked to the measurement tool and does not reflect a change in the reflector
surface, as the reflector was deposited at a higher temperature (250 °C).

Mirror diagonal (mm)
={.5 =1, -0.5 0 05 1 1.5

Z deflection (um)

Figure 5. Bragg (1 = 2) mirror planarity at different temperatures. The mirror was scanned along its diagonal.
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Despite this noise, from experimental measurements, the SRC was estimated to be
close to 340 mm at 150 °C. In future developments, this mirror curvature will need to be
reduced to achieve the Rayleigh criteria: a Z-deformation of less than A /4. This result could
be achieved by, for example, increasing the thickness of the SiO, layer present under the
mirror or by adding a tensile layer on top of the silicon substrate.

2.2. 2D Projected Scan with Temperature

A key parameter to characterize is how the 2D scan of the reflected beam evolves as a
function of scanner temperature. This measurement is used to determine and extrapolate
the potential variation in the total optical angle depending on the mirror’s temperature in
the context of a LIDAR application. The X and Y coordinates of the optical angle determine
the size of the scene that the LIDAR can image.

The scanner was thermalized at temperatures between 30 °C and 150 °C, and the
optical angles were measured using a class-2 visible laser reflected by the mirror and
projected onto a screen. A camera was used to track the position of the laser on the screen
by continuously measuring its barycenter. If the optical path (I) (around 130 mm) between
the screen and the scanner and the position (x, y) of the barycenter of the laser on the screen
are known, the X and Y (6, 6,) coordinates of the optical angle of the spot can be deduced
using tan (9x or y) = %. The absolute uncertainty of the optical angle, which is linked
to how precisely the optical path is measured, was estimated to be 0.2° on our test bench.
The scanner temperature was limited to 150 °C because electrical breakdowns are often
observed when our technological process is used at temperatures exceeding 200 °C.

A 2D scan was performed with a 200 Hz sinusoidal driving signal (X-axis) for the fast
axis and a 4 Hz ramp for the slow axis (Y-axis). The PZT supply voltage was swept from
0V to a maximum of 20 V with V4c = Vpc = 10 V. The total optical angle 6, and 6, was
measured at y = 0 and x = 0, respectively. In addition, for each of the four temperatures
tested, the total duration of the measurement was at least 30 min, including thermalization
and the time required for 2D scanning. Figure 6 shows the optical angles measured for
one of our scanners at 30 °C and 150 °C. A slight decrease can be observed in both axes of
the scanning pattern. Additionally, it is worth noting a minor distortion in the 2D scan at
150 °C. This distortion will require further examination.

2_
1.5 ]
] [T
= ] %
% ] = F
é 0'5- Eaw :‘-:.E‘ [
> ] - L% 5 L o0 Y Y
w1 MEEELiv v
S : RS
S ] R R
g U= A TR R
=S = TREE
& 1] =i Pl 2
E -—.‘ . "EE.I'E ) .- -
i - ;a .=‘l-. - ‘ s 5e =-: 4§ s
-1.5 :._- a = = " s - = = S o 8 Sgam
1 = 30°C
1 = 150°
AL i -
=2 =il 0 1 2

OPTICAL ANGLE X-AXIS (°)

Figure 6. 2D-scanning representation at 30 °C (black) and 150 °C (red).
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Four identical Bragg mirrors were used for this test, as shown in Figure 7. These
mirrors have exactly the same design, the same Bragg reflector and the same technological
process flow. The evolution of the effective optical angle, 6, = ,/0:0y, as a function of
changes in scanner temperature from 30 °C to 150 °C is reported. The changes observed
correlated well with previously published results [8,13-15].

1.05

o

(=}

v
]

o
©

Normalized optical angle

0.85

0.8

20 40 60 80 100 120 140 160
Scanner temperature (°C)

Figure 7. Optical angle 6, (normalized relative to angle measured at 30 °C) as a function of scanner
temperature done with four identical mirrors.

Mirror deflection thus results from the movement of the PZT actuators and, conse-
quently, of the effective transverse piezoelectric coefficient e3; ¢, based on the inverse piezo-
electric effect. Indeed, the piezoelectric stress (op) can be expressed as op = —e3, rEz [13],
where E; is the transverse electric field. In addition, e3;  is proportional to Ps, the saturation
polarization, and 33, the relative permittivity measured out of plane, as e3; f o —2e33 5.
This coefficient is highly dependent on the operating temperature of the mirror. Theoretical
calculations [14] predict that e3¢ will increase with temperature. In contrast, other au-
thors [8,15] have reported experimental results showing that e3; ; increases to a maximum
(near 40 °C) and then gradually decreases at higher temperatures (up to 200 °C).

After deposition, ferroelectrics like PZT may not be polarized, in which case they will
have poor piezoelectric properties. Poling treatment, which involves applying a voltage
well above the coercive voltage, orients the piezoelectric domains in the same direction.
However, after poling, the piezoelectric coefficient slowly decays due to rearrangement of
the domains towards their equilibrium state. If poling is performed at a high temperature
(hot poling), the mobility of the ferroelectric domains increases significantly, allowing a
better alignment in the direction of the poling field [10]. Nevertheless, it should be noted
that this increase in e3 ¢ after hot poling has been observed only at ambient temperature.
Another study [15] with an initial poling step of 25 V at ambient temperature and inter-
mediate poling steps at higher temperatures found that e3; ; decreases with increasing
temperature. The two curves converged at high temperatures (near 200 °C).

This case is different, as the temperature of the scanner increases progressively with
continuous polarization of the PZT. A similar case has been reported elsewhere [8]. Dahl-
Hansen et al. followed the deflection tilt of a unipolar micro-mirror driven by a 20 V signal
at a frequency of 1.5 kHz while varying the mirror temperature stepwise from ambient
temperature to 175 °C. Our study shows a similar trend, with an increase in the optical
angle between 50 °C and 100 °C and a decrease at 150 °C. The value of the maximum is
more difficult to determine given the uncertainty of the measurements. In addition, one
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of our samples underwent an electrical breakdown at 100 °C, reflecting degradation at
high temperature. This decrease in optical angle with increasing temperature has been
attributed mainly to the decrease in Ps as the scanner temperature approaches the Curie
temperature (near 350 °C in our case) [8,16,17]. Alteration of film stress is also reported to
have a potential impact [8] but is considered to contribute only slightly to the evolution of
es1,f [17].

The decrease in optical angle observed in Figure 7 was close to 5%, which is consistent
with values reported elsewhere [8]. However, this evolution of the optical angle, which is
linked to the actuation power, even if it is limited to a change of few percent, must be taken
into account in the context of future use within a LIDAR system. This value has direct
implications for the global area scanned from the scene. Limiting the temperature increase
by means of a low-absorption reflector is a first response to this issue, but that solution
could also be coupled to others, like those based on the influence of PZT poling or hot-
poling conditions, as has been reported [9]. These and other studies, such as investigations
focusing on the evolution of Ps, should be explored further in the future.

The last parameter checked was the stability of the 2D scan at an operating temperature
of 150 °C. To conduct this investigation, an image of four spots, as shown in Figure 8, was
continuously projected onto the screen for one hour. An image of the screen was taken every
minute by a 720-by-540-pixel camera (X and Y) and the barycenter of each of the spots was
calculated. The shift in the X and Y positions of the barycenter, is reported in pixels.
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Figure 8. Projected image of the four spots on the screen (left) and shift in the barycenter (X and Y)
of the four spots (right).

The standard deviation S,,_; of the barycenter positions of the four spots, calculated in

pixels for both X and Y axis, was estimated using the following formula: S, = 1/ w,

where x is the value for one sample, X is the mean value of all the samples and # is the
number of samples. In our case, n = 60. The maximum value of S,,_1 is close to 1 pixel.
This value is the smallest deviation that can be measured using our test bench. Thus, in our
case, the relative deviation of the optical angle was close to 0.03°.

In conclusion, no significant deviation of the optical angle at a scanner temperature
of 150 °C was observed for continuous one-hour measurements, demonstrating the stable
performance of the PZT actuator.

Further studies are needed to verify that PZT performance is not affected by a return
to ambient temperature after operation at different temperatures. The potential impact of a
hot-poling step remains to be investigated as well.

3. Conclusions

In this paper, we report on the thermal behavior of a biaxial piezoelectric MEMS-
scanner with integrated Bragg-reflector technology. We first demonstrate that the flatness
of the mirror and actuators compensates for increases in internal stresses in the multilayer
stack with increasing temperature. Better adaptation of the thickness of the layers making
up the mirror could further improve initial planarity to provide better optical quality of the
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reflected beam. We then looked at the evolution of the 2D projected pattern with increasing
scanner temperature. An optical angle variation close to 5% was observed at 150 °C, which
is consistent with previously reported values. Such results could be taken into account in
the case of application at elevated temperature to adapt the FoV of the scanner. Finally, no
significant deviation of the optical angle was observed for continuous measurements lasting
one hour at a scanner temperature of 150 °C. The results presented here demonstrate that a
biaxial piezoelectric MEMS scanner equipped with Bragg reflector technology can reach a
maximum operating temperature near 150 °C, which is of the same order of magnitude
as scanners equipped with a gold reflector. Moreover, thanks to its low-absorption Bragg
reflector, this technology will make it possible in the future to increase angular deflection
by reducing the width of the mirror hinge while limiting mirror heating. This technology
thus paves the way for applications requiring high optical power or high-temperature
environments. Finally, now that the maximum operating temperature is known, future
simulation models will be able to estimate the maximum permissible incident power using
the design of the scanner and the absorption of the Bragg reflector.
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Abstract: Micromachined electric field mills have received much interest for the measurement of DC
fields; however, conventional designs with lateral moving shutters could have shutter lifting in the
presence of strong fields, which affects their performance. This paper presents a MEMS electric field
mill utilizing a vertical movement shutter to address this issue. The sensor is designed and fabricated
based on a flexible PCB substrate and is released using a laser-cutting process. The movement of
the shutter is driven by an electrostatic actuator. When the driving signal is a sine wave, the shutter
moves in the same direction during both the positive and negative half-periods. This facilitates the
application of a lock-in amplifier to synchronize with the signal at twice the frequency of the driving
signal. In experimental testing, when the vertical shutter is driven at a resonance of 840 Hz, the
highest sensitivity of the sensor is achieved and is measured to be 5.1 V/kVm™~1. The sensor also
demonstrates a good linearity of 1.1% for measuring DC electric fields in the range of 1.25 kV/m to
25 kV/m.

Keywords: electric field sensor; electric field mill; flexible PCB; MEMS; micromachining; electrostatic
actuator; laser micromachining
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Driven by an Flectrostatic Actuator. A DC (direct current) electric field sensor (EFS) is a device designed to measure and

Sensors 2024, 24, 439. quantify the strength of static or slowly changing electric fields in a given environment.
https:/ /doi.org/ They are useful for applications that involve static or slowly changing electric fields. In
10.3390,/524020439 power utilities, they can be used to evaluate the electromagnetic environment in an electric

power transmission system [1] and the design of insulators [2], and to ensure the safety
of power workers [3]. In industrial manufacturing processes, they can be used to prevent
electrostatic discharges (ESDs) to protect electronic equipment [4]. In atmospheric science,
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in an electric field, and when it is in equilibrium status, the voltage on the electrode
is proportional to the field, which can be measured by using a high-input impedance
= electrical meter. Some benefits of induction probe type EFSs include a low cost and small
size, but they require re-zeroing in shielding conditions, which is inconvenient in long-term
applications. Optical sensors are usually based on Pockel’s effect, where an electric field
can change a light waveguide crystal’s birefringent properties, and thus, the polarity of
the light transversing the light waveguide will be changed [8]. Optical sensors cause
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exposes and covers the sensing electrodes periodically, which generates an AC current
with an amplitude proportional to the strength of the electric field. Traditional EFMs can
stably work outside in various weather conditions, but they are bulky and require high
power consumption and frequent maintenance. Besides these three common measurement
techniques, some other types of electric field sensors reported in the literature include a
graphene-based device [10], a ferroelectric material-based sensor [11], and a steered-electron
sensor [12].

Recently, microelectromechanical field mills (MEFM) have been reported by multiple
research groups [13-18]. They offer the benefits of small size, low cost, light weight, low
power consumption, and minimal maintenance requirements. Similar to a traditional
EFM, MEFMs employ grounded shutters vibrating above or adjacent to sensing electrodes.
However, when these sensors are exposed to a strong electric field, grounded shutters
will lift toward the field, which can affect their shielding ability, significantly reducing the
sensor sensitivity. This is because the induced charge on MEFM electrodes is very sensitive
to the gap between the shielding shutter and the underlying sensor electrodes. A vertical
vibrating shutter type EFM is a promising design to overcome this issue, as the lifting of
the shutter can be compensated for by adjusting the vibration range. The concept was first
simulated by C. Gong et al. in 2004 [19], where they demonstrated that a vertical movement
shutter has a similar shielding effect. However, until now, no MEFM has been reported
using a vertical vibration shutter, except S. Ghionea et al., who reported a device that only
works for measuring AC fields in 2013 [20].

In this work, we designed a vertical movement shutter type of MEFM by using
a flexible PCB (FPCB) substrate. FPCB has the benefit of leveraging a commercialized
manufacturing process that is faster and lower cost, making it an ideal choice for academic
research in prototyping many MEMS devices without the need for a cleanroom. Recently,
an increasing number of devices based on FPCB have been implemented [21-24]. In
comparison to traditional silicon-based devices, their FPCB-based counterparts exhibit
comparable performance levels while concurrently showcasing a marked improvement
in durability. In this design, the shutter movement is driven by an electrostatic actuator.
A simulation was performed to investigate the micro-spring spring constant, resonant
frequency, and interference from the driving signal. After the simulation, the sensor was
fabricated and tested, and it demonstrated a sensitivity of 5.1 V/kVm~! when operating
at resonance.

2. Sensor Design
2.1. Working Principle

Figure 1 illustrates the working principle of this sensor. It consists of a grounded
shutter and grounded sensing electrodes. The shutter is supported by micro-springs, which
are not shown in Figure 1. In the center of the shutter, there is a grounded area to form
an electrostatic actuator together with an electrode under it. When a voltage is applied
to this electrode, the shutter will move. Obviously, if the electrode is closer to the shutter,
a stronger electrostatic force can be generated. If the voltage provided is a sine wave
V = Vpsin(wt), where w = 27f, at t = 0 and f = 7, the voltage on the actuator is V =0, and
the shutter has no movement (Figure 1a). Att = 7, the voltage on the actuator is V, and
att = 37”, the voltage on the actuator is — V). In both situations, the actuator will drive
the shutter to move downward for a distance of d (Figure 1b). If the shutter moves up and
down periodically within an electric field, the sensing electrodes detect variations in the
field caused by the changes in the fringing effect. As a result, varying charges are induced,
leading to the generation of an alternating current. Based on Gauss’s law, the total induced
charge on the sensing electrodes is equal to the total electric flux. Att =0 and t = 7, the
electric field on the sensing electrodes is E1, and the induced charge can be calculated as:

Q1= ﬁ Ejeods (1)
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Figure 1. Sensor working principle. When an AC voltage is applied to the electrostatic actuator:
(a) Att = 0 and t = 7, the shutter is at the same height as the sensing electrodes. (b) Att = 7 and
t= 37”, the shutter is pulled down and the sensing electrodes are exposed to a stronger field and
more surface area is exposed.

Att = % and t = 2 , the shutter movement is d, the electric field on the sensing
electrodes is E, and the induced charge can be calculated as:

Q= ;i Eneods @

where gy ~ 8.85 x 10712 F/m is the vacuum dielectric constant and S is the surface area of
the sensing electrodes.

Considering the shutter has the same direction of movement for both the positive and
negative half period of the sine wave on the actuator, the induced charge equation can be
written as:

AQ = [(Q1 — Qa)sin(wt)]| ©)

This is equivalent to (Q1 — Q2)sin(wt) modulated with an amplitude 1 square wave at
the same frequency. Substituting the Fourier series of the ideal square wave into (3), then:

[}

AQ = %(Q1 — Qa)sin(wt) y %sin(@n —wt) 4)

n=1

Expanding Equation (4) we obtain:

AQ = %(Ql — Qy)sin(wt) |sin(wt) + 1sir1 (Bwt) + ésin (5wt) + - - }

3

= %(Ql - Q) {sin(wt) sin(wt) + %sin(a}t) sin(3wt) + %sin(wt) sin(5wt) + - - }

7(Q1 - Qz){ (1 —cos(2wt)) — %[cos(élwt) — cos(2wt)]—%[c0s(6wt) — cos(4wt)] + - } (5)
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(a)

Ignoring all high frequency components in Equation (5), and substituting (1) and (2)
into (5), if only considering components at frequency 2w, Equation (5) can be simplified as:

4cos(2wt)

8Qp, = —=Z L f (B, — Ex)eads ©)

And so, the generated current at frequency 2w is:

aa QZw
dt

@)

by =

Substituting (6) into (7), we get the equation for the current at frequency 2w:
8wsin (2wt
I = # }i (E1 — Ex)eods ®)

This current signal is detectable after being amplified using a high impedance amplifier
and then extracted from the noise by using a lock-in amplifier.

2.2. Working Principle

COMSOL Multiphysics software 6.0 was used for the simulations. The COMSOL
material library was employed for defining the material properties of copper and polyimide.
The 3D model created in COMSOL is shown in Figure 2a, and its dimension parameters are
listed in Table 1. Figure 2b illustrates the schematic diagram of the model, demonstrating
the arrangement of the sensor components. As we can see, the sensing electrodes and
shutter are on one polyimide substrate, while the driving electrode, guard line, and bottom
shielding electrode are on another polyimide substrate. In practice, they can be separated
by using a spacer, but in the simulation, a spacer is not used in the model. The grounded
shutter is supported by four S-shaped micro-springs and is placed 100 pm over the driving
electrode. The sensing electrodes are at the same height as the shutter. The first simulation is
to find the spring constant and shutter movement distance driven by the actuator. Figure 3a
shows the shutter’s downward movement when a voltage of 200 V is applied on the
actuator, which results in a peak deflection of 5.59 um. Cross-section views of the shutter
downward movement are shown in Figure 3b—d. Figure 4 plots the simulated deflection
for the drive voltages of 50 V, 100 V, 150 V, and 200 V, resulting in electrostatic forces on
the shutter of 4.82 x 107N, 1.97 x 107> N, 4.6 x 107> N, and 8.69 x 107> N, respectively.
The overall spring constant is calculated to be 15.5 N/m.

I Grounded shutter I Sensing electrodes
[ Electrostatic driving electrode [ Polyimide
I Grounded bottom shielding electrode

Grounded guard line

(b)
Figure 2. Sensor 3D model. (a) COMSOL 3D model. (b) 3D model schematic diagram.
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Figure 3. Shutter movement simulation. (a) Shutter movement under force of 86.9 uN. (b) x-y plane
view. (c) y-z plane view. (d) x-z plane view.
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Figure 4. Simulation results for the shutter displacement and electrostatic force on the shutter when
driven by the actuator.

Table 1. COMSOL 3D model properties.

Property Value (um)
Spring length 2000
Spring width 60
Copper thickness 18
Polyimide thickness 25
Sensing electrodes length 1000
Sensing electrodes width 60
Shutter finger length x width 1000 x 60
Gap between sensing electrodes and shutter finger 10
Electrostatic driving electrode width 2120
Electrostatic driving length 1920
Guard line length x width 1920 x 120
Distance from electrostatic driving electrode to shutter 100

The resonant frequency of a micro-springs supported shutter is also simulated. It has
multiple orders of vibration modes, and Table 2 lists the results of the first three modes. As
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we can see, the first order is up and down at 493 Hz, the second order is tilt along the x-axis
at 568 Hz, and the third order is tilt along the y-axis at 1045 Hz. Both the secondary and
third orders have half of the structure move up and half move down, where the induced
charges on each side will cancel each other; therefore, no signal will be generated. The
first-order vibration mode will have a maximized induced charge.

Table 2. Resonant frequency simulation results.

Mode Picture Frequency (Hz)

1 493
2 568
3 1045

The high voltage on the driving electrode is a concern in that it may produce extra
induced charges on the sensing electrodes. To minimize this interference, in the design,
two grounded guard lines are placed on each side of the driving electrode to separate it
from the sensing electrode, and another grounded electrode is placed under the driving
electrode and guard lines to prevent an electric field from emanating from below (on the
other side of the PCB). Figure 5 depicts the distribution of the electric field between the
driving electrode and the surrounding grounded structures. We can see that the sensing
electrodes are minimally affected by the driving voltage. For example, when 200 V at
246.5 Hz is applied to the driving electrode (the shutter has a resonant frequency of 493 Hz),
the induced charge on the sensing electrodes is 2.5 fC. The generated current is:

I, = % = w(Qq — Q2)cos(wt) )
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Using Equation (9), the amplitude of the current is calculated to be 3.9 pA. In an
electric field of 10 kV/m, the movement of the shutter (driven by 200 V) results in an
induced charge of 0.17 pC, while at rest (0 V drive), the induced charge is 0.153 pC. Using
Equation (8), the amplitude of the generated current is calculated to be 44.7 pA. Compared
to the interference from the driving electrode, the sensing signal is 11.5 times stronger than
the driving signal interference, and the frequency is two times higher.

Sensing electrodes

Figure 5. Driving electric field distribution.

3. Sensor Fabrication

After the simulation, the sensor patterns were designed using a free and open-source
PCB design tool named KiCAD 7.0 The generated Gerber and drill files are demonstrated
in Figure 6a. These files were sent to a PCB manufacturer called PCBway (https://www.
pcbway.com/, accessed on 30 November 2023) to fabricate the structure. The flexible PCB
samples are shown in Figure 6b,c, where Figure 6b is the shutter and sensing electrodes,
and Figure 6¢ is the actuator driving electrode. These samples have two conductive layers,
where Figure 6b,c shows the front view, and the black features on these two pictures are
the features on the back side. According to the manufacturer’s datasheet, the thickness of
the copper is 18 um and that of the polyimide is 25 um, and minimum line width is 60 pum.

The shutter sample needs to be released to separate the sensing electrodes. This
was completed by using a laser etching process. The equipment used is the A Series
Laser Micromachining system, which is an ultraviolet (355 nm) diode-pumped solid-state
picosecond laser dicer from Oxford Lasers Ltd. (Didcot, Oxfordshire, UK). The cutting
paths were created by using AlphaCAM 2023 R2 software. The laser beam peak pulse
energy was set to 0.12 mJ and the pulse duration was 6 ps. The laser pulse frequency setting
was 400 Hz, cutting speed 1 mm/s, and the diameter of the laser beam was 10 um. Using
30% of this laser power, 15 cutting passes were required to cut through the polyimide-only
areas and 30 passes were required for areas having both copper and polyimide.

The released micro-springs, shutter, and sensing electrodes are shown in Figure 6e,
where two corners are cut to expose the electrodes on the layer below it. After soldering
wires to the sample, then the sensor is assembled by aligning the released sample on top of
the actuator driving electrode and using taps to fix all of the parts. As the polymer substrate
is partially transparent, in the alignment process, the cross-shaped alignment marks on
both layers will make the process easier.

Figure 7a shows the picture of the released micro-springs, shutter, and sensing elec-
trodes. The picture was taken using a Leica DM6 M microscope (Leica Microsystems,
Wetzlar, Germany). As we can see, the micro-springs, shutter, and sensing electrodes have
slight deformations, but the shutter and the sensing electrodes are still aligned very well.
After assembly, the separation distance from the shutter to the driving electrode under it is
measured to be 105 pm by using a microscope. Figure 7b shows the initial location of the
shutter fingers and sensing electrodes in the zoomed-in area of Figure 7a. As an illustration
of the shutter movement test, the application of 200 V to the driving electrode results
in noticeable shutter finger movement, shown in Figure 7c. We can see that the sensing
electrodes remain focused and unchanged, while the shutter fingers move downward,
altering the focal status. By refocusing the shutter finger and observing the displacement
of the fine object adjustment knob of the microscope, the movement of the shutter fingers
was measured as 10 um. As detailed in Section 2.2, the electrostatic force exerted on the
shutter at 200 V is 8.69 x 107> N. Therefore, the spring constant of the shutter’s supporting
springs is calculated to be 8.7 N/m.

17



Sensors 2024, 24, 439

Figure 6. Sensor fabrication process. (a) The view of the design PCB and generate Gerber files.
(b) Manufactured shutter and sensing electrodes. (c) Manufactured actuator driving electrodes.
(d) Bending the sample manually to show the flexibility. (e) After laser cutting, the micro-springs
are released and the shutter and sensing electrodes are separated. (f) Place (e) on top of (c) to form
the sensor.

Shutter fingers Sensing electrodes

(b) (©

Figure 7. Released shutter and sensing electrodes under the microscope. (a) Whole area. (b) Zoom
picture of the electrodes at the initial rest position. (c) Zoom picture after applying 200 V on the
driving electrode.

4. Sensor Testing

4.1. Test Setup

The fabricated sensor was tested in the laboratory. Figure 8 shows a functional diagram
of the test setup. The sensor was placed on a grounded metal plate, and the distance from

18



Sensors 2024, 24, 439

the sensor surface to the metal plate was measured to be 0.5 mm. Another metal plate was
placed above the sensor, and the two metal plates were separated by two 4.5 mm thick
spacers on each side, then the distance from the top metal plate to the surface of the sensor
was 4 mm. A DC power supply was connected to the top metal plate to generate a test DC
electric field. The actuator driving sine wave was generated by an Agilent 33120A signal
generator (Agilent Technologies, Santa Clara, CA, USA), followed by three 1:7 transformers
in parallel in the primary side and in series in secondary side. When an amplitude 10 V
sine wave was provided by the signal generator, the output driving signal amplitude was
measured to be 193 V. The output of the sensing electrodes was sent to a transimpedance
amplifier (TIA), with a gain of 107. After the TIA, an interfering signal was detected, which
had the same frequency as the actuator driving signal and overloaded the lock-in amplifier.
This is because the deformation of the shutter after release and the flatness of the electrodes
was not perfect, which caused the electric field from the driving electrode to reach the
sensing electrodes more easily.

I Dc power supply |
N

S
Fhridss ¥+ s Ehild Transimpedance N High pass Lock-in

BEOr amplifier filter amplifier

Actuator
Transformer I(—l Signal generator

Oscilloscope

Digital multimeter

Figure 8. Test function diagram.

To minimize this interference while not attenuating the sensing signal, a sixth-order
high-pass Butterworth filter with a cutoff frequency of 500 Hz was employed. The gain
for infinite frequency was set to 1, and the quality factor Q was selected to be 0.707.
The frequency response of this filter was simulated by using Cadence Orcad 22.1 Pspice
(Cadence, San Jose, CA, USA), and Figure 9 shows the result. Since the driving signal
frequency was only half the sensing frequency, it was attenuated more. After the high-pass
filter, the signal was fed to an SR510 lock-in amplifier. During the test, the lock-in amplifier
integration time was set to be 1 s, and the lock-in frequency was set to be 2f. The output of
the lock-in amplifier was sent to an oscilloscope and a digital multimeter. By adjusting the
lock-in amplifier sensitivity, different ranges of electric field can be measured.
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Figure 9. High pass filter frequency response simulation.
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4.2. Frequency Response Test

After setting up the test apparatus, the first test performed was to find the actual
resonant frequency, where the sensor has its maximum response. In this test, we selected
the lock-in amplifier sensitivity to be 2 mV. Then we set the signal generator amplitude to
be 8 V. After transformer amplification, the amplitude of the signal driving the actuator was
153 V. The frequency was swept from 160 Hz to 580 Hz with an increment of 10 Hz. The
DC power supply output voltage was set to be 100 V, which can create a test electric field
of 25 kV/m at each frequency, enabling and disabling the output of the DC power supply.
The responses of the sensor shown on the digital multimeter were recorded and are plotted
in Figure 10. The analog output of the SR510 lock-in amplifier is given by the equation:

Vout = 10A.(AyV; cos @ + Vog) (10)

where A, is the expanded setting on the lock-in amplifier panel; A, equals the reciprocal of
the sensitivity setting, which is 2 mV in this test; V; is the magnitude of the input signal
to the lock-in amplifier; @ is the phase difference between the signal and reference; and
Vos is the offset. However, the SR510 only gives the in-phase component X of Vy;. The
amplitude of V,,; can be derived by both the in-phase and quadrature component Y:

Z=VX2+Y2 11)

In this test, for each frequency, we measured the X component by setting the phase to
be 0°, and measured the Y component by setting the phase to be 90°, then calculated the Z
component using Equation (11). The test results are shown in Figure 10. The Z component
maximum occurs at 420 Hz, which indicates that the shutter resonant frequency is 840 Hz.
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Figure 10. Sensor frequency response test results.

4.3. Sensor Sensitivity Test

In this section, we explore the sensor sensitivity. For a linear sensor, the transfer
function can be described by:
E=A+Bs (12)

where s is the input signal, E is the output signal, A is the output signal E at zero input
signal s = 0, and B is the slope of the line. B is also called sensitivity [25]. Therefore, the
sensor sensitivity is:

_E-A
s

B (13)
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For this test, we set the signal generator amplitude to be 10 V, and after transformer
amplification, the amplitude of the signal driving the actuator was 193 V. As the in-phase X
component peaked at 800 Hz (the driving signal at 400 Hz), we chose the lock-in amplifier to
display the X component, the phase was set to be 0°, and we set the signal generator output
frequency to be 400 Hz. The DC power supply output voltage was set to be 10 V, which
provided a 2.5 kV/m test electric field when turned on. To explore the highest sensitivity of
the sensor, the SR510 lock-in amplifier sensitivity was pushed to the lowest before overload
to be 100 V. Figure 11 shows the test results. As we can see, when the 2.5 kV/m field
turns on and off, the sensor output is averaged to be 12.8 V. The sensor sensitivity can be
calculated to be 5.1 V/kVm 1. The noise level of the sensor is 0.3 V, and the resolution
of the sensor is calculated to be 62.5 V/m. Table 3 compares the EFMs presented in this
paper and some reported in recent years. This sensor demonstrates significantly higher
sensitivity and comparable resolution.
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Figure 11. Sensor sensitivity test results.

Table 3. Comparison between references and this work.

Reference Year Sensitivity Resolution
MEMS EFM [13] 2001 40 uV (kV/m)~! N/A
Thermal actuator EFM [14] 2009 0.1mV (kV/m)~! 42V/m
Thermal actuator EFM [15] 2006 0.4mV (kV/m)~! 240 V/m
Torsional Resonance EFM [16] 2018 5mV (kV/m)~! N/A
Comb drive EFM [18] 2017 10 mV (kV/m)~! N/A
EFM in this paper 2023 51V (kV/m)~! 62.5V/m

4.4. Sensor Response Linearity Test

In order to explore the sensor response linearity, a test was performed to measure the
sensor response from 1.25 kV/m to 25 kV/m. In this test, the driving signal amplitude
was 193V, and the frequency 400 Hz. The lock-in amplifier sensitivity was selected to be
1 mV. When the DC power supply swept the voltage from 5 V to 100 V, electric fields from
1.25 kV/m to 25 kV/m were generated. Figure 12 plots the sensor response (each reading
has an error of £0.03 V). The linearity of the sensor is calculated to be 1.1%, with an average
sensitivity of 0.49 V/ kVm~1.
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Figure 12. Sensor response to DC electric fields from 1.25 kV/m to 25 kV/m.

5. Conclusions

This paper introduces an MEFM employing a vertical movement shutter based on a
flexible PCB substrate. The shutter is driven by an electrostatic actuator. The sensor struc-
ture was fabricated by a commercial PCB manufacturing process followed by laser cutting
for release. The fabricated sensor demonstrated a linear response in electric fields ranging
from 1.25 kV/m to 25 kV/m. The highest sensitivity was measured to be 5.1 V/ kVm~1.
This sensor has the potential to compensate for the shutter lift-up issue of common MEFMs
by providing an initial bias voltage on the actuator. This allows this type of sensor to be
applied in a wide range of DC electric field measurements from sub-kV/m to over MV/m.
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Abstract: Waste material classification is a challenging yet important task in waste management. The
realization of low-cost waste classification systems and methods is critical to meet the ever-increasing
demand for efficient waste management and recycling. In this paper, we demonstrate a simple,
compact and low-cost classification system based on optical reflectance measurements in the short-
wave infrared for the segregation of waste materials such as plastics, paper, glass, and aluminium.
The system comprises a small set of LEDs and one single broadband photodetector. All devices are
controlled through low-cost and low-power electronics, and data are gathered and managed via a
computer interface. The proposed system reaches accuracy levels as high as 94.3% when considering
seven distinct materials and 97.0% when excluding the most difficult to classify, thus representing a
valuable proof-of-concept for future system developments.

Keywords: discrete spectroscopy; feature selection; SWIR; material classification; optical sensor

1. Introduction

Material classification plays a crucial role in various industries such as manufacturing,
healthcare, environmental monitoring, and security. The ability to accurately identify and
classify different materials is essential for ensuring product quality, safety, and compliance
with industry standards. In recent years, the importance of material classification has
been further amplified by the growing emphasis on sustainability and environmental
conservation [1].

In this era of rapid technological advancements, sensors have emerged as indispens-
able tools for material classification. Unlike traditional methods that often rely on manual
inspection or chemical analysis, sensors offer real-time, non-destructive, and precise ma-
terial identification capabilities. For this aim, various technologies such as spectroscopy,
imaging, and X-ray analysis can be employed [2]. Among such approaches, those relying
on optical sensors stand out, due to their ability to use infrared light to gather information
about material characteristics that are often invisible to the human eye. Optical sensors
offer remarkable precision and speed in distinguishing materials, without the need for
extensive sample preparations or prolonged laboratory tests [3]. Moreover, these sensors
operate in non-contact mode, facilitating the analysis of moving materials.

The integration of optical sensors with cutting-edge technologies such as hyperspectral
imaging and Raman spectroscopy has further elevated their capabilities. Machine learn-
ing algorithms, fuelled by data collected from optical sensors, enable intelligent pattern
recognition, resulting in highly accurate material classification outcomes [4]. Industries
spanning pharmaceuticals, food processing, aerospace, and environmental monitoring
have significantly benefited from the advanced capabilities of optical sensors [5-7].

Optical sensors typically exploit spectral information to identify materials based
on their reflectance and/or transmittance fingerprint. Different spectral ranges can be
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employed, depending on the materials of interest and on the morphological characteristics
of the samples. Short-wave infrared (SWIR) spectroscopy stands out as a beacon of precision.
Operating within the wavelengths from 1000 to 2500 nm, SWIR spectroscopy offers an
unparalleled depth of analysis. Its ability to penetrate materials, coupled with its sensitivity
to various molecular vibrations, makes it indispensable in material classification [8]. SWIR
spectroscopy and SWIR-based hyperspectral imaging have been extensively employed in
the last decade for material classification purposes, when used together with classification
algorithms [9-11].

Spectral analysis and hyperspectral imaging can reach very high performance in
material classification, but, on the other hand, they rely on cumbersome and expensive
instrumentation, thus hampering their adoption for high-volume applications. Recently,
a simplified approach to spectral measurements has been proposed, employing imaging
systems and photodetectors with a large spectral response and quasi-monochromatic light
sources (LEDs), selected in order to investigate only those wavelengths where target mate-
rials express specific reflectance signatures [12-14]. The extension of such a discrete-light-
source spectroscopy approach to SWIR wavelengths can further enhance the achievable
performance, allowing for better material recognition.

In this study, we explore SWIR-based material classification using discrete LED sources
for spectral analysis. Our preliminary study utilized 10 carefully chosen LEDs, achieving
98% accuracy in classifying waste materials [15]. The current research aims to further
improve the proposed system by revisiting the initial set of LEDs and optimizing the
achievable accuracy while reducing the number of employed LEDs. The proposed system
measures the reflectance of solid samples at specific wavelengths, acquiring discrete re-
flectivity spectra while minimizing data redundancy. The goal is to create a cost-effective,
user-friendly instrument for material sorting, applicable in recycling and waste manage-
ment. Despite potential performance trade-offs, our approach ensures quick and efficient
implementation, making it ideal for distributed waste segregation, enabling the accurate
differentiation of waste materials.

Figure 1 presents a schematic overview of the principle of operation of the system.
In this configuration, LEDs function as light sources, sequentially controlled by electronic
drivers, while the photodetector measures the reflected intensities. These signals undergo
conditioning through a trans-impedance amplifier, before being acquired through a com-
mercial data acquisition interface. The MATLAB suite is employed for the classification of
the acquired data, corresponding to different materials.
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Figure 1. Schematic representation of the system working principle.

2. Materials and Methods
2.1. Materials

In our study, we analysed seven materials, including polyethylene terephthalate
(PET), polypropylene (PP, transparent and white), a composite polymer made of polylactic
acid (PLA) and polybutylene succinate (i.e., AB400L), glass, paper, and aluminium. It is
important to note that these samples represent only a subset of the materials found in
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industrial and domestic waste, and they were utilized in the forms of flakes and pellets,
which might not fully represent real waste materials in terms of physical properties. Hence,
our system serves as a proof of concept, demonstrating the potential of discrete spectroscopy
for waste segregation. We specifically selected transparent or white materials as reference
samples, except for light-grey PET, since SWIR spectroscopy still poses challenges in
analysing dark-coloured samples due to their high absorption levels [16]. In addition,
cutting the materials into macro-sized flakes provided several advantages, such as an
increased sample surface area, material homogenization, and reduced effects of extraneous
reflections like specular reflections.

2.2. SWIR Spectral Acquisition

The spectra for each material were collected using two distinct Ocean Insight compact
spectrometers (Orlando, FL, USA) operating in the VIS (450 nm to 1030 nm) and SWIR
(954 nm to 1710 nm) ranges, with a step size of 1 nm. Subsequently, the individual VIS
and NIR spectra were rescaled, merged, and presented as a unified spectrum spanning
the range from 450 nm to 1710 nm. A total of 50 spectra were recorded for each material.
Figure 2 illustrates the combined averaged reflectance spectra obtained from the two
compact spectrometers. The right side of the figure shows photographs of each material.
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Figure 2. Spectra of all materials using compact spectrometers. The numbers in the photographs
align with the labels provided in the plot legends.

The reflectance spectra reveal that glass distinguishes itself from other materials by
virtue of its exceptional transparency, characterized by a solitary peak in the 600 nm wave-
length range. The white PP material exhibits elevated reflectance values in comparison to
other materials, featuring two prominent peaks within the wavelength range of 1200 nm to
1600 nm. Transparent PP shares peaks with white PP, but its reflectance values are signifi-
cantly lower, and the peaks appear broader. The paper displays distinctive characteristics
with high reflectance values, featuring two notable troughs at 550 nm and 1550 nm in the
spectrum. Much like transparent PP, AB400L unveils distinct features solely in the SWIR
range, displaying two peaks, with one exhibiting a broader profile. Additionally, it shows
a nearly constant spectrum in the NIR and VIS ranges. In contrast, aluminium exhibits a
consistent spectrum in the SWIR range with high reflectance values, whereas in the NIR
range, it features a notable wide reduction between 800 nm to 950 nm. PET exhibits a low
reflectance level, akin to transparent PP, with closely aligned spectra. This similarity can be
attributed to the selected materials being both white and more transparent than the others.
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It is evident from Figure 2 that each material exhibits unique characteristics in the
SWIR range as opposed to the VIS range. Therefore, despite the available data in the
spectral range between 450 nm to 1710 nm, in our data analysis, we exclusively considered
the spectral values within the SWIR range from 810 nm to 1710 nm.

2.3. LED Selection Method

The LED selection was executed by simulating the system response for all the different
LEDs employing the spectral data reported in Figure 2 and the spectral emissions of the
LEDs as obtained from the datasheets.

Figure 3 illustrates the process of LED selection, encompassing data preparation
and optimization methods. Initially, fourteen commercially available LEDs ranging from
890 nm to 1700 nm (as shown in Figure 4) were selected, spanning the SWIR spectrum.
Subsequently, a hybrid approach was employed to narrow down the selection to the
top four LEDs. This hybrid method [17] was instrumental in ensuring that the eventual
experimental setup would be equipped with the most fitting and efficient LEDs to achieve
precise and reliable results.

LED optimisation- Hybrid method

Data Preparation

Data sct Training Data (80%)  Test Data (20 %)
() = = =
Collect the reflectance I
spectra of materials
" 3 Correlation-based Feature
g Selection : CFS
—~ ] '
2} Collect the spectral g
distribution of = ‘ Presclected feature sct ‘
LED. T
+ LED spectra -
normalisation & ‘ SFS algorithm ‘
Interpolation
%/‘ z (o] ‘ 3
s KNN Model building <
3 * Reflection £ r jfld—. e
o LDA -fold cross- Rt
coefficient 2 validation temtion
. =
calculation between & [ RF ]
reflectance and E3 '
\ LED spectra ) ‘ Performance evaluation J
)
‘ Selected features with accuracy ‘

Figure 3. LED optimization process.
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Figure 4. Spectral distribution of 14 LEDs with peak emission of wavelengths reported in the leg-
end (left), and accuracy achieved with different classifiers for an increasing number of LEDs (right).

The data preparation process initiated with the collection of reflectance spectra for
each material using compact spectrometers, as explained in Section 2.2. Subsequently,
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the 14 LED spectral irradiance data were gathered from datasheets and normalized based
on the intensity at the peak wavelength. The normalized irradiance spectra were then
interpolated to be aligned with the wavelength range and step of the materials’ reflectance
datasets. The theoretical amount of light reflected by each sample, when illuminated with a
single LED, was calculated as the overlap integral of the LED irradiance spectrum and the
material reflectance spectrum measured using the compact spectrometers. The coefficients
derived from this process indicated the ratio of reflected light from the sample to the
total incident light from the LED. This produced, for each measurement, a reduced set
with 14 features that captured essential information from the reflectivity spectrum of each
material. For each of the seven considered materials, the 50 collected reflectance spectra
were employed for feature (i.e., LED) selection purposes.

In our hybrid approach, we adhered to a standard methodology for effective feature
selection and classification model construction. We started by splitting the dataset into
distinct training (80%) and testing subsets (20%). The training set became the focal point for
employing the Correlation-based Feature Selection (CFS) algorithm [18], which carefully
evaluates features to identify their relevance. The algorithm scores features based on their
relevance, assigning priorities. Subsequently, the top 10 features with the highest scores
were preselected. This subset then served as input for a Sequential Forward Selection
(SFS) wrapper method [19]. Resorting to a 5-fold cross-validation, this wrapper-based
optimization ensured the selection of a focused and informative feature subset comprising
only 4 LEDs. Subsequently, the chosen features were utilized to construct a classification
model. For a proper performance assessment, the model underwent evaluation using the
untouched testing data, offering insights into its accuracy and generalization capabilities.
To perform a comprehensive analysis, our methodology was applied by considering widely
used classification algorithms such as Support Vector Machine (SVM) [20], K-Nearest
Neighbours (KNN), Linear Discriminant Analysis (LDA), and Random Forest (RF) [21].
This standardized approach ensured a thorough exploration of feature relevance and
model efficacy across diverse classifiers, contributing to the reliability and versatility of our
mixed method.

After thorough evaluation, each method consistently achieved high accuracy, exceed-
ing 95% with the set of the four selected LEDs. Notably, LDA achieved an accuracy of
99.70%, closely followed by SVM at 99.60%. We strategically selected LEDs at wavelengths
of 1085 nm, 1600 nm, 1300 nm, and 910 nm due to their significant and consistent accuracy
across the LDA, SVM, KNN, and RF classifiers. This choice was based on the selection of
each of these LEDs within the set of the best four, for at least three classifiers out of the
four considered ones, as shown in Table 1, highlighting the robustness of these LEDs in the
optimization approach. Figure 4 visually presents the spectra of all 14 selected LEDs on the
left side, with the filled area representing the spectra of the LEDs chosen after optimization.
On the right side, the graph illustrates the LEDs alongside their corresponding accuracies at
each step of the selection process for the four classification methods. Notably, as additional
features were introduced, the accuracy levelled off and remained stable after selecting
6 LEDs in each method, confirming the chosen 4 LEDs were sufficient to guarantee the
desired classification performance.

Table 1. Ranked list of LEDs (expressed in terms of emission peak wavelength, in nm) selected for
each classifier.

Methods LED 1 LED 2 LED 3 LED 4
SVM 1085 nm 1600 nm 910 nm 1300 nm
KNN 1085 nm 910 nm 1600 nm 1300 nm
LDA 1085 nm 1600 nm 1450 nm 930 nm

RF 1085 nm 910 nm 1450 nm 1300 nm
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2.4. Simulation Results

To provide further details on the performed analysis, and to assess the robustness
of our proposed spectral acquisition and classification analysis using the selected four
features (LEDs), we report in Figure 5 the confusion matrix obtained considering the
LDA classifier, which demonstrated superior performance compared to the SVM, KNN,
and RF algorithms. Notably, the overall accuracy rate reached 98.6%, with only a minor
misclassification observed for aluminium, glass, and paper.

AB400L

Aluminum

Glass

PET

True class

PP_Transp

PP_White

Paper 1

USRS Cid A &0 Je of
»© o 3\ < N W o
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Predicted class
Figure 5. Confusion matrix obtained during the feature selection process to simulated LED data.

2.5. Methodology

Following the analysis performed to select the best four LEDs, an experimental setup
was built, as depicted in the schematic block diagram shown in Figure 6. This system
was composed of three main components: a sensor head, an analogue front-end, and a
multifunction interface connected with a computer. The sensor head was housed in a 3D-
printed case with dimensions of 5 cm in diameter and 1.5 cm in height. Within this casing,
there was a germanium photodetector surrounded by four strategically positioned LEDs.
To prevent direct illumination, the LEDs were evenly spaced. These LED light sources
are commercially available and come equipped with epoxy and glass lenses, measuring
4 mm in diameter, and have a maximum current of 25 mA. All the LEDs were biased with
a custom circuit in order to provide a mean optical power of 2 mW =+ 10%. The germanium
photodiode operated within the spectral range of 700-1800 nm, with a peak responsivity of
0.85 A/W at 1550 nm.

The analogue front-end of the system consisted of a 4-channel current amplifier
responsible for driving the LEDs and a variable-gain transimpedance amplifier designed
for the photodiode. This analogue front-end was connected to a computer through a
multifunction input/output interface, leveraging the National Instruments DAQ USB6009
(Austin, TX, USA). The USB6009 facilitated the sequential activation of the LED current
drivers and performed analogue-to-digital conversion of the output from the photodiode
amplifier. This conversion was achieved at a precision of 14 bits with a sample rate of 1 kS/s.
To streamline the measurement process, a user-friendly graphic interface, developed using
LabVIEW (version 2023.Q1), was employed. This interface allowed for the management
of measurements, the real-time monitoring of each light source’s status, the configuration
of measurement parameters (such as sampling rate, number of readings to be averaged,
duration of LED illumination, and measurement timing), and the display and storage of
sensor readings.
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Sensor Head

Figure 6. Schematic representation of the system set-up.

Each material sample was placed and stored in a separate black box. The samples
underwent exposure to each LED light source for a duration of 10 ms. During this time,
reflectance values were captured and used to calculate the ratio of reflected light to incident
light. The total incident light amount was pre-calibrated and stored in a look-up table. The
system output was presented graphically in LabVIEW. Maintaining a uniform illumination
of the sample was ensured by placing the sensor at a fixed distance of 7 cm. A5V
power supply was utilized to power the entire system which, along with the sample under
measurement, was enclosed in a dark box. To enhance measurement accuracy, each sample
was measured 10 times and averaged. Before each reading, the sample box was shaken to
minimize artifacts associated with preferential reflection angles from the grains.

Upon exposure to each LED, the sample material underwent partial reflection of
the incident optical radiation. The diffused reflection was captured by the photodiode,
generating a photocurrent that was proportional to the optical power. This photocurrent
was then amplified and converted to a voltage using the trans-impedance amplifier before
being acquired by the DAQ. This acquisition process was repeated for all the different
LEDs, resulting in a set of 4 values. To account for variations in the emission intensity of
the 4 LEDs, all measurements were normalized with respect to a calibration dataset. This
dataset was obtained by substituting the sample with a metal mirror during the calibration
process. The sample’s reflectivity was calculated using Equation (1), where VO(A) represents
the voltage value obtained during the calibration with a flat mirror (proportional to the
incident light intensity), and Vs(A) is the voltage acquired while illuminating the sample
under analysis (proportional to the reflected light intensity).

R(M) = Vs(A)/VO(N) )

The measurements were conducted on the seven considered materials over a period
of three days. Specifically, 50 spectra were collected from each material daily, amounting to
a total of 350 spectra per day. Across the entire study, 1050 spectra were gathered, creating
a comprehensive dataset that encompassed a broad range of variations and measurements
for subsequent analysis. This extensive dataset enabled the consideration of the potential
impact of environmental conditions on the proposed setup. In the subsequent section,
various classifiers were employed on the collected data. The objective was to identify the
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most effective approach and to explore the relationship between achievable performance
and the intra-class variability observed in the conducted measurements.

3. Results

The collected data were classified using various methods through a MATLAB (version
2022a) script. Table 2 below presents the classification accuracy achieved on each of the three
days, employing an 80%-20% division for training and test data, and the four considered
classification methods. Better results are typically obtained when using an SVM classifier,
which provides the best average performance when considering data from all the three
different acquisition sessions.

Table 2. Classification accuracies achieved using four optimized LEDs across four different classifica-
tion methods over the considered three-day dataset. Values in bold indicate the best results obtained
for each acquisition session.

Data Set SVM LDA KNN RF
1st day 95.7% 96.0% 94.3% 92.9%
2nd day 94.6% 93.4% 92.6% 88.6%
3rd day 93.4% 92.9% 89.7% 90.0%

Overall, classification performances were similar for the different days, but some slight
differences could be observed, with data from day 3 providing the worst classification
results irrespective of the classification algorithm. This behaviour was expected, since we
purposely did not control environmental conditions (e.g., temperature, room illumination,
relative humidity) during measurements. It is therefore evident that the specific acquisition
conditions may have had a non-negligible impact on the reliability of the measurements
and on the resulting classification performance.

For a better assessment of the actual capabilities of the proposed system and to
enhance its generalization capabilities, additional data analysis was conducted by splitting
the collected samples according to two distinct modalities, that is, day-wise split and
random split. The day-wise split means that data from one specific day were exclusively
assigned for training, and data from another day were reserved for testing. This approach
allowed for a targeted assessment of the model’s performance on unseen data from a
different day, providing insights into its ability to generalize and handle variations specific
to distinct timeframes. Evaluating the model under such day-wise conditions helps gauge
its adaptability to changing circumstances and ensures a comprehensive understanding of
its performance across different temporal contexts. The random split modality implies that
the data obtained during the 3 days are mixed and then randomly divided into training
(80%) and test (20%) samples in a 5-fold cross validation. Random split helps ensure a
representative distribution of data across training and test sets, reducing bias and enhancing
the model’s generalization to unseen data.

Figure 7a—d show the confusion matrices associated with four out of the seven consid-
ered scenarios, that is, 1st vs. 2nd day (with LDA classifier), 1st vs. 3rd day (with SVM), 3rd
vs. 2nd day (SVM), and shuffled data (SVM). The accuracies achieved in all considered tests
are detailed in Table 3, where the results related to the conditions considered in Figure 7
are marked in bold. When checking the reported confusion matrices, certain noteworthy
misclassifications are evident. Figure 7a reveals a significant error rate, i.e., 62%, in classify-
ing aluminium with other materials. AB400L follows with a 40% misclassification, and PP
(transparent) exhibits a 22% error rate. In Figure 7b, a persistent 62% misclassification is
observed between aluminium and other materials, accompanied by a 16% misclassification
between PP (transparent) and AB400L, emphasizing the complexity of accurate classifi-
cation for these material pairs. Figure 7c,d continue to show a consistent trend of high
misclassification for aluminium materials with other substances. Notably, in Figure 7c,
there is a 38.0% misclassification with other materials, and in the shuffled dataset, a similar
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pattern is observed with a 23% misclassification rate. These findings highlight the difficulty
in accurately categorizing aluminium using classification models applied to training/test
data collected in different scenarios, which significantly impacts the overall accuracy. On
the other hand, consistently high accuracy, close to 100%, is achieved for both glass and PP
(white) across all the considered situations. These results suggest that these two materials
have highly characterizing spectral signatures that allow effective differentiation within a
classification framework.
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Figure 7. (a) Confusion matrix of 1st (training) vs. 2nd (test) acquisition sessions for LDA classifier.
(b) Confusion matrix of 1st (training) vs. 3rd (test) acquisition sessions for SVM classifier. (c) Con-
fusion matrix of 3rd (training) vs. 2nd (test) acquisition sessions for SVM classifier. (d) Confusion
matrix of shuffled data acquisition sessions for SVM classifier.

The misclassification of aluminium in comparison to other materials can be attributed
to the distinct surface characteristics of the materials, where one side exhibits a shiny
appearance while the other is coloured. Notably, these aluminium samples were sourced
from used soft drink cans obtained from the environment. To address this challenge, we
opted to exclude aluminium from our dataset and focused on classifying the remaining
materials. The results revealed a promising improvement in our data analysis. Actually,
Table 3 outlines a comparison of the performance obtained when employing SVM and
LDA classifiers, and both with and without aluminium, for all the considered data divi-
sions. The findings from Table 3 clearly indicate that the dataset excluding aluminium
exhibits substantial improvements across all scenarios. Particularly noteworthy is the fact
that, out of the seven considered scenarios, five of them consistently provided overall
classification accuracy above 90% without aluminium. Figure 8a—d show the confusion
matrices obtained when excluding aluminium for the four scenarios considered in Figure 7.
Actually, the considered scenarios, with the associated classifiers, are those showing the
largest differences between considering or excluding aluminium.
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Table 3. Comparative analysis of classification accuracy using SVM and LDA methods in different
data sets. Values in bold indicate the scenarios considered in Figures 7 and 8.

. All Materials WIﬂ.w.u t All Materials W1tl:10.ut
Scenario (SVM) Aluminium (LDA) Aluminium
(SVM) (LDA)
1st (Training) vs. o o o o
2nd (Testing) 79.4% 87.3% 79.0% 92.0%
1st (Training) vs. o o o o
3rd (Testing) 83.0% 91.3% 67.7% 88.7%
2nd (Training) o o o o
vs. st (Testing) 76.3% 82.7% 66.6% 83.0%
2nd (Training) . o o o
vs. 3rd (Testing) 80.0% 91.7% 81.4% 88.0%
3rd (Training) vs. o o o o
1st (Testing) 86.0% 95.3% 73.0% 87.7%
3rd (Training) vs. o o o o
2nd (Testing) 82.6% 90.0% 74.0% 89.7%
Shuffled data 94.3% 97.0% 93.0% 96.0%
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Figure 8. (a) Confusion matrix of 1st (training) vs. 2nd (test) acquisition sessions, without aluminium,
for LDA. (b) Confusion matrix of 1st (training) vs. 3rd (test) acquisition sessions, without aluminium,
for SVM. (c) Confusion matrix of 3rd (training) vs. 2nd (test) acquisition sessions, without aluminium,
for SVM. (d) Confusion matrix of shuffled data acquisition sessions, without aluminium, for SVM.

The observed improvement underscores the positive impact of excluding aluminium
on the model’s ability to accurately classify materials in various scenarios. Likewise, data
shuffling facilitates improved the training of the classifier, enhancing its generalization
capability and resulting in an overall higher accuracy of 94.3% when considering all materi-
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als, with a further improvement to 97.0% when excluding aluminium, further highlighting
the positive impact of data shuffling on the model’s performance. Finally, it can be seen
that the performance of the SVM classifier is consistently higher than that attained by LDA.

Despite removing aluminium from the dataset, the confusion matrices in Figure 8
highlight significant misclassifications, particularly among AB400L, PP (transparent), and
paper. The classification models encounter challenges in distinguishing these three ma-
terials, particularly in the case of PP (transparent), which consistently experiences minor
misclassifications with PP (white) due to their shared material properties. Glass, on the
other hand, proves to be the easiest material to classify, achieving almost 100% accuracy
across all cases, thanks to its distinctively low reflectance values. Furthermore, PP (white)
stands out as another material with high accuracy within this system setup, attributed to
its distinctive high reflectance characteristics, as evident in Figure 1, which depicts the
continuous spectra of the materials. While our current system setup with 4 LEDs has
demonstrated good performance in material classification, our previous analysis using
a larger number of LEDs revealed superior classification for “critical” materials. This
underscores the significance of achieving finer spectral discrimination for enhanced results
in material classification. The utilization of a more extensive set of LEDs seems to boost
the model’s capacity to differentiate and classify materials, highlighting the importance of
spectral precision in achieving accurate results, particularly for critical materials.

4. Conclusions

This paper introduces a cost-effective approach for waste material classification
through discrete optical analysis in the short-wave infrared (SWIR) range. The system
integrates four LEDs and a single photodetector, controlled by basic electronic drivers
and a transimpedance amplifier, respectively. The conditioned photodetector signal is
acquired via a commercial data acquisition interface. With respect to our previous work
using 10 LEDs and a 98% accuracy rate, our new feature selection method focuses on four
LEDs, attaining 97% accuracy with support vector machines. The system is applied to
classify diverse materials, including glass, paper, and three types of plastic. Challenges
arise in classifying aluminium due to its reflective properties and the presence of plastic
coatings on the samples.

The proposed system should be interpreted as a proof-of-concept and has been tested
with a small number of samples and in a reduced complexity framework. More specifically,
no coloured plastics were employed, and all the samples shared similar surface characteris-
tics in terms of roughness. In order to assess the real extent of the proposed classification
approach, further systematic analyses including samples with different colours and surface
characteristics should be executed. However, it should be considered that, apart from black
pigments, plastic colourings do not typically show any peculiar absorption or reflection in
the SWIR range. In addition, the scattering characteristics of a certain material depend both
on its surface roughness and on its complex refractive index; thus, different finishes can act
as confounding parameters in the classification system, but this issue could be addressed
by increasing the amount of samples and data employed for the training.

It may also be noted that, due to the employment of a single photodetector, our system
may fail in the classification of samples made of mixed materials (e.g., glass bottles with
plastic or metallic caps) or when dealing with very small samples with respect to the
field of view of the detector. A straightforward approach to improve the performance of
the system consists of the implementation of an imaging sensor as a replacement for the
single photodetector, thus allowing for the acquisition of images with embedded spectral
data. However, this performance enhancement would come at the cost of a more expensive
measurement set-up. Despite such constraints, our research demonstrates that the proposed
system is promising and highlights the potentialities of discrete spectrometric analysis for
material recognition.

In summary, our research contributes to the development of an affordable and reliable
system for material classification. While refining the accuracy of aluminium classifica-
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tion remains a challenge, our system demonstrates significant potential for accurately
categorizing plastic, paper, and glass waste materials.
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Abstract: Heat flux measurement shows potential for the early detection of infectious growth. Our
research is motivated by the possibility of using heat flux sensors for the early detection of infection
on aortic vascular grafts by measuring the onset of bacterial growth. Applying heat flux measurement
as an infectious marker on implant surfaces is yet to be experimentally explored. We have previously
shown the measurement of the exponential growth curve of a bacterial population in a thermally
stabilized laboratory environment. In this work, we further explore the limits of the microcalorimetric
measurements via heat flux sensors in a microfluidic chip in a thermally fluctuating environment.

Keywords: heat flux measurement; microfluidics; microbiology

1. Introduction

Heat flux measurements are very interesting for measuring the metabolic heat output
of chemical and biological systems [1]. For example, heat produced by living organisms
reflects metabolic activity and metabolic changes [2,3]. Large instruments such as mi-
crocalorimeters have been used for studying the heat produced during the growth of
different bacterial strains in medicine [4] and microbiology [5,6]. On-chip calorimetric
measurements such as micro- [7,8], nano- [9-11] and pico-calorimetric chips [12] have also
been utilized for investigating metabolic changes through exothermic heat production.
Microfluidic systems offer a number of benefits, such as optical access, controllable fluid
mixing and lab-on-chip/in vitro systems capabilities, as summarized in the literature [13].
Many different microfluidic chips have been developed to emulate the in vivo environment
in the body for diagnostic [14,15] or research purposes of different regions in the body
such as the kidney [16], lung [17] or tumors [18]. These systems focus on the detection
of biochemical markers or on optical investigations of the in vitro system. We wish to
adapt the concept of in vitro microfluidic systems to emulate the in vivo environment of
an infection and use physical sensors as opposed to biochemical sensors to avoid drift
and promote long-term stability of the sensor in vivo. Having heat flux measurements
accessible in microfluidic chips would expand the range of tools for bioengineering with
tabletop access to microcalorimetric data. This work is an extension of work presented at
the XXXV Eurosensors Conference 2023 in Lecce (10-13 September).

Microcalorimetric microfluidic chips have been proposed to mimic the thermal envi-
ronment of a growing infection on a vascular graft implant surface [19,20]. For example,
Figure 1a shows a 2 + 1 channel microfluidic system, where a growing infection is emulated
by an exothermic chemical reaction. The heat produced is measured differentially by
two heat flux sensors. Heat transfer to blood flowing in an aorta is accounted for by a
top channel. Its heat transfer coefficient, h, is designed to match that of a physiological
aorta [19].
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(a) Top channel: mimicking blood (b) Thermally stabilized environment
flow-in aorta through h [W/m?2K]

<+— Copper block

Figure 1. (a) Sketch of a 2 + 1 channel microfluidic chip [19] reproduced with permission. The heat
transfer coefficient of the top channel matches that of aortic heat transfer. (b) Microfluidic chip in a
thermally stabilized environment able to resolve bacterial growth though heat flux measurement [1].
Schematics adapted from [1,19].

In another system, shown in Figure 1b, the exponential growth curve of a bacterial
population was measured using a similar concept involving differential heat flux sensors [1]
in a microfluidic chip. The individual bacterial thermal power could be determined thanks
to a thermally stabilized environment. This system was developed to facilitate calorimetric
measurements on microfluidic chips in laboratory environments. The thermally stabilized
environment consists of an incubator at 37 °C, a PMMA (Poly(methyl methacrylate))
thermally stabilizing box and a block of copper placed on top of the two channels to keep
the thermal fluctuation to a minimum.

These in vitro experimental systems have shown the potential application of heat flux
sensing towards the early detection of infection. However, some aspects still need to be
investigated before considering in vivo applications. On implant surfaces, to detect an
infection early, one has to resolve the onset of bacterial growth prior to biofilm formation,
after which bacteria stop responding to antibiotic treatment. Such early detection could
significantly decrease the patient mortality rate of, for example, vascular graft implant
infections, which is currently between 17 and 40% of cases [21]. In the system shown
in Figure 1b, the resolution with respect to the number of bacteria is supported by a
thermally stabilized environment [1]. In contrast, in vivo, the thermal environment of
the implant would undergo temperature fluctuations (sleep cycles, outside temperature,
level of patient activity, and fever, for example). To determine the feasibility of the early
detection of infection in vivo, it is thus important to investigate the influence of higher
temperature fluctuations on the measurement capabilities of microcalorimetric chip systems.
Furthermore, smaller heat flux sensors than those used in [1,19] would be needed for
integration of the heat flux sensor in an aortic vascular graft, for example in a mesh
structure [20]. Since smaller sensors might be more limited by noise, their impact on the
resolution of measuring bacterial growth needs to be studied.

Here, we present a microfluidic chip measuring bacterial growth through heat flux in
a thermally not-stabilized environment. The system uses smaller heat flux sensors and a
smaller microfluidic channel (smaller thermal mass). We investigate the system in a fluctu-
ating temperature range of 1 K, which matches the standard body temperature fluctuations
in the human body (36.5-37.5 °C) [22]. This study gives further information about the limit
of detection with respect to bacterial growth possible on implant surfaces, a step closer
towards in vivo conditions, and extends the study presented at the Eurosensors Conference.

2. Materials and Methods
2.1. Experimental System and Setup

Two different experimental systems, as illustrated in Figure 2, will be compared. To the
left, Figure 2a,c,e show the microfluidic chip in the thermally not-stabilized environment,
and to the right, Figure 2b,d,f show the thermally stabilized system as introduced in [1].
Pictures of both experimental systems are shown in the Supplementary Information in
Figures S1 and S2.
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Thermally not stabilized Thermally stabilized
(a) (b)
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Figure 2. Left column (a,c,e) show the channels of the microfluidic chip in the thermally not-stabilized
environment. Right column (b,d,f) show the channels of the microfluidic chip in the thermally
stabilized environment [1] with the additional thermally stabilizing copper block. (e,f) show the
cross-section of the chip. The groove is to ensure a given thickness of the PDMS above the heat flux
sensor. Sketches not to scale.

The two channels shown in Figure 2a,c,e are 170 um tall, 6 X 6 mm wide and long
with a volume of 6 pL. The heat flux sensor is a gSKIN XM (greenTEG, Zurich, Switzerland,
resolution: 0.41 W/ mz) with dimensions measuring 5 mm x 5 mm x 0.5 mm, whereas
the two channels shown in Figure 2b,d,f are 320 um tall and 12 x 12 mm wide and long
(volume = 46 pL) with a heat flux sensor of 10 mm x 10 mm and 0.5 thickness [1]. The
heat flux sensor used is the gSKIN XP (resolution: 0.06 W/ mz). In both systems, one of the
channels is filled with bacteria and the other one is filled with sterile lysogeny broth (LB)
media for differentially compensated heat flux measurements. The heat flux sensors are
embedded in polydimethylsiloxane (PDMS) and placed 150 pm above the channels.

Both the thermally not-stabilized setup and the thermally stabilized setup are shown
comparatively in Figure 3. In the former, the microfluidic chip is placed in a temperature-
controlled room at 37 & 0.5 °C without any further temperature stabilization. A PT1000
temperature sensor measures the temperature in close proximity to the microfluidic chip. In
the thermally stabilized system [1], the microfluidic chip is placed within a double-walled
PMMA box with an additional thermally insulating air layer, as illustrated in Figure 3. The
PMMA box is placed inside an incubator at 37 £ 0.15 °C. As also shown in Figure 2b,d,f, a
copper block is placed directly above the microfluidic chip for further thermal stability of
the heat flux sensors.

Escherichia coli (E. coli) MG 1655 in lysogeny broth (LB) is utilized for bacterial experi-
ments. The LB medium consists of 10 g of Tryptone, 5 g of yeast extract, and 5 g of NaCl per
1L of media. To prevent bacterial cells sticking to the tubing walls or in the channel, a 1:100
ratio of Tween20 is added to the LB medium. Each experiment is performed in two steps,
with an initial calibration phase in a sterile environment. First, the flow is controlled using a
peristaltic pump connected to both channels of the microfluidic chip. LB without bacteria is
pumped at a flow rate of 98.75 uL/min. Second, bacteria are added to one of the channels,
into the flask connected to the respective channel. PTFE tubing of an inner diameter of 0.02
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in is inserted in the microfluidic chip inlet and outlet and connected to the peristaltic pump.
The growth of the bacteria is measured via optical density (OD) analysis of the bacterial
population at the outlet of the tubing from the microfluidic chip. The samples collected at
the outlet are put on ice and measured subsequently using an optical density (OD) meter.
This experimental process is based on a previously published protocol of the thermally
stabilized system [1]. During the setup and the initial filling of the channels with liquid, it
is important to ensure that no air bubbles are present in the microfluidic channels prior to
the start of the measurement.

Temperature Controlled Room | Incubator Sensor readout

L VWA i

*| Heat flux
*| Heatflux

= % | Temperature

. . Thermally not stabilized system Thermally stabilized system Chip side view
Chip side view
VAAT T [ Copper |
| — \/\/\ —
__
! = 1
—
PMMA box

Figure 3. A schematic of the measurement setups of the thermally not-stabilized and the thermally
stabilized systems. In the thermally not-stabilized system, the microfluidic chip is placed directly
on an arbitrary surface in a temperature-controlled room without further thermal stabilization
measures. The thermally stabilized system is a previously published system which shows the data of
a microfluidic chip placed inside a thermally stabilizing PMMA box and with a block of copper on
the top side of the microfluidic chip [1].

2.2. Microfluidic Chip Fabrication Steps

The lithography and soft lithography microfluidic chip fabrication steps are illustrated
step-by-step in Figure 4. The microfluidic chip is fabricated by patterning SU8 on a silicon
wafer. A 4 mL quantity of SU8-100 is spin coated on the wafer, with parameters as described
in the Supplementary Information (SI), for a total thickness of 170 um. The wafer is soft
baked at 95 °C for 70 min and subsequently exposed with 400 mW/cm? on a mask aligner
(MAG6 Karl Suss, Suss Microtec SE, Garching, Germany). The mask used for the exposure
contains the dimensions of the two channels, as shown in Figure 2. Following the exposure,
the SU8 is baked at 95 °C for 16 min and subsequently developed in Mr Dev600 (micro resist
technology GmbH, Berlin, Germany) for 16 min. After cleaning the wafer with isopropyl
alcohol and DI water, it is ready for dicing and the soft lithography steps with PDMS.

PDMS (Sylgard 184, Suter-Kunststoffe AG, Fraubrunnen, Switzerland) is mixed in a
1:10 ratio between the elastomer and crosslinker and poured on the prepared and diced
silicon wafer with the desired channel diameters fabricated on top, as shown in Figure 4.
Following 40 min of degassing in a vacuum desiccator, the PDMS is cured at 80 °C for 3 h.
Spacers are used to define the 150 pum PDMS thickness above the microfluidic channels, as
shown in the sketch. Following the first layer of PDMS, the two heat flux sensors are placed
on top of the cured PDMS and above the SUS structures. More uncured PDMS is poured
on top of the sensors and degassed for 40 min. The PDMS is again cured at 80 °C for 3 h.

The PDMS with the embedded heat flux sensors is cut out from the SU8 patterned
wafer mold. Inlet and outlets are punched out of the PDMS using a 20 G needle. The PDMS
is then fused with a glass slide using oxygen plasma ashing for 1 min and 30 s at 100 W in
an O, environment. For further adhesion improvement, the fused chip is directly placed in
an oven at 80 °C for 15 min.
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Figure 4. Fabrication steps of the microfluidic chip with two integrated heat flux sensors. A patterned
silicon wafer with SU8 is used as the basis of the microfluidic chip channel fabrication. Multiple steps
of PDMS curing are applied to create and control different layer thicknesses around the heat flux
sensors. After removing the cured PDMS from the wafer, the inlets and outlets are punched out, and
it is fused with a glass slide using oxygen plasma.

The fabrication steps are different to the fabrication steps of the microfluidic chip used
in the thermally stabilized environment. The channel height for that system is 320 pm, and
the specific fabrication steps are described in detail elsewhere [1].

3. Results

Temperature Measurement

Temperature fluctuations of the environment of both the thermally not-stabilized and
thermally stabilized environment, as measured by the PT1000 temperature sensors, are
shown in Figure 5. The thermally not-stabilized system shows a temperature fluctuation
range of about 1 K for 2.3 h, and the thermally stabilized system shows a temperature
fluctuation range of 0.3 K for over 4.2 h. The different temperature fluctuation ranges are
due to differences in thermal shielding of the microfluidic chip from the environment, as
described in the previous sections.
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Figure 5. Temperature measurements in both the (a) thermally not-stabilized and (b) thermally
stable environments. The fluctuations in (a) are in the range of 1 K from 1.0 h to 3.3 h, whereas in
(b) the range of temperature is 0.3 K over 4.2 h. The data shown is for the duration of the whole
experiment—both calibration and bacterial phase. The temperature data shown in (b) is part of the
previously published heat flux data [1].

As shown in Figure 2a, two microfluidic channels with different functions are used.
One contains only LB media for control purposes, and the other contains LB media together
with growing E. coli. In the calibration phase, parameters for the differential compensation
scheme are determined. These are thereafter applied to heat flux signals in the sensing

41



Sensors 2024, 24, 1019

phase when bacteria are added. The differential compensation scheme allows for the
extraction of heat produced by the bacterial growth via a common-mode rejection scheme,
as described previously [1]. Figure 6 shows the heat flux signal of the two sensors in the
calibration phase (Figure 6a,b) and upon the addition of E. coli.
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Figure 6. Raw and differentially compensated heat flux values. (a) Data during the calibration phase
and (b) data after the differential compensation is applied. The peaks in the heat flux correspond
to peaks in the temperature of the temperature-controlled room, as visible in Figure 5a. (a,c) Both
have a blue heat flux signal and a red heat flux signal where the different heat fluxes represent the
different channels. The blue data belong to the channel in which the bacteria is subsequently added,
and the red data belong to the calibration channel. (c,d) Heat flux data upon addition of E. coli. Peaks
in the heat flux correspond to peaks in the temperature, as visible in Figure 5a (shifted by time). The
raw data are shown as opaque, and the data averaged over 200 datapoints are shown in the darker
color and with a thicker line.

Figure 6a shows raw and averaged data for the calibration phase where both channels
are filled with LB media only. The differentially compensated heat flux signal is shown in
Figure 6b and is calculated according to the scheme introduced in [1]:

q=q1—q 1

With g as the differentially compensated heat flux signal, g1 as the heat flux in
the channel in which bacteria is to be added, g, as the heat flux in the control chan-
nel, 7 indicates the average over 200 datapoints, L. is the ratio of the standard deviations
0c1/0¢2, and g¢1 and g, indicate the calibration phase [1]. g5 is defined as

95 =Le(q2 = q2) + 14 ()

The differential compensation scheme manages to cancel out temperature peaks in the
heat flux upon thermal fluctuations [1]. Figure 6¢ shows the data of the different channels
upon addition of E. coli in one of the channels. The blue signal is from the heat flux sensor
above the channel with bacteria, and the red signal is from the heat flux sensor above
the calibration channel. Equations (1) and (2) yield the differentially compensated heat
flux value, which are also used upon the addition of bacteria, as shown in Figure 6d. At
around 8000 s, the heat flux signal increases like a step-function, as indicated by the arrow
in Figure 6c,d.
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4. Discussion

Figure 7 compares the differentially compensated heat flux signals in the thermally
not-stabilized and the thermally stabilized system. Figure 7a,d show the measured heat
flux data in parallel with the optical density measurement of the bacterial population.
Data for the thermally not-stabilized system shown in Figure 7a is only able to reveal a
step-function-like increase in the heat flux. On the other hand, heat flux measurements in
the thermally stabilized setup in Figure 7d is able to show a clear exponential growth of
the bacteria with the heat flux measurement. In our previous work [1], we have shown
that the exponential region of the heat flux measurement matches the exponential region
as measured in the optical density measurement. The larger noise in the heat flux values
around the averaged signal visible in Figure 7a,c, reflects the two different models of heat
flux sensors used.
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Figure 7. Differentially compensated heat flux measurements in the two systems. (a) Data in the
thermally not-stabilized system. A change in the heat flux is distinguishable in the exponential
growth phase (as indicated by the arrow at 7500 s). Region 1 is indicated by a line in the first part
before the arrow, and Region 2 is indicated by the line starting around 7500 s. (b) Comparison of
the cumulative distribution functions of the calibration phase with raw data with those of Regions 1
and 2. (c) Data for the thermally stabilized system, shown previously in [1]. The data shown are the
points at which the bacteria was added to the system (¢ = 0 s is the addition of bacteria). In all figures,
the opaque data is the raw heat flux signal, and the dark line shows a 200-point moving average.
(d) Semilogarithmic plot of the data. An exponential increase in both the measured heat flux and also
the bacterial population growth is identifiable in the same region.

To distinguish the regions in which the heat flux produced by the bacteria is below or
above the detection limit for the thermally not-stabilized system, empirical cumulative dis-
tribution functions (eCDF) are utilized in different regions. The first is the calibration phase
shown in Figure 6b. The second is Region 1, as indicated in Figure 7a by a horizontal line
from t = 0 to 7500 s. The third is Region 2, as indicated by the horizontal line from ¢ = 7500
to 13,000 s. Comparing eCDFs of these three regions in Figure 7b, the calibration phase and
Region 1 are very close. Region 2 is significantly different from both the calibration and
Region 1. There is a clear shift in the eCDF at the point where the heat produced by the
bacteria surpasses the threshold of detection of the heat flux sensor. The median of the heat
flux difference in the calibration phase is 0.01 W/ m?; in Region 1 itis 0.00 W/ m?, and in
Region 2 it is 0.35 W/m?, as indicated by the horizontal lines in Figure 7a. The detection of
bacterial growth in the thermally not-stabilized system occurs at an optical density of 0.3.
In comparison, the system with the larger, more sensitive sensor [1] is able to resolve the
exponential growth of the bacteria in correlation to the optical density measurement.
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Table 1 compares the performance of the thermally not-stabilized and the thermally
stabilized systems. The differential measurement scheme present in both systems mea-
sures metabolic heat flux and suppresses the influence of large temperature peaks and
fluctuations. The spread in heat flux values are mainly related to the resolution limitations
of the heat flux sensors themselves. The different detection limits are calculated via an
optical density conversion, where the optical density unit corresponds to 10° cells/mL.
The detection limit of the cells is the calculated number of cells at the determined heat flux
limit of detection converted using the given channel volume (6 uL or 46 uL). We show in
Figure 7b that it is still possible to detect bacterial growth with smaller sensors and smaller
thermal volumes.

Table 1. Table overview over system performance and design properties of both the thermally
not-stabilized and the thermally stabilized system [1].

Property N;l;l_lse :;‘J?llilz’e d Thermally Stabilized [1]
Growth detection Yes Yes
Channel size (underneath sensor) 6mm X 6mm x 170 um 12 mm X 12 mm x 320 pum
Channel volume 6 uL 46 uL
Sensor gSKIN XM gSKIN XP
Sensor resolution 0.41 W/m? 0.06 W/m?>
Temperature fluctuation 1K 03K
Standard deviation heat flux 0.32 W/m? 0.05 W/m?
}Sltandard deviation averaged 020 W/m? 0.02 W/m?2

eat flux

OD limit of detection * 3 x 108 cells/mL 2 x 107 cells/mL
Cell population limit of detection * 1.8 x 10° cells 9.2 x 10° cells

* These values are given for completeness; however, they are determined by different methods, and therefore
direct comparison between the systems should be carefully considered.

5. Conclusions

This work extends our study presented at the Eurosensors conference. Here, we
are able to resolve bacterial growth via the metabolic heat produced in a microfluidic
channel with an integrated differential heat flux sensing system by measuring the bacterial
growth via metabolic heat. In contrast to the previous system involving more controlled
thermal environments and larger sensors and microfluidic channels [1], we expose a
smaller microfluidic chip with a smaller size and worse-resolution sensors to a thermally
fluctuating environment without additional thermal isolation around the microfluidic chip.
The 1 K range of temperature fluctuations matches the in vivo temperature fluctuation
range in the human body [22]. However, the rate of change of temperature is within
minutes, which is faster than in physiological conditions. These higher rates of temperature
change perturb the heat flux measurement of the bacterial growth more than what is
expected in physiological conditions. We demonstrate that, leveraging a differential sensing
strategy, our system can detect bacterial growth in the exponential growth phase (OD = 0.3),
despite the large environmental temperature fluctuations, smaller sensor sizes, and different
sensor performances.

Further, assuming that each E. coli bacteria produces 3.5 pW [23] of thermal power,
we estimate the limit of detection to be 1707 W/m? for the thermally stabilized system [1].
The limit of detection is determined by extrapolation based on sensitivity and noise. This
method cannot be applied for the thermally not-stabilized system, where the limit of
detection in relation to the bacterial population is determined from the OD level that
causes a detecable increase in the heat flux measurement using the cumulative distribution
function (Figure 7b). Therefore, we refrain from calculating the heat flux limit of detection
in this case.

The bacterial concentration which constitutes the early onset of infectious growth on
implant surfaces is at present unknown. Therefore, we compare the experimentally deter-
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mined heat flux limit of detection to the thermal density of a biofilm of 350,000 W /m?3 [1].
The limit of detection in our system corresponds to 0.3% of the thermal density of a biofilm.
Whether or not 0.3% of the heat of a biofilm corresponds to the early stages of biofilm for-
mation is yet to be investigated in a clinically-relevant environment. In the literature, there
are papers investigating implant infections which use implant bacterial seeding amounts
between 2.0 x 10° and 6.2 x 10° [24-26], which is comparable to the determined detection
limit in this study. From this point of view, using bacterial growth in LB media only reflects
the total heat produced by a given bacterial population, which we, due to the low bacterial
population at the determined limit of detection, consider being at the onset of infection.

We thus demonstrate the feasibility of bacterial growth detection using the cumu-
lative distribution function. The detection of bacterial growth is statistically confirmed
by comparing the cumulative distribution functions of the calibration phase to the point
at which the bacterial growth is detected. Admittedly, this scheme is only able to detect
whether a bacterial colony has grown beyond a threshold and is not able to follow the
actual exponential growth curve of the bacterial colony.

These setups prove the possibility of introducing microcalorimetric measurements on
microfluidic chips in thermally fluctuating environments. They may find use as tabletop
microfluidic systems for more accessible microcalorimetric measurements of samples in
microfluidic chips. Furthermore, these results give an additional insight in the possibility of
using heat flux sensors in thermally not-stabilized environments such as implant surfaces.
Further investigations should emulate in vivo environments and investigate the feasibility
of surface-covering infection detection on implants, for example via a mesh of sensors
on the implant [20]. We show that by applying the differential compensation scheme,
the heat flux signal removes the influence of the thermal background fluctuations in the
environment around the area of interest. The smaller size of the sensor could allow for
integration, for example, in the vascular graft implant wall material, and could open the
way to bacterial growth detection directly at the vascular graft implant surface.
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Abstract: In the pursuit of refining the fabrication of three-dimensional (3D) microelectrode arrays
(MEAs), this study investigates the application of ultrasonic vibrations in template-assisted electrode-
position. This was driven by the need to overcome limitations in the deposition rate and the height
uniformity of microstructures developed using conventional electrodeposition methods, particularly
in the field of in vitro electrophysiological investigations. This study employs a template-assisted
electrodeposition approach coupled with ultrasonic vibrations to enhance the deposition process. The
method involves utilizing a polymeric hard mask to define the shape of electrodeposited microstruc-
tures (i.e., micro-pillars). The results show that the integration of ultrasonic vibrations significantly
increases the deposition rate by up to 5 times and substantially improves the uniformity in 3D
MEAs. The key conclusion drawn is that ultrasonic-enhanced template-assisted electrodeposition
emerges as a powerful technique and enables the development of 3D MEAs at a higher rate and
with a superior uniformity. This advancement holds promising implications for the precision of
selective electrodeposition applications and signifies a significant stride in developing micro- and
nanofabrication methodologies for biomedical applications.

Keywords: electrodeposition; MEA; uniformity; three-dimensional; template assisted; deposition rate

1. Introduction

Microelectrode arrays (MEAs) are powerful tools for studying the electrical activity
in cells and tissues and consist of electrodes that record or stimulate electrical activity
in vitro. Three-dimensional (3D) MEAs have become increasingly popular, as they provide
a larger surface area for cell-electrode interactions and can capture more physiologically
relevant data [1-4]. These MEAs are essential in various fields, particularly neuroscience
and neuro-engineering, and serve as the foundation for groundbreaking technologies
like brain-computer interfaces (BCls). The efficacy of an MEA hinges on its sampling
capabilities, which are determined by the electrode density and its capacity to precisely
target specific regions of interest [5]. Although current fabrication techniques have made
significant strides in enhancing the recording density, primarily through advancements
in micro-electromechanical system (MEMS) fabrication methods [6-8], there are inherent
limitations to existing technologies. Silicon-based arrays, for instance, have a limited volu-
metric electrode density and lack customization options. Similarly, alternative fabrication
approaches such as bead stacking, 3D printing, and direct laser writing techniques provide
options for individual shank customization and allow reproducibility; however, these
techniques lack scalability in production and cost-effectiveness [9-13].

The forthcoming generation of electrophysiological recording tools must transcend
these limitations and allow for the customization of probes to the specific study [14].
Historically, MEA fabrication methods have mirrored trends in the semiconductor industry,
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transitioning from micro-wires to lithography [15-17]. However, the emergence of template-
assisted electrodeposition techniques presents a promising new avenue for the development
of 3D MEAs with customizable shank heights and array topographies. Template-assisted
electrodeposition utilizes a polymeric hard mask as a template to define the shape of the
electrodeposited microstructures [18-21]. More recently, the development of multi-depth
probing 3D MEAs with customizable microelectrode heights has been reported using
the template-assisted electrodeposition technique [22]. Electrodeposited gold electrodes
have a higher surface roughness compared to the electrodes developed using physical
vapor deposition methods; this surface roughness translates to a larger electrochemically
active area at the cell-electrode interface, promoting interactions between the cell and the
electrode [4]. The cell-electrode adhesion could be improved further by functionalizing the
electrode surface with adhesion promoters as a post-processing step [23].

The development of advanced 3D MEAs requires high electrodeposition rates to en-
able rapid prototyping and remain cost-effective, while the uniformity of the thickness of
the electrodeposited microstructures plays a critical role in defining the array topography;
however, conventional processes, particularly template-assisted electrode processes, suffer
from low deposition rates due to localized depletion of ions in the electroplating solution,
leading to a non-uniform deposition. The use of ultrasonic baths, which accelerate chemical
reactions within liquid media using high-frequency pressure waves, appears to be very
promising for overcoming the limitations of the conventional electrodeposition process.
These baths are widely used in various industrial and laboratory applications, such as
cleaning, degreasing, and electroplating [24,25]. In recent years, ultrasonic baths have also
been proposed as a potential solution for accelerating the electrodeposition process, which
is often limited by its low deposition rate. When an ultrasonic bath is used for electrodepo-
sition, the sound waves create microscopic cavitation bubbles in the liquid medium. These
bubbles are subjected to intense pressure and temperature changes, forming highly reactive
sites on their surface. These sites can then act as catalysts, accelerating the electrodeposition
process [26,27]. The potential applications of ultrasonic baths in electrodeposition are
numerous. Ultrasonic baths could be used to produce gold microstructures with a high
accuracy and uniformity. Additionally, using ultrasonic baths can reduce the cost of the
electrodeposition process by increasing the deposition rate without needing an additional
catalytic agent. While the effect of ultrasonic agitation on electrodeposition has been ex-
tensively studied for two-dimensional (2D) structures, its influence on template-assisted
electrodeposition of 3D microstructures remains largely unexplored [28-33].

In this work, we investigate the influence of ultrasonic vibrations on the deposition
rate and uniformity of microelectrode arrays developed using template-assisted electrode-
position. Various characterization techniques, including scanning electron microscopy,
optical profilometry, and X-ray diffraction analysis (XRD), are used to assess the quality of
the fabricated structures. A mechanical shear strength testing tool is utilized to test the ad-
hesion strength of the electrodeposited micro-pillars with the planar substrate. The results
of this study provide a deeper insight into the optimization of ultrasonic parameters for
template-assisted electrodeposition, leading to an improved 3D MEA prototyping process.
This study could also have broader implications for using ultrasonic agitation in other
electrodeposition techniques for micro- and nanofabrication.

2. Materials and Methods
2.1. Materials

An additive-free electroplating solution (AUROLYTE CN200, Atotech Deutschland
GmbH & Co. KG, Berlin, Germany) was chosen for the electrodeposition experiments.
Three types of planar MEAs arranged in a hexagonal pattern (as described in [22]) were
used for the experiments: (S1) consisting of 60 electrodes with a diameter of 65 um and a
pitch of 265 um, of which 21 were connected to a custom routing for electrodeposition; (S2)
consisting of 60 electrodes with a diameter of 65 um and a pitch of 265 um, of which 41 were
connected to a custom routing for electrodeposition; and (S3) consisting of 60 electrodes
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with a diameter of 35 um and a pitch of 195 pm, of which 44 were connected to a custom
routing for electrodeposition. A thick negative-type photoresist (KMPR-1035, Kayaku
Advanced Materials, Inc., Westborough, MA, USA) was utilized for template fabrication.
An ultrasonic bath (Sonorex Digitec DT 514 BH-RC, BANDELIN electronic GmbH & Co.
KG, Berlin, Germany) operating at a peak power of 640 W at 35 kHz was utilized for
the experiments. The galvanostat used for these experiments was assembled in-house.
Remover PG (Kayaku Advanced Materials, Inc., Westborough, MA, USA) was used to strip
the photoresist template after completion of the electrodeposition process.

2.2. Template Development

Custom planar MEAs were designed and developed for this study, and the design and
fabrication protocols are described in detail in Appendix B. The planar MEAs were first
coated with a 110 pm-thick layer of KMPR photoresist. This was achieved by using a spin
coater operating at 1000 rpm. This was followed by a 30 min soft-bake at a temperature of
100 °C. UV exposure was performed using an i-line mask aligner (KARL SUSS MA6, SUSS
MICROTEC SE, Garching, Germany) to define the custom pattern on the photoresist. The
photoresist was subjected to a post-exposure bake at 100 °C for a span of 6 min. This step
was crucial to complete the curing reaction of the exposed regions. The final step was to
develop the photoresist using the SU-8 developer solution supplied by MicroChemicals
GmbH, Ulm, Germany. This 20 min process required a shaker plate for mild agitation for
assistance. This process resulted in an array of 110 um deep, 65 pm diameter cylindrical
holes strategically aligned over the planar electrodes for S1- and S2-type MEAs, while the
S3 MEA had cylindrical cavities with an internal diameter of 35 um and a height of 110 um.

2.3. Experimental Setup

All of the electrodeposition experiments were set up inside an ultrasonic bath with a
temperature maintained at 55 °C, as illustrated in Figure 1. The electroplating solution bath
was conditioned for 1 h before initiating gold electrodeposition for each experiment. The
experiments were conducted in four phases. Experiment 1: Electrodeposition of gold MEAs
with a high current density (i.e., 8 mA/cm?) for 1 h (H1) and various operational modes
of the ultrasonic bath (i.e., no sonication mode (NS), pulsed sonication (PS) mode with a
duty cycle of 50%, and continuous sonication (CS) mode) to investigate the influence of
the ultrasonic bath operation mode on the deposition rate and electrode height uniformity
across the array, as illustrated in Figure 1.
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@ o
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Figure 1. Schematic representation of the experimental setup including the various operational

T T
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modes of the ultrasonic bath, i.e., NSED (electrodeposition without the ultrasonic vibrations), PSED
(electrodeposition with ultrasonic vibrations in pulsed mode with a duty cycle of 50%), and CSED
(electrodeposition with continuous ultrasonic vibrations).
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Experiment 2 (L1): This was a repeat of Experiment 1 with a lower current density
(4 mA/cm?) to determine the influence of the deposition current density on the deposition
rate and the uniformity of the electrode height. Experiment 3: The best electrodeposition
parameters were selected from the previous experiments (i.e., CS-L1, based on the optimal
deposition rate and the highest uniformity). In this case, the tests were repeated for longer
durations of 2 and 3 h (i.e., CS-L2 and CS-L3, respectively) to verify the consistency of
the process. Finally, a fourth experiment was conducted to verify the scalability of the
process for the deposition of high-density (HD) MEAs for long durations. For the first two
experiments, the S1 MEAs with 21 active electrodes were subjected to template-assisted
electrodeposition for 1 h. For the third experiment, the S2 MEAs with 41 active electrodes
were subjected to template-assisted electrodeposition for 2 and 3 h, and the experiment
was repeated to ensure reproducibility. S3 MEAs were used in the fourth experiment by
subjecting them to template-assisted electrodeposition for 4 h. The experimental details are
tabulated in Table 1.

Table 1. Design of experiments. List of experiments performed under various conditions.

Deposition Electrodeposition
Sample Name  MEA Type No. of Active Electrode Current Duration Ultrasonic
P YP Electrodes Diameter (um) Density N Bath Mode *
2 (Minutes)
(mA/cm?)
NS-H1 S1 21 65 8 60 NS
Experiment 1 PS-H1 S1 21 65 8 60 PS
CS-H1 S1 21 65 8 60 Cs
NS-L1 S1 21 65 4 60 NS
Experiment 2 PS-L1 S1 21 65 4 60 PS
CS-L1 S1 21 65 4 60 CS
CS-L2 S2 41 65 4 120 Cs
Experiment 3 CS-L3 S2 41 65 4 180 CS
P Cs12r s2 41 65 4 120 cs
CS-L3r S2 41 65 4 180 Cs
Experiment 4 CS-L4 (HD) S3 44 65 4 240 Cs

* Ultrasonic bath modes: NS—ultrasonic vibrations OFF, PS—ultrasonic vibrations ON in pulsed mode, and
CS—ultrasonic vibrations ON continuously. ** Repeated.

2.4. Analysis

A scanning electron microscope (SEM) was utilized to assess the process yield (defined
as the number of electrodeposited micro-pillars divided by the number of electrodes sub-
jected to electrodeposition for each MEA), and in order to determine the electrodeposition
rate and uniformity, a two-step process was employed. First, an optical profilometer was
used to measure the height of the electrodeposited micro-pillars, which were subjected to
electrodeposition for one hour. To evaluate the height uniformity of the electrodeposited
micro-pillars, the heights of multiple micro-pillars sourced from different regions of the
MEA were analyzed comparatively.

To evaluate the mechanical, or more specifically, the shear strength, of the electrode-
posited micro-pillars, a destructive die shear strength test was performed using the Condor
Ez Pull&Shear test tool from XYZtec, as shown in Figure 2a.

For each experimental condition from the first experiment, five micro-pillars randomly
selected from each MEA were subjected to a shear test at room temperature. A shear
tool, moving at a constant velocity of 2 um/s, was placed in contact with the side of the
micro-pillar until fracture or split occurred, as illustrated in Figure 2b. To obtain a valid
measure of the adhesion strength at the pillar-substrate interface, it was ensured that failure
occurred at the pillar—substrate interface by placing the shear tool 1 pm above the substrate
surface. The maximum force applied by the tool at the point of failure was recorded for all
five measurements. From the mean maximum shear force and its standard deviation, the
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maximum shear strength Tmax was calculated from the maximum shear force Frax using

the following equation:
Frmax = Tmax * A (1)

where A is the cross-sectional area of the pillar, obtained from the measured pillar diameter.

Contact tool

Force
e

Electrodeposited Au

Micro-pillar Fracture

Seed Cr/Au
Layer

1pm N ddddd

Glass Substrate Glass Substrate

(a) (b)

Figure 2. Illustration of the shear test setup. (a) Initial position of the contact tool, (b) final position of
the contact tool.

In order to evaluate the influence of ultrasonic vibrations on the morphological charac-
teristics of the electrodeposited gold microstructures, three separate samples were prepared.
Square (17 x 17 mm?) glass wafer pieces coated with 5 nm chromium (Cr) and 200 nm
gold (Au) deposited via the thermal evaporation technique were utilized as substrates for
this experiment. The substrates were masked with 70 um-thick Kapton tape consisting
of a circular opening with a diameter of 6 mm. The masked substrates were subjected to
electrodeposition using the parameters from the first experiment. The first substrate was
subjected to electrodeposition for 1 h in the absence of ultrasonic vibrations, i.e., NSED. The
second substrate was subjected to electrodeposition with an ultrasonic bath operating in
pulsed sonication mode for one hour, i.e., PSED. Finally, the third substrate was subjected to
1 h of electrodeposition under continuous sonication mode, i.e., CSED, as shown in Figure 3.
The influence of ultrasonic vibrations on the morphology of the electrodeposited gold films
was determined by measuring the surface roughness using atomic force microscopy (AFM;
PX, NT-MDT SI, Moscow, Russia).

@ 6mm 1. Electrodeposition
<_>| without Sonication
d — NSED
2. Electrodeposition with
Pulsed Sonication

N Kapton Tape (70 um) PSED

Cr/Au Seed Layer (200 nm)

I Electrodeposited Au 3. Electrodeposition with
Continuous Sonication

CSED

Figure 3. Schematic representation for preparation of the samples for the structural and morphological

characterizations.
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The evaluation of the influence of ultrasonic vibrations on the structural (crystal phase)
characteristics of the electrodeposited structures was carried out via X-ray diffraction (XRD)
on the NSED, PSED, and CSED samples and the substrate with the seed layer using a
high-resolution XRD instrument (ITALSTRUCTURES APD2000, Austin Al, Austin, TX,
USA). The average grain size D was determined via XRD for multiple crystallographic
planes, including (111), (311), (220), and (200), via Scherrer’s equation:

D = K-A/(B-cos(9)) 2

where the Scherrer constant K is typically taken as 0.94 [34], A = 1.5418 A is the wavelength
of the Cu Kalpha radiation employed for the XRD, S is the full-width at half-maximum
(FWHM) of the measured peak in radians, and theta is the Bragg angle at which the
peak occurs.

3. Results and Discussions
3.1. Deposition Rate and Uniformity

The deposition rate and uniformity are critical attributes in the template-assisted
electrodeposition process, and they play a pivotal role in determining the quality of the
micro-pillars. An optical profilometer was utilized to measure the height of the elec-
trodeposited micro-pillars across each array to derive the deposition rate and assess the
uniformity of the height of the electrodeposited micro-pillars. In the first experiment, the S1
MEAs were subjected to electrodeposition for 1 h with a high current density of 8 mA /cm?
(H1) under different operational modes of the ultrasonic bath. The MEA subjected to
electrodeposition without ultrasonic vibrations (i.e., NS-H1) showed a deposition rate of
0.10 um/min and a percentage standard deviation of 35.8%. This indicates a low deposition
rate compared to standard electrodeposition without the use of a template under similar
experimental conditions (i.e., ~0.45 um/min) and a considerable variation in micro-pillar
heights across the array, revealing a lack of uniformity. The MEA subjected to electrodepo-
sition with pulsed ultrasonic vibrations (i.e., PS-H1) showed an improved deposition rate
of 0.24 um/min. The percentage standard deviation decreased to 16.19%, suggesting an
improved uniformity compared to NS-H1. Finally, the MEA subjected to electrodeposition
with continuous ultrasonic vibrations (i.e., CS-H1) demonstrated the highest deposition
rate of 0.55 um/min. It also showed a further decrease in the percentage standard deviation
to 13.52%, implying more consistency in micro-pillar heights and an enhanced uniformity.
The normalized height distributions of electrodeposited microstructures (micro-pillars) for
each sample from individual experiments are plotted in the bar graphs in Appendix A.

In the second experiment, the S1 MEAs were subjected to electrodeposition for 1 h with
alower current density of 4 mA /cm? (L1) under different operational modes of the ultrasonic
bath. The MEA subjected to electrodeposition without ultrasonic vibrations (i.e., NS-L1)
showed a deposition rate of 0.06 um/min proportional to NS-H1 and a percentage standard
deviation of 14.77%, indicating a considerable improvement in the uniformity. The MEA
subjected to electrodeposition with pulsed ultrasonic vibrations (i.e., PS-L1) showed an
improved deposition rate of 0.13 um/min compared to NS-L1. However, the experiment
revealed a slight increase in the percentage standard deviation (i.e., 16.15%) with respect to
NS-L1. Finally, the MEA subjected to electrodeposition with continuous ultrasonic vibrations
and lower deposition current (i.e., CS-L1) showed a deposition rate of 0.24 um/min and also
a further decrease in the percentage standard deviation to 9.63%, indicating more consistency
in the micro-pillar heights, and therefore an improved uniformity.

The first experiment clearly indicated that the use of ultrasonic vibrations significantly
increases the deposition rate and improves uniformity. A higher deposition rate is always a
desirable parameter; however, uniformity is an essential parameter for developing MEAs.
The second experiment demonstrated a reduction in the deposition rate compared to the
first experiment but this was proportional to the applied deposition current density in all
three cases, as shown in Figure 4a. The CS-L1 showed the lowest percentage standard
deviation, indicating the highest uniformity compared to all the other samples from the

52



Sensors 2024, 24, 1251

first and second experiments, as shown in Figure 4b. Based on these results, continu-
ous sonication with a low current density was chosen as the optimal combination for
further investigations.
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Figure 4. Bar graphs comparing the deposition rate and the percentage mean standard deviation
across the height of the electrodeposited micro-pillar array (as a measure of uniformity) for the
various experiments. (a) Comparison of the deposition rate of the different microelectrode arrays
(MEAs) from the first (H1) and the second (L1) experiment. (b) Comparison of the percentage mean
standard deviation in the thickness of 21 electrodeposited micro-pillars for each MEA in the first
and second experiment. (c) Comparison of the deposition rate of the various microelectrode arrays
(MEAs) from the second (CS-L1), third (CS-L2, CS-L3, CS-L2 r, and CS-L3 r), and fourth (CS-L4 (HD))
experiments. (d) Percentage mean standard deviation pertaining to each sample from the second
(CS-L1), third (CS-L2, CS-L3, CS-L2 1, and CS-L3 1), and fourth (CS-L4 (HD)) experiments.

In the third experiment, S2 MEAs consisting of 41 active electrodes were subject to
template-assisted electrodeposition for 2 and 3 h using continuous sonication with a low
current density (i.e., CS-L2 and C3-L3, respectively). The third experiment was repeated
to ensure reproducibility (i.e., CS-L2 r and C3-L3 r). Both CS-L2 and the CS-L3 have
comparable but slightly lower deposition rates (CS-L3 having the lowest deposition rate)
compared to the CS-L1 experiment, and the trend was confirmed when the experiment
was repeated, i.e., CS-L2 r and C3-L3 r, as shown in Figure 4c. This decrease in the
deposition rate during the longer deposition is likely due to the depletion in gold ions in
the electroplating solution, However, this is mere speculation based on the experimental
setup; further investigations are warranted to fully understand this observation. On the
other hand, the percentage standard deviation decreased to as low as 2.13% for the CS-L3
experiment as the duration of the electrodeposition increased, as shown in Figure 4d.

Finally, the fourth experiment was conducted by subjecting an HD MEA (S3) to
template-assisted electrodeposition for 4 h (i.e., CS-L4 (HD)) with continuous ultrasonic
vibrations and a current density of 4 mA/cm?. The experiment led to a deposition rate
of 0.24 um/min, consistent with the previous experiments, as shown in Figure 4c. The
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experiment resulted in the lowest standard deviation of 1.76%, indicating a very high
uniformity, as shown in Figure 4d.

These observations suggest that employing ultrasonic assistance, especially in contin-
uous mode, substantially boosts the deposition rates in template-assisted electrodeposition.
Moreover, the lower deposition current density significantly enhances the uniformity in the
electrode height across the array, as shown in Figure 5. The empty circular sites within the
images in Figure 5 are the planar electrodes that were not subjected to electrodeposition.
All the MEASs subjected to electrodeposition demonstrated a 100% deposition yield (i.e., the
number of electrodeposited micro-pillars divided by the number of electrodes subjected
to electrodeposition). The data for the micro-pillar heights are available in Spreadsheet
S2 in the Supplementary Materials. This finding may provide a crucial strategy for opti-
mizing the deposition parameters when precise control over micro-pillar dimensions and
uniformity is desired.

(a)

Figure 5. SEM images of the MEAs. (a) CS-L2 with a tilt of 10 degrees (scale: 500 pm). (b) CS-L3 with
a tilt of 10 degrees (scale: 500 um). (c) CS-L4 (HD) with a tilt of 25 degrees (scale: 200 pum).

3.2. Mechanical Strength

The mechanical strength of the electrodeposited micro-pillars was a crucial parameter
evaluated in this study to investigate the influence of ultrasonic vibrations on the shear
strength of the electrodeposited micro-pillars. To this end, a destructive shear stress test
was employed to determine the maximum shear force the micro-pillars could endure before
failure, as shown in Figure 2. The three MEAs (five micro-pillars from each MEA) from the
first experiment and the HD MEA from the fourth experiment were subjected to this test.

For the NS-H1 MEA, the maximum shear force was recorded at 0.610 N with a
percentage standard deviation of 6.58%. The PS-H1 MEA displayed a slightly higher
resistance, having a maximum shear force of 0.707 N and a lower percentage standard
deviation of 3.57%, suggesting a marginally superior and more consistent shear strength
compared to NS-H1. The CS-H1 MEA documented a mean maximum shear force similar
to NS-H1, at 0.636 N, but with a decreased percentage standard deviation of 3.38%, hinting
at a more uniform shear strength under this process.

The CS-L4 (HD) MEA registered a substantially lower shear force resistance at 0.158 N
with a percentage standard deviation of 3.62%. However, it is imperative to note that
the cross-sectional area of the micro-pillars from the CS-L4 (HD) MEA was 3.5 times
smaller than the micro-pillars from the other three methods. As shear strength is directly
proportional to the cross-sectional area, the seemingly weaker shear strength in the CS-L4
(HD) MEA is not an indication of a poor shear resistance but a consequence of a smaller
cross-sectional area. Adjusting for the reduced cross-sectional area, the actual shear strength
(Tmax) of the CS-L4 (HD) MEA is similar to the CS-H1 MEA, as shown in Figure 6a. This
observation suggests that the reduced current density in continuous ultrasonic bath-assisted
electrodeposition with a lower deposition rate does not necessarily undermine the shear
strength. The findings from this research highlight the impact of ultrasonic agitation
and the current density on shear strength, having potential implications for the design
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of electrodeposition processes for gold microstructures that require strong resistance to
shear forces on the substrate. The data pertaining to the shear strength measurements are
presented in Table S1 of the Supplementary Materials. Figure 6b shows an optical image
of the shear strength measurement setup with the contact tool at the initial measurement
position for the CS-L4 (HD) MEA.
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NS-H1 ~ PS-H1  CS-H1 CS-L4 (HD)
(a)

Figure 6. Shear strength analysis. (a) Bar chart presenting the average (n = 5) of the maximum shear
strength Tmax faced by the micro-pillars before failure for each MEA subjected to the test. (b) A
microscopic image of the CS-L4 (HD) MEA undergoing the shear test with the contact tool at the
initial position.

3.3. Structural and Morphological Analysis

Figure 7 shows the Y-stacked plot of the XRD spectra for the three electrodeposited
gold samples (i.e., NSED, PSED, and CSED) and the substrate with the gold seed layer
(substrate) deposited via the thermal evaporation technique. As expected, the seed layer
has a crystalline structure with a single peak at 38.2° (i.e., the (111) plane). In the case of the
electrodeposited samples, strong peaks were observed in the (111) plane, and weaker peaks
were observed in the (311), (220), and (200) planes, indicating a polycrystalline structure.
No significant shift in the 2theta locations in the XRD spectra was observed for the various
electrodeposited gold samples. As shown in Table 2, the full width at half maximum
(FWHM) of the (111), (311), (220), and (200) planes is highest for the NSED sample and
lowest for the PSED sample, indicating a lower surface roughness and average gain size
compared to the PSED and CSED samples, which could also be observed in the AFM
images in Figure 8.
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Figure 7. Measured XRD patterns of the electrodeposited gold (without template) under different
ultrasonic vibration modes and the thermally evaporated gold seed layer (i.e., substrate).
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Table 2. Full width at half maximum (FWHM) of 111, 311, 220, and 200 peaks of electrodeposited

gold.
a1’ (311) (220) (200) Average Grain
Sample si
FWHM FWHM FWHM FWHM ize (nm)
Substrate 0.20524 - - - 40.96
NSED 0.15433 0.25735 0.21134 0.23835 43.63
PSED 0.14565 0.2244 0.1736 0.23286 48.51
CSED 0.14751 0.23751 0.18359 0.2303 47.01

1 Crystallographic plane.

0.8 ym 0.9 pm

-0.7pm -0.8um

*50\’“

Sa=174.96 nm Sa=208.94 nm Sa=210.50 nm

(a) (b) ()
Figure 8. AFM 3D image and average surface roughness (Sa) of (a) NSED, (b) PSED, and (c) CSED.
3.4. Implications for 3D MEAs

These results demonstrate that ultrasonic-bath-assisted electrodeposition, especially
under continuous operation (CSED and LC-CSED), significantly improves the performance
of template-assisted electrodeposition. This could allow for the fabrication of higher quality
3D MEAs, as it leads to a higher deposition rate, improved uniformity, and an enhanced
adhesion strength of gold micro-pillars. The findings could also guide the optimization
of ultrasonic parameters in electrodeposition processes, advancing the field of micro-
and nanofabrication. Our results highlight the promising potential of ultrasonic-bath-
assisted electrodeposition for fabricating 3D MEAs. Future research can further validate
these findings by exploring other factors that influence the electrodeposition process and
optimizing them for superior MEA performance.

4. Conclusions

This research explored the impact of ultrasonic vibrations on template-assisted elec-
trodeposition of gold micro-pillars for the development of 3D MEAs intended for in vitro
electrophysiological investigations. This study found that continuous ultrasonic-bath-
assisted electrodeposition, at both high and low deposition current densities, significantly
enhanced the deposition rate and improved the thickness/height uniformity of the micro-
pillars across the array, specifically for template-assisted electrodeposition processes. Along
with the application of continuous ultrasonic vibrations, the deposition time and current
density also play a crucial role in improving uniformity. The direct relationship between the
current density and the grain size is well established. However, the observed relationship
between the electrodeposition duration and uniformity presents an interesting opportunity
for further investigation. The investigation outcomes are crucial in understanding how
to optimize the use of ultrasonic baths in template-assisted electrodeposition, thereby
improving the fabrication of 3D MEAs. These results therefore significantly contribute to
the advancement of micro- and nanofabrication. These findings could serve as a valuable
guide for optimizing the parameters of ultrasonic-bath-assisted electrodeposition.

While the study’s results offer exciting possibilities for ultrasonic-assisted electrodepo-
sition, further investigations are warranted. These could include investigations of different
materials for electrodeposition, alternative ultrasonic setups, and a wider range of ul-
trasonic parameters. Also, further investigations of how these findings translate into
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real-world applications in biomedical devices and MEMSs would be beneficial. The re-
search outcomes, nevertheless, offer promising avenues to explore and optimize ultrasonic-
assisted electrodeposition methods for the fabrication of 3D MEAs, bringing us a step closer
to achieving high-performance biomedical interfaces.

Supplementary Materials: The following supporting information can be downloaded at: https://
www.mdpi.com/article/10.3390/s24041251/s1, Spreadsheet S1: Optical profilometer data—electrode
heights; Spreadsheet S2: XRD data; Table S1: Shear strength analysis; Layout_Substrate_S1: Layout
of the substrate S1; Layout_Substrate_S2: Layout of the substrate S2; Layout_Substrate_S3: Layout of
the substrate S3.
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Appendix A. Normalized Height Distributions of Electrodeposited Micro-Pillars for
Each Experiment
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Figure Al. Normalized height distribution of electrodes/micro-pillars for each MEA from Experi-
ment 1. The bar graph clearly indicates that the use of ultrasonic vibrations during electrodeposition
(i.e., PS-H1 and CS-H1) significantly improves the uniformity in the height distribution of the
micro-pillars compared to the MEA subjected to electrodeposition without ultrasonic vibrations
(i.e.,, NS-H1).
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Figure A2. Normalized height distribution of electrodes/micro-pillars for each MEA from Experiment
2. The bar graph indicates that using the lower current density for electrodeposition leads to a slight
improvement in the uniformity even without the use of ultrasonic vibrations (i.e., NS-L1), and the
use of ultrasonic vibrations further enhances the uniformity (i.e., PS-L1 and CS-L1).
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Figure A3. Normalized height distribution of electrodes/micro-pillars for each MEA from Experiment
3. The bar graph indicates that the longer electrodeposition durations with the use of continuous
ultrasonic vibrations also contribute to an enhancement in uniformity.
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Figure A4. Normalized height distribution of electrodes/micro-pillars for each MEA from Experiment
3 (repeated). The bar graph confirms the trends observed in Figure A3 when the experiment was
repeated, demonstrating the reliability and reproducibility of the process.
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Figure A5. Normalized height distribution of electrodes /micro-pillars for each MEA from Experiment
4. The experiment was conducted to check the scalability (in terms of higher aspect ratios of the
micro-pillars/template) of the process using a high-density MEA subjected to ultrasonic-vibration-
assisted electrodeposition for a long duration (i.e., CS-L4 (HD)). The bar graph demonstrates the
scalability of the process.
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Appendix B. Design, Layout, and Fabrication of MEA Substrates
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Figure A6. Design and layout of the S3 MEA substrate. The layout consists of three layers: M1 defines
the layout of the MEA consisting of 60 channels (inside the scribe line), the scribe line (red dashed),
and the external routing (outside the periphery of the scribe line) to support electrodeposition. The
second layer (M2) defines the device passivation, and the third layer (M3) is designed to define the
template for electrodeposition.

In Figure A6, the layout for the S3 MEA substrate is presented. The initial mask
(M1), designed as a light-field mask, transfers the chip layout onto the wafer s metal layer.
This chip layout encompasses a planar 60-electrode MEA (10 x 10 mm?, including the
dashed scribe line) and a tailored routing configuration along the MEA chip’s periphery
to facilitate electrodeposition. The planar electrodes, each with a 40 pm diameter, are
arranged in a hexagonal layout with a pitch of 195 pm, optimizing internal routing be-
tween electrodes and contact pads. Notably, 44 of the 60 contact pads are connected to
the external metal ring through custom routing, which is the working electrode during
electrodeposition experiments.

The second mask (M2), designed as a dark-field mask, is required for creating openings
in the passivation layer over the electrodes (circular openings with a 35 pm diameter) and
contact pads. On the other hand, the third mask (M3), designed as a light-field mask, is
tailored to establish a mold for the electrodeposition of gold micro-pillars on the top of the
planar electrodes. This is achieved by creating cylindrical holes in the photoresist.

Figure A7 presents a detailed process for the fabrication of the MEA substrates. The
planar MEA substrates were fabricated in a class 1000 cleanroom, employing polished
borosilicate glass wafers sourced from MicroChemicals GmbH, Ulm, Germany, as the
substrate (Figure A7a). To begin the process, a Cr/Au layer, with a 10/200 nm thickness,
was deposited onto the pristine glass wafer using an ultralow vacuum (ULVAC) metal
evaporator (Figure A7b). The wafer underwent priming through an HMDS (Hexamethyl-
disilazane, MicroChemicals GmbH, Ulm, Germany) process at 150 °C, succeeded by the
application of a positive-tone photoresist (AZ® 1518 from MicroChemicals GmbH, Ulm,
Germany) through spin coating (Figure A7c), followed by a pre-exposure bake at 100 °C.

The pattern from mask M1 (Figure A7d) was transferred to the photoresist using an
i-line mask aligner setup, followed by a standard post-exposure bake and a subsequent
photoresist development step (Figure A7e). Further, the pattern transfer from the photore-
sist to the metal layers involved wet chemical etching of gold and chrome. Subsequently,
the photoresist was removed using acetone (Figure A7f), followed by a deionized (DI)
rinse and a drying cycle. The Cr/Au-patterned wafer was sintered at 200 °C for 60 min.
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Following gold sintering, a 200 nm-thick passivation layer of SiO, was deposited using the
plasma-enhanced chemical vapor deposition (PECVD) technique (Figure A7g).

¢

(c)

04

Borosilicate Glass Wafer

10 nm thick Cr layer

200 nm thick Au layer
Positive tone photoresist
SiOx passivation layer
Photolithography Mask
KMPR (photoresist) template

(m) (n)

Figure A7. Fabrication of MEA substrates utilized for the study. (a) Substrate, (b) Cr/Au layer
deposited thermally over the substrate. (c) Application of photoresist over the Cr/Au layer.
(d) A bright-field photolithography mask is aligned over the wafer stack to pattern the photoresist
through UV radiation. (e) Patterned photoresist. (f) Photoresist pattern transferred to the Cr/Au
layer through wet chemical etching. (g) Deposition of a passivation layer over the patterned substrate.
(h) Photoresist layer coated over the passivated substrate stack. (i) A dark-field photolithography
mask aligned over the substrate stack to pattern the photoresist. (j) Patterned photoresist. (k) Pho-
toresist pattern transferred to the passivation layer through reactive ion etching, yielding partially
passivated planar device architecture. (1) A negative tone photoresist (KMPR) coated over the MEA
substrate. (m) A bright-field photolithography mask aligned over the substrate stack to pattern the
photoresist through UV radiation. (n) Planar MEA consisting of the photoresist template.

The wafer was subject to another lithography process using the second mask (M2)
to define the pattern on the photoresist, following a similar process as described earlier
(Figure A7h—i). The pattern transfer from the photoresist to the passivation layer was
executed through a dry etching technique (AW-903ER Plasma Etch RIE, Allwin21 Corp.,
Morgan Hill, CA, USA), followed by a resist stripping process. The photoresist was stripped
(Figure A7j-k), and the wafer was prepared for the final lithography process.

Finally, to fabricate the template for electrodeposition, the wafer with planar MEAs
was first coated with a 110 um-thick layer of chemically amplified negative photoresist
(KMPR-1035, Kayaku Advanced Materials, Inc., Westborough, MA, USA), followed by a
30 min soft-bake at 100 °C (Figure A71). The photoresist was then exposed to UV light
through the third mask (M3) using an i-line mask aligner setup (Figure A7m). Further
post-exposure baking was performed at 100 °C for 6 min to cure the exposed area of
the photoresist completely. The photoresist was then developed using SU-8 developer
solution for 20 min, assisted by a shaker plate and mild agitation to obtain a template with
110 um-deep cylindrical holes on top of the planar electrodes (Figure A7n).
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Following the electrodeposition process, it is imperative to highlight that the photore-
sist template, serving as a foundational structure for the 3D MEA, underwent a meticulous
stripping procedure. This is crucial for removing the residual photoresist, leaving behind
the fully realized 3D microelectrode array. Subsequently, the completed 3D MEA was
precisely diced along the predefined scribe line to enhance the practical utility and func-
tionality, as shown in Figure A6. This dicing procedure generated 60 independent channels
by eliminating the traces to the external routing, each equipped to record or stimulate
electrophysiological activity autonomously. It is essential to note that this detailed process
ensures the creation of individualized and functional microelectrode channels, optimiz-
ing the overall performance and versatility of the 3D MEA. Utilizing this precise dicing
method further enhances the adaptability of the 3D MEA for various experimental setups
and applications.
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Abstract: Effective early fire detection is crucial for preventing damage to people and buildings,
especially in fire-prone historic structures. However, due to the infrequent occurrence of fire events
throughout a building’s lifespan, real-world data for training models are often sparse. In this study,
we applied feature representation transfer and instance transfer in the context of early fire detection
using multi-sensor nodes. The goal was to investigate whether training data from a small-scale setup
(source domain) can be used to identify various incipient fire scenarios in their early stages within
a full-scale test room (target domain). In a first step, we employed Linear Discriminant Analysis
(LDA) to create a new feature space solely based on the source domain data and predicted four
different fire types (smoldering wood, smoldering cotton, smoldering cable and candle fire) in the
target domain with a classification rate up to 69% and a Cohen’s Kappa of 0.58. Notably, lower
classification performance was observed for sensor node positions close to the wall in the full-scale
test room. In a second experiment, we applied the TrAdaBoost algorithm as a common instance
transfer technique to adapt the model to the target domain, assuming that sparse information from
the target domain is available. Boosting the data from 1% to 30% was utilized for individual sensor
node positions in the target domain to adapt the model to the target domain. We found that additional
boosting improved the classification performance (average classification rate of 73% and an average
Cohen’s Kappa of 0.63). However, it was noted that excessively boosting the data could lead to
overfitting to a specific sensor node position in the target domain, resulting in a reduction in the
overall classification performance.

Keywords: multi-sensor nodes; early fire detection; gas sensors; transfer learning; electronic nose;
feature fusion; linear discriminant analysis (LDA); classification

1. Introduction

The advantages of multi-sensor approaches to early fire detection over traditional
smoke detectors have been extensively discussed in the previous literature [1-3]. The main
advantages are improved coverage of the detection area [4], a shorter detection time [5-7],
more accurate detection (improved sensitivity to real fires) [8-11] and a reduction in the
false alarm rate [12,13].

In addition to the temporal and robustness aspects of early fire detection, the ability to
differentiate between different types of fire scenarios can provide additional information to
laypersons or first responders during alarms [14]. This can support effective identification
and intervention, especially in the early stages of ongoing incipient fires where combustion
products are barely visible [15].

Previous research has demonstrated the effectiveness of employing multi-sensor ap-
proaches to distinguish various fire materials based on their unique “odor prints” [16-18].
However, these studies faced limitations in their training and validation datasets. Some
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were confined to a single room setting [19], while others were constrained to a binary
output (fire/no fire) when utilizing data from different environments [20,21].

Generally, fire events are infrequent occurrences throughout a building’s lifespan.
The scarcity of real event data poses challenges and necessitates reliance on data obtained
from experimental setups or simulations [22]. However, conducting such (large-scale)
experiments is expensive, and the availability of large-scale test rooms is very limited [21].
Given these constrains, there is an urgent need to investigate the effective transfer of data
from small-scale laboratory setups to real room applications.

In this work, we address the research question (RQ) of whether multi-sensor data
generated in a small-scale laboratory setup can be used to identify various incipient fire
scenarios in a large-scale room setup.

To our knowledge, existing transfer learning methodologies have not been employed
in the field of early fire detection using multi-sensor nodes. Furthermore, it remains
uncertain whether, in general, the differentiation of various incipient fire scenarios during
their initial stages is achievable based on multi-sensor data.

In this study, we employed two primary methodologies from the transfer learning
research domain. We leveraged both feature representation transfer and instance transfer in
order to identify different incipient fire scenarios in a real EN54 standard test room, relying
solely on training data generated in a small-scale laboratory setup. Subsequently, we
assessed the classifier’s performance at various sensor node positions within a large-scale
test room.

The novelty of this work lies in its approach to distinguish between various incipient
fire scenarios in their initial phases using solely training data from a small-scale setup.
Prior research has typically been confined to a single experimental setup for both model
construction and testing, or it has been restricted to binary model prediction (fire/no fire),
simplifying the classification problem and incurring high data generation costs. This study
addresses two primary limitations in the existing literature. Firstly, we present a compre-
hensive workflow for cost-effective data acquisition and model development in the field of
early fire detection employing multi-sensor nodes. Secondly, we apply this workflow to a
multi-classification problem, for which we differentiate between four distinct fire scenarios
in their earliest stages. Previous work has predominantly focused on simpler binary clas-
sification problems and more advanced fire scenarios where detection is generally more
straightforward. The proposed approach provides valuable additional information about
the nature of an ongoing incipient fire event, enabling first responders or firefighters to
make more informed decisions, such as formulating intervention recommendations or
enhancing situational awareness.

2. Related Work

Prior research has explored various methodologies for fire detection and identification
using multi-sensor data.

Solérzano et al. [21] achieved a classification rate of approximately 68% using training
and test data from normative test fires conducted in a standard EN-54 test room. The authors
stated that the classification rate could be increased to 96% by incorporating additional training
and test data from laboratory experiments. In their recent publication [20], Sol6rzano et al.
corroborated these findings, reporting a classification rate ranging from 52% to 70% (or 88%
with additional training and test data generated in a small-scale setup).

However, in both studies, the model output was confined to a binary prediction
(fire/no fire), leading to a significantly simpler classification problem compared to our
study. Additionally, the test data consistently encompassed data from the same room
environment that had already been utilized for training the model.

Other studies, as summarized in [3], were also primarily constrained to a binary
decision problem (fire/no fire) and/or confined to a single experimental environment.

Milke et al. [23] defined hard rules utilizing a sensor array comprising temperature,
light obscuration, CO,, MOX and O, sensors in order to distinguish between “flaming fire”,
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“smoldering fire” and “nuisance”. The authors attained a classification rate of 90% and
could enhance the classification rate up to 97% by employing a three-layer neural network
as the model instead of hard rules. However, the training and test data were derived from
experiments conducted in the same test room.

Ni et al. [24] constructed a classification model to categorize various wire insula-
tion materials (PVC, Teflon, Kapton and silicone rubber) based on the volatiles released
during electrical overload. The authors employed dimension reduction (PCA) and a
K-NN classifier as the classification model and achieved a classification rate of up to 82%
for four different classes. However, the training and test data were derived from the same
experimental setup using the leave-one-out method.

Experiments in prior studies primarily utilized standard test fires, resulting in consid-
erably higher emissions and, consequently, clearer sensor signals. In contrast, our study
encompasses the initial phases of ongoing incipient fires within the experimental setup.
Moreover, previous studies often focused on binary or ternary classification problems, with
Ni et al. [24] being a notable exception. Another limitation in previous research is the
generation of training and test data within the same experimental environment, which
poses a constraint for real-world applications. The novelty of our work lies in utilizing data
from two distinct experimental environments.

2.1. Early Fire Indicators

Previous studies have employed various combinations of multi-sensor measurements
for early fire detection. Solérzano et al. [20] utilized hydrogen (H;), methane (CHy),
nitrogen oxides (NOy) and volatile organic compounds (VOCs) in a multi-sensor array.
The authors emphasized the significance of CO and VOCs as early fire indicators due to
their substantial emissions during incipient fire scenarios such as smoldering fires. Nazir
et al. [25] corroborated these findings by including air temperature, humidity, CO, and
ammonia (NH3) in their study.

Kriiger et al. [26] and Hayashi et al. [27] identified substantial releases of H, during
the smoldering process of various polymeric materials commonly present in households
such as wood, PUR foam and PE. The authors concluded that H, can serve as an early fire
indicator that precedes the substantial emissions of CO and smoke.

Gutmacher et al. [28] corroborated these findings, emphasizing that CO and H; are
the most crucial gases for detecting the early stages of smoldering fires.

In our previous study [29], we validated these observations. We examined partic-
ulate matter (PM), VOCs, CO, CO,, Hy, ultraviolet radiation (UV), air temperature and
humidity as early fire indicators during different incipient fires conducted in a standard
EN 54 test room. By varying the distance between the sensor node and the fire source,
we identified five significant early fire indicators: H,, CO, PM0.5 (PM < 0.5 um), PM1.0
(0.5 um < PM < 1.0 um) and VOC.

2.2. Transfer Learning

Weiss et al. [30] emphasized the challenges in obtaining training and test data from
the same domain for real-world machine learning applications, particularly in cases where
data collection is impractical due to high costs or difficulty. This challenge is particularly
relevant in the context of (early) fire detection using multi-sensor nodes, where generating
data in real room setups is prohibitively expensive and the availability of fire test rooms
is extremely limited. The authors emphasize the importance of employing less expensive
training data from a different domain for model building. This concept is known as
transfer learning.

Zhuang et al. [31] defined transfer learning as the enhancement of a target learner
using knowledge from a “[...] different but related” [31] source domain. The primary
objective is to decrease reliance on (expensive) data from the target domain.

According to Kim et al. [32], transfer learning aims to learn a target predictive function
fr(+) from pairs {x;, y;} generated in a source domain Dg, where x; € X and y; € ). In the
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subsequent work, the notation provided by Kim et al. [32] given in Table 1 is adopted, with
the index S representing the source domain Dg and the index T representing the target
domain Dr.

Table 1. Transfer learning definitions and notations for source domain Dg and target domain Dt
according to Kim et al. [32].

Notation Source Domain Dg  Notation Target Domain D7  Description

Ds = {Xs,P(Xs)} DT = {XT/ P(XT)} domain

Xs = xg1,...,Xsp Xr=X11,.-.,XTy feature space

P(Xs) P(XT) marginal probability distribution
Vs =yst,--- Ysn Yr=yr1,--, Y1 label space

fs() = P(ysilxsi) fr(-) = P(yrilxTi) objective predictive function

Ts ={Vs, fs(*)} Tr={Yr, fr()} task

According to Cook et al. [33], a certain relationship must exist between Dg and Dt
in order to be able to transfer knowledge from Dg to Dr. In our case, the feature space in
both Dg and Dr is essentially the same (sensors, and selected sensor measurements are
identical), thus satisfying Equation (1).

Xs = Xr )]

However, the scaling and rotation of the feature spaces X's and Xt differs slightly due
to the distinct room settings.

In these feature spaces Xs and Xr, the marginal probability distribution P(X) is
not equal because the “activity” in Dg and Dr, respectively, is not exactly the same
(the experiments in Dg are downscaled; see Section 3.2). This assumption is given in
the following Equation (2).

P(Xs) # P(Xr) )

In this work, the label space ) in Ds and Dr is identical, as we conducted the same
types of fire experiments in both domains (see Section 3.2), as given in Equation (3).

Vs = Vr 3

As the objective prediction function f(-) is defined as f(-) = P(y|x) and P(X') varies
between Dg with respect to D (see Equation (2)), f(-) differs for Dg and Dr, as shown
in Equation (4).

fs() # fr(-) )

This finally results in a different task 7 to learn, so that

Ts #Tr ©)

Cook et al. [33] defined two primary types of transfer learning approaches to address
disparities between Dg and Dr.

The first approach is feature representation transfer, which aims to mitigate the dif-
ferences between the feature spaces Xs and X1. According to Cook et al. [33], feature
representation transfer is typically achieved by mapping both X's and A’r to a new feature
space X through functions g : Xs — X and f : A7 — X. Dimension reduction is a
commonly employed technique in this context [33].

The second transfer learning approach is instance transfer, where a small amount of
data from the target domain is utilized to weight instances from the source domain. Since
this approach works particularly well under the condition of equivalent feature spaces
Xs and A, instance transfer is typically applied after feature representation transfer [33].
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A common method for instance transfer is the TrAdaBoost algorithm proposed by Dai [34],
which has already been employed in combination with an SVM classifier to categorize
atmospheric dust aerosol particles in a transfer learning application [30].

3. Materials and Methods
3.1. Sensor Nodes

We employed muti-sensor nodes for data collection, as illustrated in Figure 1. Each
sensor node was equipped with sensors, including an SPS30, SGP40, SHT4x, CO/ME-1000,

UST6xxx and SCD40, that measured parameters such as PM, VOC, relative air temperature,
air humidity, CO, H and COs.

[ >

Raspberry Pi

1000

e co
Data Base

SVM40 Eoz =
2

aerosols
e o du |
TRON XXX voc Grafana
air temperature Dashboard
relative humidity =]
nll

Figure 1. Sensor node with multiple sensors and data transfer via MQTT to Raspberry Pi.

The sensors on each sensor node were controlled by a microcontroller (ESP32). Com-
munication between the microcontroller and the broker/server (Raspberry Pi) was via
WiFi using the MQTT protocol. The microcontroller sent sensor data in JSON format to the
Raspberry Pi, where a Python script decoded the information and recorded it in an Influx
time series database. The database automatically assigned an unique UTC timestamp to
each measurement vector.

For real-time monitoring during the experiments, a Grafana dashboard was utilized.
Data were exported from the Influx time series database as a CSV file using a Python script.
Each sensor node in the network was equipped with the sensors listed in Table 2.

A consistent sampling rate of one sample per 10 s was maintained throughout all
experiments. This decision was influenced by the characteristics of the sensors in use.
Specifically, the CO/MF-1000 sensor had a T90 response time of approximately 25 s:
capturing 90% of the gas concentration within this time frame [35]. Likewise, the UST6xxx
sensor relied on internal temperature cycles with a 10 s interval for Hy detection [36].
Hence, opting for a sampling rate exceeding one sample per 10 s would not yield any
additional information.

To minimize cross-sensitivity between CHy, CO and alcohol, we selected the UST6xxx
sensor containing the GGS 6530 T gas sensing element. The UST6xxx exhibits nearly no
response to CHy exposure up to 1000 vppm, and it sustains this characteristic at a heating
temperature of 475 °C [36].
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Table 2. Overview of sensors in each sensor node.

Sensor Manufacturer Measurand Unit
Sensirion (Stifa, -3
SPS30 Switzerland) M cm
SGP40 Sensirion vVOC A.U.
MEMBRAPOR
CO/MF-1000 (Wallisellen, co ppm
Switzerland)
UST (Sydney,
USToxxx Australia) H, ppm
SCD40 Sensirion CO, ppm
HAMAMATSU
UVTRON (Shizuoka, Japan) UV photon #
SHT4x Sensirion Temperature, Relative °C, %

air humidity

3.2. Experiments and Datasets

Following the idea of transfer learning discussed in Section 2.2, we used two experi-
mental setups in order to represent the source domain Dg and the target domain Dt. The
two setups are exemplarily shown in Figure 2.

{ source domain Dg \ﬁ } target domain Dy ﬁ ‘
° senornode senornode

w g

wy

® source Y ® source N

= . %-

2m
¢ | e——
o)
2 / A 8m J
° y ~
laboratory setup [ full-scale setup \
« consits of a burning chamber (top) and a test chamber (buttom) « non-ventilated standard EN54 test room with dimensions
« (2% 0.6 x 0.8) m? test chamber, total volume: 1 m* (7 x 10 x 4)m3
« 6 sensor nodes equally distributed in the test chamber o total volume: 192 m3
= Cﬁ"‘b;s""’;‘p’%"“c?s a;: Ve""""‘:ed from burning chamber into test « 9 distributed sensor nodes around the fire source at different
chamber after burning the sample room heights (2.5 m and 3.8 m)
« two fans in the test chamber for even distribution of the combustion « constant wall temperature of 22 °C
products | flushing with fresh air after each experiment
o flushing test chamber with fresh air after each i & -
wood cable lunts candles / wood cable lunts candles )
7 T ] R
\ [=== s -
<
(1] B s
m NS J
E y - e 4
g wood: piece of toothpick (mass: 0.04 g), ignition source: 12 A [+ wood: pece) of beech wood (6 x 8 x 0.9) cm?®, ignition source: '\
5 heating coil quartz radiant heater (1200 W)
2 cable: small pieces (0.04 g) of cable insulation (NHXMH-type), g cabiezhologoniise N DML, peicablel(onatis coiom
o ignition source: 12 A heating coil ignition souce: electrical overload of approx. 130 ADC
(timicr cil piéces (0.04 g) of standardised lunts + lunts: eight lunts of cotton material (diameter = 4 mm), lunts were
ignition source: 12 A heating coil : arranged annularly, ignition s:ource: heating coil with a surface
candles: small pieces (1 x 1 cm) of cellular cloth soaked in wax temperature of approx. 600 °C N "
(100% paraffin), ignition source: lighter « candles: commercially available tea lights (100% paraffin, housing
’ included) placed on a heating plate (47.63 g), heating plate was
heated to a constant temperature of 450 °C approx. 30 s after
ighting the tea lights to accelerate the melting process /
co, [ co
S
I
5

Figure 2. Experimental setup in Dg (left) and Dr (right); 4 different incipient fire experiments:
smoldering wood, smoldering cable, glowing lunts and candle fire.

A (2 x 0.6 x 0.8) m® test chamber served as the small-scale setup (source domain Dg),
and we exposed six sensor nodes to various fire loads using cotton, cable insulation, candle
wax and wood (see Figure 2, left). This experimental setup was used to generate the source
domain dataset (ds_dataset).
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An unventilated standard EN54 test room with dimensions (7 x 10 x 4) m> was
used as the large-scale setup (target domain Dr) to generate the target domain dataset
(dt_dataset). The fire source was positioned in the center of the room. Nine distributed
sensor nodes were placed around the source as shown in Figure 3.

In both domains, four distinct fire types—wood, cable, lunt and candle fires—were
executed. Table 3 provides a summary of the burning material mass, repetitions, stages
and ignition source type. A more comprehensive description of the experiments conducted
in the target domain Dr is given in [29].

The experiments conducted in Dg represent scaled-down setups of the experiments
performed in Dy. For equivalence, we employed identical materials in both domains but
adjusted the mass of the burning material and the combustion process as follows.

To represent the smoldering wood fire, we used small pieces of toothpick. The tooth-
picks were standardized, and the mass of one piece of toothpick was 0.04 g. A DC heating
coil (12 A) was used as the ignition source in order to ensure non-flaming combustion.
The heating coil was a 1 mm-thick constantan wire twisted into a spiral consisting of
15 windings and an inner diameter of 100 mm.

The cable fire was simulated using small pieces (0.04 g) of the same cable insulation
material used in Dr. As with the wood scenario, the 12 A DC heating coil was used as the
ignition source.

The lunt fire was scaled down equivalently by using small pieces (0.04 g) of the lunts
used in D. The ignition source was again the 12 A DC heating coil.

Downscaling of the candle fire was not trivial, as the wax fire produces high flames
even with smaller amounts of wax material. To control the size of the flame, we used small
pieces of cotton that were soaked in wax. The cotton acted as a wick. Its surface size served
as the controlling parameter for the size of the flame.

-3+ o [L3Gm ]
c4 Sey
c3 (3
2 (15125)
c2 ° y—— 4
-1 (-0.5/0) L2(38m)
° "4 3
X/m 0 4 c5 g -
c1 source (o55) | LT @25m)
i) 4 2 zZ/m
11 °
1
2l
— 0
L O O | e
— SK13=C5,12
f SK14=C5,L1
-4 -3 -2 -1 0 1 2 3 4 SK10=C3,12 sK15=01 L2
Y/m =C3,L1  SK16=C1.1

Figure 3. Sensor node positions in D7; LO = ground layer, L1 = height at 2.5 m, L2 = height at 3.8 m,
C1-C5 = chains containing two sensor nodes (one at L1 and one at L2), and SK8-5K16: unique sensor
node IDs.

Table 3. Overview of the experiments carried out in Dg and Dr.

Domain Scenario Mass Stages Repetitions Material Ignition Source
wood 0.04¢g 5 4 beech wood heating coil (12A)
cable 0.04¢g 5 6 cable isolation ! heating coil (12A)

source . .
lunts 0.04g 6 4 cotton 2 heating coil (12A)
candles 090 g 1 6 cellular cloth 3 lighter
wood 308¢g 1 3 beech wood quartz radiant heater *
target cable 29.9g 1 3 cable isolation ! electrical overload 7
lunts 100.20 g 1 3 cotton 2 heating coil ®
candles 47.63 g 1 3 tea lights heating plate ©

I NHXMH-type; 2 manufacturer: “FehrErlen”; 3 soaked with candle wax (100% paraffin); * 1200 W, distance
between heater and source = 5 cm; ® surface temperature = 600 °C; 6 surface temperature = 450 °C; 7130 A DC.
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As depicted in Figure 2, variations were observed in the temporal increase of sensor
measurements in Dg and Dr. This aligns with the findings reported by Solérzano et al. [21].

This contrast can be attributed to two primary factors. Firstly, there is a significant
difference in the propagation behavior in D with respect to Dg due to the size of the room
and the ventilation conditions. In Dg, the combustion products exhibit nearly uniform
distribution due to static ventilation and the small room size. In contrast, the propagation
behavior in the non-ventilated Dt is predominantly influenced by agglomeration and
gravitational settling [29].

Secondly, the combustion undergoes variations over time as a consequence of the
downscaling of the sample size in Ds. The sub-processes of the combustion process, includ-
ing heating, release of pyrolysis gases, smoldering and glowing, take place at considerably
shorter time intervals in Dg due to the small sample sizes.

We simulated various intensity levels that may occur in Dt by accumulating the
combustion products from multiple experimental stages in the test chamber in Dg. Conse-
quently, we excluded the temporal component from our data and focused on the absolute
values of the sensor measurements in the transfer learning approach, as described in more
detail in Section 3.3 following.

The resulting datasets, ds_dataset and dt_dataset, underwent a data pre-processing
step to achieve balance by randomly down-sampling to the minority class in order to
avoid implicit class weights. After data balancing, the ds_dataset (training dataset) con-
tained 770 datapoints per class and the dt_dataset (validation and boost dataset) contained
432 datapoints per class and sensor node position.

3.3. Methodology

As proposed by Cook et al. [33], we applied both feature representation transfer and
instance transfer in our study. The aim was to investigate the suitability of these two
methods for classification in early fire detection considering the challenge of limited or
no access to extensive data from large-scale experiments during model development. The
overall workflow of data generation and processing is illustrated in Figure 4.

data sets of source and target domain feature-representation transfer it
transfer
instance weighting weighted train data
N o, 2 L02
N & o T
% | ¢ o
>, o ° o o w01

P,
e fit

transform scaler &
L dimensionreduction
(LDA)

~

transform

B

:dt_da(ass!

Figure 4. Methodology workflow; (1) data generation, (2) feature representation transfer using LDA,
(3) instance transfer (weighting of training data) and (4) model building.

3.3.1. Feature Representation Transfer

Linear Discriminant Analysis (LDA) was employed as a supervised dimension re-
duction method in the feature representation transfer step. LDA aimed to extract crucial
information (reduced features) that are most relevant for distinguishing between fire sce-
narios based on data from Ds. As outlined in Section 2.1, the original input features for the
LDA comprised CO, Hp, VOC and PM (PMO0.5 and PM1.0).

Both LDA and the scaler (min—-max scaler with bounds [0, 1]) were applied to the data
from Dg. The resulting transformation parameters were then utilized to transform the data
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in both Dg and Dr into the new feature space. Subsequently, the transformed data were
employed to train a support vector machine (SVM) classifier using the transformed data
from Dg, and its performance was validated at various sensor node positions in Dr.

3.3.2. Instance Transfer

In addition to feature representation transfer, we implemented instance transfer using
the TrAdaBoost algorithm presented in [34]. TrAdaBoost is a supervised domain adaptation
method that utilizes limited data from Dr to adjust a pre-trained model to new data:
specifically, the target domain D7 in our case [34]. The fundamental concept of TrAdaBoost
is to adapt the knowledge learned from Dg and apply it to a slightly different Dr, assuming
that labeled data from D are generally rare.

By definition, this approach requires the availability of limited instances from the
target domain, which are employed to re-weight the training instances from Dg.

In practical terms, the target domain data for TrAdaBoost could be sourced from
an actual fire event occurring in Dt during the operation of the fire detection system
or from a small number of large-scale experiments. Consequently, this method serves
as a means to adapt the fundamental model trained on laboratory data to real-world
application environments.

The objective of this study was to investigate how the performance of a classifier
trained solely on laboratory data (ds_dataset) can be enhanced by incorporating small
amounts of available data from Dr. To achieve this, we utilized from 1% up to 30% of the
dt_dataset to re-weight the source domain instances using TrAdaBoost. Higher proportions
of Dr instances were employed to identify overfitting boundaries during the instance
transfer step.

4. Results

This section is structured as follows. First, Section 4.1 presents the performance of the
boosted model independent of the sensor node position in Dr. This means that instance
transfer (boosting) was executed using data from the same sensor node position in Dt as
utilized for validation.

In Section 4.2, the boosting data were selected from a fixed sensor node position,
and the model’s performance was subsequently validated across all sensor node positions
in Dr to identify potential overfitting effects based on the amount of boosting data taken
from a specific sensor node position.

Beyond the performance assessments using various boosting strategies, the model was
validated without any boosting; this served as the baseline for performance. This implies
that only the feature representation transfer described in Section 3.3.1 was performed before
applying the model to the Dt data. This baseline performance facilitates the assessment of
performance improvement when employing additional boosting strategies.

The Manhattan distance between the sensor node and the fire source in D was
employed to arrange different sensor node positions along the x-axis.

To enable performance comparisons across different models, the classification rate
(average accuracy) was used as our primary performance metric. According to [37], the
average accuracy for a multi-class classification problem is defined as shown in Equation (6).

Zl tpi+tn;
i=1 tpi+fni+fpitin ©)
I

Since we considered a balanced dataset for model validation, the classification rate is
a suitable performance measure [37].

To compare the performance of the baseline model (non-boosted, only trained on
ds_dataset) with a model that randomly assigns labels based on the given class dis-
tribution, we utilized Cohen'’s x as an additional performance metric, as suggested by
Artstein et al. [38]. Cohen’s « is a scaled value in the range of [—1, 1] that evaluates the

72



Sensors 2024, 24, 1428

model’s classification accuracy against the accuracy achieved by random label assignment
according to a specified class distribution [38].

4.1. Classification Performance Independent of the Node Position

Table 4 shows the results of the baseline model only trained on the ds_dataset in terms
of precision, recall, F1 score, classification rate and Cohen’s «.

Table 4. Precision, recall, F1 score, classification rate and Cohen’s x for non-boosted model based on
test sensor node position.

Test Manhattan Classific.
Sensor Distance Boost Precision Recall F1 Score Rate Cohen’s
Node [m] (Accuracy)
08 3.0 no boost 0.74 0.68 0.69 0.69 0.58
09 43 no boost 0.69 0.64 0.65 0.66 0.53
10 7.8 no boost 0.69 0.64 0.65 0.66 0.54
11 6.5 no boost 0.67 0.56 0.58 0.58 0.43
12 10.5 no boost 0.68 0.60 0.62 0.61 0.47
13 8.5 no boost 0.60 0.51 0.52 0.53 0.36
14 7.5 no boost 0.66 0.56 0.58 0.58 0.42
15 7.8 no boost 0.71 0.64 0.66 0.66 0.53
16 6.5 no boost 0.69 0.63 0.64 0.64 0.51

The baseline model exhibits its lowest performance at sensor node positions close to the
wall—specifically, at sensor node 13 (global minimum, classification rate of 53%) and sensor
node 14 (local minimum, classification rate of 58%)—in the dt_dataset, as shown in Table 4.
This implies that the most significant difference between our laboratory setup (Dg) and Dr
occurs at positions close to the wall in Dy.

The Cohen’s k ranges from 0.36 (minimum at test sensor node 13) up to 0.58 (maximum
at test sensor node position 08). According to Landis et al. [39], this can be categorized as
“fair” (0.2 < x < 0.4) to “moderate” (0.4 < x < 0.6) model performance.

To adapt the model derived from Dg, additional model boosting was performed.
Initially, boosting was performed assuming knowledge about the distance between the
sensor node and the fire source in Dr.

Figure 5 shows the classification rate as a function of the sensor node position used for
boosting and testing. The different lines represent the amount of data used for boosting
(1% to 30%) from the test position in D7. The “no_boost” line represents the classification
performance of the baseline model.

It can be seen from Figure 5 that the classification rate of the non-boosted baseline
model ranges from a global minimum (classification rate of 53% at sensor node position 13)
up to a global maximum at sensor node position 08 (classification rate of 69%; see also
Table 4). There is a continuous decrease in the classification rate from the lowest Manhattan
distance of 3.0 m (sensor node position 08) to a Manhattan distance of 7.5 m (sensor node
position 14). The classification rate then reaches a local minimum of 58% at sensor node
position 14. A local maximum with a 66% classification rate can be observed at sensor
node positions 10 and 15. Moving to the next-higher Manhattan distance (sensor node
position 13), the classification rate reaches a global minimum of 53%. Sensor node position
12 (highest Manhattan distance to the source) shows a classification rate of 61%, which is
3% more than the local minimum at sensor node position 14.

Looking at the different boosting curves (0.01 to 0.3) in Figure 5, it is evident that
additional information from Dt used for model boosting cannot completely offset the local
minima in the classification rate at sensor node positions 13 and 14 close to the wall. The
previously described trend in the classification rate remains essentially the same. However,
differences in the classification rate between different sensor node positions (except for
sensor nodes 13 and 14 close to the wall) can be mitigated by using additional boosting,
particularly for boost amounts up to 5%. Although higher boost amounts (from 10% to 30%)
lead to a global maximum of the classification rate (sensor node position 09, 20% boosting
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data), the differences in the classification rates between different sensor node positions
increase compared to boost amounts of around 5%.
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Figure 5. Classification rate using instance weighting (boosting) based on test position.

Nevertheless, the differences between the sensor node positions (except for the po-
sitions close to the wall) are increasingly compensated for by additional boosting. This
implies that the model trained only based on Dg can be adapted to a new environment
with small amounts of available data from Dr.

Figure 6 following illustrates the model’s performance for sensor node position 8 in
Dr for the non-boosted model (left) and the boosted model (boosted with 5% of the data
from sensor node 8).
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Figure 6. Comparison of confusion matrices for non-boosted case (left) and boosted case (right) for
sensor node position 8 in Dr.

It can be seen from Figure 6 that the baseline model only trained on data from Dg
primarily misclassifies between the candle scenario and the wood scenario. This misclassifi-
cation can be attributed to the experimental procedure. In Dg, we employed small pieces of
cellular cloth soaked with candle wax to represent the candle wax fire in a small-scale test.
However, when the wax was fully burned, the cellular cloth (wick) started to glow and
smolder at the end of each experiment. Since this combustion process closely resembles
the glowing process of wood, it likely led lead to misclassification between the wood and
candle fires.
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Comparing the wick size to the mass of wax in Dg and Dr, the ratio is considerably
higher in Dg than in D7. As discussed in Section 3.2, scaling down a wax fire is challenging.
To regulate the flame size of the wax fire, we had to use a much higher ratio of wick volume
to wax volume. The volume of the wick compared to the volume of the burning wax was
negligible in D7. Consequently, fewer smoldering or glowing artifacts were observed in
the dt_dataset than in the ds_dataset, resulting in the aforementioned misclassification.

This misclassification was evident at other test sensor node positions in Dr.
Figure 6 (right) illustrates that the misclassification can be minimized by employing
additional boosting.

Table 5 provides an overview of the average model performance across all sensor node
positions in D7, represented by the mean classification rate and the mean Cohen’s x for
different boosting scenarios (ranging from no boosting to 30% boosting data).

Table 5. Mean classification rate and mean Cohen’s « for different boosting strategies (dynamic boost).

Boost Mean Classification Rate Mean Cohen’s
no_boost 0.62 0.49
0.01 0.71 0.61
0.02 0.78 0.70
0.03 0.84 0.78
0.04 0.85 0.80
0.05 0.87 0.83
0.10 0.87 0.83
0.20 0.84 0.78
0.30 0.82 0.75

bold: maximum mean classification rate and Cohen’s x for dynamic boosting.

It can be seen from Table 5 that the mean model performance (mean classification
rate and mean Cohen’s k) generally improves with model boosting. The model perfor-
mance increases with an increasing amount of boosting data and reaches its maximum
(87% mean classification rate and a mean Cohen’s x of 0.83) at 5% (up to 10%) of boosting
data. The Cohen'’s k ranges from 0.49 (“moderate”) up to 0.83 (“perfect”) according to
Landis et al. [39].

As the amount of boosting data increases, the average model performance decreases, al-
though it remains higher than the model performance without boosting. This phenomenon
has already been discussed based on Figure 5. Even though higher amounts of boosting
data lead to global maxima for the classification rate, the difference in the classification rate
increases, causing the mean classification rate to decrease.

In summary, we found higher classification rates with boosting compared to the no-
boost baseline model. The sensor node positions close to the wall show a local minimum
of the classification rate regardless of the model used (no boost vs. different amounts of
boosting data).

4.2. Classification Performance Dependent of the Sensor Node Position

The results presented in Section 4.1 represent an optimal boosting scenario with respect
to the distance between the sensor node and the fire source. The data used for boosting were
derived from the same sensor node position used for testing without utilizing the validation
data already employed for boosting from the dt_dataset. However, in a real-world application,
the distance between the sensor node and the fire source will be unknown. To investigate this
scenario, we utilized boosting data from one fixed sensor node position and evaluated the
model performance across all sensor node positions. The results are shown in Figure 7.

The red line in Figure 7 represents the baseline model performance without model
boosting. The sub-figures are labeled based on the sensor node position used for boosting.
We utilized the same amount of boosting data as in Section 4.1 (1% to 30%).

We observed that the global maximum of the classification rate was reached when
the test sensor node position and the sensor node position used for boosting were the
same (e.g., see sub-figure “sensornode0009” at the Manhattan distance of sensor node posi-
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tion 09 in Figure 7). However, it can be seen from Figure 7 that the model performance at
test sensor node positions different from the boosting sensor node achieves higher classifi-
cation rates compared to the baseline model (no boosting). This holds true for boosting
data amounts up to 5%, while higher amounts of boosting data from a particular sensor
node position lead to overfitting to the boosting sensor node position. This effect is visi-
ble in Figure 7 when the classification rate of the boosted model falls below the baseline
classification rate.

Another observation from Figure 7 is that there is still a local minimum in the classifi-
cation rate at sensor node positions 13 and 14 (positions close to the wall). However the
difference between Dg and D can be compensated for (see sub-figures “sensornode0013”
and “sensornode0014” in Figure 7) if data from these sensor node positions are used for
model boosting.

Table 6 shows the mean classification rates and the mean Cohen’s x values over all
sensor node positions used for testing and boosting as a function of the amount of boosting
data (0-30%).

Table 6. Mean classification rate and Cohen’s « for different boosting strategies (static boost).

Boost Classification Rate Cohen’s x
no_boost 0.62 0.49
0.01 0.67 0.56
0.02 0.69 0.58
0.03 0.71 0.61
0.04 0.72 0.62
0.05 0.73 0.63
0.10 0.71 0.61
0.20 0.67 0.56
0.30 0.64 0.51

bold: maximum mean classification rate and Cohen’s « for static boosting.
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Figure 7. Classification rate using instance weighting (boosting) and random sensor node positions.
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It is essential to emphasize that the mean performance measure represents the static
boost scenario (boosting data were taken from only one sensor node position in Dr, and
the model was then tested on all sensor node positions in Dr).

Table 6 indicates that the mean classification rate, as well as the mean Cohen’s «, is
significantly higher when using additional boosting compared to the cases without any
boosting (no_boost). Furthermore, it can be observed that the performance increases with
the amount of boosting data used, up to the maximum performance at 5%.

At higher amounts of boosting data, the average performance decreases again due to
increased overfitting to individual sensor node positions. At 30% boosting, the average
performance in terms of mean classification rate and mean Cohen’s «x is comparable to the
average performance without boosting.

5. Discussion

As highlighted by Burgués et al. [40], a common challenge in machine-learning-based
prediction lies in the limitations of examples available in the training data.

In this study, we considered four different incipient fire scenarios that have been
identified as the main initial fire sources in historic and cultural buildings in Germany [41].
However, the model’s predictive accuracy may be compromised in the presence of different
or additional burning materials (or superpositions of different materials) that have not been
accounted for in this study.

Nevertheless, our research demonstrates the feasibility of classifying various incipient
fire scenarios using multi-sensor training data from a small-scale setup. This opens up the
possibility of generating cost-effective and extensive data for other burning materials that
encompass different combustion conditions and/or superpositions with different nuisance
scenarios (such as deodorant, dust, etc.).

Burgués et al. [40] also highlighted the model’s limitation to a specific range of
tested (in their case, odor) concentrations. In our study, we focused on early phases of
incipient fires, which are primarily characterized by the combustion process and the masses
of burning material relative to the room volume. From our current results, we cannot
extrapolate the model performance to more advanced stages of the conducted fire scenarios.
Different combustion conditions result in the distinct release of combustion products over
time. However, the experimental setup presented for Dg enables the generation of data for
these diverse combustion conditions, including those of more advanced courses of various
fire scenarios.

Another consideration is that we did not include test positions where the sensor node
is positioned very close to the fire source in D7. This might lead to significantly different
sensor signals due to sensor override. In such cases, deterioration in model performance
would be expected.

We found that the baseline model trained only on Dg data tends to misclassify between
the candle and the wood fire scenarios. As discussed in Section 4.1, this misclassification can
be attributed to the experimental setup used for the candle fire in Dg. In further experiments,
it would be advisable to alter the wick material to a non-combustible substance to minimize
glow and smolder effects. Alternatively, stopping the experiment before complete wax
combustion could prevent glow and smolder artifacts in the data. In the small-scale setup
(Ds), we used a fan to transport combustion products from the combustion chamber
into the test chamber where the sensor nodes were located. The uncertainty regarding
when combustion products from the smoldering wick entered the test chamber makes it
challenging to remove these artifacts from the ds_dataset afterward.

When comparing the classification performance of our study with previous research,
it is noteworthy that our non-boosted model already achieves comparable results (classifi-
cation rate up to 69%) compared to studies such as Solérzano et al. [20] (52% to 70%). With
additional boosting, the model performance can be further increased up to 87%: yielding
results comparable to [20] with additional laboratory data (88%) or only slightly lower
performance than in [23] (90%). It is essential to recognize that, unlike previous research,
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we addressed a four-class classification problem and employed two distinct experimental
settings to generate the test and training data, thereby limiting direct comparisons.

In comparison with a similar classification problem ([24]), our boosted model achieves
an average classification rate that surpasses Ni et al.’s [24] result (82% classification rate)
by 5%. It is important to note that Ni et al. utilized a single experimental setup to generate
the training and test data.

Another limitation to comparing our model’s performance with previous studies
is our consideration of performance across various sensor node positions. It is evident
that positions with lower classification rates will adversely affect the average model per-
formance. The previous literature did not account for position-dependent performance
measures, which hold great relevance in practical applications. Hence, it can be assumed
that the performance comparison of our model with the previous work leans towards the
conservative side.

Drawing from the outcomes presented in this study, we posit that the introduced
approach, which combines transfer learning methods with multi-sensor data, is promising
and highly relevant for the practical application of data-driven models relying on multi-
sensor data. For instance, cost-effective generation of data for various fire materials or
combinations can be accomplished on a small laboratory scale, including overlays with
nuisance variables, to facilitate the early detection of fires in real room environments.

The demonstrated approach can be expanded to diverse application domains. For
instance, investigating outdoor applications such as forest fire detection or air monitoring
in industrial plants is a plausible direction for future investigations. However, outdoor
environments exhibit distinct ventilation conditions, characterized by the formation of
plumes, and a reduced tendency for the accumulation of combustion products. In scenarios
like forest fire detection, combustion products tend to accumulate beneath the canopy or
due to atmospheric inversion, leading to substantial influence of environmental conditions
on the propagation behavior of combustion products.

The misclassification between candles and wood highlights that similar combustion
processes lead to lower classification performance, particularly in the early detection
phase. The classification rate of the non-boosted model (53% to 69%) indicates potential
uncertainty in the classification, which should not be underestimated, especially during
the initial stages of incipient fires. We presume that the classification rate might improve
with more advanced fires that give clearer sensor signals. However, in an application
scenario, an anomaly detector would be connected before the classifier to act as a trigger.
One approach could involve using the time interval between the current classification and
the triggering of the anomaly detector as a measure of the expected information quality
of the classifier.

It is essential to acknowledge that, despite the approach presented in this work,
the individual propagation behavior in the application room significantly influences the
model’s performance. Notably, the model performance experienced a significant reduction
at sensor node positions close to the wall in our study. A classification rate of 53% (sensor
node position 13, non-boosted model) is relatively low even in a four-class classification
problem and may result in misjudgment of the situation in a real application scenario.
Since distance effects have not been considered in the previous literature when calculating
performance measures, there is a pressing need for further research in this area. In general,
a model can only recognize scenarios reliably if the sensor generates reliable input data.
Future work should pay more attention to limitations associated with sensor positioning
and incorporate these limitations into the evaluation process.

6. Conclusions and Outlook

This paper presents the results of employing two transfer learning methodologies—namely,
feature representation transfer and instance transfer—within the context of early fire detection
through multi-sensor nodes. The primary objective (RQ) of this study was to investigate whether
multi-sensor data from a small-scale setup (Ds) can be used to classify various incipient fires
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in their early stages within an authentic room setting without the need to generate time- and
cost-intensive data in large-scale setups.

In conclusion, we successfully generated multi-sensor data for four distinct types of
incipient fires in a time- and cost-efficient manner within the small-scale experimental setup
(Ds) outlined in this study. The Dg data facilitated the extraction of crucial information to
differentiate between various types of incipient fires. Based on this new feature space, a
state-of-the-art classifier (SVM) was trained to classify unseen data from a large-scale setup.

We observed that the baseline model, trained exclusively on the Dg data, consistently
demonstrated the ability to classify four different incipient fire scenarios within D: achieving
a classification rate of up to 69% and a Cohen’s « of 0.58. However, the model’s performance
is notably influenced by the distance between the sensor node and the fire source. In par-
ticular, we found that sensor node positions close to the wall exhibited lower classification
performance (minimum classification rate of 53% and minimum Cohen’s x of 0.36).

We identified that the decrease in performance primarily resulted from misclassifica-
tion between the candle and wood scenarios. This misclassification was attributed to the
experimental setup of the candle (wax) fire in Dg. In further investigations, we recommend
optimizing the experimental setup to prevent the ds_dataset from acquiring glowing or
smoldering artifacts. Based on our findings, we anticipate that such optimization will
indeed enhance the performance of the baseline model.

Another finding of this study is that the model’s performance can be enhanced through
additional model boosting (instance transfer), which is applicable when there is access to
(small) amounts of real room data. However, it is crucial to keep the amount of boosting data
low to avoid overfitting the model to a particular room situation or sensor node position.
In our study, we determined the optimal amount of boosting data to be approximately
5% of the training instances in Dr.

In further research, we aim to extend the ds_dataset to include a broader range of
combustible materials. Additionally, we plan to investigate superpositions of different
combustible materials in Dg and Dr. This is crucial to investigate, as real-world combustible
objects often consist of mixtures of various materials. Another noteworthy aspect is the
examination of superposition of nuisance scenarios with different fire scenarios, which will
enhance the model’s robustness against side effects such as dust, humidity changes, etc.

To ensure a wider range of applications, future research should involve generating
test data in diverse full-scale environments. This could encompass test rooms with varying
geometries beyond the standard fire test room. Additionally, conducting full-scale outdoor
tests would be valuable for extending the application of this concept to areas such as
wildland fire detection or industrial facilities.

Another aspect to consider is that data processing, including the classification model
presented in this study, is currently executed using the resources of the server (Raspberry Pi).
In future research, we aim to explore the feasibility of conducting data processing directly
on the ESP32. This would enhance the autonomy of the multi-sensor node, potentially
reducing the notification time.
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Abstract: High-energy radiation is known to potentially impact the optical performance of silicon-
based sensors adversely. Nevertheless, a proper characterization and quantification of possible
spectral response degradation effects due to UV stress is technically challenging. On one hand,
typical illumination methods via UV lamps provide a poorly defined energy spectrum. On the other
hand, a standardized measurement methodology is also missing. This work provides an approach
where well-defined energy spectrum UV stress conditions are guaranteed via a customized optical
set up, including a laser driven light source, a monochromator, and a non-solarizing optical fiber.
The test methodology proposed here allows performing a controlled UV stress between 200 nm and
400 nm with well-defined energy conditions and offers a quantitative overview of the impact on the
optical performance in CMOS-based photodiodes, along a wavelength range from 200 to 1100 nm
and 1 nm step. This is of great importance for the characterization and development of new sensors
with a high and stable UV spectral response, as well as for implementation of practical applications
such as UV light sensing and UV-based sterilization.

Keywords: UV sensing; photodiodes; UV degradation; spectral response; UVC; sterilization

1. Introduction

A wide number of the CMOS-based photodetectors in use today have no (or very poor)
sensitivity in the UV spectral range, mainly because the backend layers are absorbing the UV
light. The junction design is also an important factor, but more likely for degradation effects.
Nevertheless, UV light sensing has become in recent years a topic of increasing interest,
due to the surge of a plethora of new technological applications, such as sterilization, UV
spectroscopy, biological analysis, space imaging, UV-based cure processes, and more [1-8].
Although, there are still a few major challenges in the field of UV light sensing. One of these
challenges is regarding the typical low sensitivity to UV light due to the short penetration
depth in Si. This means that most of the photo-generated carriers within the upper atomic
layers in Si cannot be detected because of the strong recombination through the interface
states. Several approaches dealing, for example, with the photodiode dopant profile [9,10]
or the engineering of photodetectors optimizing design and manufacturing processes have
made it possible to reach not only high UV spectral response [11,12] but also to address
the poor stability or spectral response degradation due to exposure to UV light conditions.
Achieving such optical robustness under high-energy UV-light illumination conditions is
certainly the second major challenge in UV light sensing. Such degradation mechanisms
may be explained due to trap generation [13] or changes in the fixed charges and the
interface states at the Si/SiO; interface above the photodetector, originating from the very
high photon energy (6.2-4.1 eV for wavelengths between 200 and 300 nm). There exists
also a plethora of approaches for the development of UV photodetectors, which include the
usage of compound semiconductors with a wide bandgap such as SiC or ZnO [14,15], usage
of Silicon-in-Insulator (SOI) structures with a shallow surface detection layer [8], the proper
tunning of doping levels to reach high concentration surface layers near the Si surface [16],
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back side illumination structure approaches, or other thin-film or nanostructure-based
approaches [17]. Our more recent research on the development of new UV photodiodes,
using X-FAB’s Semiconductors Foundries XS018 technology, shows a significant spectral
response improvement especially for wavelengths around 260 nm, which is relevant for
applications in sterilization. It also shows a remarkable robustness (<5% degradation)
under UV light stress conditions.

The UV instability of Si-based photodetectors is certainly a very complex phenomenon,
which may depend on several parameters such as irradiance, duration of UV light expo-
sure, radiant exposure, wavelength of the UV radiation, type of photodetector, etc. [18].
Therefore, the robustness of photodetectors must be investigated systematically, with a
reliable measurement methodology which covers a wide range of experimental parameters.
It is important to precisely quantify the spectral response degradation due to UV light
exposure, at any stress wavelength of interest. In addition, it is also very important that
the impact on the optical performance of photodetectors is determined not only at the
wavelength of exposure but also along the entire spectral range where such photodetectors
are expected to be used. It then becomes necessary to count with a reliable, fast, and
standardized measurement methodology which allows us to perform such systematic
characterizations. Due to the lack of a common standard, the present work intends to
propose a systematic measurement methodology for the investigation and quantification of
spectral response degradation due to UV light exposure in CMOS-based photodetectors. It
is also to determine the overall impact on the optical performance of such photodetectors
along the entire spectral range of operation, while maintaining always well-defined energy
conditions for the UV exposure.

2. Materials and Methods

All the photodetectors characterized and presented in this work were fabricated with
X-FAB’s Semiconductors Foundries X5018 technology [19]. Data are shown for photodi-
odes belonging to three different main modules: module A, which offers a good spectral
sensitivity over a broad wavelength range; module B, which provides specially outstanding
spectral response in the human eye response range, with its maximum point of sensitivity
close to the green region; and module C, which is specially dedicated to performing with a
high and stable spectral response in the UV range. Table 1 briefly summarizes the differ-
ent X5018-based photodetectors for which experimental UV stress and spectral response
degradation investigations are shown in this work.

Table 1. X-FAB’s XS018 technology-based photodetectors investigated in this work.

Photodetector Basic Structure Sensitivity Application

doa Module A, DNWell/p-Sub Wide spectral range
Module A, DNWell (pinched to

dob PWell_1)/p-Sub Red and NIR spectral range

doe Module A, NWell/p-Sub Wide spectral range
doeher Module B, NWell/p-Sub Enhanced Visible and NIR
uvc! Module C, PWell_2/DNWell/p-Sub Enhanced for UV range

1 This new photodetector is soon to be released as dosuv.

Figure 1 shows a conceptual diagram of most of the devices listed in Table 1. All
photodetectors are fabricated following X-FAB’s XS018 process flow technology. All devices
can be fabricated scalable in size, as well as in arrays of photodiodes. Nevertheless, for
the investigations performed here, all measurements are performed on single devices. For
simplification, all front-end layers which comprise different metallization levels (M2, M3,
etc.) and the passivation layer are not shown in the diagrams. Some of these metallization
levels may be used as a light shield, for example, to avoid photons reaching other regions
instead of the photodiode’s pn-junction active region. All devices are built over a bulk
p-type substrate, where the electrical connection is realized via a p+ implant and a metal
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contact at the M1 level. In the case of the doa device, the pn-junction proper depth is
realized via an NWell plus a DNWell (deep NWell), which can be contacted via an n+
implant and a metal contact at the M1 level. The dob device conforms its pn-junction also
via a DNWell. Although, in this case, the electrical connection is realized via a p+ implant,
once the DNWell is pinched to a PWell_1. On the other hand, the doe and doeher devices
realize the pn-junction only via an NWell, where electrical contact is possible thanks to an
n+ implant and a metal contact at the M1 level. Different from the doe device, the doeher
photodetector possesses a special layer at the back end with special optical properties which
allows precise optimization of the optical performance, especially in the Visible and NIR
spectral ranges. As described in Table 1, the UVC photodetector is realized by a special
structure comprised by two pn-junctions, the PWell_2 to DNWell upper junction and the
DNWell to p-Sub lower junction.

Figure 1. Conceptual cross-section diagram of the different CMOS-based photodiodes investigated in
this work. In accordance with the naming shown in Table 1, top-left corresponds to doa, bottom-left
corresponds to dob, top-right corresponds to doe, and bottom-right corresponds to doeher.

2.1. Test Setup

The photocurrent measurements were performed in situ, during illumination UV
conditions, using a Keithley 4200A DC Parameter Analizer (Tektronix, Beaverton, OR,
USA). All measurements have been performed at 27 °C (slightly elevated room temperature,
to ensure precise temperature control). Wafers were placed on the chuck of a Summit
200-FA-AP probe station (Form Factor GmbH, Thiendorf, Germany). All photodetectors
were operated with standard specification conditions, with Vathode = 0.9 V, Vguarg =3.3 V
and V pnede = 0.0 V (substrate /bulk/chuck).

2.2. UV Stress Methodology

Conventional artificial UV light sources such as UV lamps were found to be inconve-
nient for UV degradation wafer-level investigations of photodetectors. On the one hand,
the global illumination may affect other light-sensitive test structures and the close electrical
contact via probe-wedge may induce undesired light reflections, when the illumination is
performed in situ. On the other hand, such light sources provide a poorly defined energy
spectrum, making it challenging to define the specific wavelength of illumination and
consequently quantifying at which wavelength (and intensity) the UV stress is applied.
Despite the points mentioned here, in the case of UV lamps, it is always possible to devise a
way to normalize the illumination area and dose onto the photodetector under test. In fact,
in most research investigations about UV degradation, often an intensity value per area
is given, but without a complete spectrum. So, it remains unknown at which wavelength
(and intensity) the UV stress is provided. Due to the typical broadband nature of a UV
lamp as well as variations on the spectral output, a UV lamp does not provide stress at
all wavelengths of the UV spectrum. Other light sources such as UV LEDs could also be
used, but such LEDs provide non-uniform light, which brings other technical challenges
to improve the illumination uniformity. Nevertheless, in this case, the illumination is also
global, which may also induce undesired light reflections.

To perform the optical characterization of the photodetectors and to quantify the
impact on their optical performance due to UV stress, the spectral response is measured
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before and after a specially devised UV stress step. Here, a laser-driven light source (Model
EQ-99X LDLS, Energetiq (Wilmington, MA, USA), a monochromator (Hyperchromator,
Mountain Photonics GmbH, Landsberg am Lech, Germany), and a non-solarizing optical
fiber (Multimode Solarization Resistant Optical Fiber, 0.22 NA, &105 um core, Thorlabs,
Newton, NJ, USA) are used in a customized manner. A reference detector is also used
before or after every wavelength sweep, as indicated in Figure 2. This allows for a precise
estimation of the light power intensity brought via the optical fiber onto the photodetector.
In addition, a second control detector continuously monitors the output at the light source
to counter for possible fluctuations or variations due to aging and other factors. For
every conventional wavelength sweep, a dark current correction is always performed.
The monochromator receives the white light output of the laser-driven light source and
splits the light into every wavelength between 200 nm and 1100 nm (with a smaller step
possible of 1 nm), thanks to a special optical set up which comprises the usage of proper
filters, mirrors, and gratings. This allows bringing, via the non-solarizing fiber, any desired
wavelength only onto the photodetector of interest, avoiding the illumination (or stress) of
other devices as well as undesired light reflections.
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Figure 2. General scheme for photocurrent measurements before (A) and after (C) the UV stress
methodology (B). Differently colored lines indicate different stress wavelengths.

The spectral response measurements before (step A) and after (step C) the UV stress
step (step B) correspond to standard monitoring of the photocurrent level as the wavelength
is swept between 1100 nm and 300 nm, with 1 nm steps (2 nm FWHM). Such measurement
before the UV stress (step A) includes a wavelength sweep on a reference calibrated diode
(which allows the determination of the light power intensity) and a subsequent wavelength
sweep on the photodetector of interest (wafer-level).

For the UV stress step (step B), it is ensured that the UV stress methodology is realized
under well-defined energy conditions. The wavelength is fixed at different values between
400 nm and 200 nm, with a step as small as 1 nm (2 nm FWHM). The stress time at each
wavelength is defined in such a way that the exact illumination conditions (fluence rate)
are maintained. It is important to mention that the UV stress is applied locally and is
delimited only by the optical fiber diameter (~105 nm), which means that not the entire
photodetector has been stressed during the illumination. Also, to perform a reliable
UV stress and subsequent quantification of the photodetector’s degradation, the spectral
response measurement after the UV stress (step C) must be performed in a reversed order
with respect to the initial measurement (step A). This means that first, the wavelength
sweep is performed on the photodiode of interest (wafer level), and subsequently, the
wavelength sweep on the reference diode is performed. In this way, it is ensured that the
electrical contact always remains the same during the entire process and that the optical
fiber also does not change its position over the photodetector. These in situ pre/post optical
photocurrent measurements, as well as the UV stress step, are summarized in detail in
Figure 2.
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2.3. UV Stress Methodology Applied on CMOS-Based Photodetectors

As mentioned previously, the UV stress is carried out at pre-defined fixed stressing
wavelengths, between 400 nm and 200 nm (see Figure 3 for some wavelength examples
between 200 nm and 350 nm). At such wavelength values, the photocurrent is monitored
over a specific stress time (tstress = tfinal — tinitial)- A dark current correction is also performed
by subtracting the average dark current which is measured for about 10 s (tq,) before
the shutter is opened (without light exposure). The degradation of the spectral response
(shown in % in Figure 3b) is calculated from the variation in photocurrent measured at
the final measurement time (tg,,) and the initial measurement time (tjn;1,). For all the
photodiodes tested in this work, it is observed that shorter wavelengths (therefore more
photon energetic) have a higher degradation potential. In the device case shown in Figure 3,
such degradation reaches some level of saturation at around 90% close to 200 nm. Also,
for all the photodiodes tested in this work, for wavelengths > 300 nm, there is no evident
spectral response degradation noticed due to UV light stress.
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Figure 3. UV stress methodology for CMOS photodetectors. Data are shown for the case of module A,
doa photodiode: (a) over-time photocurrent monitoring under UV stress, shown for some pre-defined
wavelength values; (b) estimation of the absolute spectral response degradation suffered at each
stressing wavelength. Dotted line serves merely as a guide-to-the-eye to follow the tendency of the
UV degradation behavior.

The light power per area reaching the photodetector varies with the stress wavelength
used, as shown in Figure 4. Also, as shown in Figure 3, different stress levels (and therefore
UV degradation) can be induced at different stress wavelengths. Therefore, to ensure a fair
comparison and evaluation in terms of UV degradation of different photodetectors, as well
as the stress induced at every stressing wavelength, it is necessary to properly control the
dosage of UV light reaching the photodetector at every stress wavelength. The approach
in this work is to expose the photodetectors to a wide range of stress wavelengths while
always maintaining the same light illumination conditions. In this way, no UV wavelength
is favored, and each stress wavelength will induce the same stress over the photodetector.

Therefore, we employ a constant light fluence over the light-exposed surface of the
photodetector. This is known as the fluence rate or radiant exposure and is defined as the
product of the power of the UV electromagnetic radiation incident on a surface per unit
surface area and the duration of the light exposure or simply the product of the effective
light irradiance and the UV stress time [20]. For simplicity, and in accordance with some
experimental measurement requirements, such as reasonable UV stress and measurement
times, in this work, we defined a fluence rate of 3550.24 W-min/m?. Consequently, the ex-
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posure times at every stress wavelength must be adjusted accordingly. Table 2 summarizes
the stress wavelengths used during the UV stress procedure (step B in Figure 2), as well as
their corresponding exposure times. This is also displayed in Figure 4.

Table 2. UV light exposure stress times applied at each stress wavelength.

Stress Wavelength (nm) Exposure Time (s) !
200 3151.8
210 1197.0
220 637.3
230 3229
240 170.0
250 112.8
260 93.2
270 84.6
280 84.8
290 82.8
300 74.1
350 48.0

! This is precisely controlled by an automated optical shutter mechanism.
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Figure 4. Light power per area dependency on wavelength and determination of UV stress exposure
times for a constant fluence rate of 3550.24 W-min/m?. The colored arrows indicate the corresponding
proper axis of light power per area (black) and time (red).

3. Results and Discussions
3.1. Quantification of Optical Degradation Due to UV Light Exposure

Once an adequate fluence rate is defined, it is then required to re-normalize the
estimations of UV degradation shown in Figure 3 with precise UV exposure times to
guarantee the same UV light exposure conditions at each stress wavelength. The results
of such normalization are shown in Figure 5, considering the case of the doa device
(previously shown in Figure 3), as well as other examples of X-FAB’s photodetectors (doe,
doeher, and UVC) designed for operation in a variety of spectral ranges (see Table 1 for
further details). In general, these results confirm that non-UV photodetectors should not be
exposed to stress wavelengths below 300 nm. Degradation effects become more evident
around 260 nm, growing exponentially as the photo energy increases and reaching almost
a total loss of optical sensitivity at 200 nm. Due to some structural characteristics, some
non-UV photodetectors (see doeher type in Figure 5) appear to be slightly more resistant
to UV light exposure. Nevertheless, these devices also suffer almost a total loss of optical
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sensitivity as the stress wavelength approaches 200 nm. A remarkable highlight is the
robustness of the UV photodetectors under UV stress conditions, where a spectral response
degradation below 5% is observed for the more energetic wavelength applied in this work.
Due to technical limitations, and to ensure good reliability of the experimental results
presented here, 200 nm is the lower limit investigated in this work. For wavelengths below
200 nm, not only the stability of the light source system may be compromised, but also
strong solarization effects are observed in the optical fiber. This is caused by the formation
of absorbing centers due to the intense UV light flux. Therefore, it is no longer possible to
properly bring the light into the photodetectors without avoiding undesired significant
light loss.
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Figure 5. Quantification of the degradation induced due to UV light exposure, considering stress
wavelength between 400 nm and 200 nm. Data are shown for some representative examples including
photodetectors with a wide range of spectral applications.

3.2. Overall Impact of Optical Performance for an Extended Spectral Range

Once a robust methodology has been laid down to quantify the degradation of sen-
sitivity suffered by CMOS-based photodetectors due to UV stress, it is of great interest
to determine the impact that such degradation has on the overall optical performance
of such devices. Particularly, when such an impact may possibly be irreversible (to the
best of the author’s knowledge, there is no clear evidence that a UV degradation mecha-
nism can be reversed). The undesired or unproper exposure to UV light may adversely
compromise the safe and successful outcome of the specific technological application in
which a silicon-based photodetector may be implemented. Under UV light exposure, the
optical performance of a photodetector is impacted, not only in the UV wavelength range
but certainly in the entire spectral range. This would turn the device unresponsive, even
in specific spectral ranges where such a device is expected to offer its maximum light
sensing capabilities.

Figure 6 shows the example of three photodetectors which were submitted to the
UV stress methodology proposed in Section 2.3 and following the test sequence shown
in Figure 2. Solid data represent conventional wavelength sweep measurements before
UV stress (step A, Figure 2); meanwhile, dotted data represent conventional wavelength
sweep measurements after UV stress (step C, Figure 2). Dashed back data indicate the ideal
spectral response of a photodetector, which would be the ideal case when its quantum
efficiency is equal to one. Each photodetector in Figure 6 was selected to showcase three
main particular cases. The first case corresponds to a non-UV photodiode (doe), which is
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severely affected under UV stress illumination conditions (especially for wavelengths below
260 nm), as shown also in Figure 5. After UV stress, the optical performance of the device
is severely impacted along the entire spectral range measured (1100 nm to 300 nm). The
strongest impact is clearly in the UV range, where a degradation of about 88% is observed.
Note that the UV range for this device corresponds to wavelengths only from 400 nm to
300 nm, once such non-UV photodiodes are not specified to be operated below 300 nm.
Nevertheless, the responsivity of the device is also affected beyond the UV range, about
23% in the Visible range and about 5% in the NIR range. The second case corresponds also
to anon-UV photodiode, which is especially designed to be responsive for the Red and NIR
spectral range (dob). This device is designed to be non-responsive in the UV spectral range.
Therefore, no impact on its optical performance is expected to appear due to UV stress
light illumination, as clearly shown in Figure 6. The third case considered here is a newly
developed UV photodetector (UVC), which shows high UV response down to 200 nm.
This is the lower wavelength operation limit specified for these kinds of photodetectors.
Such devices also show a strong robustness under UV stress conditions, with a maximum
responsivity degradation of 5-6% in the UV spectral range. Such degradation is almost
unnoticeable in the Visible and NIR spectral ranges (below 3% in both cases). For a fair
comparison, it should be noted that the result shown in Figure 6b does not imply that a
photodetector like the dob is more robust to UV light conditions compared to the UVC
photodetector. The low degradation for dob (in %) is because such a device is specially
designed to be unresponsive for wavelengths below ~450 nm. Therefore, the photocurrent
levels and variations before and after UV stress illumination conditions are extremely small
in this case.
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Figure 6. Overall impact on the optical performance of CMOS-based photodetectors due to UV stress
light exposure: (a) Photodetectors responsivity before (solid data) and after (dotted data) UV stress
conditions. Dashed lines correspond to the ideal responsivity (Qe = 1). (b) Estimation of the spectral
response degradation suffered along different spectral ranges of interest. (*) For the case of the UVC
photodetector the labels for spectral ranges should be read as full spectrum (200-1100 nm) and UV
range (200-400 nm), once the experimental data collection starts at 200 nm instead of 300 nm.

As a further comparison of the improved optical performance shown by the UVC
photodetector, a comparison is made with other previous X-FAB’s technologies such as the
XHO018 technology-based UV detector. Figure 7 shows the clear improvement in optical per-
formance in the UV range for the UVC detector (red solid data), in comparison to the XH018
UV detector (blue solid data). Such improvement starts to be more evident below 300 nm,
and especially of interest is the performance around 260 nm, which opens up important
possibilities for applications of UV sterilization. As a comparison, the case of a commer-
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cially available discrete back side illuminated UV photodetector (gray dotted data) is also
shown. Nevertheless, it must be pointed out that such discrete devices are based on a back
side illumination technology, which is very different from the technology approach for the
case of the UVC photodetector, based on X-FAB’s CMOS XS018 technology. Also, the data
for this case (at 25 °C) are obtained from available public documentation and such a device
has not been directly measured with the measurement methodology approach proposed in
this work. Therefore, this serves solely as a first general performance comparison.

0.28

o
N
P

o
e
~

o
o
N

Responsivity, [A/W]

—— Reference (XH018 dphoc/d)
------- Hamamatsu S15289-33

000 ey —w

200 250 300 350 400
Wavelength, [nm]

Figure 7. Optical performance in the UV spectral range for the XS018 technology-based UVC
photodetector, in comparison to other X-FAB’s technologies (XH018) as well as other discrete back
side illuminated commercially available photodetectors.

4. Conclusions

As expected, different photodetectors are impacted differently under UV stress illu-
mination conditions, depending on the specific technical application for which they are
designed. This also defines aspects such as photodiode structure, design or layout char-
acteristics and even adequate operation conditions. Therefore, it becomes very important
to develop a robust measurement methodology which allows a reliable characterization
of CMOS-based photodetectors in terms of UV stress and degradation. The work pre-
sented here is the result of several optimization loops in terms of electrical and optical
measurements methodologies which are easily applied to any kind of front-side illuminated
photodetector in a fully automated manner. In the case of the UV photodetectors shown
here, designs and process flavors have been optimized to achieve high spectral responsivity
and robustness under UV light illumination conditions. Compared with X-FAB'’s tech-
nologies (XHO018) and even other discrete backside illuminated devices, we have observed
a significant spectral response improvement, especially for wavelengths around 260 nm,
which is of great interest for UV-based sterilization applications. Our planned research on
UV light sensing applications continues and will also include the influence of operation
temperature on spectral response degradation performance due to UV stress conditions,
as well as the impact on other important photodetector parameters such as dark current
(leakage current) and capacitance.

5. Patents

Four patents related to UV light sensing are pending to protect the IP provided by
X-FAB regarding the development and realization of silicon-based photodetectors with an
exceptionally high UV spectral response.
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Abstract: Guiding mechanisms are among the most elementary components of MEMS. Usually,
a spring is required to be compliant in only one direction and stiff in all other directions. We
introduce triangular springs with a preset tilting angle. The tilting angle lowers the reaction force
and implements a constant reaction force. We show the influence of the tilting angle on the reaction
force, on the spring stiffness and spring selectivity. Furthermore, we investigate the influence of the
different spring geometry parameters on the spring reaction force. We experimentally show tilted
triangular springs exhibiting constant force reactions in a large deflection range and a comb-drive
actuator guided by tilted triangular springs.

Keywords: micromechanical spring; constant force mechanism; MEMS; electrostatic actuator

1. Introduction

Guiding mechanisms enable translational in-plane displacement of Micro-Electro-
Mechanical Systems (MEMS) and are, therefore, among the most important components
of microsystems technology. In MEMS, linear guiding mechanisms are used in a wide
variety of applications such as in electrostatic actuators [1], or in inertial MEMS to guide
proof masses. Usually, these applications require a guiding mechanism that is compliant in
the displacement direction and stiff in all other directions. For a solid spring, this means
that it should have a low stiffness, ky, in the deflection direction, x (i.e., the slope of the
force—displacement characteristic (FDC)), but high stiffnesses in the orthogonal y-direction
(ky). The ratio of the stiffness can be defined as the selectivity, S, with

ky

STk

@

y—0

Guiding mechanisms have many different forms of appearance and geometries. We
give a comprehensive overview of the guiding mechanisms in [2]. The clamped—clamped
beams are among the most common guiding mechanisms [1,3] that fit the requirements
for guiding springs quite well, as their stiffness in the displacement direction, ky, is much
smaller than their stiffness in the direction orthogonal to the displacement, k,. Figure 1a
shows a clamped—clamped beam and its typical non-linear FDC [4]. Consequently, the
mechanical reaction force, Fy, of the clamped beams increases strongly with progressing
displacement. This characteristic is quite unattractive for, e.g., electrostatic actuators.
Serpentine springs have a linear FDC, as shown in Figure 1b; hence the mechanical force,
F,, increases only slightly during deflection, making the serpentine springs attractive for
electrostatic comb-drive actuation [1,5]. However, serpentine springs only realize a uni-
directional displacement and suffer from a strongly decreasing selectivity with progressing
displacement that results, e.g., in the side instability of comb-drive actuators [1].

Sensors 2024, 24, 1677. https:/ /doi.org/10.3390 /524051677 92

https:/ /www.mdpi.com/journal/sensors



Sensors 2024, 24, 1677

3 F
N .E v -
b Ik, - 1k, '
F. Fx
X X X

Figure 1. A sketch of the FDC of a (a) clamped—clamped beam, (b) serpentine spring, (c) triangular
spring [2,3].

Springs with an M-shaped geometry have a non-linear and asymmetric FDC [6]. Both
triangular and sinusoidal springs, presented in [2], have a geometry similar to the M-
shaped springs. The triangular springs (Figure 1c) are characterized by a linear FDC, high
selectivity, and a large displacement range. They achieve large deflections without rupture
and can be deflected in both the positive and negative x-directions. The appearance of these
springs is highly variable, since the number of spring segments 7, the angle of inclination «
as well as the thickness, ¢, and the length, L, can be varied. The triangular springs can be
migrated into sinusoidal shaped springs, which reduces the stress peaks that occur in the
spring kinks and limits the maximum deflection of the spring [2].

There are also springs with a constant FDC [7]. The springs realize a constant force
feedback when applying an external force, e.g., a voltage [8,9]. Consequently, the resulting
force is not proportional to the deflection [9]. In the constant force range, the stiffness, kx,
of such springs is ideally 0 N/m. Constant-force springs are either used to maintain the
functionality of sensitive MEMS, which could be affected by fluctuations of the spring
force [10] or for specific applications that require a constant force [11]. A constant force can
be accomplished by complex force feedback systems that control the force by means of an
actuator [12,13]. To generate constant forces in microsystems, electrostatic actuators with
closed-loop feedback control are often used to control the force in MEMS [14]. Alternatively,
the spring itself can be used to generate a constant and displacement-independent force.
Such systems include, for example, buckling beams combined with a linear spring [8,11,15].
Here, the FDC of the negative buckling spring is superimposed with the FDC of the linear
spring. The superposition of both springs results in a displacement independent constant
force reaction [11,16-19].

In this contribution, we present a tilted triangular shaped spring achieving constant
force reactions. Unlike other solutions, the tilted triangular spring does not require a
superimposing of multiple individual reaction forces making it a simple and compact
solution for a linear guidance with a constant force. In Section 2, we present the spring
design and discuss the simulation results. Here, we take a close look at the influence of the
design parameters on the constant force range. In Section 3, we present the experimental
setup and discuss the results obtained by the experiments. In Section 4, we show a comb-
drive actuator displaced by a tilted triangular spring. Section 5 gives a short summary of
this article.

2. Materials and Methods
2.1. Spring Design

The tilted triangular spring is characterized by a tilting angle, 3, as shown in Figure 2a.
The properties of this spring are defined by the number of straight elements, n, their length,
L, the thickness, t, depth, d, of the device layer, and the inclination angle, «. Figure 2 also
shows the projected length, Lproj- Based on the results that we achieved in [2], we aim to
achieve symmetrical force-displacement curves. Therefore, we only used springs with an
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even number of beams, i.e., n =2, 4,6, ..., and the length of the first, L1, and the last beam,
Ly, is half the length of the other beams, i.e., L/2. The triangular spring achieves a constant
force reaction with a preset initial tilting angle, §, as an additional degree of freedom. To
realize a translational displacement, we use a symmetric design (Figure 2b). As shown in
Figure 2b, the constant force range (CFR) arises with the progressing displacement of the
spring; consequently, the tilted triangular spring achieves a partially constant spring force.

(@) (b)

- LPrOJ'~

v

constant force
ve range

Figure 2. (a) A sketch of the tilted triangular spring with a preset tilting angle, g, (b) displacement of
the tilted triangular spring with a constant force region.

2.2. Simulation Procedure

The springs are simulated by FEM using COMSOL Multiphysics. We simulate a
system with four identical springs with identical design parameters (Figure 3) to guarantee
a translational displacement and to maintain the system stability. The structures are
simulated with respect to the geometric non-linearity.

Figure 3. Simulation setup; applied force or displacement (black); resulting values (green).

The springs are displaced in defined steps, Ax, resulting in a change in the mechanical
reaction force of the spring, AF,. With
_ AR

k=30 @

we determine the stiffness, ky, in the displacement direction. In a second simulation, a
constant force, Fy, also acts in the y-direction, resulting in a displacement, y. With

ky = —= ©)

we determine the stiffness, k;, of the spring when displaced in the x-direction. The selectiv-
ity, S, of the spring is given by (1) as the quotient of ky, and k.

The design parameters are given in Table 1. To analyze the influence of the tilting
angle on the reaction force, stiffness, and selectivity, we designed triangular springs with
the ability to vary the tilting angle, B, from 0° to 8° as shown in Figures 4 and 5. To analyze
the correlation between the position of the maximum selectivity, x(Smax), the projected
length, Ly, and the tilting angle, the tilting and inclination angle, as well as the number
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of beams were varied in Figure 5b. In Figure 6, the influence of the design parameters
was investigated. Therefore, in each diagram, one single parameter was varied and the
influence on the constant force range was analyzed.

Table 1. Parameters of simulated triangular-shaped springs; the varied parameters are in bold.

Analyzed in B o n L t d Analysis of
reaction force
Figure 4a—c 0-8° 20° 6 400 um 5 um 20 pm stiffrlf:ss ke
and ky
Figure 5a 0-8° 20° 6 400 pm 5 um 20 pm selectivity S
correlation
Figure 5b 0°-8° 10°, 20°, 30° 4,6 400 um 5 um 20 um Smax., Lproj.
and B
Figure 6a
standard 7° 20° 6 400 um 5 um 20 um cofrlstant
spring orce
Figure 6b 0-30° 20° 6 400 um 5 um 20 um Influence of B
Figure 6¢ 7° 5-30° 6 400 pm 5 um 20 um Influence of «
Figure 6d 7° 20° 4-14 400 pm 5 pm 20 pm Influence of n
Figure 6e 7° 20° 6 100...500 ym 5 um 20 pm Influence of L
Figure 6f 7° 20° 6 400 pm 3...10 um 20 um Influence of ¢
2.3. Simulation Results
2.3.1. Constant Force Range (CFR) and Selectivity

Figure 4a shows the simulated force reaction of a triangular spring for different preset
tilting angles B. For tilting angles from 0° to 5°, the reaction force increases continuously.
For tilting angles of 6° and 7°, the spring exhibits an approximately constant force range.
For the selected geometry, the force reaction shows local maxima and minima for a tilting
angle B = 8° or higher.

Figure 4b shows the resulting spring stiffness, ky, in the displacement direction, x. For
the springs with constant force reaction (8 = 6° and 7°), the stiffness is approx. 0 N/m in
the CFR. As shown in Figure 4c, the stiffness orthogonal to the displacement, k;, slightly
increases for springs with no or small tilting angles, whereas springs with larger tilting
angles have a slightly decreasing stiffness, k.

125 (@) - 5 ®) 90 © :
W00 Ape1° v pe2n " =00 Ap=1° v =2 " B-0° V=10 v -2 !
%_100_ p=3 *f=4° & =57 4] per xpeae m e A 80dlc -3 xp-e = -5
= & pm6 @ =7 *pegi E {246 op-7 #p-8] ] A B=6° O B=7" * =8
: 50 e g,
0 S T . S 1 -
50 100 150 200 250 300 0

(=}

displacement x [pum]

- . T T T 30
50 100 150 200 250 300 0

displacement x [pm]

100 150 200 250 300
displacement x [um]

50

Figure 4. (a) Reaction force, Fy, as a function of B, (b) stiffness, ky, as a function of B, (c) stiffness, ky,
as a function of f; simulation results for an exemplary spring with L = 400 um, t =5 pm, n = 6 and
o =20°.

Figure 5a shows the resulting selectivity, S. Apart from generating a constant force,
tilted triangular springs exhibit a high level of selectivity, as defined by the stiffness ratio
between the y- and x-directions (cf. (1)). With the increase in the tilting angle, the maximum
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selectivity, Smax, increases, too. Consequently, the tilted triangular spring exhibits a selec-
tivity, S, as a function of the tilting angle. Thereby, the position of the maximum selectivity,
X(Smax), shifts towards larger displacements. Springs with a reaction force featuring a local
maximum and minimum do not have a defined maximum of selectivity. The increase in
selectivity is important, e.g., for the lateral instability of the comb-drive actuators. A higher
selectivity allows a higher voltage, Ug], to be applied, and thus allows larger displacements
before lateral-side instability occurs. This correlation results from the analytical model for
the displacement of comb-drive actuators that is highly dependent on the selectivity, S, [1].

bk k 2 x b2k, ¥z x
2 _ X Tyt 20 x 20 _ 20
Us; = 2¢e0e,dn, ka + b b 2ege,tn, 25+ b2 b @

Here, Ug; is the voltage when side instability occurs, b is the distance between two
electrodes, 1, is the number of electrodes, 4 is the thickness of the device layer, and xj is the
initial overlap of electrodes.

Figure 5b shows that the position of maximum selectivity normalized to the projected
spring length, Lpron depends only on the tilting angle, B, and increases almost linearly
with it. Consequently, a spring with a tilting angle of, e.g., B = 6° reaches its maximum
selectivity at a deflection of about 4.5% of its projected length.

(a) (b)

100000 0.08
mp3=0° ApB=1° v B=2° v * a=10° n=4, f=0°-5°
* f=40 ® =59 = v a=10° n=6, f=0°-3°
wn 1000042 p=6> ¢ p=7° * p=8° ! _0.06 * @=20°n=4, =08 @
B : b : m g=20°n=6, f=0°6"
S k; : B a=30° n=4, =08 o
£ 1000 0.044 + a=30°,n=6, p=0°-8° g 3+
]
g &
1004 0.021 #
a
H @
10 +———— ; ! . 0.00 ——
0 50 100 150 200 250 300 01 2 3 4 5 6 7 8 9
displacement x [um] tilting angle £[°]

Figure 5. (a) Selectivity, S, as a function of j; (b) position of maximum selectivity, X(Smax), normalized
to Lpyoj. depending on the tilting angle, §; simulation results for an exemplary spring with L =400 um
and f =5 pm.

2.3.2. Influence of the Spring Parameter on the Constant Force Range

To better analyze the influence of the different geometry parameters of the tilted
triangular spring on the constant force reaction, we use a standard spring with a force
reaction, as shown in Figure 6a, with a constant force of 50.1 + 1.5 uN in the range of
100 um to 250 pum. In Figure 6b—f, we vary a single geometry parameter.

Figure 6b shows the influence of the tilting angle, B, on the constant force. At small
tilting angles (in this case, B = 5°), no constant force range is achieved, while at larger tilting
angles, the force response decreases slightly (negative stiffness) after reaching a maximum.

Figure 6¢ shows the influence of the inclination angle, a, which in this case defines the
constant force range at 20°. If the inclination angle decreases, the reaction force increases
sharply before it drops sharply. For a larger a (here, a = 30°), the reaction force increases
with increasing deflection without establishing an extended constant force range.

Figure 6d shows the influence of the number of beam segments, n. If the spring
consists of few beam segments, in this case n = 4, there is no constant force; if there are
many beam segments, the reaction force decreases after reaching a maximum.
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Figure 6e shows that springs with long segments have a low reaction force and a large
linear force range. If the segments of the tilted triangular spring are short, in this case
100 um and 200 pm, respectively, the spring force is higher and the constant force range is
non-existent or very small.

The segment thickness, f, is used to set the level of the reaction force, so that as the
thickness decreases, the reaction force decreases and the constant force range increases, as
shown in Figure 6f.

(a) (b) (©)
200 800 150
_ L=400 um, t =5 um _ Ap=0° v p=5° m p=7° ¢ p=10°| A g=5 va=10° ¢ a=15°
% n=6, a=20°, f=7° %_ * f=15° 8 f=20° & B=25° & B=30° %_ S, B g=20° * g=25° B g¢=30°
= 150 _,‘(600 |L:4OO pum, t=5pm, n =6, a =20° l - L =400 um,
e = s R 100 t=5 um,
8 ] 2 Y pm, )
& 100 5400 5 n=6p=7
8 5 5 50
g 50 £ 200 g}
< < <
2 2 s . 4
04 0 s 0 -
0 50 100 150 200 250 300 0 50 100 150 200 250 300 0 50 100 150 200 250 300
displacement x [um] displacement x [um] displacement x [um]
d e .
100 ) 1000 © 600 )
. An=4 ®wp=6 vn=8 — . AL=100pum | At=3um ®t=5um
Z *n=10 e n=12 n=14| Z =y vL=200pm| Z 5004 v t=8pum * =10 um
= 75 2 750 - L=300um| =
o [T t=5um,n=6 ® L=400 um w400
L L - _ro 13 - -
550 | E 500 a=2p=7" | +L=500um)|  E 300 L=400m;m=6,
g g § 200
B 254+ € 250 b5 5
g 100f
0 0 s 0 i
0 50 100 150 200 250 300 0 50 100 150 200 250 300 0 50 100 150 200 250 300
displacement x [um] displacement x [um] displacement x [um]

Figure 6. Simulated force-displacement characteristic of (a) a standard spring (L = 400 pm, t =5 pum,
n =6, p=7° and a = 20°), when varying (b) the tilting angle, B, (c) the inclination angle, «, (d) the
number of beams, 1, (e) the beam length, L, (f) the beam thickness, t.

The optimal design depends on the application and the design of interacting compo-
nents on the chip. The design can be optimized to, e.g., a large constant force range, a very
high or very low constant force, or a spring with a small length or height. An example of
this is as follows: (1) If a large constant force range is required, it is useful to have a long
beam length, L, or thin beam thickness, t. However, large beams require a lot of space, and
the beam thickness can be limited by the quality of the etching process or the thickness of
the device layer. (2) If a constant and high reaction force is required, the tilting angle or
the thickness can be increased. However, a spring with a high tilting angle requires lots of
space. Consequently, the optimal design always depends on the application, other chips’
design properties or the etching processes, and we cannot derive a single expression for an
optimal spring design.

2.4. Fabrication

Based on the simulations conducted, demonstrator springs were designed. In addition
to that, an electrostatic comb-drive actuator was designed to provide the tilted springs with
a constant force.

The chips were manufactured in a dicing-free process for silicon-on-insulator (SOI)
substrates known from [20] using a device layer of 20 um and a handle layer of 300 um;
this is shown in Figure 7. First, a 100 nm aluminum layer was sputtered on the device
layer. The aluminum was used for the electrostatic activation of the comb-drive electrodes.
Afterwards, the electrical contacts were patterned by lithography and wet chemical etching,
so that the mechanical structures were not covered with aluminum (Figure 7a). In the next
step, we etched the handle layer by deep reactive ion etching (DRIE) using a SiO,-hard
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mask (Figure 7b). To structure the device layer, we used a hard mask of aluminum nitride
(AIN) and DRIE (Figure 7c). The chips were released from the substrate by hydrofluoric
vapor etching (Figure 7d). Afterwards, the chips were fixed on PCBs. The simulated
thickness of the springs was 5 um; however, the fabricated thickness was 4.8 um. Figure 7e
shows a stacking photo of a fabricated chip with the spring demonstrator. Each spring
system consists of a slider with two tilted guiding springs on each side. We provided
the springs with additional force sensors to experimentally determine the force reaction
on-chip. The chips also contain reference force sensors to determine the stiffness of the
force sensors.

(@ (b) © (d)

[7Si WSO, W Al

released structures

tilted triangular
springs
reference force

input element for
tungsten needle

1000 um
Figure 7. (a-d) Fabrication flowchart, (e) stacking photo of the fabricated chip.

2.5. Experimental Charcterization Procedure

First, the integrated force sensors were calibrated. Therefore, we could determine the
spring constant, kgs, of the force sensor. Instead of using the springs that were already
connected to the tested device, we used the reference force sensors shown in Figure 7e. The
calibration procedure included the simultaneous measurement of force and displacement
of the force sensor, as illustrated in Figure 8a. The chips were mounted on a piezoelectric
stage (PI Q-545). A tungsten needle was inserted into the input element of the reference
force sensor. This needle was connected to a load cell (Sartorius WZA224-ND) with a
resolution of 0.1 uN. The piezo stage was shifted upwards stepwise in defined increments.
This resulted in an expansion of the force sensor and changed the force reaction measured
by the load cell. Using (2), the spring constants of the reference force sensors were measured
to be 0.2 N/m for force sensor 1 and 0.55 N/m, 1.5 N/m, and 4.6 N/m for force sensors 2,
3, and 4, respectively.
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(a)

piezo stage

chip

tungsten
needle

load cell

Figure 8. (a) sketch of the setup for calibrating the force sensor; left-hand-side of the tilted triangular
spring in (b) the initial position, and (c) the displaced spring.

Knowing the spring constant of the force sensor, the triangular springs could be
characterized using the integrated force sensors on the device under test. Therefore, again,
a needle was connected to the input element of the force sensor and a displacement
controlled by a piezo stage was imposed at the spring, as shown in Figure 8b. Both the
deflection of the slider and the extension of the force sensor were measured visually with a
microscope camera. With

Fpur(x) = Fps(x) = kpsx )

the force was measured as a function of the spring displacement, which yielded the FDC. A
deflected spring is shown in Figure 8c. Each experiment was repeated three times and the
mean values and a standard deviation were calculated.

3. Experimental Results and Discussion
3.1. Overview of the Results

Table 2 summarizes the parameters of the selected spring designs.

Table 2. Parameters of selected spring designs.

Analyzed d
iI)ll BI°] «l°] m L [pm] t [um] [um] Fx konst. (exp.) Fronst., range (exp.)

. 0,2,4,6,7, o o
Figure 9 810 20 6 400 48 20 6.8 0.3 uN (B=7°) 97...267 um (B =7°)
Figure 10a 0 8'1?' 10, 30 6 400 4.8 20 64+ 11puN(B=10°) 105...355 um (B =10°)

. 48,94, 1474 + 1.1 uN 103...228 um
Figure 10b 7 20 6 400 14.8,19.7 20 (t=9.4 um) (t = 9.4 um)

. 41+03uN 74...324 um
Figure 10c 7 20 6 400, 600 4.8 20 (L = 600 um) (L = 600 um)

3.2. Characterization of the Tilted Triangular Springs

We designed triangular springs where the tilting angle varied from 0° to 8°. The
design parameters of the spring are given in Table 2.

Figure 9a shows the experimentally derived reaction force depending on the tilting
angle B. As shown in the simulation results, a constant force appears within the span
of B =6°to p=8°. For f=10° and the force reaction curve has a local maximum. The
experimentally derived reaction force (6.8 & 0.3 uN for = 7°) is smaller than the simulated
reaction force, which correlates to the smaller thickness of the fabricated springs (see
Section 2.3). However, the region with the constant force is also larger, e.g., for g = 7°, the
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CEFR starts with a displacement of 97 pm and ends at 267 um. Figure 9b shows the resulting
spring stiffness for exemplary springs that is close to 0 N/m for the constant force range of
the springs with a tilting angle of 7° and 8°.

Comparing the experimental results with the simulation presented in Figure 4a, the
reaction force is lower, which is attributed to the reduced thickness of the manufactured
structures (f = 4.8 um (fabrication) instead of f = 5.0 um (simulation)). This is because the
thickness, t, of the springs has a cubic influence on the reaction force. The manufactured
springs show a lower increase in the reaction force and a smaller influence of the tilting
angle on the constant force range. In Figure 4a, the simulated springs with a tilting angle
of 4° and 8° do not show a constant force range, while the fabricated springs with these
tilting angles show a constant force behavior in Figure 9a.

a b
70 @ . 1.0 () -
_ . B=0° 3 P .= B=0°
Z:L 60 - - ﬂ:zo ._ v'v 08l * ﬁ= 20
= 504+ p=4° 7 . o p=7° v
S 40]° & 5 061 % =8 2
= o p=7° - B 2 " AU
“E 301 . p-go é 0l P
S 20] <« p=10° .-". "',.' 3 _ - i L
§ 10 ..,-- "v,vv 5@‘3‘%%3 0.2 ,n;f# m Yy &® - &
4 v T g eé*t w @
=1 0 -M %wyﬁﬂséxi&?@wsﬁ‘<<«<“‘ SRACT 8 0 g *
0 50 100 150 200 250 300 350 400 0 50 100 150 200 250 300 350 400
displacement x [pum] displacement x [um]
Figure 9. (a) Experimentally derived FDC of triangular springs when varying the tilting angle §;
(b) resulting stiffness ky (L =400 um, t =4.8 um, n = 6 and a = 20°).
As shown in Figure 6¢, the inclination angle, «, also influences the reaction force.
In Figure 10a, we show the corresponding experimental results for a spring with an
inclination angle « = 30°. To generate a constant force, we need a larger tilting angle when
the inclination angle is higher. Figure 10b shows the influence of the spring thickness, t, on
the reaction force. The reaction force increases with increasing thickness. Thereby, the CFR
is becoming smaller. Figure 8c shows that the larger beam segments also achieve larger
constant force regions with a slightly smaller reaction force.
30 (@) 2000 () 25 ©
_ = p=0° 8 _ ° d=19.7um © d=14.8 um _ = L=400 um
Z 251+ p=g° - Z 1600] v d=94um ¢ d=48um g Z 20 * L=600um
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P N s 1200 S 151
:C:’ A .". ‘§ 800 é 10 |
g '.:0 5905, Ceaaca 5 00 § 1 i
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Figure 10. (a) Experimentally derived FDC of triangular springs when varying the tilting angle,
B, (x = 30°); (b) experimentally shown influence of the spring thickness, t, on the reaction force;
(c) experimentally shown influence of the beam length, L, on the reaction force.

4. Application in Comb Drive Actuators

An application for the presented springs are comb-drive actuators that struggle with
side instability, which means that electrodes guided by the spring escape to the mounted
electrodes, limiting the displacement of the comb-drive actuator (cf. Section 2.3). This
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(@)

displacement x [pum]

happens as soon as the first derivate of the electrostatic force with respect to y becomes
larger than the restoring spring constant in the y-direction [1].

We use the spring characterized in Figure 9 with a tilting angle of g = 7° to guide an
electrostatic comb-drive actuator. Figure 11a shows a schematic of the setup of the actuator;
Figure 11b shows the voltage-dependent displacement with a relatively large displacement
at low voltage. The maximum displacement is 71 um at 28 V, and at larger voltages, side
instability occurs. Figure 11c,d show the displacing electrodes.

(b) (c) (d)
75!
L =400 um, d = 4.8 pum,
n=6, a=20°, p=7° /;
50 maximum
displacement based
on side-instability
25 @@‘%
<a>$$
e
0lan ‘b%%"w

0 5 10 15 20
voltage [V]
Figure 11. (a) sketch of the actuator setup; (b) experimentally derived voltage-displacement charac-

teristics of a comb-drive actuator guided by the tilted triangular spring presented in Figure 7 (8 = 7°);
comb-drive actuator at (¢) 0 V and (d) 28 V.

5. Conclusions

In this contribution, we present tilted triangular springs that achieve a partially con-
stant reaction force using a preset tilting angle, . Constant force springs are suitable for
mechanisms which control an object with a defined force, as well as for all MEMS in which
a mechanical overload could lead to a functional restriction or destruction of the sensitive
components. Here, we focus on the influence of the different geometry parameters on
the spring reaction force and analyze the spring selectivity based on the tilting angle. An
exemplary spring achieves a constant force of 6.8 & 0.3 uN in the range of 97 um to 267 pum.
We show that tilted triangular springs are very well-suited for guiding large displacement
comb-drive actuators due to their high selectivity.
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Abstract: Silicon photonic sensors based on Mach Zehnder Interferometers (MZIs) have applications
spanning from biological and olfactory sensors to temperature and ultrasound sensors. Although a
coherent detection scheme can solve the issues of sensitivity fading and ambiguity in phase direction,
the measured phase remains 27t periodic. This implies that the acquisition frequency should ensure
a phase shift lower than 7t between each measurement point to prevent 27t phase jumps. Here,
we describe and experimentally characterize two methods based on reference MZIs with lower
sensitivities to alleviate this drawback. These solutions improve the measurement robustness and
allow the lowering of the acquisition frequency. The first method is based on the phase derivative
sign comparison. When a discrepancy is detected, the reference MZI is used to choose whether 27t
should be added or removed from the nominal MZI. It can correct 27t phase jumps regardless of
the sensitivity ratio, so that a single reference MZI can be used to correct multiple nominal MZIs.
This first method relaxes the acquisition frequency requirement by a factor of almost two. However,
it cannot correct phase jumps of 47, 67t or higher between two measurement points. The second
method is based on the comparison between the measured phase from the nominal MZI and the
phase expected from the reference MZI. It can correct multiple 271 phase jumps but requires at least
one reference MZI per biofunctionalization. It will also constrain the corrected phase to lie in a limited
interval of [—7t, +77] around the expected value, and might fail to correct phase shifts above a few
tens of radians depending on the disparity of the nominal sensors responses. Nonetheless, for phase
shift lower than typically 20 radians, this method allows the lowering of the acquisition frequency

almost arbitrarily.

Keywords: silicon photonics; Mach Zehnder interferometers; phase unwrapping; biosensors;
olfactory sensors

1. Introduction

Silicon photonics make it possible to engineer highly sensitive and miniaturized sen-
sors with high yield and high reproducibility. Among the various transduction components
available, such as micro-ring resonators, photonic crystals or Bragg gratings, Mach Zehnder
Interferometers (MZIs) have been widely explored and optimized [1]. MZIs are probably
the easiest to design and manufacture, as they do not necessarily require a feature size
below 300 nm, which is accessible using 248-UV dry lithography. They also exhibit state-of-
the-art performances while only requiring commercially available optoelectronics parts,
such as VCSELs for light source and CMOS imagers for light detection.

The basis of refractive-index-based sensing with integrated MZIs was introduced in
the late 1980s [2] with proofs of concept for gas and biosensors in the early 1990s [3,4]. Since
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then, one of the major improvements was to use a coherent detection scheme to solve the
issues of absolute intensity noise, sensitivity fading near extrema and ambiguity in phase
direction [5,6]. Nowadays, integrated MZI sensors have been applied to a wide range of
applications such as biosensing [7], temperature monitoring [8], gas detection in the ppb
range [9], odor identification in the ppm range [10], ultrasound recording [11], refractive
index sensing [12] down the the 10~8 RIU range and wavelength tracking [13], just to name
a few.

Typically, the measured light intensity is converted into a phase ¢ expressed in radians.
@ corresponds to the phase delay difference between the sensing and reference arm and its
value lies in the interval [0, 27] or [z, 7r]. Thus, the signal measured by interferometric
methods is always intrinsically 27t periodic. To track the physical value of interest over
time, also called the sensorgram, ¢ needs first to be unwrapped in order to measure the
accumulated phase ®(t) which is not bonded to any interval anymore. This phase is finally
converted into another unit through a calibration.

This 27t periodicity imposes a lower limit on the acquisition frequency (Nyquist fre-
quency) to ensure that less than a 7t phase shift has happened between each measurement
point. Otherwise, the unwrapping function will output an erroneous ®(t), offset by multi-
ples of 27t (referred to as “27 phase jumps” later in the text). Unfortunately, the minimum
acquisition frequency is proportional to the sensor sensitivity and can reach tens of Hz
for gas sensing, especially with highly concentrated samples. This implies relatively high-
speed imagers and electronics, as well as powerful light sources with high optical coupling
to reduce the exposure time.

Phase unwrapping error is a well-known issue in many interferometry applications,
such as 3D-imaging [14], displacement sensors [15] or distributed fiber-based strain sen-
sors [16]. However, for silicon photonic sensors, this drawback is rarely mentioned in the
literature. In 2017, Milvich et al. proposed an elegant solution based on coupling a coherent
detection with a wavelength modulation in order to access the absolute interference-
order [17]. However, the wavelength modulation range should exceed the MZI free spectral
range (FSR). Since VCSEL wavelength spanning by current modulation does not exceed a
few nm, this technique requires short FSR MZIs which are more sensitive to laser wave-
length drift, jitter and line-width, whereas large FSR MZIs are compatible with lower-cost
lasers [18], on-chip non-monochromatic organic lasers [19] or even LEDs [20]. Moreover,
low-pass filters or lock-in amplifiers are required to access the precise phase shift since
several modulation periods should be averaged. The acquisition frequency should thus be
tens of times faster than the typical time constant of the physical phenomenon to be tracked.

Here, we describe two different methods to detect and correct 27t phase jumps by
using reference sensors with lower sensitivities. Our solution makes it possible to lower
the acquisition frequency without affecting the optoelectronic hardware or the nominal
MZI design. Our experimental demonstrations are based on MZI sensors but can be easily
extrapolated to micro-ring resonator sensors, which suffer from the same periodicity issue
with respect to their FSR.

2. Materials and Methods

Figure 1 show pictures of two silicon photonic dies. The left die is a typical MZI die
with a 60-MZI matrix and two lower sensitivity MZIs. Each nominal MZI has a sensing
arm length of 9.5 mm. The right die has been designed to assess the presented correction
methods and contains 5 groups of 12 identical MZIs. The MZI arm lengths, and thus their
sensitivities, are increased across the 5 groups. The sensing arm of the less sensitive group
is 250 um long. The arm lengths of the following groups are increased by factors of 7, 11, 23
and 31 to reach a maximum length of 7.75 mm. A wavelength and a temperature variation
tracker are also visible in both dies but were not used in this study. The silicon photonic
dies were designed and produced at CEA-Leti on a 200 mm CMOS platform as described
in Ref. [10].
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Figure 1. Dies with lower sensitivity reference Mach Zehnder Interferometers (MZIs). (a) Standard
die with only two lower sensitivity reference MZIs highlighted in the red rectangle. (b) Special die
designed to evaluate both methods with 5 sensitivity groups, each composed of 12 identical MZIs .

Measurements were performed on a custom optical bench with a single mode VCSEL
emitting at A = 850 nm aligned to the input grating coupler (GC) and a CMOS imager
aligned to the output GC array. Data acquisition and processing were performed by custom
MATLAB and Python scripts. Liquid samples were injected by a pressure-regulated system
(Fluigent, Paris, France) at a constant flow rate. Gas samples were manually approached
from the sensor input tubing while the output tubing was connected to a vacuum pump.
A fluidic restriction was used to limit the flow rate. Note that the absolute values of flow
rates or sample concentrations have no particular importance here since performance
comparisons are relative (i.e., how much the frame rate can be reduced without signal
integrity loss). Phase monitoring was performed at 20 Hz for liquid sample injection and
60 Hz for gas sample injection. The frame rate was then artificially lower in post-processing
by skipping measurement points until 277 phase jumps were observed. The experiment
with a liquid sample consisted in acquiring a baseline with deionized water, then injecting
a Phosphate Buffer Saline solution at a concentration of 0.5x (Thermo Scientific Chemicals
(Waltham, MA, USA)), and finally rinsing with deionized water. The experiment with a
gas sample consisted in acquiring a baseline with air, then injecting the head space with a
pure B-pinene solution (1 mL) (Sigma-Aldrich (St. Louis, MO, USA)) contained in a 10 mL
flask, and finally rinsing with air.

3. Results

3.1. Phase Extraction and Phase Unwrapping Errors

Figure 2 presents the main steps to compute the phase shift A®(¢) from the measured
intensity variations Pj, P, and P; from a three-port coherent MZI.
Each P; can be written as:

2
Pio<1+V><COS[qJ+(i*1)?n]. (1)
V is the visibility of the interference which varies from 1 to 0. It is a function of the

lengths L and propagation losses a of both arms:

2 % e_%(”‘sLs‘H"rLr)

V= 2

eﬂsts + eﬂx,L,

In Equation (1), the MZI phase ¢ is a function of the wavelength, the waveguide
lengths and the effective indices:

27
¢ = = (Ls X Megps = Ly X gy ) ®)
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From the three P; which are phase shifted by 271/3, it is possible to calculate two
values phase shifted by 71/2 called the in-phase (I) and quadrature (Q) components:
P+ P;

2 4
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Figure 2. Main steps for phase shift calculation: (a) Schematic of a three-port MZI. (b) Acquisition of

the three optical outputs. (¢) I and Q diagram. (d) Phase unwrapping. (e) Phase shift.

I'and Q can be represented as the x and y coordinates of a point circularly turning in
the IQ diagram. Alternatively, they correspond to the real and imaginary part of a complex
number. In that case, the IQ diagram is equivalent to the complex plane. The phase ¢
corresponds to the angle of each point with respect to the x-axis:

¢ = arctan(1,Q) = Arg(I +iQ) ©)

It is obvious from the 4-quadrant inverse tangent function that ¢ can only have values
from —7t to +71. To access a meaningful measurement, ¢ needs to be unwrapped to obtain &
as shown in Figure 2d. The phase unwrapping algorithm finds the smallest angle between
two successive times t in the IQ diagram and adds it to the accumulated phase ® with a
positive sign if the smallest angle is found in the counter clockwise direction or a negative
sign if it is found in the clockwise direction. The measured phase ¢ and the unwrapped
phase ® are thus always equal modulo 27:

P=U(p)=¢+2nn; ne’z, )

where U is the unwrapping function. For gas and biosensors based on long sensing
waveguides, the initial phases of a matrix of MZIs are often randomly distributed because
of small fabrication variations, surface biofunctionalization differences (e.g., different
probe molecules on each MZI) as well as differences in surface interaction from previous
experiments. Therefore, only the phase shift A® with respect to the initial phase of a
measurement is taken into account:

AD(t) = D(t) — D(t = 0). (8)
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Phase (rad)

Phase (rad)

From the phase measurement and a calibration, it is finally possible to extract the
physical value of interest (temperature, wavelength, mechanical deformation or constraint,
sample refractive index, surface adsorption, etc. .. .).

A phase unwrapping error is illustrated in Figure 3 by comparing two MZIs with
different sensitivities. The phase ¢ of the less sensitive MZI, in blue, can be correctly
unwrapped since the phase steps between two successive times t remain well below 7.
In contrast, the unwrapping function fails to output the real phase shift evolution for the
most sensitive MZI, in red, as the phase step reaches a value higher than 7 near 9 s. This
condition can be written as: IAD(1)

5 ©)

We can derive two different methods to detect and correct phase unwrapping errors.
Both methods are based on at least one reference MZI sensor with a lower sensitivity than
the nominal MZI to be corrected. It is assumed that no 27t phase jump has happened in the
reference MZI.
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Figure 3. Phase unwrapping error. (a) Measured phase ¢ of two MZIs with different sensitivities.
(b) Unwrapped phase shift A®. (c) IQ diagram highlighting the origin of the phase unwrapping error.

3.2. First Method: Phase Shift Derivative Sign Comparison

As illustrated in Figure 4, in the first method, 27 phase jumps are detected for every
time t when two conditions are met:

1. The nominal and reference MZI phase shift derivatives have opposite signs:

0AD,¢(t)

28%uonll)) 4 sqn( P2,

sgn( o (10)

2. The phase shift derivative of the nominal MZI exceeds a threshold value ¢ (for instance
0.3 rad). This aims at avoiding random sign noise from the flat parts of the sensorgram.

| OAD 5 (1)
ot

To obtain the corrected phase shift Kd;ngm (t), a 27t offset is added to or removed from
any erroneous point according to the sign of the reference MZI derivative:

> (1)

OAD,¢(t)

AD o (1) = APy () + sgn(——g ) x 2.

(12)
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Figure 4. Original and corrected phase shifts using the phase shift derivative sign comparison method
for a refractive index step from water to PBS 0.5x. (a) Sensitivity ratio of 4.5, threshold of 0.3 rad.
(b) Sensitivity ratio of 31, threshold of 0.3 rad. (c) Sensitivity ratio of 4.5, threshold of 0.3 rad at a
frame rate divided by 3. This method fails to retrieve the real phase shift.

3.3. Second Method: Phase Shift Ratio Comparison

As shown in Figure 5, in the second method, the phase shift ratio R between the
nominal and reference MZlIs is used to detect erroneous points. In the absence of a phase
unwrapping error, this ratio should be equal to the sensitivity ratio of the nominal (Sy0,) to
the reference (S,.r) MZI. R can be set by design, for instance, using a sensing waveguide
length difference between the nominal and reference MZI, or measured experimentally
during a calibration protocol as the ratio of maximum phase shifts. In the latter case,
the protocol should ensure that no 27 phase jump can happen. This second method
assumes that R is known and remains constant:

AD
R=Smom o g o MAX(BDuon) (13)
Sref max(Aq)ref)

The algorithm minimizes the discrepancy 6(t) between an expected and a potential
phase shift. The former is equal to the reference MZI phase shift times the sensitivity ratio:
A —expected () = R X ADy¢(t). (14)

The later corresponds to the nominal MZI phase shift plus a given number of 27
phase jumps: ADyom 1 (1) = ADpom (1) + 2k70; Kk € Z. (15)

In practice, only a limited number of 27t phase jumps can be tested at every time ¢,
for instance —K < k < K with K = 8. The smallest discrepancy ¢ can be written as:

o(t) = AD t) — AD, o t)}. 16
( ) —11(21kn<1<{ nom— k( ) nom expected( )} ( )

Note that 5] < 7. At every time ¢, there is a corresponding discrepancy (t) and a
best 27t phase jump number k() so that the corrected phase shift can be written as:

Ao (£) = Ay () + 2k(£)7T = R x ADyer(t) + 8(1). (17)
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Alternatively, this method aims at finding the k value that makes the measured phase
shift ratio R (t) = ADypy—k(t) /APyf(t) approach the expected one R.
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Figure 5. Original and corrected phase shifts using the phase shift ratio comparison method.

(@) R=4.5. (b) R = 31. (c) R = 4.5 at a frame rate divided by 3. The method remains efficient
regardless the frame rate reduction.

4. Discussion

As seen in Figure 4a,b, the first method can efficiently correct successive phase un-
wrapping errors. Note that the sign discrepancy count increases as the sensitivity of the
reference MZI decreases. This can be attributed to the lower signal-to-noise ratio of the
reference MZI. Depending on the measurement noise floor and sensitivity ratio between the
nominal and reference MZlIs, a threshold can also be set on the reference MZI to avoid false
error detection. This method cannot correct more than one 27 phase jump at a given time

(Figure 4c). The threshold condition slightly reduces the maximum phase shift derivative
that can be efficiently corrected to:

‘—’Aq);i‘t’m(tﬁ}gznfa (18)

This improves the condition stated in Equation (9) by a factor of almost 2. Since no
assumption is needed on the sensitivity ratio, a single reference MZI can be used for the
correction of a full MZI matrix (Figure 1a), which makes this method efficient in terms of
silicon real estate.

The second method is not restricted in terms of phase shift derivative and is even
able to correct multiple 27t phase jumps at once, as shown in Figure 6. However, it
relies on a constant sensitivity ratio, which, in practice, might slightly evolve during an
experiment or across several experiments. This can be caused by uncompensated drifts,
biofunctionalization aging and variability, poor synchronicity between the reference and
nominal MZIs as well as sample inhomogeneity inside the fluidic chamber. Thus, the higher
the ratio, the higher the uncertainty on the correction truthiness. However, as for the first
method, the higher the ratio, the lower the risk of phase unwrapping errors on the reference
MZI. A trade off must thus be found. As mentioned in Section 2, using sensitivity ratios
corresponding to prime numbers slightly limits the risk of missing 27t phase jumps, as one

jump on a reference MZI should not result exactly in two or more jumps on another
reference or nominal MZI.

max{|
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Figure 6. Original and corrected phase shifts using both methods in the case of multiple 27t phase
jumps (frame rate further reduced by a factor of 1.7 compared to Figures 4 and 5). (a) Method 1 fails.
(b) Method 2 succeeds.

In addition, as opposed to the first method, for biosensing experiments, each biofunc-
tionalization group must have its own reference MZI since this would affect the sensitivity
ratio. In addition, if a single reference MZI is used to correct multiple nominal MZIs, it
will force all their phase shifts to lie a in restricted interval of [+7t, — 7], while true values
might exhibit a higher disparity, especially for the high absolute phase shifts. Figure 7
illustrates the aforementioned limitations and compares methods 1 and 2 for a f-pinene
vapour injection. Here, the phase shifts of the 12 MZIs of the less sensitive group (in black)
were averaged in order to lower the noise of the reference signal.
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Figure 7. B-pinene vapor injection on die b. The 5 different sensitivity groups are clearly visible, each
containing 12 identical MZIs. The mean of the less sensitive group is used as reference. (a) Phase
unwrapping errors happen for the two most sensitive groups during desorption in the original phase
shift. (b) Method 1 succeeds in correcting these errors. (c) Method 2 fails at perfectly correcting the
two most sensitive groups and generates new errors in the three most sensitive groups.
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Figure 8 puts both methods in perspective by defining regions of efficacy with respect
to the nominal MZI absolute phase shift and absolute phase shift derivative, each method
being primarily limited by one of these two aspects. To robustify the correction algorithm,
both methods can be combined and several reference MZIs with different sensitivity ratios
can be used.
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Figure 8. Region of efficacy of the presented methods in terms of absolute phase shift (i.e., intensity)
and absolute phase shift derivative (i.e., frame rate).

5. Conclusions

This study propose two new methods to relax the acquisition frequency requirement
for silicon photonics sensors based on Mach Zehnder interferometers. Both methods are
based on reference MZI sensors with lower sensitivities than the nominal sensors. A dedi-
cated photonic MZI sensor die was designed, fabricated and used to acquire representative
experimental data. Both methods are theoretically detailed and applied on datasets to
illustrate their respective strengths and weaknesses. From these examples, we can conclude
that the acquisition frequency can be lowered by a factor of ~2 in most cases. We can also
predict that if the maximum achievable phase shift can be known in advance and remains
below a few tens of radians, then the acquisition frequency can be almost arbitrarily low-
ered. This work should help photonic designers to make more reliable and power-efficient
sensors for a wide range of applications beyond gas and biosensing.
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Abstract: In the field of neuroscience, brain-computer interfaces (BCls) are used to connect the human
brain with external devices, providing insights into the neural mechanisms underlying cognitive
processes, including aesthetic perception. Non-invasive BCls, such as EEG and fNIRS, are critical for
studying central nervous system activity and understanding how individuals with cognitive deficits
process and respond to aesthetic stimuli. This study assessed twenty participants who were divided
into control and impaired aging (AI) groups based on MMSE scores. EEG and fNIRS were used
to measure their neurophysiological responses to aesthetic stimuli that varied in pleasantness and
dynamism. Significant differences were identified between the groups in P300 amplitude and late
positive potential (LPP), with controls showing greater reactivity. Al subjects showed an increase in
oxyhemoglobin in response to pleasurable stimuli, suggesting hemodynamic compensation. This
study highlights the effectiveness of multimodal BClIs in identifying the neural basis of aesthetic
appreciation and impaired aging. Despite its limitations, such as sample size and the subjective
nature of aesthetic appreciation, this research lays the groundwork for cognitive rehabilitation tailored
to aesthetic perception, improving the comprehension of cognitive disorders through integrated
BCI methodologies.

Keywords: BCI; aesthetic; fNIRS; EEG; impaired aging

1. Introduction

The field of neuroscience is constantly evolving in both research and healthcare, and
a major role in this process is assumed by the brain-computer interface (BCI) [1,2]. BCIs
are advanced systems that enable direct communication between the human brain and
external devices [3], and their efficacy has been demonstrated in multiple settings, from
detection to intervention. The main goal of BCI research is to collect the most accurate
real-time data on brain activity in the simplest and least invasive way, with the shortest
calibration and set-up time [4]. Studies have shown significant improvements in motor
function through the use of BCIs, exceeding the performance of traditional control therapies
and highlighting its potential in post-stroke motor rehabilitation [5,6]. Additionally, it has
been noted that adding local network features to BCIs based on steady-state visual evoked
potentials (SSVEPs) can greatly increase the information transfer rate and classification
accuracy, providing new opportunities for BCI optimization of performance across a broad
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spectrum of application domains [7]. The integration of BCIs with other technologies, such
as neural signal analysis and data processing, is improving the accuracy and effectiveness
of these systems. For example, the use of advanced machine learning algorithms [8] and
brain connectivity [9] has refined the decoding of neural signals, improving the interface
between the brain and external devices.

To classify and understand the wide range of BCI technologies available, an impor-
tant distinction is made between invasive and non-invasive systems, each with distinct
characteristics and application areas [10]. Invasive BCI systems, which require surgical
implantation of electrodes in the brain, including intracortical electrodes [11] and electrocor-
ticography (ECoG) [12], offer high-quality signals with high spatial and temporal resolution,
making them particularly useful in research settings and for applications that require very
precise control [10]; however, these systems carry greater risks and complications related to
the surgical procedure [13].

Non-invasive BCIs capture neural signals directly from the surface of the skull us-
ing devices such as electroencephalography (EEG), functional near-infrared spectroscopy
(fNIRS), functional magnetic resonance imaging (fMRI), magnetoencephalography (MEG),
and positron emission tomography (PET), without the need for invasive surgery [14]. These
methods provide unprecedented access to brain activity and enable advanced communica-
tion between the brain and external devices in a safe and non-invasive manner. However,
MEG, PET, and fMRI are still technically demanding and expensive [15].

In the context of neurosciences, these non-invasive techniques are fundamental for
the study of central nervous system activity, and among them, EEG emerges as the most
widely used method for measuring electrical brain activity [16]. EEG is particularly prized
for its portability, non-invasiveness, and, most importantly, its ability to monitor brain
activity with high temporal resolution, making it one of the most effective techniques
in this field [17]. In EEG signals, it is possible to identify so-called evoked potentials,
which are specific neurophysiological responses measured in reaction to standardized and
known sensory stimuli. These evoked potentials provide a functional assessment of sensory
systems, including auditory, visual, and somatosensory [18]. The various categories of
evoked potentials, which include event-related evoked potentials (ERPs), visual evoked
potentials (VEPs) [19], acoustic evoked potentials (AEPs), motor evoked potentials (MRPs),
and steady-state visual evoked responses (SSVEPs) [20], are fundamental tools for reflecting
brain activity in response to specific sensory stimuli and find application in the monitoring
and diagnosis of various neurological disorders in clinical and domestic settings.

Similarly, fNIRS is praised for its ability to monitor cognitive activity by measur-
ing task-related hemodynamic responses in the prefrontal cortex, providing a unique
window into brain function during mental tasks [21,22]. Recent studies have shown
that fNIRS can be effectively used to record signals from cognitive, visual, and auditory
functions [20,23]. This significantly expands the field of application of BCIs, allowing not
only the improvement of motor functions as demonstrated in post-stroke rehabilitation [5,6]
but also the exploration of new frontiers in the monitoring and intervention of complex
cognitive functions. The ability to detect responses related to problem-solving tasks and
activities requiring concentration and memory underscores the adaptability of fNIRS to a
variety of BCI applications, making the signals not only easily monitored by users, but also
closely related to the underlying cognitive activity [24].

Neuroscience research has investigated the impact of visual stimuli, both static and
dynamic, on the motor areas of the brain during aesthetic perception [25]. Studies have
shown that viewing dynamic works of art, such as those by van Gogh, not only enriches the
perceptual experience through complex details but also activates movement-related brain
areas, such as the M+ area [26]. These findings suggest a link between aesthetic perception
and motor processing [27]. Research suggests that observing static human actions involved
in motion can increase cortical activation. The brain areas involved in this process include
V5/MT, EBA, and motor cortices [28]. Therefore, it is important to consider the motor area
when discussing aesthetic appreciation.
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The combination of EEG and fNIRS offers new directions for a comprehensive analysis
of brain function by integrating electrical and hemodynamic data [29]. This integrated ap-
proach, EEG-fNIRS, has demonstrated its value in various areas of neuroscience, providing
a holistic perspective on brain functioning [30].

With this in mind, the purpose of this study is to explore aesthetic perception in
individuals with mild impairment using a multimodal approach that combines EEG and
fNIRS in the context of non-invasive BCI technologies. The study investigates how changes
in brain activity, as measured through these two methodologies, may reflect differences in
response to aesthetic stimuli. Our study aims to provide new insights into the underlying
neural dynamics and offer suggestions for the development of more effective diagnostic and
therapeutic tools by analyzing responses evoked by aesthetic stimuli. We will contribute to
exploring the potential of BCI technologies in clinical and research contexts.

2. Materials and Methods
2.1. Study Participants

Twenty participants were recruited from the Psychology and Clinical Neuropsychol-
ogy Clinic and the U.O.C. University Neurophysiopathology Unit of Bari General Hospital.
All participants had a Mini-Mental State Examination (MMSE) score greater than 18 to
exclude moderate to severe cognitive impairment [31]. The sample was then divided ac-
cording to their MMSE score (Figure 1), creating two groups of ten subjects each: a clinical
group with MMSE scores from 18 to 23, indicating impaired aging (IA), and a control (CT)
group with MMSE scores from 24 to 30 [31]. Healthy and impaired aging groups did not
differ in terms of age (#(18) = —0.67, p = 0.510).

EEG/fNIRS £NIRS analysis:
co-registration:
SPM2 comparison between
Aesthetic P3 task groups and conditions
EEG analysis:
Sample recruitment
& . . ANOVA
Group Creation based on Signal processing &
MMSE score non-parametric cluster-
based permutation
analysis

Figure 1. Flow chart of the study design illustrating the stages of recruitment, recording, data
processing, and group comparison.

The study was conducted from May 2022 to February 2023. All participants were
right-handed and older than 65 years of age. The experimental procedures were approved
by the ethics committee of the General Polyclinic of Bari and were performed in accordance
with the Declaration of Helsinki. Participants were informed of the purpose of the study
before the experiment and provided written informed consent. None of the subjects in this
study had any prior experience with the recording devices or the experimental task, and
they were all able to independently follow the study’s instructions.
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2.2. Recording Techniques

The cerebral hemodynamic and bioelectrical activity was recorded using an EEG-fNIRS
co-recording cap with an additional black cap placed over it to block out any potential
ambient light interference (Figure 1).

The EEG cap consisted of 61 encephalic EEG channels positioned according to the
enlarged international standard 10-20 system, as shown in Figure 1 (Fp1, FPZ, Fp2, F7, F3,
Fz, F4, F8, T3, C3, Cz, C4, T4, T5, P3, Pz, P4, T6, O1, Oz, O2, AF7, AF3, AFz, AF4, AFS,
F5, F1, F2, F6, FT7, FC5, FC3, FC1, FCz, FC2, FC4, FC6, FT8, C5, C1, C2, C6, TP7, CP5,
CP3, CP1, CPz, CP2, CP4, CP6, TPS, P5, P1, P2, P6, PO7, PO3, POz, PO4, and PO8). A
biauricular reference electrode was used. In addition, to remove any ocular blink artifacts,
two electrooculogram detection electrodes were applied at the level of the outer canthus
of the right and left eye, while the ground electrode was placed on the right forearm. The
impedance was kept below 5 KW. During the EEG recording, we used a digital filter in the
0.1-70 Hz range and a 50 Hz notch filter to allow signal inspection.

fNIRS sensors were placed on the EEG headset, allowing the simultaneous acquisition
of both parameters (Figure 2). The continuous wave fNIRS system (NIRSport 8 8, Nirx
Medical Technologies LLC, Berlin, Germany) was used to conduct the current investigation.
The fNIRS device consists of a multi-channel system able to measure hemodynamic activity
fluctuations. For data acquisition, NIRStar 14.2 software was adopted (Version 14, Revision
2, Release Build, 15 April 2016 NIRx Medizintechnik GmbH, Berlin, Germany). The easy-
to-use device involved light-emitting diode (LED) sources and photosensitive detectors
(sensitivity: >1 pW, dynamic range: >50 dB). More exactly, the data were recorded by eight
light sources, from which lights were emitted from each source at two different wavelengths
(760 nm and 850 nm), and eight detectors. The transmitter-receiver distance was 30 mm,
as recommended in the scientific literature [32]. Sources, detectors, and the layout of the
20 fNIRS channels were located as illustrated in Figure 1. For these specific registrations,
the probes were placed on the cap over the primary motor cortex (M1) and supplementary
motor cortex. The sampling rate was 7.81 Hz. The optical density was converted to
variations in oxyhemoglobin (HbO,) and deoxyhemoglobin (HbR), using the modified
Beer—Lambert law (mBLL) [33]. Before each fNIRS recording, a calibration procedure was
employed to determine the signal amplification required for every source-detector pattern.
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Figure 2. Combined EEG/fNIRS system with 10/20 64 electrodes and 20 NIR channels resulting
from 16 optodes (8 sensors in red and 8 detectors in green).
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2.2.1. Paradigm

Participants were examined in a well-ventilated room and positioned in front of a
screen in an ergonomic position. The tasks included an initial two-minute resting state
baseline, in which the subject was asked to fix a cross in the center of the black screen.
The methodology adopted consisted of presenting an odd-ball paradigm to the subjects in
which frequent and rare stimuli were alternated. A total of 165 visual stimuli were selected,
divided into 115 single-color frequent images and 50 target images, consisting of 25 static
and 25 dynamic aesthetic stimuli (Figure 3). Each visual stimulus had a duration of 5 s, and
the inter-stimulus interval was 9 s. The frequency of occurrence of the standard stimulus
was 70%, while for the target stimulus, it was 30%. The motor task at the appearance of
the target stimulus (static or dynamic images) consisted of pressing, as quickly as possible,
the space bar of a PC keyboard provided to the participant. This keyboard was triggered
on the EEG and NIRS trace, and each time it was pressed, an indicator marker appeared
on the trace. At the end of the task, participants were asked to rate each image on a Likert
scale from 1 to 10 based on their aesthetic appreciation.

(a)

()

Figure 3. Experimental paradigm, showing (a) common stimuli; (b) target dynamic stimuli on the
left side and target static stimuli on the right; (c) Likert scale for evaluation of aesthetic appreciation.

2.2.2. fNIRS Data Processing

Data preprocessing was performed using NirsLAB v.2019.04 software. Before data
preprocessing, the images were separated into different files according to the level of
attractiveness of the images for each subject, dividing into separate files the images that
each subject had considered attractive (scores of 7 or higher), neutral (scores of 5 and
6), and unattractive (scores of 4 or lower). Markers were then set to indicate the onset
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of each condition (common stimulus, target static image, target dynamic image, and
resting state period), with a stimulus duration of 14-14-14-120 s, respectively. For fNIRS
data preprocessing, discontinuities were removed (STD threshold = 5) and channels were
interpolated (maximum frames = 4). Subsequently, the signals recorded in each channel
were inspected by removing channels containing sufficient noise (gain setting > 8; coefficient
of variation > 7.5), and a bandpass filter of 0.01-0.2 Hz was applied. The hemodynamic
states were then calculated for each channel, and the Beer-Lambert law was used to
convert the processed signals into variations of oxygenated and deoxygenated hemoglobin
concentrations (baseline in frames = 39-195, corresponding in 5-25 s of baseline).

During our fNIRS analysis, we specifically observed the changes in oxyhemoglobin
(HbO) triggered by the P300 test. Our analysis focused on stimulus-related changes
within a 14-s time window after stimulus onset. This enabled us to capture the immediate
hemodynamic dynamics evoked by the different levels of image attractiveness assessed by
the subjects.

2.3. EEG Data Processing

The EEG data analysis was performed using an automated workflow based on
EEGLAB (version 2022) in MATLAB. We applied an FIR filter to limit the frequency range
between 1 and 30 Hz. Next, we implemented the Artifact Subspace Reconstruction (ASR)
method to correct the continuous data by discarding unsuitable channels and data seg-
ments. We then interpolated the bad channels and recalibrated the entire dataset to the
mean. For each 0.5-s time window, we set a maximum deviation in the standard deviation
of 20. In addition, we eliminated channels that were inactive for more than 5 s, those with a
high-frequency noise standard deviation of less than 4, and those with a correlation greater
than 0.8 with adjacent channels. Next, an independent component analysis (ICA) was
performed, and artifactual components were automatically excluded through the use of
a machine learning algorithm called the Multiple Artifact Rejection Algorithm (MARA).
Components with a greater than 50% probability of being artifacts were removed. Finally,
the data were divided into epochs in the time interval from —0.3 s to 1 s, and the baseline
was corrected.

2.4. Statistical Methods
2.4.1. {NIRS

To conduct an in-depth investigation of the brain areas involved, we performed a
topographical analysis using the Generalized Linear Model (GLM) based on Statistical
Parametric Mapping for fNIRS (NIRS-SPM), implemented via SPM 8 software in NirsLAB.
This approach enabled us to accurately identify the brain regions that were active during
task execution for each case. The study employed the Hemodynamic Response Function
(HRF) to represent the hemodynamic response to the experimental tasks in the Statistical
Parametric Mapping analysis (SPM1, intra-subject). The degree of activation of each channel
relative to the baseline was calculated via the beta value.

The study analyzed the differences between subjects using SPM 2, a function imple-
mented in NirsLab, to identify fNIRS channels that showed significant changes in HbO
during the P300 task between the different groups.

2.4.2. EEG

In our study, we used two approaches to analyze the EEG data, focusing on the P300
evoked potential. Using Letswave? software, we first performed a permutation-based
ANOVA to identify significant differences in ERP responses between subject groups. This
method allowed us to assess statistical differences while maintaining strict control of the
type I error rate by generating null distributions from permuted data.

We then implemented a non-parametric cluster-based permutation analysis [34], a
robust technique for comparing ERP distributions between control groups and subjects
with impaired aging in all conditions (static vs. dynamic * pleasant vs. unpleasant vs.
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neutral). This approach, which uses cluster statistics to maximize statistical power while
maintaining adequate control over multiple comparisons, is based on the construction of
clusters of adjacent electrodes that show statistically significant differences.

For the analysis, electrode neighbors were defined based on the physical distance to
construct the neighbor matrix, and ERP averages for the static and dynamic conditions
were calculated separately, aggregating data from all subjects for each condition.

A cluster-based analysis was performed on a time interval between 300 and 500 ms, focus-
ing on differences between ERP averages. We identified clusters of electrodes that showed
statistically significant differences using a critical value derived from the distribution of the
maximum test statistics observed in the permutations.

3. Results
3.1. fNIRS Results

A Student’s t-test with a significance level of p < 0.05 was used for this analysis. The
results revealed significant differences in the hemodynamic response to the P300 test,
providing valuable insights into the neural dynamics underlying stimulus processing.

3.1.1. Between Groups Comparison

The analysis showed that patients had significantly higher HbO levels than controls in
response to visual stimuli perceived as aesthetically pleasing, in both static (chl, t = 2.90,
p < 0.05) and dynamic (ch5, t = 2.61, p < 0.05) conditions, indicating greater brain activation
(Figure 4). Conversely, controls showed higher HbO levels than patients in the static condition
when presented with visual stimuli perceived as unpleasant. For neutral dynamic stimuli (ch10,
t =3, p <0.05), the patients exhibited higher HbO levels than the controls, indicating differential
responsiveness depending on the aesthetic value of the stimulus and condition.

3.1.2. ANOVA

An ANOVA provided additional information on the interactions between group, con-
dition, and aesthetic valence of the stimuli. Specifically, on channel 10, the interaction
between group and aesthetic valence was significant (F(2) = 3.28, p = 0.042), indicating
that the response to different types of aesthetic stimuli varies significantly between pa-
tients and controls (Table 1). Channel 20 showed a significant interaction between group
(Table 2), condition, and aesthetic valence (F(2) = 3.45, p = 0.036). This suggests that the two
groups’ brain activation is affected differently by the condition (static or dynamic) and their
aesthetic valence.

Table 1. fNIRS Channel 10: ANOVA on group, condition, and aesthetic appreciation.

ch 10 :;Z:Z; df Mean Square 3 P
group 4.37 x 1077 1 4.37 x 1077 1.63 0.205
condition 4.76 x 1077 1 476 x 1077 177 0.186
aesthetic 1.02 x 10 2 5.08 x 1077 1.89 0.156
group x condition 6.08 x 1077 1 6.08 x 1077 2.27 0.135
group x aesthetic 1.76 x 107© 2 8.80 x 1077 3.28 0.042 *
condition x aesthetic 1.07 x 10~° 2 536 x 1077 2.00 0.141
group x condition x aesthetic  1.20 x 107° 2 5.98 x 1077 2.23 0.113

Residuals 2.63 x 1075 98 2.68 x 1077

Note: *p < 0.05.
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Table 2. {NIRS Channel 20: ANOVA on Group, Condition, and Aesthetic appreciation.

Sum of
ch 20 Squares df Mean Square F p
group 2.30 x 1078 1 2.30 x 1078 0.06 0.809
condition 9.68 x 1077 1 9.68 x 1077 247 0.119
aesthetic 3.99 x 1078 2 2,00 x 1078 0.05 0.950
group x condition 1.48 x 107° 1 1.48 x 107° 3.78 0.055
group x aesthetic 9.25 x 1078 2 4.62 x 1078 0.12 0.889
condition x aesthetic 222 x 1070 2 1.11 x 1076 2.84 0.063
group x condition x aesthetic 2.70 x 107° 2 1.35 x 107° 3.45 0.036 *
Residuals 3.83 x 107° 98 391 x 1077
Note: *p < 0.05.
SPMt Image: t-statistic map for Hboxy Thresholded SPMt Image: p-value = 0.05 for Hboxy
Pleasant Dynamic
CTvs. 1A
SPMt Image: t-statistic map for Hboxy Thresholded SPMt Image: p-value = 0.05 for Hboxy
Pleasant Static
CTvs. 1A
SPMt Image: t-statistic map for Hboxy Thresholded SPMt Image: p-value = 0.05 for Hboxy

Unpleasant Static
CTvs. 1A
B o 0 1 2 3

Figure 4. The analysis of oxyhemoglobin (HbO) is presented in two parts: the left side displays the
raw beta value, while the right side shows the same values filtered to display only areas where brain
activity is statistically significant (p < 0.05).
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3.2. EEG Results

In this study, we conducted an ANOVA to examine the effects of the interaction
between condition, aesthetic appreciation, and group on ERP components, specifically
on the late positive potential (LPP) and P300. The results indicated that the interaction
between condition and aesthetic appreciation significantly influenced the LPP in the parietal
region (POZ) (F = 3.29, p = 0.04; Figure 5). Additionally, the LPP also reached significance
(F=4.09, p=0.019) in the prefrontal region (FPZ). Regarding image dynamism, significant
modulation of P300 (F = 8.1, p = 0.005) and LPP (F = 5.24, p = 0.02) was observed in the POZ
(Figure 5). This indicates that the experimental condition has a significant impact on brain
activity measured by these metrics. The analysis also revealed that aesthetic appreciation
has a significant effect on the LPP in the POZ (F = 3.67, p = 0.029; Figure 5), suggesting
that aesthetic evaluations modulate brain activity in this area. The analysis revealed a
significant association between the group factor and brain activity in the POZ (F = 14.1,
p < 0.001; Figure 5), indicating substantial differences between groups. Additionally, a
significant interaction effect was found between the group, experimental condition, and
aesthetic appreciation in the FPZ and PO4 (F = 4.08, p = 0.019; Figure 5), suggesting
that the relationship between brain activity and aesthetic appreciation is influenced by
these factors.

Non-Parametric Cluster-Based Permutation Analysis

To evaluate the robustness of the results of the ANOVA, a non-parametric cluster-based
permutation analysis was performed (Table 3).

Table 3. Summary of cluster-based permutation analysis: Cohen’s d, cluster Mass, and raw effect
differences of clusters.

Max Positive Cluster Max Negative Cluster
COMMS Mass RV ERPGd) Mass  (ERT ERP(sd)

Pleasant dynamic CT vs. IA 2.10 118.10 3.37 3.24 102.92 0.20 1.55
Pleasant static CT vs. IA 227 128.42 2.80 4.83 88.80 —0.69 2.76
Unpleasant dynamic CT vs. IA 1.96 38.21 0.57 5.06 16.06 1.30 8.12
Unpleasant static CT vs. IA 2.33 34.67 —1.31 1.57 73.25 1.52 418
Neutral dynamic CT vs. IA 2.05 53.02 4.44 4.45 14.24 1.37 6.17
Neutral static CT vs. IA 1.76 21.31 —0.65 2.26 27.98 0.95 3.15
Control dynamic pleasant vs. unpleasant 2.18 11.40 —0.48 2.09 34.99 0.06 2.36

Control dynamic pleasant vs. neutral - - - - - - -
Control dynamic unpleasant vs. neutral 1.95 16.85 0.06 2.36 7.13 —3.48 1.07
Patient dynamic pleasant vs. unpleasant 212 130.55 1.37 1.31 75.97 0.28 6.43
Patient dynamic pleasant vs. neutral 1.81 41.33 0.46 1.64 19.79 417 7.08
Patient dynamic unpleasant vs. neutral 2.04 11.98 —0.28 4.73 30.83 1.98 6.07
Control static pleasant vs. unpleasant 215 20.29 0.21 1.94 7.66 —0.76 2.41
Control static pleasant vs. neutral 2.10 15.41 2.25 3.14 9.44 0.56 1.03
Control static unpleasant vs. neutral 2.82 20.15 0.69 3.99 17.51 —1.70 0.94
Patient static pleasant vs. unpleasant 2.32 24.60 —1.47 2.62 46.32 0.40 3.31
Patient static pleasant vs. neutral 1.75 26.75 -1.17 2.65 12.06 0.42 3.66
Patient static unpleasant vs. neutral 2.16 27.86 0.10 5.33 22.55 0.42 3.66
Control pleasant dynamic vs. static 1.62 15.38 —3.57 2.98 14.80 —0.85 2.60
Control unpleasant dynamic vs. static 2.45 61.84 1.62 4.66 21.37 —1.60 2.18
Control neutral dynamic vs. static 223 16.94 0.37 1.60 24.52 —1.85 1.75
Patient pleasant dynamic vs. static 1.57 31.34 0.71 1.04 14.01 —1.86 2.42
Patient unpleasant dynamic vs. static 2.51 60.60 0.22 5.44 57.08 0.93 4.19
Patient neutral dynamic vs. static 1.49 27.86 4.36 5.26 33.90 0.32 3.33
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Figure 5. Statistical analysis and electrophysiological responses were used to evaluate aesthetic stim-
uli. (a) P300 ANOVA p-value in group and condition, showing the topographical map of raw activity
and the wavelet; (b) LPP ANOVA p-value in condition*aesthetic (left), group*condition*aesthetic
(central), and aesthetic (right).

When comparing the healthy control (CT) and impaired aging (IA) groups, significant
clusters reflecting differences in P300 amplitude were identified. Positive clusters were
observed for both pleasant (d = 2.10, Mass = 118.10) and unpleasant (d = 1.96, Mass = 18.21)
dynamic stimuli, indicating that the CT group had a more pronounced P300 amplitude than
the IA group (Figure 6). This suggests a more pronounced neurophysiological reactivity
in controls, indicative of a greater ability to process dynamic stimuli, regardless of their
aesthetic valence.
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Figure 6. Non-parametric cluster-based permutation analysis showing topographical raw difference
(top row) and raw difference filtered by cluster (down row) between groups in pleasant dynamic,

CTvs. IA
pleasant static

pleasant static, and unpleasant dynamic stimuli.

In the dynamic neutral stimuli, both positive (d = 2.05, Mass = 53.02) and negative
(d =2.05, Mass = 14.24) clusters were identified, revealing differences in P300 amplitude
in the posterior area of the cortex (Figure 6). Between 300 and 350 ms, the positive cluster
indicates that the CTs have a more pronounced P300 amplitude than the IA group. However,
thereafter, the cluster becomes negative, suggesting a delay in latency response for the
IA group.

4. Discussion

Our pilot study highlights the importance of multimodal neurophysiological assess-
ment, particularly through the combined use of EEG and fNIRS, to investigate cognitive
changes. The integration of these techniques provides a comprehensive view of neural
dynamics, combining the strengths of each method to provide a more detailed and accurate
understanding of brain function. This new BCI technology has gained popularity because
it can more accurately decode brain activity in specific cortical regions while producing
less electrical noise [35].

Recent literature highlights how the multimodal approach allows for a more holistic
and detailed understanding of neural dynamics. This approach is particularly useful
when studying complex neurological conditions [36,37], providing a richer and more
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multifaceted perspective that improves our ability to analyze and intervene in specific
neurological changes.

To the best of our knowledge, this is the first study evaluating the EEG response to
paintings in subjects with impaired aging.

4.1. fNIRS

Our investigation using functional near-infrared spectroscopy (fNIRS) revealed signif-
icant differences in brain activation between individuals with impaired aging and healthy
controls. The study highlights how the nature of visual stimuli, both static and dynamic,
affects brain activation in distinct ways.

Specifically, we observed that the group with impaired aging exhibited significantly
higher levels of oxyhemoglobin (HbO) than controls in response to aesthetically pleasing
stimuli, indicating greater brain activation. This increase in activation in patients can be
explained by the neural inefficiency theory [38], which suggests that individuals with
cognitive impairment may require more brain activation to perform the same cognitive
tasks as healthy controls. According to this theory, individuals with neurological condi-
tions that result in impaired cortical functioning, such as multiple sclerosis, Parkinson’s
disease, and mild cognitive impairment, must compensate for their neural inefficiencies by
increasing activation in specific brain areas to maintain a comparable level of behavioral
performance [39-41]. The heightened activation observed in response to aesthetically pleas-
ing stimuli may indicate the brain’s effort to compensate for challenges in processing such
stimuli, which necessitate more intricate interpretation and appreciation.

The evaluation of beauty, indeed, involves complex cognitive processing that engages
multiple brain areas [42]. This process is known as the ‘aesthetic triad” and comprises
“neural systems that contribute to emergent aesthetic experience. Aesthetic experiences are
emergent states resulting from interactions between sensory-motor, emotional-evaluative,
and meaning-knowledge neural systems” [42]. Furthermore, our findings align with
previous studies that have explored the processing of complex stimuli in individuals with
mild cognitive impairment (MCI). For instance, Niu et al. [43] and Yeung et al. [44] have
demonstrated that patients with MCI display modified brain activation patterns when
performing tasks that require a greater working memory load.

4.2. EEG

In our EEG results, we observed significant differences in P300 amplitude between
groups of subjects with impaired aging and healthy controls, particularly in response to
aesthetic stimuli.

Neurophysiological markers, such as EEG and event-related potential (ERP) compo-
nents, have been identified as significant indicators of cognitive decline in the scientific
literature [45]. They offer valuable tools for determining pathological stages [46]. P300, in
particular, emerges as a key ERP component for the study of attention, working memory,
and cognitive impairment. P300 is a positive peak that is prominent in the centro-parietal
areas of the scalp. It usually occurs between 250 and 500 ms after stimulus presentation.
The first subcomponent of P300, P3a, is related to attention mechanisms and the handling
of novel stimuli [47]. Research has shown that changes in P300 latency and amplitude
may indicate the progression of neurodegeneration [48], showing a longer latency and a
more attenuated amplitude [49]. Other studies have confirmed significant differences in
P300 parameters between healthy individuals and those with MCI or Alzheimer’s Disease
(AD) [50,51].

Based on the evidence discussed above, these differences appear to be consistent
with studies that have reported reduced P300 amplitude in patients with MCI compared
to healthy controls in both auditory [52] and visual [53] tasks, suggesting an alteration
in cognitive processing ability in this population. The study’s findings suggest that the
processing of aesthetically pleasing stimuli requires a complex set of cognitive functions,
which may be impaired in individuals with impaired aging.
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Indeed, aesthetic appreciation is a complex process that involves perception, inte-
gration of implicit memory, explicit classification, cognitive mastery, and evaluation [54].
This process is also influenced by additional factors, such as the environment and social
interaction. According to our data, healthy controls show greater amplitude in response
to stimuli perceived as pleasant compared to the impaired aging group. This suggests
a greater sensitivity or ability to process aesthetic stimuli and supports the integrity of
the previously discussed processes. In contrast, the group of patients exhibited greater
activation in response to neutral stimuli than to aesthetically pleasing stimuli. This could
indicate a reduced ability to discriminate aesthetics and process the aesthetic qualities of
stimuli, and/or deficits in one or more of those processes [55].

In our study, the LPP, which is associated with emotional and evaluative processing
of stimuli, exhibited a more right-lateralized distribution when comparing the CT and IA
groups, consistent with previous studies that have shown that aesthetic judgments can
elicit a stronger distribution in the right hemisphere of the brain [56]. This statement is in
line with the literature that links the LPP to a heightened response to objects with high
affordance and aesthetic levels [57]. This suggests that objects that are both highly attractive
and perceived as functional elicit a privileged neural response.

4.3. Limitations

Although this pilot study provides significant insights into the combined use of EEG
and fNIRS to explore neurophysiological differences associated with aesthetic appreciation
in individuals with impaired aging, it has some limitations. The small sample size limits the
generalizability of our results, suggesting the need for future studies with larger samples
to confirm and expand our findings. The assessment of aesthetic appreciation, which is
inherently subjective, may have been influenced by uncontrolled factors, such as cultural
and personal preferences. Additionally, the interpretation of ERP data, particularly the
P300 data, despite the extensive literature present, requires caution, as alterations may be
attributable to a variety of factors. Finally, this study highlights the potential of BCIs in the
clinical setting, but further research is needed to refine interfaces and analysis techniques
for targeted clinical applications.

5. Conclusions

This pilot study highlights the relevance of a multimodal approach combining EEG
and fNIRS to investigate the neural dynamics associated with aesthetic appreciation and
impaired aging, demonstrating significant differences in brain activation between the two
groups in response to aesthetic stimuli. Although the group with impaired aging showed
difficulty in the P300-related task compared to the control group, the results suggest
compensation in terms of hemodynamic recruitment. This finding could provide a basis for
cognitive rehabilitation by adjusting the environment according to the subjects” aesthetic
perception to improve outcomes.

The combined use of non-invasive BCI technologies is a valuable tool for neurophysio-
logical assessment, contributing to the emerging literature on their use in clinical settings.
The results highlight the potential of these technologies in improving the diagnosis and
understanding of cognitive disorders. The ability to detect these dynamics only through the
multimodal use of BCIs emphasizes the effectiveness of integrating different methodologies
for a more comprehensive understanding of the neural processes involved in aesthetic
appreciation and cognitive impairment.
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Abstract: Aerosols, as well as suspended particulate matter, impact atmospheric pollution, the
climate, and human health, directly or indirectly. Particle size, chemical composition, and other
aerosol characteristics are determinant factors for atmospheric pollution dynamics and more. In
the last decade, low-cost devices have been widely used in instrumentation to measure aerosols.
However, they present some issues, such as the problem of discriminating whether the aerosol is
composed of liquid particles or solid. This issue could lead to errors in the estimation of mass
concentration in monitoring environments where there is fog. In this study, we investigate the use
of an optical particle counter (OPC) coupled to a quartz crystal microbalance with an integrated
microheater (H-QCM) to enhance measurement performances. The H-QCM was used not only to
measure the collected mass on its surface but also, by using the integrated microheater, it was able to
heat the collected mass by performing heating cycles. In particular, we tested the developed system
with aerosolized saline solutions of sodium chloride (NaCl), with three decreasing concentrations
of salt and three electronic cigarette solutions (e-liquid), with different concentrations of propylene
glycol and glycerin mixtures. The results showed that the OPC coherently counted the salt dilution
effects, and the H-QCM output confirmed the presence of liquid and solid particles in the aerosols.
In the case of e-liquid aerosols, the OPC counted the particles, and the HQCM output highlighted
that in the aerosol, there were no solid particles but a liquid phase only. These findings contribute
to the refinement of aerosol measurement methodologies by low-cost sensors, fostering a more
comprehensive understanding.

Keywords: aerosol; OPC; QCM; sensors; particulate matter

1. Introduction

An aerosol is a colloidal suspension of fine solid or liquid particles in a gas and
has been investigated in several research fields. In medicine, it is mainly studied as a
method for drug delivery [1]. In material and chemical science, it is studied as a method to
produce or functionalize materials [2]. Aerosols, as well as particulate matter or suspended
particulate matter (PMx), impact atmospheric pollution, the climate, and human health,
either directly or indirectly. For these reasons, the number of publications on atmospheric
aerosols has dramatically increased in the last decade [3]. Aerosols play an important
role in environmental pollution, and the measurements of the particles” sizes or their
chemical composition are crucial for understanding atmospheric pollution dynamics [4-6].
Knowledge of aerosols is continually deepening thanks to scientific research, but concepts
such as deliquescence transition, efflorescence, coagulation, nucleation, or hygroscopic
growth of salt are not fully understood when the size is submicrometric [7].

In atmospheric pollution monitoring (or PM), aerosols are among the most important
pollutants, and several devices are available to perform automatic measurements, such as
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scanning mobility particle sizer (SMPS), quartz crystal microbalance cascade, beta gauge,
and other vibrating devices [8-10]. While these devices provide accurate and reproducible
responses, they often occupy significant volumes, and their management costs are not
sustainable for use in large-scale mapping applications. In fact, most of these mentioned
measurement systems require a sampling system upstream of the instrument to treat the
air sample (e.g., dryers, thermal conditioning sampler, filters, etc.), which cannot be easily
miniaturized and have a non-negligible impact on costs and energy consumption [11,12].
For these reasons, the research community is addressing the study and development
of low-cost sensors or sensor systems [13]. These devices, with their small size, low
cost, and low power consumption, are suitable for application scenarios where a large
number of sampling points are needed [14-16]. Optical particle counters (OPCs) and
quartz crystal microbalances (QCMs) are low-cost devices widely employed to measure
and study aerosols. OPCs count particles with an equivalent diameter in certain ranges
using the laser scattering method [17]. QCMs measure the thickness or mass of collected
substance on its electrode surface by ultrasonic vibration of the piezoelectric crystal [18-20].
These devices are widely used in biosensing, medical, space, and pollutant monitoring
applications [21-24].

As described by Gorner et al., a well-calibrated OPC is suitable for aerosol mass
concentration monitoring in the workplace [25]. Additionally, in a paper by Hand, Jenny L.,
and Sonia M. Kreidenweis, OPC data were used to implement a new data analysis method
to retrieve the refractive index and effective density from aerosol size distribution data [26].

However, measurements carried out only by OPC can be influenced by the different
density or composition of the aerosol, particularly when data about mass concentration are
desirable. In fact, to calculate the mass concentration of aerosols, the OPC uses a fixed par-
ticle mass density value that can vary depending on the aerosol composition [27,28]. QCM
and OPC are powerful tools that can provide valuable information about the properties and
behaviour of particles in a wide range of applications. Using them together can provide
even more comprehensive insights. As described in the research paper by Kyeong-Rak
Lee et al. [29], an OPC and QCM can be used together in certain applications to provide
complementary information about the properties and behaviour of particles.

In this work, we propose combining a low-cost OPC with a modified QCM and
integrating a microheater and a microresistance temperature detector on its surface (H-
QCM) as reported in our previous paper [30]. The developed sensor system produces
both particle counting and the possibility of obtaining information regarding the presence
of liquid or solid phases in the analyzed aerosol sample. In particular, we tested the
developed system with aerosolized saline solutions of sodium chloride (NaCl), with three
decreasing concentrations of salt and three electronic cigarette solutions (e-liquid), with
different concentrations of propylene glycol and glycerin mixtures. The results highlighted
the possibility of using the QCM combined with OPC to determine the presence or absence
of a solid phase in the tested aerosol.

This improvement could be applied in real cases where the measurement of aerosols
(or PM) may not be entirely reliable using only low-cost OPCs, without any kind of sample
processing system, due to the aerosol composition or interference agents such as fog or oil
vapours.

2. Methods and Materials
2.1. Solid and Liquid Aerosols

An aerosol is a colloidal suspension of fine solid or liquid particles in a gas [6,31].
An example of a solid aerosol is aerosol salt. Specifically, NaCl aerosol refers to a type of
aerosol containing sodium chloride particles generated via various methods such as salt
sprays, nebulizers, or humidifiers. These particles vary in size, ranging from fractions of a
sub-micrometre to a few millimetres, and they may be uniformly or unevenly distributed
throughout the gas.
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The salty particles of NaCl easily absorb moisture from the air, making them suscepti-
ble to deliquescence and efflorescence. These phenomena occur when the salty particles,
now in a wet form, either dissolve into a liquid solution (deliquescence) or leave behind
salt crystals on a solid surface as the water evaporates (efflorescence). The incidence of
these dynamics depends on factors like humidity and temperature [32].

Instead, an example of a liquid aerosol is the aerosolization of a mixture of propy-
lene glycol (PG) and vegetable glycerin (VG), commonly used as e-liquid for electronic
cigarettes. This mixture (when vaporized) produces an aerosol that users inhale. Properties
of this aerosol depend on the ratio of PG to VG in the e-liquid. PG produces small liquid
particles and less dense aerosol than VG, while VG produces bigger particles and a denser
aerosol [33,34].

The OPC is able to detect particles using light scattering and faces a fundamental
limitation in differentiating the physical state of the particles. While it provides valuable
information about particle size in aerosols, it cannot distinguish between solid and liquid
particles solely based on light scattering [25,29].

To address this limitation, especially for the study of liquid and saline aerosols, a
combination of the OPC and the H-QCM [30,35] could be very interesting.

The salt particles may initially be found in an aerosol phase, and as soon as they come
into contact with the QCM surface, they may undergo phase transition and form a solid
deposit.

According to Sauerbrey’s Equation (1), the deposition of salt particles on the QCM
surface can lead to an increase in the mass of the QCM, which can be measured as a change
in the resonant frequency of the crystal as follows:

2 o
Af = =217 A= M
A /0904 A

Af refers to the frequency shift due to the changing mass Am; Cf represents a constant,
where f is the fundamental resonating frequency; v is the velocity of propagation of the
transverse wave in the plane of the quartz; 0q is the density of the quartz; and A is the
effective area of the electrode [36].

The deposition of aerosol salt on an H-QCM can be influenced by various factors,
including the concentration and size distribution of the salt particles in the aerosol, the
relative humidity of the air, and the temperature of the H-QCM surface [35]. In fact,
considering these parameters, phenomena like efflorescence and deliquescence could
potentially occur.

Propylene glycol (PG) and vegetable glycerin (VG) can be mixed to produce a liquid
aerosol that is detectable on a quartz crystal microbalance (QCM). In this case, detecting
liquid particulate matter introduces additional considerations. Liquids may exhibit be-
haviours such as wetting or adherence, affecting how they distribute and adhere to the
QCM surface. This can result in a more nuanced change in mass compared to solid particles.
Additionally, it is important to note that under certain conditions, the liquid aerosol could
evaporate from the QCM surface.

While the core principles of mass detection can be applied to both solid and liquid
particulate matter on a QCM [37], their specific dynamics and interactions can differ.
Understanding these subtleties is crucial for interpreting QCM data accurately in studies
involving both solid and liquid aerosols to obtain analytical results.

2.2. Reagents and Samples Preparation

The chemicals used to prepare the samples, which included two different sets of
solutions, were vegetable glycerol (VG, CAS No. 56-81-5), propylene glycol (PG, CAS No.
57-55-6), and sodium chloride (NaCl, CAS No. 7647-14-5) purchased from Merck (Darm-
stadt, Germany). A stock solution of NaCl (0.15 M, approximately 0.90%) at a physiological
concentration (NaClphy) was prepared by weighing 2.2104 g of NaCl in 250 mL of distilled
water (H,Odist) as the solvent. Two additional solutions were prepared by diluting the
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stock solution by half (NaCl 1:2, 0.075 M) and tenfold (NaCl 1:10, 0.015 M), respectively.
After aerosolization, this set of solutions (NaClphy, NaCl1:2, NaCl1:10) simulated saline
aerosols, where fine particles of NaCl were suspended in the air at different concentrations.
In addition, another set of three solutions was prepared using different ratios of
propylene glycol (PG) and glycerol (VG): 1ig80:20, 1ig50:50, and 1iq20:80 of PG and VG,
respectively. This time, liquid aerosols were generated, where fine particles of PG:VG were
suspended in the air. To summarize, six samples were prepared, three of which are related
to solid aerosol (NaClphy, NaCl1:2, and NaCl1:10) and three of which are related to liquid
aerosol (1iq80:20, 1ig50:50, and 1iq20:80). In order to observe the differences between liquid
droplets and solid particulate in the samples, a solution of NaCl and one of e-liquid were
nebulized over an optically polished quartz slice. Details of the nebulization system will be
described in the following paragraph. Using an optical microscope (Leica DM2700 M, By
Leica, Milan, Italy) with a 100x /0.85 magnification objective and a 22 mm field of view,
liquid droplets of PG:VG were observed (Figure 1a), while solid particles of NaCl were
observed (Figure 1b) after aerosolization on a quartz crystal slice. In particular, the photo
on the right was captured after a heating treatment of the nebulized sample quartz. In fact,
without heating, even the sample with NaCl appeared in the form of liquid droplets.

Figure 1. Microscope images of liquid droplets of PG:VG (a) and solid particles of NaCl deposited
over quartz crystal slice after aerosolization (b).

2.3. Measurement Setup

For these experiments, an OPC (OPC-N2 by Alphasense Ltd., Great Notley, Braintree
Essex CM77 7AA, Rayne, UK) and an H-QCM were used together to provide complemen-
tary information about the properties of aerosols (e.g., liquid or solid phases). Figure 2
reports the scheme of the measurement setup used to perform all tests presented (Figure S1
in the Supplementary Materials shows a photograph of the setup).

Generation Chamber

H-acm .2 g'..’.-
Nebulizer e

Inlet for
Flushing o=

Acquisition
qand
-—
Control board Cont A

Figure 2. Measurement setup schematic block. The nebulizer was based on ultrasonic vibrating mesh,
and the OPC outlet was connected to H-QCM by a suitable adapter (H-QCM chamber).

Samples were aerosolized using a piezo vibrating mesh nebulizer (1100 holes, 6 um of
diameter, and 110 kHz of vibrating frequency) [38] placed inside a chamber (generation
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chamber) and controlled by a nebulizer control board. The OPC withdrew an aerosol
sample (for a duration of 1 min) from the generation chamber using its integrated fan.
Following this, the sampled aerosol reached the H-QCM connected to the output of the
OPC by a suitable mechanical adapter (H-QCM chamber). The OPC data and the resonant
frequency of H-QCM were acquired by the acquisition and control board. Finally, a PC unit
was used to store all the data. The frequency shift AF = f(t) — fO was used to signify output
data of H-QCM where f0 was the resonant frequency obtained without any mass deposition.
Figure S2 in the Supplementary Materials shows a detailed view of the developed sensor
system.

As previously described, the H-QCM, based on AT-cut quartz crystal, was used to
measure the mass of the aerosol sampled by OPC. At the same time, the integrated heater
of the H-QCM heated the collected mass on the surface of the sensor in order to discern the
aerosol characteristics. The microheater was a double omega-shaped thin film (one on the
top and one on the bottom of the crystal) that was connected to a temperature controller
that measured the temperature and regulated the power supplied. The temperature of
the heater was calculated by the controller using a calibration curve concerning the heater
electrical resistance and temperature (measured by several micro-thermocouples during the
calibration activities) [39,40]. During the heating, the crystal frequency changed following
the behaviour of AT-cut crystal, and then, after the heating, the frequency returned to
the previous value [41]. The graph reported in Figure S3 of the Supplementary Materials
illustrates the frequency shift observed at various temperatures provided by the integrated
heater without deposited mass. The steps of temperature were set by the acquisition and
control board to perform the calibration. A maximum value of Af = 2909 Hz was reached
for T=180 °C when 1.1 W of power was provided to the heater in the presence of an air
flux produced by the OPC fan (dynamic behaviour of the frequency during the heating
step is reported in the Supplementary Materials in Figure S54).

3. Results and Discussions

The following results were obtained during the test following the nebulization of
saline aerosol (solid aerosol), and PG/VG aerosol (liquid aerosol) will be presented. In
particular, in Sections 3.1 and 3.3, we reported the data obtained from the OPC, and in
Sections 3.2 and 3.4, the results concerning the H-QCM.

3.1. Measurements of the Saline Aerosol with OPC

When an aerosol containing salt particles is introduced to an OPC, the salt particles
may be detected and counted as individual particles. The detection of salt particles depends
on several factors including the size and concentration of the particles and the refractive
index. Salt particles typically have a high refractive index compared to other aerosol
particles, which can make them more easily detectable by an OPC [42,43].

The Count Mean Diameter (CMD) was derived from measurements taken with the
OPC for the three solutions; it can be obtained by calculating a weighted average based
on the number of particles in each size range. Then, CMD provides an estimation of the
average size of saline aerosol particles, allowing us to gain a better understanding of the
particle size distribution [44].

The counts related to the three NaCl solutions were plotted (Figure 3). Specifically,
on the y-axis, normalized counts are plotted, and on the x-axis, the bins corresponding
to different diameters are represented (Figure S5 of the Supplementary Materials reports
an example of the counts as a function of the aerodynamic diameter (d) of NaCl 1:10 and
distilled water, H,Odist).
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Figure 3. Normalized graph of counts as a function of the aerodynamic diameter (d) of NaCl particles

with different concentrations (NaCl NaClj., and NaCly.1p).

phy-

The blue histogram represents the size distribution of particles in the NaCl physi-
ological solution where the calculated CMD is 2.90 & 0.45 pum for this sample. The red
histogram refers to the dimensional distribution of the NaCl;., solution, which has half the
concentration compared to the physiological one. In this case, a CMD of 2.83 £ 0.44 um was
obtained. The graph of the latest solution diluted with a 1:10 ratio to the physiological one
(NaCly.q) is represented by the green histogram. The calculated CMD is 1.75 & 0.39 um,
and this value slightly deviates from the first two, considering experimental error as well.
This result may be related to the dilution of this latest solution compared to the initial one.

Both NaClp,,y and NaCly; exhibit a CMD value that is comparable within experimental
error, indicating a comparable size distribution. The particles in the more concentrated
solution may initially have larger sizes due to the higher solute concentration. Consequently,
during nebulization, the OPC may detect both larger and smaller particles, resulting in a
broader size distribution. Conversely, in the case of the diluted solution, the particles may
be initially smaller. As the droplets fragment during nebulization, predominantly smaller
particles may be generated. The OPC is likely to primarily detect smaller particles, leading
to a size distribution that is more concentrated around smaller diameters.

3.2. Measurements of the Saline Aerosol with H-QCM

The H-QCM offers a complementary approach, measuring frequency variations during
the collection of aerosols to discriminate between solid and liquid phases. The collection of
saline aerosol particles on its electrode induces a frequency shift correlated to the added
mass, as shown in Equation (1). The H-QCM provides a real-time and sensitive method
for monitoring the dynamics of saline aerosol particles. Furthermore, the heating process
facilitated by the integrated heater enables the evaporation of the solvent (H,Odist) from
the prepared solutions. This allows for the correlation of the frequency shift exclusively
to the solid mass deposited on the quartz. This approach allows for the discrimination
between the presence of solid and liquid particulates on the surface.

Figure 4 shows the frequency shift chronogram obtained for the NaCl,p,, sample.
Before turning on the heater, the observed Af relates to an aerosol deposition, a mix of
solid and liquid phases. In this state, the signal does not settle, unlike after heating. This
could be due to the dynamic processes on the H-QCM surface, where both solid NaCl and
liquid HyO are present. In fact, when salt arrives in the form of an aerosol, it will not be in
its solid crystalline state but will be surrounded by a certain concentration of water [45].
This condition can result in surface dynamics that delay the stabilization of the signal. For
instance, phenomena such as deliquescence and aggregation, where salt particles may
cluster together or adsorb water on the surface, can occur. This can result in the formation
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of more complex structures or the creation of a thicker and more homogeneous layer.
Furthermore, variations in surface tension may still occur, affecting the water’s ability to
wet the surface or influencing other behaviours related to surface properties [46].

2500

1 Af after the heating cycle

2000 Heater Off

1500 Heater Off

1000

500

Af (Hz)

0
1500
-500

t

Heater On
-1000 Heater On

-1500
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Figure 4. The chronogram of NaCl physiological aerosol shows two consecutive depositions before
and after heating on a H-QCM.

After three minutes, the surface heater was turned on, resulting in a rapid positive
variation in Af and was turned off after two minutes (rapid decreasing and stabilizing
at a frequency of Af = 354 Hz). The reached temperature resulted in the evaporation of
water, and NaCl was present as a solid crystalline form. During this process, the compound
may undergo changes in its crystal structure. The phenomenon of efflorescence is often
associated with the evaporation of water containing dissolved salts, which leads to the
crystallization of salts on the surface of the material. The frequency shift remains stable
after the heating cycle. In fact, when heated, the bound water is released in the form of
vapour, leaving behind anhydrous sodium chloride, which is devoid of water. A second
measurement was performed consecutively, and once again, it was possible to observe the
first and second rapid variation in the frequency following the activation and deactivation
of the heater, stabilizing at a frequency of Af =301 Hz.

It is possible to note that before heating cycles in both measurements, the frequency
shift is smaller compared to that observed after heating. This could be correlated with the
sizes of the salt crystals that initially contain hydration water. The dimensions of some
crystals might be larger than 2 microns and therefore may not be detected by the 10 MHz
QCM, as discussed in our previous article [47]. Conversely, after heating, a larger frequency
shift suggests the evaporation of H,O from the salt particle, resulting in smaller dimensions
that can be detected by the QCM. This is consistent with the results obtained from the OPC,
where the CMD for NaClphy was measured to be 2.90 £ 0.45 um.

Figures S6 and S7 of the Supplementary Materials present examples of chronograms
of the NaCly,, and NaCly.qg saline solutions. The behaviour of the NaCl;., solution is
entirely analogous to that of the physiological solution, including the dimensional effect,
consistent with the values obtained from the calculation of the CMD (2.90 um and 2.83 um,
respectively). For NaCly.io aerosols, the majority of the crystals are presumably below
2 um, as detected by measurements with the OPC, resulting in a CMD of 1.75 um. For
this reason, the decrease in Af is related to the evaporation of water and, consequently,
to the loss of mass from the quartz crystal surface (Equation (1)). The integration of the
OPC and H-QCM enhances our understanding of the particulate matter an aerosol is
composed of. The OPC, which relies on light scattering, may encounter challenges when
dealing with salt particles, as discussed in the preceding paragraphs regarding humidity
and aggregation phenomena. Meanwhile, the H-QCM, with its heated surface, provides
real-time sensitivity and the ability to discriminate between solid and liquid phases. The
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analysis of NaCl solutions emphasizes OPC’s capability to detect diverse particle sizes,
complemented by the H-QCM'’s observations of frequency changes during nebulization
and particle dynamics.

3.3. Measurements of the Liquid Aerosol with OPC

When a liquid aerosol passes through the OPC, the droplets interact with the laser
beam, operating similarly to when dealing with saline aerosols.

This implies that measurements obtained using an OPC do not discriminate between
aerosol phases. To obtain data that closely represents real conditions, a correction for the
density of the different particulate matter detected is necessary. Indeed, one of the main
limitations of the OPC is that particles of different substances may have different densities.
This means that even if two particles have the same optical diameter, they could have
different volumes or aerodynamic masses due to their density [48]. Also, in this case, the
integration of an OPC with a H-QCM could enhance the understanding of the aerosol’s
characteristics.

In Figure 5, the green histogram shows the size distribution of the PG/VG liquid
aerosol in an 80:20 ratio, with a found CMD of 0.90 + 0.17 um. The red histogram represents
the dimensional distribution of the 50:50 PG/ VG, resulting in a CMD of 1.01 £ 0.15 pm. In
the last case, the blue histogram illustrates the normalized count distribution of the PG/ VG
20:80, yielding a CMD of 1.13 4 0.15 um. The dimensional distribution is nearly similar for
all three samples with different ratios of PG/VG, considering the obtained CMD value and
the calculated errors.
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Figure 5. Normalized graph of counts as a function of the aerodynamic diameter (d) of e-liquid
droplets with different PG/ VG ratios (1iq80:20, 1iq50:50, 1iq20:80).

3.4. Measurements of the Liquid Aerosol with QCM

The liquid aerosol induces a frequency shift of H-QCM related to the deposition of
mass, although the liquid aerosol is expected to undergo natural evaporation (at room
temperature) from the crystal surface over a specific time frame. However, by utilizing
the integrated heater, it becomes possible to accelerate the evaporation of liquid with high
evaporation temperature. This allows us to discern whether the phase of an aerosol detected
by the H-QCM is solid or liquid, a distinction that is not achievable with a standalone OPC
(Section 3.3).

In Figure 6, we present the resulting chronogram of two distinct depositions before
and after heating. The aerosol generated within the nebulization chamber was aspirated for
one minute by the pump of the OPC. Subsequently, the aerosol flow was directed onto the
surface of the QCM. After three minutes of stabilizing the frequency shift, the heater was
activated, reaching a temperature of about 170 °C in two minutes. This was followed by a
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waiting period of five minutes to ensure signal stabilization. The experiment reveals that
before activating the heater, a frequency shift occurs that might be mistakenly associated
with the presence of solid particulate (Af # 0). However, during the heating process, the
liquid aerosol droplets evaporate from the surface, restoring the initial resonance frequency.
We obtained the same behaviour for the 1ig80:20 and 1iq20:80 samples. Figures S8 and S9
in Supplementary Materials show examples of chronograms obtained for the other two
PG/VG liquid solutions. Table 1 summarizes the results of experiments of saline and liquid
aerosols. In particular, the table reports average values and deviations obtained by several
repetitions of measurements.

3000
2500

Heater Off Heater Off

2000 !
1500
1000
500
0

-500 1 t
-1000 Heater On Heater On

Af (Hz)

-1500
t(s)

Figure 6. The chronogram of PG/VG 50:50 shows two consecutive depositions before and after
heating on a H-QCM.

Table 1. Summary of the average frequency shifts for saline and liquid aerosols.

Before Heating After Heating

Af (Hz) Af (Hz) CMD (um)
NaCl phy 219 4+ 105 358 + 40 2.90 + 0.45
NaCl 1:2 112 £ 125 194 + 21 2.83 + 0.44
NaCl 1:10 381 4 258 96 + 30 1.75 +0.39
liq 80:20 161 +5 / 0.90 £+ 0.17
liq 50:50 337 £13 / 1.01 +0.15
liq 20:80 441 + 29 / 1.13 +0.15

Regarding the saline aerosol, it is evident that before heating, the average value of
frequency shift (Af ) does not follow the trend of salt concentration in the solutions. In fact,
the Af should be higher for the more concentrated saline solution and lower for the one
diluted by a factor of ten. Additionally, the average frequency value shows a significant
standard deviation, reflecting the possibility of different surface dynamics processes at the
interface (e.g., the crystal electrode surface and sample). These dynamics could contribute
to lower reproducibility of the deposition when both solid and liquid phases are present.

After heating cycles, the Af values not only align with the saline concentration trend
in different solutions (NaCl phy > NaCl 1:2 > NaCl 1:10) but also exhibit a lower standard
deviation compared to the previous measurements. This indicates improved reproducibility
of measurements after heating cycles.

In the case of liquid aerosols, the observed Af values might be mistakenly attributed
to the measurements of solid particles. However, after heating, restoration of the initial
frequency indicates the absence of residual mass on the surface of the H-QCM, associated
with the evaporation of the liquid. This information obtained by using H-QCM could be
used as important feedback for OPC measurements. In simpler terms, if, after heating cycles,
the frequency shift persists, the OPC data are correct and are not affected by the presence of
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a liquid phase of aerosol. In future work, we will analyze the performances of the H-QCM
(e.g., sensitivity, the limit of detection, reproducibility, etc.) to assess the possibility of
correcting the OPC output data when expressed in terms of mass concentration (nug/m?).

The proposed OPC+H-QCM device could be employed in the field of PM measure-
ment, particularly in environments with marine aerosol or fog, which limits the use of
simple OPCs without the use of an air sample treatment system before performing the
count. Moreover, such systems require minimal space and energy for their operation.

In the chemical processing industry, exhaust fumes from process reactor stacks simul-
taneously contain aerosols with different phases. The OPC+H-QCM device could be useful
for analyzing these fumes, enabling a thermogravimetric analysis (TGA) alongside total
particulate matter dimensional counting.

Although this study presents preliminary results, the proposed tool could be useful
for analyzing the fumes produced by e-cigarettes. It could help in identifying solid phases
inhaled by users and correlating the quantity and sizes of the particles to some potential
pathologies.

4. Conclusions

This study investigated the responses of an OPC coupled with an H-QCM to saline and
liquid aerosols. Regarding the saline aerosol, the OPC demonstrated that the CMD values
for NaClphy and NaCl 1:2 were comparable within experimental error, suggesting similar
size distributions, while NaCl 1:10 exhibited a slightly different trend, potentially attributed
to dilution effects. The H-QCM, focusing on the saline aerosol, elucidated the dynamics
during and after heating. In particular before heating, the frequency shifts suggested the
coexistence of solid and liquid phases, influenced by surface phenomena such as deliques-
cence and aggregation. After heating, the separation of solid and liquid phases became
evident, resulting in improved reproducibility in frequency shifts and allowing for a clearer
interpretation of the deposition process. In the case of liquid aerosols (PG/VG mixtures),
the OPC provided consistent CMD values across different ratios, emphasizing the need
for density corrections when OPC is used alone. Conversely, the H-QCM demonstrated
its ability to discriminate between solid and liquid phases. Overall, this study highlights
the complementary strengths of OPC and H-QCM in aerosol analysis. While the OPC
is utilized for size distribution characterization, the H-QCM provides real-time insights
into phase discrimination aerosols. These findings contribute to the refinement of aerosol
measurement using a low-cost sensor, fostering a more comprehensive understanding.

Supplementary Materials: The following supporting information can be downloaded at https://
www.mdpi.com/article/10.3390/s24082500/s1. Figure S1. Measurement setup with the nebulization
chamber and the coupled OPC+H-QCM system. Figure S2. Photograph of the developed sensor
system (a). The H-QCM was fixed by a support in the H-QCM measurement chamber (b). Figure S3.
H-QCM frequency shifts versus temperature (12 increasing steps) without deposited mass. The
frequency and temperature errors were 1 Hz and 0.1 °C, respectively. Figure S4. The H-QCM
exhibited frequency variations as temperature increased, beginning from 22 °C. At the maximum
temperature reached, approximately 181 °C, the frequency shift was about 3000 Hz. Figure S5. Counts
as a function of the aerodynamic diameter (d) of NaCl 1:10 and distilled water (HyOdist). Figure S6.
Chronogram of frequency shift due to two consecutive NaCl1:2 aerosol measurements. In particular,
the graph highlighted the behaviour before and after heating cycles. Figure S7. Chronogram of
frequency shift due to two consecutive NaCl1:10 aerosol measurements. In particular, the graph
highlighted the behaviour before and after heating cycles. Figure S8. Chronogram of frequency
shift due to two consecutive 1iq80:20 aerosol measurements. In particular, the graph highlighted the
behaviour before and after heating cycles. Figure S9. Chronogram of frequency shift due to two
consecutive 1iq20:80 aerosol measurements. In particular, the graph highlighted the behavior before
and after heating cycles.
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Abstract: This paper presents a suitably general model for resistive displacement sensors where
the model parameters depend on the current sensor conditions, thereby capturing wearout and
failure, and proposes a novel fault detection method that can be seamlessly applied during sensor
operation, providing self-diagnostic capabilities. On the basis of the estimation of model parameters,
an innovative self-compensation method is derived to increase the accuracy of sensors subject to
progressive wearout. The proposed model and methods have been validated by both numerical
simulations and experimental tests on two real resistive displacement sensors, placed in undamaged
and faulty conditions, respectively. The fault detection method has shown an accuracy of 97.2%.
The position estimation error is < £0.2% of the full-scale span for the undamaged sensor, while
the self-compensation method successfully reduces the position estimation error from £15% to
approximately +2% of the full-scale span for the faulty sensor.

Keywords: smart sensor; self-validating sensor; resistive displacement sensors

1. Introduction

Displacement sensors are widely used in different applications and fields, such as
industrial [1,2], medical [3,4] and automotive [5,6]. Within the industrial field, the role
of displacement sensors in control applications is gaining importance since the degree of
industrial automation is continuously growing. In this context, there is a constant interest
in displacement sensors with increasing intelligence, robust measurement methods, and
improved performances [7]. In particular, sensor reliability in producing accurate mea-
surement data is crucial. Augmenting sensor diagnostic capabilities plays an increasingly
important role, as undetected failures may negatively affect the industrial process into
which the sensor is inserted, resulting in efficiency loss, downtimes or even threatening
life safety [8].

Several solutions can be considered to prevent sensor failure and enhance sensor
diagnostic coverage. A first approach is the adoption of a Preventive Maintenance (PM)
policy, which implies sensor calibration and maintenance activities run on a regular time
basis to avoid failures before they occur [9]. Determining in advance when a sensor will
enter the wearout phase is challenging, as predictions typically rely on a theoretical failure
rate rather than on the current sensor conditions. While PM can reduce unexpected process
downtime, it can lead to costly and unnecessary procedures and repairs.

A second possible approach involves employing Fault Detection and Identification
(FDI) theory [10-13]. FDI techniques recognize system faults in process components
by monitoring system inputs and outputs in order to generate residuals highlighting
discrepancies. Thresholds, determined through experimental tests, aid in fault symptom
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identification. Analytical redundancy techniques [14-16] detect and identify sensor failures
from the exploitation of analytical models built on a specific process, which includes
actuators and plants as well as sensors. However, FDI techniques require a deep knowledge
of the entire process and a significant effort in model development. Furthermore, the model
must be updated as the process changes. The economic effort conveyed in the model design
is not easily amortized since the model is related to a specific process. Moreover, technical
staff must be available for maintaining and updating the model as the process evolves
over time.

A third possible approach to detect and identify sensor faults is through the use of
Machine Learning (ML) techniques [17-19]. The ML models are trained on sensor data to
identify patterns or features indicative of faults. The performance of ML techniques are
dependent on the quality and quantity of the available training data. In fact, the training
data could be limited, biased, or not representative of all possible faults, which can limit the
detectable faults. Moreover, the ML approach mainly focuses on detecting the sensor faults
through certain time and/or frequency domain signal characteristic features. In particular,
faults can be identified by changes in signal behavior, e.g., bias, noise, spikes, rather than
by identifying underlying sensor-specific causes for the fault [20].

An alternative approach could be the adoption of smart sensors inherently capable of
providing self-diagnostic information related to the alteration of their conditions due to
incipient wearout or failure. The diagnostic information provided might be exploited by
suitable Predictive Maintenance (PdM) techniques to optimize sensor maintenance schedul-
ing and minimize plant downtime [21]. As opposed to PM approaches, self-diagnostic
sensors could avoid both unnecessary maintenance costs and plant downtime due to unde-
tected sensor failures. Moreover, in contrast to many FDI techniques, self-diagnostic sensors
place the focus within the sensor itself to make it a more reliable component, leaving out
the additional system parts of a given industrial process. Therefore, in principle, a generic
process can be freely modified without requiring any change in the diagnostic techniques
embedded in the self-diagnostic sensor. As such, the research on displacement sensors
equipped with self-diagnostic functionalities is a topic of relevant importance, which, how-
ever, has been explored to a somewhat limited extent. In particular, resistive displacement
sensors would benefit from solutions for embedding self-diagnostic capabilities. How-
ever, to the authors’ best knowledge, the current state of the art does not yet adequately
cover the development of a resistive displacement sensor model for self-diagnostic and
self-compensation purposes.

In this context, this work innovatively proposes a simple yet effective model for a
generic resistive linear displacement sensor where the model parameters directly depend on
the current sensor conditions, thereby capturing wearout, damaging, and failure occurrence.
Furthermore, a method for the continuous estimation of the model parameters is presented.
The method originally offers the advantage that it can be applied while the sensor is kept
in operation online, i.e., without functionally disconnecting the sensor from the monitored
process. The estimated parameters are exploited to detect failures by the proposed fault
detection technique, which aims at detecting faults by identifying the underlying sensor-
specific cause. The continuously updated parameters are used by the self-compensation
method to compensate for the position estimation error arising over time due to progressive
wearout and cumulative damage. This paper considerably extends the preliminary work
previously presented [22], deepening the study and analysis of both the model for a resistive
linear displacement sensor and related self-diagnostic and self-compensation methods.

A schematic comparison between the most common methods to detect and identify
sensor faults and the approach proposed in this work is reported in Table 1.

The paper is organized as follows. A generic resistive linear displacement sensor
model along with the proposed parameter estimation method, method for compensating
position estimation errors, and fault detection method are described in Section 2. In
Section 3 the numerical simulations carried out and the experimental setup arranged to test
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the proposed model and methods are described and the results are reported. The obtained
experimental results are discussed in Section 4. The conclusions are drawn in Section 5.

Table 1. Schematic comparison of the most common methods to detect and identify sensor faults and
the approach proposed in this work.

Approach

Description Properties

Preventive Maintenance

Regular maintenance based on theoretical failure

e Tti ly and pron nn ry repairs.
rate to avoid failures before they occur. tis costly and prone to cause unnecessary repairs

Analytical redundancy techniques

Detection and identification of sensor failures It requires deep knowledge of the entire process. The
from models built on a specific process. model must be updated as the process changes.

Machine Learning

Faults are identified by changes in certain signal
characteristic features rather than by underlying
sensor-specific causes.

Detection and identification of sensor faults
through models trained on sensor data.

Detection and identification of sensor failures It can be cost effective and the effort for model
Method proposed in this work from models built on the sensor itself, development can be easily amortized. It offers
independently of the processes. augmented sensor diagnostic coverage.

2. Materials and Methods
2.1. Resistive Displacement Sensor Model

Resistive displacement sensors measure the linear or angular displacement of an
object by sensing a resistance change related to the object position variation. With specific
reference to linear displacement sensors along the direction x, as shown in Figure 1a, the
sensing element is essentially composed of a resistive track, a sliding cursor, which is
constrained to move along the longitudinal axis of the sensor, and a conductive track. The
resistive and conductive tracks are electrically connected to each other through the sliding
cursor, which is mechanically linked to the moving object under measurement.

Resistive track Resistive track

Rlifﬂ? | R2=§(L—m)
3 1 pA\/\/\vAv H ! AW ==t —3

Sliding cursor R, § Sliding cursor

Conductive track

|
|
l
Conductive trackl
]

(@) (b)

Figure 1. (a) Schematization of a generic resistive linear displacement sensor with (b) the correspond-
ing resistive circuit modeling.

The most common causes of failure for linear sensors include the following;:

o Wear: sensor components like the sliding cursor and the resistive/conductive track
can wear out or become contaminated with dust, dirt, or other debris, causing the
sensor to malfunction or eventually fail.

e  Mechanical damage: shock, vibrations or impacts can damage or even break the
sliding cursor or the resistive/conductive track.

e  Environmental factors: the sensor can be affected by temperature changes or gra-
dients, pressure variations impairing sensor sealing, moisture infiltration, or other
causes producing changes in resistance, which leads to measurement errors up to
complete failure.

e Aging: the electrical properties of materials forming the resistive/conductive track and
the cursor might change over time, causing sensor resistance drift or output instability,
leading to inaccurate measurements up to an unacceptable level.

Considering the above-mentioned failure modes, a tailored sensor model is presented
below to provide information about the actual sensor conditions and its possible alterations
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over time. As shown in Figure 1b, the sensing element is modeled by a resistive circuit
composed of three resistors. The resistor R. represents the contact resistance between the
sliding cursor and the resistive track. The resistors Rp,; and Ry represent the resistive track
resistances originated from its partitioning caused by the sliding cursor according to its
position. Resistances R1 and Ry as a function of the sliding cursor position x are given by
the following:

Ro1 = (p/S)x = £x M

Rpz = (0/S)(L — x) = (L — x) @

where p, S, L, and & = p/S are the electrical resistivity, section area, length, and resistance
per unit length of the resistive track, respectively. The conductive track is assumed to have
zero resistance.

The resistances measured between the sensor terminal pairs (1, 2), (2, 3), and (1, 3) can
be expressed as follows:

R12 = Rp1 + RC = Ex + RC (3)
Rp3=Rc+Rpp=Re + &(L — x) 4)
Ri3=Rp1 + Rpp = &x + E(L — x) = EL ®)

Equations (3) and (4) can be combined obtaining the following:
Y =Ryp+Ry3=&x+Rc+ R + (L — x) =2R. + &L (6)

where the term X is independent from the sliding cursor position x at which the resistances
R13 and Rj3 are measured.

Therefore, the sensor model is expressed by combining Equations (5) and (6) in matrix
form as follows:

2 LI[R] _[=
APZR%{O LHJ*{RB}' 7o)
a1 Rl _ [$Z—1Ri] _ [$(Riz+Rys) — iRys
e 1 R T o e e I

where the vector R is formed by the resistance terms X and Rj3, the vector p includes the
sensor parameters R. and &, and the square matrix A only depends on the resistive track
length L. Notably, the linear model of Equation (7a), expressed in its inverted form in
Equation (7b), is independent from the measurand displacement x. As such, it advanta-
geously allows to estimate p by only knowing the resistive track length L and the resistances
Ri1z, Rp3, and Ry3 measured at any unknown cursor position x.

The parameters R. and £ offer the advantage to directly relate the measurable sensor
electrical characteristics with the elements that are most susceptible to wear and faults,
i.e., the sliding cursor and resistive track [23]. Although more parameters could be taken
into consideration to obtain a more detailed sensor model, R. and & already allow the
identification of the most common causes of wearout and failure for resistive displacement
sensors, at the same time avoiding excessive model complexity. In addition, the estimation
of R and & can be advantageously performed without the knowledge of the cursor position
x, allowing their continuous estimation during sensor normal operation.

The parameters p are used to detect alterations in sensor conditions up to sensor faults.
For example, the wearout caused by the contact force between the sliding cursor and the
resistive track can be considered. Repeated cycles of slides and/or an excessive contact
force leads to a reduction in resistive track thickness by abrasion, and in turn a reduction in
section S, with possible overheating and local oxidation and wear [24]. Compared to the
initial conditions of a brand-new sensor, the reduction in S implies an increase in &. The
resistive element wear debris deposited between the sliding cursor and the resistive element
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increases the contact resistance R. because the contact area decreases, and the debris acts as
an insulator. In addition, creep and fatigue in the sliding cursor brush cause the contact
force to decrease, again increasing R. [23,25]. With respect to possible mechanical damage,
the breakout of the sliding cursor opens the electrical contact between the resistive and
conductive tracks, leading Rq» and Rp3 to infinity, as well as R.. Other possible mechanical
damages could be cracks in the resistive track, which typically increase the resistance
Ry3 and thus &. Additionally, the resistive track ages, leading to a change in resistivity p,
which reflects in a change of &. Meanwhile, the slider cursor ages by oxidizing, causing
R to increase.

The model assumes operation at constant temperature. Such an assumption is not a
substantial limitation in practice, as in the majority of industrial applications, the sensor,
after a thermal transient at the machine start-up, works at a reasonably constant temperature
thereof. For this reason, though track resistivity may in general depend on temperature, the
proposed model can be conveniently restricted to thermal steady-state operation without
suffering unacceptable inaccuracies.

Sensor condition alterations and failures are detected by monitoring the evolution
of R, and & with respect to their initial values, i.e., those of a brand-new undamaged
sensor. Initial values of R. and ¢ are design parameters subject to the typical variability
of the manufacturing process. In the first analysis, the detection of fault conditions can
be accomplished by comparing each parameter with a respective nominal value taken
as the alarm threshold. Due to product and process variability, the definition of a priori
nominal alarm threshold could be ineffective for diagnostic monitoring of sensor con-
ditions. For this reason, it is proposed to identify specific alarm thresholds for each
individual sensor.

2.2. Parameter Estimation

To determine the initial parameters and monitor their evolution during the sensor
operation, the proposed estimation method derives the parameters of the vector p online,
i.e., without functionally disconnecting the sensor from the monitored process, and without
knowing the cursor position x.

Online estimation is a substantial advantage of the proposed method and is mandatory
for its effective practical application since both the initial parameters and their variations
during operation in the field must be determined.

As illustrated in the flow chart of Figure 2, the estimation method can be divided
into two phases. In the first phase, denoted as the measuring phase, the resistance set
represented by the three-component vector Sg = [Ry2, Ro3, R13] measured at an unknown
cursor position x is used to evaluate the resistance vector R = [£, Ry3]. In the second
phase, denoted as the estimation phase, the previously evaluated R is used to compute p as
reported in Equation (7b).

In the proposed method, each resistance set Sg, measured at an unknown position
x, is used to derive a correspondent estimation of p. The estimated parameters reflect the
sensor local conditions at the unknown position x where Sg is measured. This provides
indirect indications of possible nonhomogeneities.

As an alternative, p can be computed using the average of N resistance sets Sg mea-
sured in N different cursor positions. Provided that the N positions are sufficiently spread,
this results in spatial averaging along the resistive track with a correspondent reduction
the residual dependence of p on the cursor position x.

In this work, the parameters p are estimated starting from each single resistance set Sg,
i.e.,, N =1. This offers the advantage of maintaining a biunivocal correspondence between
p and the position x without introducing spatial averaging.

Since the parameters p are estimated starting from the direct measurement of the
resistances Rip, Rp3, and R;3, the lower the measurement uncertainty of the resistance
measurement, the better the parameter estimation will be. The uncertainties u.(R.) and
1¢(&) resulting from the resistance uncertainties u(Ry1y), t(R12), and u(R13) can be considered
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in defining a fault detection method that is robust with respect to measured data. From
Equation (7b), the composite uncertainties uc(Rc) and uc(&) are given by the following;:

uc(Re) = \/i”z(Rlz) + }qu(st) + i“z(Rls) )]
uc(¢) = %uz(Rm) )

[ measure Ri2, Ros, Ri3 ]

[ evaluate R = [%, Ri3] ]

: I

Figure 2. Parameter estimation method flow chart.

2.3. Cursor Position Estimation and Compensation

There are several methods to obtain the cursor position of a resistive displacement
sensor. Considering the schematization of a generic resistive displacement sensor of
Figure 1a, one common method involves exciting the sensor with a known constant voltage
at the terminal pair (1, 3) while reading at high-input impedance the voltage divider output
at the terminal pair (2, 3), which varies as a function of the cursor position x. This method
does not account for the sensor conditions represented by parameters p. Actually, the
reading is to first order independent from p as long as & is uniform along the sensor
stroke L. As no information on the sensor conditions is extracted, sensor faults cannot be
anticipated nor predicted.

On the other hand, the resistances Rq» and Rp3 depend on both the cursor position x at
which they are measured and the parameters p. By manipulating Equations (3) and (4), the
actual cursor position x can be expressed as follows:

X = (R12 — R23)/2c€, +L/2 (]_O)

An estimated cursor position x” can be derived from Equation (10) by employing the
current parameter estimates pe = [Rec, &c]. The closer the match between p. and p, the
lower the difference will be between x” and x. The position estimation error €pos due to the
difference between the actual unknown & and its current estimation &, is as follows:

epos:xlfx:@<§ggc> (11)
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where Ry, and Rp3 are the resistances measured in the current sensor conditions. Since the
parameters vary as the sensor conditions change, it is crucial that the current parameters
pc are continuously updated since x” depends on &.

If instead of p. the nominal parameters pg = [Ro, &o] relative to an undamaged sensor
are used as estimates of p during the sensor life, the estimated position x¢/ is subject to an
estimation error e,050 given by the following:

€pos0 :x(/)_x: (xé)_x/)+ (xl_x)

2 gc 60

The position estimation error €pos0 Can be seen as the sum of epos given by Equation (11)
and an additive error ¢ related to the difference between the current parameter &. and
& employed for estimating position.

The additive error 0 is zero when &. = &y, i.e., when & does not vary from the undam-
aged conditions. It also shows that the error is higher the farther the cursor is from L/2.
As the position error epos does not depend on R as long as R. is finite and Equation (11)
remains valid, the proposed estimation method is unaffected by Rc.

Starting from Equation (12), if the estimate of & is constantly updated, the position
estimation error ep,0s0 can be reduced to epos by nulling the additive position estimation
error d. In this perspective, the method proposed to reduce the position estimation error
can be seen as a self-compensation method.

Rip =R -
— N2 7 123 (CC g()) +3pos =0+ €pos (12)

2.4. Fault Detection

The parameters R. and ¢ are known to play a crucial role in defining the conditions
of the resistive displacement sensor as they are directly affected by sensor wearout and
faults [23]. Therefore, the proposed fault detection method focuses on assessing progressive
sensor wearout or sudden failure by comparing the variation in R, and & with reference
values by means of alarm thresholds. Innovatively, this approach is built on a model that
allows determination of the sensor conditions during its operation, without disconnecting
it from the host system and without requiring knowledge of the cursor position x.

As illustrated in the flow chart of Figure 3, faults are detected on the basis of parameter
variations Ap = [AR., AE] = Ipc — pol, where pe = [Ree, &c] and po = [Reo, &o] repre-
sent the sensor parameters in the current and initial undamaged conditions, respectively.
The nominal parameters py are calculated as the spatial average of the initial parameters
R. and & estimated along the entire sensor stroke. The parameters py could be determined
during factory calibration or directly in the field, during the first installation. It is ex-
pected that R and & variations are mostly related to sliding cursor and resistive track
faults, respectively.

Fault detection is based on threshold surpassing. Specifically, if both AR. and A§ are
lower than their respective alarm thresholds T1 and T, then no fault is detected. Differently,
the sensor is faulty, and the fault could affect the resistive track, the sliding cursor, or both
depending on which threshold is surpassed.

The thresholds T7 and T, can be set empirically on the basis of ensemble standard
deviations 0(Ry) and o(&g) derived from a suitably large population representative of
undamaged sensors, or from each individual sensor at the installation time in the field.
Assuming that model parameters for an undamaged sensor are random variables with
normal distribution, it is reasonable to suppose that changes that exceed the range of
+30(Reo) and +30(&) are ascribable to an occurred alteration in the sensor conditions due
to wearout or fault.
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(89 =[AR., A0 = Ip. ]

AR, < Ty
& NO
A{ < Ty
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No faults Sliding cursor fault

NO

YES

Resistive track fault
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Figure 3. Fault detection method flow chart.

3. Results

The sensor model, along with the parameter estimation, the self-compensation, and
the fault detection methods have been simulated and experimentally tested.

The simulations have estimated the parameters from a set of resistance values cor-
rupted with pseudorandom numerical noise, while in the experimental tests the parameters
have been derived from measurements on a Device Under Test (DUT), i.e., a resistive dis-
placement sensor, placed in two different conditions, namely undamaged and faulty.

The term undamaged here refers to a sensor that has never been used and has been
stored in compliance with the requirements described in the sensor datasheet. Instead, the
term faulty here indicates a sensor subject to a resistive track and sliding cursor wearout,
where the resistive track wear along x is virtually uniform. Wear has been considered
among the failures listed in Section 2.1 as it represents the main and most common
failure mode.

The simulations have been aimed at evaluating the parameter estimation variability
with respect to the measurement accuracy of resistances R1y, Rp3, and Ry3. The experimental
tests have been aimed at assessing the fitting accuracy of the sensor model defined as the
difference between the measured resistances Ry, Rp3, and Ry3 and those synthetized
from the sensor model. Furthermore, the estimated parameters have been employed to
evaluate the self-compensation method in reducing the position estimation error and the
effectiveness of alarm thresholds T1 and T in detecting wear failure.

3.1. Simulation Results

Simulations have been performed in MATLAB 2022b to repeatedly estimate the model
parameters R. and & from a set of resistances Rqy, Rp3, and Ry3 corrupted with numerical
noise. The parameter mean values p and standard deviations o have been calculated from
the estimates across the repetitions taken at different positions.

The resistances R1y, Rp3, and R;3 forming the resistance set Sg have been synthetized
from their respective analytical expressions reported in Equations (3)—(5), fixing the ideal
parameters p = [E, a =[100 ©; 50,000 €2/ m], the sensor stroke L = 100 mm and sweeping
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the displacement from x = 0 to x = L with a step of 1 mm. The values chosen for p are repre-
sentative of the actual sensor that has been experimentally tested as detailed in Section 3.2.
In particular, R, = 100 Q) includes non-idealities like the conductive track resistance and the
resistance of the connecting terminals. A normally distributed pseudorandom numerical
noise with a standard deviation o, = 1 () has been added to corrupt Ry, Ro3, and Rj3.

For each considered cursor position x, the parameters have been estimated from the
corresponding resistance set Sg. Then, the mean values n and standard deviations o with
respect to x have been calculated from the estimates. The obtained results are reported in
Table 2 as the difference between p and the estimated parameter mean values i, along with
their standard deviations o. Figures 4 and 5 report the parameter estimation errors as a
function of the position along the sensor stroke.

Table 2. Parameter estimation errors and standard deviations o obtained by ranging x from 0 to
L with a 1 mm step (M = 100 parameter estimations), assuming as a reference the ideal parameters
P = [Re,&] =[100 Q; 50,000 2/ m]. The uncertainties of the parameter mean values  and standard
deviations o are derived from the parameter composite uncertainties uc(Rc) and uc(£).

Rc£stimation Error
Re — u(Re) [Q]

R, Standard Deviation 6(R;) & Estimation Error & — p#(&)[(/m] & Standard Deviation ¢ (&)

01+0.1

0.8+0.1 -1+1 11.5£0.7

Simulated Rc Estimation Errors

R.— R.[Q]
o

-1/

2!
0 10 20 30 40 50 60 70 80 90 100

Cursor Position [mm]

Figure 4. Estimation error of the parameter R, versus the position x along the sensor stroke.

Simulated ¢ Estimation Errors

307

20 -

10~

0-

€ — £[Q/m]

300 1 1 1 L 1 J
0 10 20 30 40 50 60 70 80 90 100

Cursor Position [mm]

Figure 5. Estimation error of the parameter & versus the position x along the sensor stroke.
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The simulation evaluates the variability of estimated parameters with respect to the
measurement accuracy of resistances Rip, Rp3, and Rq3. The parameter estimation is adequate
for the application scope because the percentage deviations between the ideal parameters
P and the mean values of the estimated parameters are less than 4-0.1%. Furthermore,
the parameter standard deviations o(R.) and o(&) agree with the corresponding composite
uncertainties uc(Rc) = v/3/2 Q and uc(&) = 10 Q/m, obtained from Equations (8) and (9) by
setting 1u(R12) = u(Rp3) = u(R13) = o =1 Q0.

3.2. Experimental Setup

The DUT is a resistive linear displacement sensor (Gefran PK), with a displacement
full-scale span (FSS) L = 100 mm, a nominal resistive track resistance of 5 k() and an
independent linearity error of 0.05% FSS.

Sensor wearout has been intentionally provoked by sliding the cursor back and forth
throughout the whole sensor stroke for 10° cycles. Figure 6 shows the stress-test ma-
chine adopted to induce wear, while Figure 7 shows the wearout effect produced on the
resistive track.

@) (b)

Figure 7. Images obtained with a digital microscopy system (Leica DMS300) of the undamaged (a)
and wearout (b) resistive track.

The assembled experimental setup comprises a linear positioning stage, a digital
multimeter, and a personal computer, as shown in Figures 8 and 9.
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Resistive Displacement Sensor (DUT) DMM + Multiplexer Module

Linear Positioning Stage PC + LabVIEW Script

Figure 8. Block diagram of the adopted experimental setup.

Figure 9. Photo of the assembled experimental setup.

The sensor parameters are estimated from the resistance sets Sk measured in
M different cursor positions along the sensor stroke. Resistances have been measured
by means of a 6.5-digit digital multimeter (Keithley DAQ6510, Cleveland, OH, USA)
equipped with a multiplexer module (Keithley 7700), providing a specified resistance
measurement accuracy #(R) = 1 () in the 10 kQ) range of interest.

The sensor cursor displacement has been set by a precision linear positioning stage
(Physik Instrumente LS-270, Karlsruhe, Germany) with a calibrated position accuracy in
the order of 1 um. A LabVIEW script has been developed to implement the parameter
estimation method and handle the experimental setup. The script is designed to move
the linear stage to M different positions and trigger the digital multimeter to measure the
components of Sg at each position.

3.3. Experimental Results

Experimental tests have been carried out to estimate the parameters of an undamaged
(U) sensor and a faulty (F) sensor, denoted as py = [Rey, &ul] and pg = [Ryy, &¢], respectively.
For the undamaged and faulty sensors, the respective resistance sets Sry and Sg¢ have
been repeatedly measured M times for the position x ranging from 0 to L with a 1 mm
step resulting in M = 100, as schematized in Figure 10. From each set Sgy and Sg¢, the
parameters py and ps have been estimated according to Equation (7b).

Table 3 reports the mean values Py = [W(Rey), 1(&u)] and Py = [W(Ry), 1(&f)], and
standard deviations oy = [0(Rcu), 0(&u)] and o = [0(R¢g), 0(&f)] for pu and pg obtained over
the M repetitions at varying x. From Py and Pg inserted into Equations (3)—(5), the terms
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Rmu = [Ri2mus R23mus R13mu] and Rng = [Rizms, R23me, Ri3me] have been obtained, where
the subscript m indicates outcomes from the model. Hence the model residuals have been
computed for the undamaged and faulty sensor as ry = [r124, 234, T13u]l = SRu — Rmu and
¢ = [110, To3g, T13¢] = Sre — Rpng, respectively. The residuals r, and r¢ have been evaluated
for all the M repetitions at which Sry and Sg¢ have been measured. The root mean square
errors (RMSE) of the residuals are also reported in Table 3. Figure 11 shows the estimated
parameters p, and p¢ while Figure 12a,b report the residuals ry and r¢ as a function of
repetition index ranging from 1 to M = 100.

Cursor movement direction

&L

\ 4

A — E——

—3

2D—l ! | L

SR@x:() SR@X:L

Figure 10. Schematization of Sy and Sy measurement processes. The resistance sets Sry and Sg¢
are measured from the undamaged and faulty sensor over M repetitions taken for x varying from 0 to
L with a 1 mm step.

Table 3. Parameter mean values p and standard deviations o, along with the RMSE of the residuals
11, 173 and 13 obtained in the experimental test. Parameter estimations are performed from the
resistance sets Sg measured M = 100 times for x ranging from 0 to L with a 1 mm step. Since
the resistance measurement uncertainty is #(R) = 1 (), the parameter composite uncertainties are
uc(Re) = 0.9 O and uc(&) = 10 Q/m. The uncertainties of the parameter mean values u, standard
deviations o, and RMSE of the residuals rip, o3 and ry3 are derived from uc(R.), uc(€), and u(R).

Sensor R. Mean R, Standard & Mean & Standard rfchll{lgf: g: re;;‘ rgq‘;:z grl :::1 rlssqll{lg: g: f;l:‘
Condition Valuep (R.)[Q] Deviation o(RJ[Q)]  Value n(£)[(¥m]  Deviation o(&)[Q/m] RMSE(r12)[0] RMSE(s)[Q]  RMSE()[Q]
Undamaged (U) 123.0 +0.1 45+01 49,058 £ 1 13+0.7 109+0.1 109 +0.1 01+0.1
Faulty (F) 161.6 £ 0.1 21.9+0.1 62,142 £ 1 9.9+0.7 88.6 = 0.1 83.1+0.1 11£01
250 Estimated Parameters: Undamaged vs. Faulty Sensor x10%
r T T T T
6.2

50! : : ‘ : 4.8
0O 10 20 30 40 5 60 70 8 90 100

Repetition index

Figure 11. Parameters py and py estimated, respectively, from the measured resistance sets Sg, and
Sgg as a function of the repetition index ranging from 1 to M = 100.
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Figure 12. Residuals ry = SRy — Rmu (a) and r¢ = Sg¢ — Ryy¢ (b) resulting from the measured Sgy and
Sgs as a function of the repetition index ranging from 1 to M = 100.

The position estimation error epos is evaluated for both the U and F sensors, for all the
cursor positions at which Sgy and Sg¢ are measured. The true, i.e., actual, cursor position
x is assumed to be given by the linear positioning stage taken as the reference. The position
estimations x” are derived from Equation (10) by employing 1(&,) and (&) for the U
and F sensor, respectively. Figure 13 shows the position estimation error epos for both
the U and F sensors as a function of x. Figure 14 shows e},,s obtained for the faulty sensor
both with and without the application of the self-compensation method described in
Section 2.3, where the uncompensated cursor positions are intentionally estimated using
w(éy) in order to simulate a mismatch between the nominal, i.e., initial, and the current
sensor conditions.

Position Estimation Errors

’:Rlz_R23 L

o\/\ - x 28, +3

0.5

X'-x [mm]

==undamaged sensor
—faulty sensor
= T :

1 1 1 1 1 1 |

10 20 30 40 50 60 70 80 90 100
Cursor position x [mm]

Figure 13. Position estimation error epos for to the undamaged (U) and faulty (F) sensors versus the
actual cursor position x.

Lastly, the fault detection method discriminates the fault and no-fault conditions on
the basis of the parameter variations Apy = Ipy — Py | and Ap¢ = I|ps — Py |. The fault
detection thresholds T; and T, have been set based on the p, standard deviations oy,
resulting in Tq = 30(Rcy) = 13.5 Q and T = 30(&,) =3.9 Q/m.
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==not compensated
==compensated
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Figure 14. Position estimation error epos for to the faulty (F) sensor, with and without the self-
compensation method applied, versus the actual cursor position x. The uncompensated cursor
positions have been deliberately estimated using (1(&y) to simulate a discrepancy between the nominal
and current sensor conditions.

4. Discussion

Considering the simulation results described in Section 3.1, the normally distributed
pseudorandom numerical noise added to Rjy, Rp3, and Ri3 and the resulting parameter
variability are reflected in the parameter composite uncertainties 1(&) and u.(R.) expressed
in Equations (8) and (9). Assuming the resistance uncertainties equal to the noise standard
deviation, i.e., #(R12) = u(Ra3) = u(R13) = o = 1 (), the parameter composite uncertainties
result u.(R¢) = V3/2 Q and uc(&) = 10 3/m., which agree with the simulation results
0(Rc) =0.8 Qand o(&)=11 O/m.

The standard deviations of the parameters R. and & can be analyzed to compare the
variability of the parameters obtained in the simulations with those from experimental
results. Although the noise standard deviation o0y, in simulations is taken equal to the
resistance measurement uncertainty u(R), i.e., u(R) = on = 1 (), the experimental stan-
dard deviations of R, 0(Rcy) = 4.5 Q) and o(R¢) = 21.9 O, are larger than o(R.) = 0.8 O
for simulations.

This is consistent with the fact that 0(Rcy) and o(R¢f) cannot be imputed exclusively to
u(R), in fact they can be ascribed to the nonideality of Ry, and Ry3 trends as a function of
x due to the presence of faults, described by the residuals rj and rp3. Similarly, the residual
ri3 explains the difference between the experimental standard deviations o(£,) = 1.3 Q) and
o(&¢) = 9.9 Q) with the simulated one (&) = 11.5 Q.

Considering the experimental results described in Section 3.3, Figure 11 shows a
visible dependence of R on the repetition index and, in turn, versus position x. Such
dependence shows nonuniform variations along the resistive track length L, with regions
where the contact resistance between the sliding cursor and the resistive track is higher.
The microscope analysis confirms that the regions where the contact resistance is higher
match with the regions where the resistive track is mostly worn. Therefore, the proposed
method theoretically allows detection of local faults through R, trend analysis.

The sensor model goodness of fit is evaluated on the basis of the residuals r, and r¢. As
shown in Figure 12a,b, for the undamaged sensor the RMSEs of ry are ~0.2% of the resistive
track nominal resistance, which is adequately low for fault detection and estimation of
position x”. For the faulty sensor, the RMSEs of r¢ increase compared to the undamaged case
due to the trends of Ry, and Ry3 as a function of x caused by nonhomogeneous resistive
track wear along its length.

As shown in Figure 13, the position estimation error epes for the undamaged sensor
is approximately constant throughout the sensor stroke, with a mean value of 0.2 mm.
For the faulty sensor, epos is an order of magnitude higher spanning a range of roughly
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2mm. As reported in Figure 14, the self-compensation method successfully reduces epos to a
span of about 2 mm in the faulty case versus the value of 30 mm obtained intentionally using
w(&y) to represent the case when the parameter estimates are not updated to the
current values.

Given the chosen thresholds T1 = 30(Rcy) and T, = 30(&y), the results obtained in
applying the fault detection method are shown in the confusion matrices of Figure 15.

Resistive Track Fault Detection

Sliding Cursor Fault Detection

fault

True Condition
True Condition

no-fault no-fault

fault no-fault fault no-fault
Predicted Condition Predicted Condition

Figure 15. Confusion matrices for the sliding cursor and resistive track fault detections.

The fault detection method has been evaluated using accuracy, precision, and recall
performance metrics. Accuracy measures the fault detection correctness, precision evaluates
the number of actual faults identified, while recall assesses the effectiveness in detecting
faults among all instances of faults. The performance metrics obtained for the resistive
track and sliding cursor fault detections are reported in Table 4.

Table 4. Accuracy, precision and recall performance metrics for the sliding cursor and resistive
track fault detections. Accuracy = (TP + TN)/(TP + TN + FP + EN), precision = TP /(TP + FP), and
recall = TP/(TP + EN), where TP, TN, FP, and EN are the true positive, true negative, false positive,
and false negative fault predictions, respectively.

Type of Fault Detected Accuracy Precision Recall
Sliding Cursor 95.5% 98.9% 92.0
Resistive Track 99.0% 98.0% 100%

The false negative sliding cursor fault detections are due to the variability of R. as a
function of x caused by nonhomogeneous wear of the resistive track. A possible solution
could be acting on threshold values. For example, lowering T4 to equal o(Rcy) results in
the sliding cursor fault detection recall increasing to 96.0%. However, threshold lowering
makes the fault detection method more prone to false positives, leading the precision to
drop to 78.6%.

Moreover, the uncertainty of the standard deviations of the parameters in the
thresholds T7 and T, has an impact on the accuracy and precision metrics for resistive
track fault detection. In particular, accuracy and precision vary within [97.5%; 100%]
and [95.2%; 100%], respectively.

5. Conclusions

This work introduces a suitably general model for resistive displacement sensors and
proposes thereof an innovative fault detection method that can be applied with the sensor in
operation providing self-diagnostic capabilities. Based on the output of the self-diagnostic
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step, a self-compensation method with automatic updating is in turn derived to increase
the accuracy in sensors subject to progressive wearout. The proposed model and methods
have been validated by both numerical simulations and experimental tests on real devices.

The position is estimated by exploiting the sensor model and the initial value
of & The self-compensation method reduces the position estimation error by consid-
ering the difference between the current and initial values of &, which causes a position
estimation error. The self-compensation method successfully reduces the position estima-
tion error epos in the faulty case, intentionally obtained using p(&y), from a span of 30 mm
to a span of 2 mm. The proposed fault detection method evaluates the progressive sensor
wearout or sudden failure by comparing the variation in the current parameters R. and
& with respect to their initial values against the alarm thresholds T and T, respectively.
The fault detection method, for T; = 306(Ry) and T, = 30(&y), has shown a resistive track
and sliding cursor fault detection accuracy of 99.0% and 95.5%, respectively. Lowering
Ty from 30(Rcy) to 0(Rey) has increased the sliding cursor fault detection recall to 96.0%,
involving the precision to drop to 78.6% as the threshold lowering makes the fault detection
method more prone to false positives.

The future work will involve the implementation of the proposed methods and their
testing in a dynamic industrial process.

6. Patents

There is a patent application resulting from the work reported in this manuscript [26].
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Abstract: The present work deals with the development of Co3O4-based catalysts for potential
application in catalytic gas sensors for methane (CHy4) detection. Among the transition-metal oxide
catalysts, Co3Oy4 exhibits the highest activity in catalytic combustion. Doping Co3O4 with another
metal can further improve its catalytic performance. Despite their promising properties, Co3Oy4
materials have rarely been tested for use in catalytic gas sensors. In our study, the influence of
catalyst morphology and Ni doping on the catalytic activity and thermal stability of CozO4-based
catalysts was analyzed by differential calorimetry by measuring the thermal response to 1% CHy. The
morphology of two Co30y catalysts and two NixCoz_,Oy4 with a Ni:Co molar ratio of 1:2 and 1:5 was
studied using scanning transmission electron microscopy and energy dispersive X-ray analysis. The
catalysts were synthesized by (co)precipitation with KOH solution. The investigations showed that
Ni doping can improve the catalytic activity of CozOy catalysts. The thermal response of Ni-doped
catalysts was increased by more than 20% at 400 °C and 450 °C compared to one of the studied Co304
oxides. However, the thermal response of the other Co3O4 was even higher than that of NiyCos_4Oy4
catalysts (8% at 400 °C). Furthermore, the modification of Co3O4 with Ni simultaneously brings
stability problems at higher operating temperatures (>400 °C) due to the observed inhomogeneous
Ni distribution in the structure of NixCos_,Oy. In particular, the NiyCosz_O4 with high Ni content
(Ni:Co ratio 1:2) showed apparent NiO separation and thus a strong decrease in thermal response of
8% after 24 h of heat treatment at 400 °C. The reaction of the CozOy catalysts remained quite stable.
Therefore, controlling the structure and morphology of Co30Oy4 achieved more promising results,
demonstrating its applicability as a catalyst for gas sensing.

Keywords: cobalt oxide; catalyst; catalytic sensors; morphology

1. Introduction

Catalytic gas sensors, known as pellistors, are commercially available sensors used to
detect flammable gases and to safely monitor gas concentrations below the lower explosive
limit (LEL) [1-4]. The main area of application for pellistors is the identification of explo-
sion risk, which arises if the concentration of flammable gases exceeds the lower explosive
limit [2]. Especially light alkanes such as methane, propane, and butane are of particular
interest for safety monitoring. Methane is an essential gas for various technologies, and as
a main component of natural gas, it is still widely used as energy source in industrial appli-
cations and homes [5-7]. Propane and butane are the components of liquefied petroleum
gas (LPG) commonly used in heating systems, cooking appliances, and vehicles [8]. Gas
leaks in the home are extremely dangerous for people and pose a high risk of property
damage [9].
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Pellistors were first described by Alan Baker in the early 1960s [10]. A pellistor consists
of two sensor elements: the active sensor coated with a catalyst layer and the passive
sensor element without any catalyst. The passive sensor only responds to the changes
in environmental conditions, such as humidity and temperature, while the active sensor
interacts with target gases. Because of these interactions, the target gases are oxidized, and
heat evolves, which is detected as thermal response of the pellistor. To activate catalytic
oxidation of target gases, the sensor is operated at a specified temperature [11,12].

The oxidation of methane requires high operation temperatures (>450 °C) due to high
activation energy caused by the high stability of its C—-H bonds [13,14]. However, high
operation temperatures accelerate the aging and degradation of the catalysts. Propane
and butane, as well as other flammable gases, are more reactive gases that are oxidized at
much lower operation temperatures than methane and are therefore easier to detect [1].
Therefore, the focus in development of new catalysts for catalytic gas sensors is on suitable
materials for detecting methane. Aluminum oxide-based catalysts containing a large
amount of catalytically highly active Pd and Pt metals are used in commercially available
pellistors to ensure the proper detection of gases, primarily of inert methane. The high metal
content is used to reduce operating temperature and ensure the required sensor life. This is
mainly due to the strong tendency of Pd-based catalysts to deactivate during operation.
In view of the scarcity of precious metals, these catalysts should be substituted by metal-
oxide catalysts containing none or only a low loading of noble metals. Metal oxides from
transition metals (Co, Mn, Fe, Cr, Ni, Cu, etc.) with perovskite or spinel structure as well as
transition metal-substituted hexa-aluminates are considered as alternative candidates to
noble metal-based catalysts for oxidation of light hydrocarbons, mainly methane, at lean
conditions [7,15-19]. Low concentrations applied at lean conditions in catalysis prevail also
in gas sensing for safety monitoring, thus the target concentration range (the LEL range) for
methane detection is between 0.2% and 4%. Transition metal oxides offer an advantage over
catalytically inert alumina due to their intrinsic catalytic activity. Their catalytic activity
is attributed to the multiple oxidation states (e.g., Co%* /Co?*, FeZ* /Fe?*, Cu?* /Cu*, and
Mn**/Mn®" /Mn?*), lattice defects (i.e., oxygen vacancies), high oxygen storage capacity,
and oxygen transfer capability [19]. The multiple oxidation states in the crystal structures
are considered as active sites for adsorption and activation of reactant molecules and
oxygen [19]. High oxygen storage capacity and oxygen transfer capability help to restore
the surface-adsorbed oxygen species consumed through the catalytic oxidation by release
of lattice oxygen species and formation of oxygen vacancies.

Co304-based materials are the most promising catalysts for oxidation of methane
among all transition metal oxides. CozO4 possesses a spinel-type structure with two
oxidation states (Co?*/Co%*). The easy reduction of Co®* to Co?* in Co30; facilitates the
formation of oxygen vacancies as surface defects at low temperatures, promoting oxygen
mobility. High oxygen mobility and highly active surface oxygen species of CozOy4, whose
formation is supported by oxygen vacancies, contribute to the activation and breaking of
the C-H bond at low temperature [14,15,17,20-22]. In addition, the dissociation of the C-H
bond is the rate-controlling step during oxidation of saturated hydrocarbons. The specific
electronic structure of Co3Oy4 with partially filled d-orbitals of Co%* and Co?* (d° and &7,
respectively) lead to the reduction of the activation energy for methane dissociation via
direct interaction of C—H orbitals with d-type orbitals of Co cations [23].

Moreover, the incorporation of hetero atoms such as Ce, Ni, Cr, etc., into the spinel
structure of CozOy4 can improve further its catalytic ability. Heteroatoms induce lattice
distortion, which could increase the amount of active surface oxygen species and gener-
ate more structural defects (e.g., oxygen vacancies) [24]. On the other hand, doping of
Co304 with another metallic element can improve its textural properties [19]. Especially,
cobalt-nickel mixed oxides, i.e., NixCos_Oj, effectively reduce oxygen vacancy formation
energies compared to pure CozOy, thus increasing catalytic activity [21,22,25,26]. However,
researchers have disagreed on which nickel to cobalt molar ratio (Ni:Co) exhibits the best
catalytic performance in methane oxidation. NiCo,O4 with the high Ni:Co ratio of 1:2
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was found by many authors to be the most active catalyst compared to other NiyCoz_«Oy4
or pure oxides [15,16,21]. Yet, other authors have reported reduced catalyst stability at
temperatures > 400 °C because of sintering and partial decomposition to NiO accompanied
with performance degradation when the Ni:Co ratio is high. Reducing the Ni:Co ratio
can slow down thermal deactivation of NixCo3_,Oy catalysts, improving their long-term
stability at higher operation temperatures (450 °C) [27,28].

However, it was demonstrated by several studies on pure Co3Oy catalysts that mor-
phology and textural properties also play a decisive role in catalytic activity due to vari-
ations in the porosity, crystal structure, formation of surface defects, and surface-active
species [14,16,28-31]. In general, the surface atomic configurations and surface defects
of catalyst particles can change the adsorption and desorption properties (e.g., surface
oxygen bond strength) influencing the catalytic activity of the surfaces [23]. Furthermore,
morphology can strongly influence the stability of catalysts. Lyu at al. reported that three-
dimensionally ordered, mesoporous Co3zO; is not appropriate for application in pellistors
due to the high instability of its structure under pellistor operation conditions. Especially,
the mesoporous Co3Oy catalyst functionalized with Au-Pd nanoparticles exhibited strong
deactivation because of strong metal oxide sintering [32]. Thus, the suitable structure and
morphology of the metal oxide had a crucial impact on performance of the catalytic sensors.
Despite the high interest in metal oxides as catalysts for catalytic combustion, metal oxide
materials have hardly been tested for use in catalytic gas sensors [32,33]. Although the
catalytic oxidation of target gases underlies the sensor’s response, the results of standard
catalyst studies using reactors cannot be easily transferred to catalytic gas sensors because
the catalysts are prepared for examination according to the requirements for the catalytic
bed reactors, e.g., by dilution with other components, pelletization, etc. [18]. Moreover, not
all available catalyst morphologies are suitable for application in sensors. For example,
hierarchical morphologies and micrometer-sized particles are not appropriate for sensors.
In addition, the thermal conductivity of the catalyst layer largely determines the thermal
response of the catalytic gas sensor. Therefore, the catalyst morphology is extremely impor-
tant for achieving optimal thermal conductivity, and potential catalysts for catalytic gas
sensors should be examined under appropriate conditions.

In the present work, we investigated the impact of the doping of CozO4 with Ni on the
catalyst’s morphology and catalytic response towards lean methane (1 vol%) along with
its short-term stability under 400 °C and 450 °C. Two pure CozO4 and two Ni-modified
cobalt oxide catalysts, i.e., NiyCosz_4Oy, with two different Ni to Co ratios (1:2 and 1:5),
were synthetized by co-precipitation techniques commonly used for the synthesis of pure
and heterogeneous metal oxide catalysts due to its simple preparation procedure and easy
scaling-up in industrial production [21,26,30]. The given Ni to Co ratios were chosen to
examine the effect of Ni quantity on the thermal response and stability of Co3zOy catalysts
because, according to literature, the catalysts with a 1:2 ratio showed mostly the highest
activity, and those with a 1:5 ratio had improved stability [16,28]. In the case of CozO4,
N or air was used during synthesis to obtain particles of different morphology according
to [16], which reported on the atmosphere having a key role in controlling the particle
morphology of NiyCoz_,Oy catalysts.

The thermal response of the catalysts was measured in the temperature range pertain-
ing to pellistor applications by means of differential scanning calorimetry (DSC). In DSC,
the thermal signal related to the heat evolved by methane oxidation is measured. Details
concerning the DSC method and the procedure adapted for catalysts examinations can
be found in our recent publication [34]. Previous investigations on one of the examined
catalysts (NiC0,O4) confirmed that DSC measurements can be used to check the catalytic
activity of potential catalysts for pellistors [35].

2. Materials and Methods

Pure (mCo304 and sCo304) and Ni-doped Co304 (NiCo,O4 with Ni:Co ratio of 1:2;
Nig 5Co02,504 with Ni:Co ratio of 1:5) catalysts were synthesized by the same precipitating
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procedure as described in [21]. mCo30, was synthesized in N, atmosphere, as reported
in the original publication, while sCozO4 was prepared in air. In the case of NiCoyO4
and Nip5Co, 504, Ny atmosphere was applied. Furthermore, a part of the Co precursor
was substituted by a Ni precursor (Ni(NO3), 6 HyO) in order to obtain the specific Ni:Co
ratio (1:2 or 1:5). The composition of the final NiCo, Oy catalyst was examined by energy
dispersive X-ray analysis. The mean Ni:Co ratio in NiCo,Oy4 corresponded to the ratio used
in the synthesis (1:2).

The mCo30, sample was synthesized by the following precipitating procedure:
Co(NO3); 6H,O (17.46 g; Carl Roth, Karlsruhe, Germany; >98%) was dissolved in 100 mL
deionized water at 23 °C. Then, a KOH solution (1 mol L1, 300 mL) was added under the
bubbling of nitrogen gas and continuous, strong stirring. A precipitate was collected and
washed three times with hot, deionized water (60 °C), followed by drying at 130 °C for
24 h. The obtained solid was ground to powder in a mortar and further calcined at 350 °C
in air for 24 h, forming the synthesized catalyst, which was denoted as mCo30j.

To examine the effect of calcination temperature on the catalytic activity, a part of
sCo304 was investigated directly after drying at 130 °C for 24 h (denoted as nc_sCo030y),
and a part was additionally calcined at 400 °C for 24 h (denoted as nc_sCozO4 24 h 400 °C).

A scanning transmission electron microscope (STEM) equipped with an in-lens sec-
ondary electron detector (SE) and an energy dispersive X-ray (EDX) detector (Hitachi
HF 5000, Hitachi, Tokyo, Japan) was used to visualize the morphology and to analyze
the composition of the catalysts. The SE detector gives access to surface information and
visualizes the surface topography of the sample. In the following, the images are described
as SE-STEM since the images were acquired in STEM mode, although the electrons are not
transmitting the sample.

Crystalline structure and phases of catalysts were checked by means of X-ray diffraction
(XRD) analyses (Empyrean, Malvern Panalytical Ltd., Malvern, UK) using Cu Ko radiation.

Differential scanning calorimetry (DSC) (STA 409 CD-QMS 403/5 SKIMMER, Netzsch,
Selb, Germany) was used to examine the thermal response of the catalysts to 1% methane in
dry air. The investigations using DSC can only be carried out method specifically in a dry
gas atmosphere. DSC is, in its principle, very similar to pellistor measurements. In DSC,
the temperature difference between the empty reference pan and the sample pan filled with
a powder is detected at increasing temperature (dynamic conditions) as an electrical signal
normalized to the sample weight (uV mgfl).

To investigate catalytic activity, the measurement procedure applied for standard
measurements was adapted [34]. In our experiments, the same procedure was used as for
testing the gas sensors. The temperature difference between sample and reference pan
was measured at isothermal conditions, when first, dry compressed air was introduced
into the system to record a baseline and then 1% methane (1 vol% CHy in synthetic air,
Air Liquide, Diisseldorf, Germany). At each temperature level, the baseline recorded
in air was set to zero [34]. Figure S1 (Supplementary Materials) shows an exemplary
DSC signal obtained for sCo30y catalyst upon exposure to 1% methane (orange bars) at a
predefined temperature program (red line). The height of the signal was considered for
catalyst characterization. The dynamic behavior, such as response or recovery time, was
not analyzed since it depends on the instrumentation or sensor used and does not provide
any valuable information in this case.

The measured DSC voltage corresponds to the heat produced during catalytic ox-
idation. The experiments were performed on 8 g catalyst using an aluminum pan at a
constant gas flow rate of 100 mL min~ 1. To investigate the thermal stability, samples were
held in compressed dry air containing 400 ppm CO; at 400 °C or 450 °C for 24 h and 12 h,
respectively. Air was chosen instead of synthetic air to achieve conditions more realistic for
sensor applications. The catalytic activity was measured before and after thermal treatment
of samples using the same temperature profile.
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lin. X-ray intensity [a.u.]

3. Results and Discussion
3.1. Structure and Morphology of Investigated Catalysts

The X-ray diffraction patterns of undoped and Ni-doped Co3zO4 oxides are shown
in Figure 1. The catalysts are fine crystalline with small crystallites or many defects in
crystallites, which is visible from the line broadening of XRD diffraction peaks. The main
peaks can be assigned to the cubic Co3O4 spinel structure (No. 04-025-8553). No peaks
related to Co(OH); or partially oxidized CoO(OH) were observed in the XRD patterns of
Co304 (Figure 1a), indicating the complete transformation of Co(OH), to CozO4. However,
XRD patterns of all catalysts contain some peaks, e.g., at 20 = 33.3°, 40.3°, 53.2°, and
58.4°, which cannot be assigned to any crystalline phase. No mentions of these additional
peaks were found in the literature, although the crystallinity of catalysts in the literature is
significantly higher. The patterns of mCo304 and sCo30y catalysts reveal minor variations
in the crystal structure apart from the peak at 2@ = 19.0° assigned to the (111) plane, which
is absent in mCo304. DRIFT and DFT calculations revealed that the (111)-plane of Co304
is responsible for the facile activation of the C-H bond and its high activity [18]. X-ray
diffraction of Ni-doped CozO4 oxides (Figure 1b) showed that both NiyCoz_,Oy catalysts
have the same spinel structure as Co3O4. That coincides with the results from Tao et al. [21],
who reported that NiyCoz_ Oy catalysts synthesized by co-precipitation with KOH exhibit
the same diffraction pattern as Co3Oy. This reveals the integration of Ni cations into the
crystallographic lattice of spinel CozO4. However, in contrast to the literature, some peaks
assigned to NiO ((200) at 20 = 43.3° and (220) at 2@ = 62.9°) were found in the NiCo,O4
catalyst. Additionally, the lattice planes (442), (533), and (622) of Co304 are not well formed
in NiCOzO4‘
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Figure 1. XRD patterns of (a) undoped mCo304 and sCo304 oxides as well as (b) Ni-doped oxides
NiCo,04 and Nij 5Co0, 504; the reference data are listed below.

The dried, non-calcined_sCo304 and calcined sCo304 oxides (Figure 2) exhibit similar
XRD patterns revealing that the conversion of Co(OH); into CozO4 was mostly completed
after catalyst drying at 130 °C. After calcination at 350 °C, only one additional peak appears
at 20 = 40.1°. Thus, most alterations happening during the calcination step concern the
catalyst surface, such as surface defects and oxygen species.

In Figure 3, the morphologies of Co3O4 and Ni-doped NiyCos_Oj catalysts are shown.
mCo304 and sCo304 demonstrate similar morphology with small differences. mCo304
(Figure 3a) reveals rather angular particles of irregular size and shape, while for sCo304
(Figure 3b), particles with sheet morphology are present in addition to small nanoparticles.
Moreover, mCo3Oy particles contain a high number of holes inside (Figure 4a,b), signifi-
cantly more than sCo3O4 particles (Figure 4c,d), as the comparison of the corresponding
HAADF-STEM images clearly shows. Thus, the morphological investigations indicate
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that mCo304 and sCo304 materials have different particle morphology and structure, so
differences in their interactions with reactants and heat transport are expected.
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Figure 2. XRD patterns of the dried and calcined sCo3O4 oxides in comparison; the reference data
are listed below.
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Figure 4. SE-STEM (a,c) and HAADF-STEM (b,d) images in comparison with mCo304 (a,b) and
sCo304 (c,d).

Both NixCoz_«Oy catalysts exhibit a hexagonal sheet morphology (Figure 3c,d), which
differs from the morphology of pure Co3zOy catalysts (Figure 3a,b). Such a morphology
is beneficial for the catalysis due to high macroporosity and better gas transport inside
the catalyst layer. However, the sheet’s quality of NiCo,Oy catalyst is very low. Moreover,
NiCo,0y4 (Figure 3c) reveals in addition to the defective hexagonal sheets an accumulation
of small particles and debris. A high number of diverse defects in the structure of NiCo,Oy4
is well visible in HAADF-STEM images (compare Figure 5a,b). In contrast to that, well-
formed nanoplatelets of hexagonal shape with a porous surface and holes inside can be
observed for Nig5Co, 504 (Figures 3d and 5¢,d).
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(d)

Figure 5. SE-STEM (a,c) and HAADF-STEM (b,d) images in comparison with NiCo,Oy (a,b) and
Nip5C02504 (¢,d).

The EDX analysis of mCo30O;4 (Figure 6a—c) and sCo304 (Figure 6d—f) catalysts shows
that the elemental distributions of Co and O coincides, and hence, no segregation was
observed. Moreover, no further elements were detected, excluding impurities.

Giectron Image |

(b)

CoKseries

(e) )

Figure 6. EDX analysis of Co3Oy catalysts: HAADF-STEM images of mCo30; (a) and sCo304 (d);
the corresponding elemental distribution maps of Co (b,e) and O (c,f) in respective metal-oxides.

EDX elemental mapping of NiCo,0y catalyst (Figure 7) demonstrates that Co and O
are distributed evenly throughout the nanoplates, whereas Ni is predominantly concen-
trated at the edge of the hexagonal plates as well as in the nanoparticles and debris. Less
nickel is found at the center of the hexagonal plates, revealing strongly pronounced phase
separation of Ni as NiO nanoparticles. The phase segregation of NiO and a high number
of debris indicate that an excess of Ni disrupts the Ni integration into the CozOy lattice.
The investigations reveal that NiCo,Oy4 contains a mixture of two metal oxides: the mixed
oxide NixCo3z_4O4 with variable Ni:Co content and the pure NiO.

164



Sensors 2024, 24, 2599

(d) (e)

Figure 7. EDX analysis of NiCo0,Oy catalyst: (a) HAADF-STEM image; (b) overlay of the elemental
distribution maps of Ni and Co; the elemental distribution maps of Co (c), Ni (d), and O (e).

EDX elemental mapping of Nip5Co, 504 oxide indicates that the distribution of Co, O,
and Ni is mainly uniform inside hexagonal plates (Figure 8). Thus, Ni is well integrated
into the structure of CozO4 oxide. Consequently, the application of a lower Ni:Co ratio
results in a doped spinel structure, i.e., NixCoz_xO4, with highly uniform morphology and
composition. However, for some particles, a slight inhomogeneous distribution of nickel in
the hexagonal plates is still observed.

Electron Image 2

EDS Layered Image 1

(@ (b)

Figure 8. Cont.
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Ni Kal

(d) (e

Figure 8. EDX analysis of Nij 5Cop 504 catalyst: (a) HAADE-STEM image; (b) overlay of the elemental
distribution maps of Ni and Co; the elemental distribution of Co (c), Ni (d), and O (e).

3.2. Characterization of Catalytic Response

Figure 9 shows the results of DSC measurements on the four catalysts obtained in
temperature range between 250 °C and 450 °C with 1 vol% methane. As expected, the DSC
voltage increases with higher temperature. At 250 °C and 300 °C, the DSC voltages were
comparably low for all catalysts (0.25-0.32 uV mg*1 at 300 °C), caused by the low activity of
metal oxide catalysts at such low temperatures. Only when the temperature increases above
300 °C does the difference in the catalyst activity become substantial. The Ni-modified
catalysts, namely NiCo,O4 and Nij 5Co, 504, exhibit clearly higher DSC signals than pure
mCo30y, particularly at 450 °C (3.3 uV mg~! vs. 2.7 uV mg 1), which is in agreement with
the literature reports about the higher activity of NixCoz_4Oy catalysts compared to pure
Co304 [16,27]. The differences in activity between NiCo,O4 and Nig 5C0, 504 are, however,
not significant. The higher Ni ratio in NiCo,O4 does not cause the expected increase in
catalytic activity. This can be explained by the segregation of NiO, which exhibits a much
lower activity than NiyCoz_xO4 and Co304 [16,28].
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Figure 9. Temperature-dependent DSC response of the four investigated catalysts to 1% CH,, with
error bars giving the standard deviation from three measurements.

Interestingly, sCo3Oy, precipitated in air, seems to slightly outperform the activity of
the Ni-modified oxides NiCo,O4 and Nip 5C0, 504 at all temperatures. The considerable
differences in response for mCo304 and sCo304 must be caused by their different mor-
phology and structure, as seen in Figures 3a,b and 4 [29,36]. Obviously, the high structural
defect density of mCozO; (Figure 2b) does not improve the catalytic activity of CozOy,
whereas the sheet morphology of sCo304 seems to have a positive impact on its activity. It
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DSC voltage [uV mg™]

is notable that sCo30, exhibits a higher variance in activity compared to mCo30O,, which
correlates with the variations in particle morphology observed for sCo30Oy.

Figure 10 shows the activity of the two Co3Oy catalysts before and after the treatment
in pressurized air at 400 and 450 °C for 24 and 12 h, respectively. mCo304 and sCo304
show either no or a slight decrease or even an increase in the DSC signal after the treatment,
revealing their stability under test conditions. The increase in the thermal response after
heat treatment can be explained by an improved contact between individual particles in
the layer, causing better thermal conductivity and thus better transfer of reaction heat to
thermopiles of the detector.
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Figure 10. Results of the stability investigations: temperature-dependent DSC response of two Co304
catalysts to 1% methane measured before and after treatment at 400 °C (a) and at 450 °C (b).

Regarding XRD and morphology investigations, it is likely that the significantly
improved thermal response of sCoz04 compared to mCo30y is caused by low defect
density and sheet morphology. It is also possible that the (111) lattice plane present in
sCo30;4 contributes to its improved catalytic activity compared to mCo30O;.

In contrast to Co304, NiC0,0O4 and Nig5Co, 504 (Figure 11) show a reduced DSC
signal as a result of the heat treatment. Particularly, the NiCo,Oy catalyst experiences a
considerable decrease in catalytic activity already after a short treatment at both tempera-
tures. The most pronounced decrease from 3.4 uV mg*1 t0 3.0 uV mg~! was observed for
NiCo,04 at 450 °C after treatment at 450 °C (Figure 11b). After thermal treatment at 400 °C
(Figure 11a), the DSC signal decrease is lower, although it still remains high (difference of
0.3 w1V mg ! at 400 °C). Nig5C0,504 demonstrated higher thermal stability than NiCo,Oy.
After thermal treatment at 400 °C (Figure 11a), the DSC signal difference for Nig5C0, 504
before and after treatment is twice as low (0.15 uV rng*1 at 400 °C). The highest decrease
in the DSC signal from 3.3 uV mg~! to 3.1 uV mg~! was also obtained at 450 °C after
treatment at 450 °C (Figure 11b). The high susceptibility of NiyCo3_O4 materials to high
temperatures agrees with earlier reports [27,28].

The fast deterioration of the initial activity in NiCo,O4 correlates with a strongly
pronounced NiO segregation and its defective structure (Figure 7). Nig 5Co, 504 contained
fewer structural defects and no NiO segregation (Figure 8) but showed a slightly inhomo-
geneous Ni distribution inside hexagonal plates. The latter one can affect the catalyst’s
stability at higher operation temperatures. This is because higher operation temperatures
usually promote further phase segregation, causing catalyst destabilization and decreasing
catalyst activity. Otherwise, the thermal stability of 2D materials may be limited com-
pared to nanoparticles [37]. It is conceivable that the stability of NiyCo3_,Oy catalysts
could be further improved when Ni ions are completely incorporated into the structure of
Co304. This could be achieved by using stabilizing additives or by applying alternative
synthesis methods.
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Figure 11. Results of the stability investigations: temperature-dependent DSC response of two NiyCoz_xOy4
catalysts to 1% methane measured before and after treatment at 400 °C (a) and at 450 °C (b).

In addition to the stability experiments performed at 400 °C and 450 °C, the impact of
the calcination on the catalyst activity was examined. The most active sCozO4 was chosen
for the examination. All investigated catalysts were dried at 130 °C and subsequently
calcined at 350 °C. To see the effect of calcination, sCozO4 was additionally examined
directly after drying without a calcination step (denoted as nc_sCo30Oj). For further com-
parison, non-calcined sCozO4 was then calcined at 400 °C for 24 h (denoted as nc_sCozOy4
24 h 400 °C). Figure 12 shows the temperature-dependent DSC signals of original sCo3Oy,
nc_sCo304, and nc_sCo30y4 for 24 h at 400 °C.

T T T T T
-354 _o $C0;0, x
zgi0d T nc_sCo,0, i

— --4-- nc_sCoz0, 24h 400°C

‘D55 ] 8

g2-25

2

=-204 4

()
[

S

B ~1.54 e

>

3 10

@ 1.0 i
-0.5 / 2

0ol 3/ |
T

T T T T
250 300 350 400 450
Temperature [°C]

Figure 12. Effect of calcination temperature on the temperature-dependent DSC signal to 1% methane,
demonstrated for sCo30y.

nc_sCoz0y revealed a considerably higher signal than sCo304, especially in the low-
temperature range between 250 °C and 350 °C. The DSC signal at 350 °C increased from
1.8 uV mg ! for nc_sCo304 to 1.2 uV mg ™! for sCo30,. The nc_sCozO4 sample calcined
at 400 °C showed comparable activity to the original sCo3O4. Such an effect of calcination
temperature on the activity of sCozO4 demonstrates that a CozOy4-based catalyst features
temperature-sensitive catalytic functionalities. Regarding the XRD investigations (Figure 2), it
is obvious that higher temperatures cause a lower amount of active surface oxygen present
on the surface of CozOy catalysts. Reduced surface oxygen as active species in the C-H
bond dissociation has a negative effect on the catalytic activity of Co3Oy at low operation
temperatures. Otherwise, catalyst calcination at temperatures higher than later operating
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References

temperatures is required to stabilize the structure of Co3Oj catalysts despite the associated
reduced activity [38]. Nevertheless, the optimal operation temperature for Co3O4-based
catalysts without precise metals is in the low-temperature range, below <350 °C.

The next step in the development of the metal-oxide catalysts for catalytic gas sensors
is the examination of metal-decorated Co3Oj catalysts. Metal oxides offer several advan-
tages over aluminum oxide as support material, such as stronger interactions with metal
nanoparticles. Thus, the advantages and disadvantages of such kind of catalysts should be
carefully examined.

4. Conclusions

In conclusion, the investigations of the thermal response of Ni-doped and undoped
Co304 metal oxides synthetized by co-precipitation towards 1% methane have shown that
Ni doping improves the catalytic response of Co3O4. However, control of the structure
and morphology of Co3O4 has a comparable impact on the activity and thermal response
compared to doping, as was shown using sCo30Oj4 catalyst with optimized morphology.
Moreover, the doping of the spinel structure of Co3O4 with nickel requires a balanced Ni:Co
ratio and highly controllable synthesis conditions to reduce or eliminate the appearance of
phase segregation, which is mainly responsible for the low thermal stability of NiyCoz_ Oy
catalysts. Because of its higher thermal stability, pure CozOy is preferable as a catalyst and
for further modification with precise metals, which are applied to increase catalyst activity
and sensor response at lower operation temperatures. Besides the detection of methane,
Co304-based materials are of special interest for the detection of hydrogen since hydrogen
can usually be detected at noticeably lower temperatures than hydrocarbons due to its
significantly higher reactivity.
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www.mdpi.com/article/10.3390/s24082599/s1, Figure S1: DSC signal of sCo30; catalyst measured in
the temperature range between 250 and 450 °C.
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Abstract: Thermal conductivity sensors face an omnipresent cross-influence through varying hu-
midity levels in real-life applications. We present the results of investigations on the influence of
humidity on a hydrogen thermal conductivity sensor and approaches for predicting the behavior
of thermal conductivity towards humidity. A literature search and comparison of different mixing
equations for binary gas mixtures were carried out. The theoretical results were compared with
experimental results from three different thermal conductivity sensors with mixtures of water vapor
in nitrogen. The mixing equations show a large discrepancy between each other. Some of the models
predict a continuously decreasing thermal conductivity and some predict an increasing thermal
conductivity for increasing levels of humidity. Our measurements indicate an increase in thermal
conductivity followed by a decrease after reaching a peak value. It is shown that the measured
behavior is reproducible with different sensors. Depending on the sensor, this corresponds to an
error up to 2 vol.% in the measured hydrogen value. The measured behavior is consistent with only
one of the three models. Compared to this model, our own sensor shows a maximum deviation of
1.4%. Mixing equations for gas mixtures must be chosen carefully, taking into consideration whether
mixing partners include polar or non-polar molecules. Some simplified mixing equations cannot be
used to calculate the thermal conductivity of water vapor in air or nitrogen.

Keywords: thermal conductivity; hydrogen; water vapor; humidity; cross-sensitivity; MEMS

1. Introduction

With increasing efforts being made to develop alternative drive systems, solutions
such as electric and fuel cell vehicles are shifting into focus. Hydrogen as a fuel is seen as
an important component of decarbonization in areas where electrification is not practical or
possible [1]. Germany, for example, even provides a national hydrogen strategy to support
achieving climate neutrality [2]. This development naturally leads to an increased interest
in sensing solutions for hydrogen. The presence of hydrogen in concentrations between
4 and 77 vol.% can lead to explosive gas mixtures. Hydrogen leakage sensors can be used
to avoid endangering passengers or bystanders in the event of leakages in a fuel cell vehicle.
Battery monitoring can be another application for this type of sensor. In the event of a
thermal runaway of a lithium-ion battery, various gases, including hydrogen, are released
from the battery. In a study with 51 batteries, the concentration of hydrogen among the
gases released was 22.27% on average [3]. That means hydrogen sensors can also be used
to detect a thermal runaway event.

We can find many measurement principles for hydrogen sensors. Thermal conductivity
is especially suited to hydrogen detection since the thermal conductivity of hydrogen is
seven times higher than air at room temperature. Electrochemical or catalytic sensors
may show higher sensitivities and a better selectivity towards hydrogen but also show
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drawbacks like a short lifetime and vulnerability to poisoning, respectively [4]. Applications
like leakage detection of hydrogen in a vehicle require a certain lifetime and stability
of the sensor which can be offered by a physical based measurement principle such as
thermal conductivity. In safety relevant applications, the impact of cross-influences such
as temperature, pressure and humidity also gain importance since they directly impact
the accuracy of the sensor. In this study, we focus on the impact of humidity on thermal
conductivity sensors. Humidity here corresponds to another gas in the gas mixture and
thus contributes to the overall thermal conductivity. Thermal conductivity is a non-selective
measurement principle as every material has its own thermal conductivity value. In the
context of hydrogen measurements, this can lead to a distortion of the sensor signal if the
proportion of humidity changes. Even if the hydrogen concentration remains constant,
the sensor signal can either increase or falsely decrease due to an increased proportion of
another gas, in this case moisture. This leads to problems, particularly in safety-relevant
applications, as either false-positive or false-negative results can be obtained. We have
investigated the influence of humidity theoretically and experimentally to determine the
potential error of hydrogen sensor readings due to humidity.

This theoretical study provided numerous approaches for calculating the thermal con-
ductivity of a gas mixture. With models for binary gas mixtures and models that have been
introduced specifically for gas mixtures of water vapor and air, a theoretical comparison
was carried out and then compared to experimental results. The available models use
different input parameters or fitting parameters. We could identify a large discrepancy
between those approaches. Most importantly, the expectation contradicted the measured
behavior. The thermal conductivity of water vapor is lower than the thermal conductivity
of dry air. Using a simple mixing equation based on the volumetric proportions of a gas
mixture, this would lead to a decrease in the thermal conductivity of the overall mixture.
It seems that many models cannot sufficiently describe the thermal conductivity of water
vapor and air mixtures. This mixture of a polar and a non-polar gas leads to the more
complex behavior of thermal conductivity due to the collision behavior of the molecules
and their degrees of freedom.

In this study, we compared common mixing equations with measurements of our
own thermal conductivity sensor for measuring hydrogen and compared them with other
commercially available thermal conductivity sensors. We investigated the influence of
humidity on different thermal conductivity sensors and evaluated whether common mixing
equations can be used to describe and predict the behavior of those sensors.

Therefore, we conducted gas measurements between 25 and 85 °C with humidity
variations between 0% and 95% relative humidity at atmospheric pressure. The results of
all sensors were compared to the available mixing models.

2. Materials and Methods
2.1. Theoretical Background

Thermal conductivity is a material property that describes the ability of a material to
conduct heat. Generally, the thermal conductivity of gases is very low compared to liquid
or solid materials. Thermal conductivity values are often only available for pure gases,
and data points for mixtures are limited. Since the target application requires measuring
different concentrations of hydrogen in air, the focus is on the resulting thermal conductivity
of a gas mixture. Measured values at a specific concentration, temperature, and pressure
are hard to find. Therefore, methods with which the thermal conductivity of gas mixtures
can be calculated are being sought.

In this study, two different gas mixtures were in focus, the target mixture of the
sensor being an air-hydrogen mixture in order to investigate the cross-influence of a water
vapor and air mixture. Both mixtures are considered binary gas mixtures in which air
represents one component of the mixture (constant composition). In the literature, we can
find different equations and approaches to estimating the thermal conductivity of binary
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gas mixtures. These equations are of varying complexity. We only concentrate on gas
mixing equations for binary gas mixtures.

Udoetok presents a simple approach using the molar ratios of the gases and their
corresponding thermal conductivity. The resulting thermal conductivity of the gas mixture
is directly dependent on the molar ratios of the components in the gas mixture. Udoetok
derives this from a model in which he considers thermal resistances and their parallel and
serial connection [5].

kakg

i = 03 sa

+0.5 % (xAkAerBkB) (1)
where ky;y is the resulting thermal conductivity of components A and B with their thermal
conductivities k 4 and kg, respectively. x4 and xp are the molar fraction of each component
in the mixture. This approach has already been investigated for binary gas mixtures of
rare gases in a study by Mathur, Tondon and Saxena [6]. Zhukov and Ptz consider this
approach for the calculation of a mixture of hydrogen and oxygen [7].

Mason and Saxena provide a general gas mixing equation which according to them is
derived from kinetic theory by well-defined approximations [8]. Additional to the molar
fractions and the thermal conductivities of the pure components, the molecular weights
and viscosities at the corresponding temperature are needed for calculating a resulting
thermal conductivity.
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The parameters G 4p and Gp4 are calculated using the viscosities 1 4 and yp and molar
masses M, and Mp for the gases A and B, respectively.
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This equation can be used for polyatomic gases in binary gas mixtures, but polar gases
are excluded in the study of Mason and Saxena. The factor v is an empirical factor and
defined as 1.065 for non-polar gas mixtures [8].

Tsilingiris proposed a gas mixing equation for gas mixtures containing air and water
vapor [9]. The base for this equation is the equation proposed by Mason and Saxena
as described above. Tsilingiris adapted the empirical factor and conducted subsequent
substitutions. He also added empirical equations to calculate the thermal conductivities
and viscosities for water vapor and air for different temperatures.
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With x, being the molar fraction of water vapor in air and the thermal conductivities
kqir and ky, of air and water vapor, respectively. The paramterers ¢z, and ¢y, can be obtained
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Melling et al. also proposed a model for calculating the thermal conductivity of a
gas mixture containing air and water vapor [10]. The model includes a set of empirical
equations to calculate the viscosities and thermal conductivities of air and water vapor at
a temperature range from 100 °C and 200 °C. The gas mixing equation was taken from
Mason and Saxena, but Melling et al. proposed a different empirical factor for this specific
gas mixture containing a polar and a non-polar gas. Thermal conductivity is calculated
using Equations (2)—(4), where the gases A and B represent air and water vapor, respectively.
They state that a 7y of 0.8 best fits the available measurement data.

Some of the presented models are based on the same original equation but use different
values for the parameter . Melling et al. state that the most suitable value for this parameter
is 0.8 for mixtures of polar and non-polar gases. Tsilingiris uses factor 1 for this polar and
non-polar gas mixture of water vapor and air. Tondon and Saxena generally suggest a
value of 0.85 for polar and non-polar gas mixtures [11]. Mason and Saxena use 1.065 in
their standard equation for binary gas mixtures containing only non-polar gases.

Tondon and Saxena compared different approaches for calculating the thermal con-
ductivity of polar and non-polar gas mixtures [11]. The conclusion of this study was that
all four methods lead to an adequate calculation of thermal conductivity values with an
error of around 2%. One method, which they call the approximate method, is the approach
by Mason and Saxena from Equation (2), which is also used by Melling et al. Another
approach among those investigated is the method by Lindsay and Bromley [12]. As they
could not identify a clearly superior approach, our comparison does not include any further
methods. The presented equations can be used for binary gas mixtures. Calculations of
multicomponent gas mixtures have been performed by Muckenfuss and Curtiss and with a
modification by Mason and Saxena [13,14].

Figure 1 presents a graphical comparison of the different mixing equations for a binary
gas mixture containing hydrogen in nitrogen (a) and water vapor in air (b). Nitrogen is used
as a substitute for air since air consists of 78 vol.% of nitrogen. Both mixing equations for
hydrogen show a linear behavior for the selected range from 0 to 2 vol.% of hydrogen. The
larger the hydrogen concentration, the larger the difference between both calculations. In
the case of the water vapor and air mixture, it is important to notice that all three equations
show a very different outcome. Since the thermal conductivity of water vapor is lower
than that of air, the equation by Udoetok leads to a decrease in the thermal conductivity
with an increasing molar fraction of water vapor. Tsilingiris also predicts a decrease in the
thermal conductivity for higher concentrations of water vapor but at a different slope than
Udoetok. A very different behavior is shown in the equation of Melling et al., where the
thermal conductivity of the water vapor—air mixture first increases, reaches a maximum,
and then decreases again.
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Figure 1. Comparison of the resulting thermal conductivity at 80 °C of gas mixtures containing
(a) hydrogen in nitrogen as calculated by Equation (1) from Udoetok and Equations (2)—~(4) from Mason
and Saxena and (b) water vapor in air as calculated by Equation (1) from Udoetok, Equations (5)-(7)
from Tsilingiris and Equations (2)—(4) using the empirical factor from Melling et al. [5,8-10].

2.2. Thermal Conductivity Sensors

The behavior of our MEMS-based thermal conductivity sensor towards humidity was
investigated. The MEMS structure has already been introduced by Emperhoff et al. [15].

The sensor structure will hereafter be referred to as the IFX sensor. It is based on a three-
layer structure wherein a structured silicon wafer is sandwiched between two structured
glass wafers. This stacking leads to two cavities with two silicon heaters each, which act as
heater and resistor. One cavity is hermetically sealed through the two glass wafers, whereas
the other cavity remains open with a gas inlet in the bottom wafer (Figure 2a). That means
two resistors are used as a reference in a constant atmosphere and the other two resistors
are exposed to gas changes. The resistors are connected as a Wheatstone bridge to allow a
stable and low-noise measurement of resistance changes (Figure 2b). The resistors are both
heaters and sensor elements. When a gas enters the open cavity, the thermal conductivity
of the gas changes. This leads to a temperature change at the heater, as it influences how
well the heat is dissipated. This causes a change in resistance, which can be measured via
the Wheatstone bridge.

Measurement
cavity

\ Si-resistor
A

Reference
cavity M1l M2 R1 R2

(@) (b)

Figure 2. (a) Schematic cross-section of the MEMS structure used, as presented in [15]. (b) Schematic
top view of the sensor as presented in [15]. The four resistors are connected as a Wheatstone bridge
where two of them (M1, M2) are in a measurement cavity and the other two (R1, R2) are in a closed

reference cavity.

Additionally, two commercially available sensors with which to compare the IFX
sensor were selected. These are the CO, sensor STC31 by Sensirion (Sensirion AG, Staefa,
Switzerland) and the H, sensor PGS1000 by Posifa Technologies (Posifa Technologies, San
Jose, CA, USA) [16,17]. All sensors are based on thermal conductivity as their measurement
principle. Figure 3 shows a schematic overview of the two reference sensors. Figure 3a
shows the structure of the Sensirion STC31 CO, sensor. It is assumed that a heater structure
in the middle is surrounded by two temperature-sensitive resistors at different distances
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from the heater. The PGS1000 hydrogen sensor consists of a heat source and a thermopile
on a membrane which are above a gas cavity/heat sink (Figure 3b).

I - S

) 11111

(a) (b)

Figure 3. Schematic layout of reference thermal conductivity sensors with (a) the Sensirion STC31 on
the left and (b) the Posifa Technologies PGS1000 on the right [16,17].

2.3. Gas Measuring Station

All measurements were conducted using the gas measurement setup shown in Figure 4.
The HovaCAL® (IAS GmbH, Oberursel, Germany) is a calibration gas generator and can
produce dry and defined humidified gas mixtures. The gas mixing unit is optimized for
hydrogen gas mixtures and provides highly accurate hydrogen-nitrogen mixtures. The water
dosage is administered via precise syringes and fed to the gas flow through an evaporator.

Climate chamber VT7010 Exhaust

Chamber 1 Chamber 2

Gas cabinet ===

S

HovaCAL®N 645-SP-H2-P PSOC MiniProg3 CY8C5888LTI-LP097

g o
1

Figure 4. Schematic overview of the utilized measurement setup consisting of a gas-mixing unit

(HovaCAL®) and a climate chamber containing two separate measurement chambers for the sensors
to be tested.

The preheated and humidified gas mixture is fed into the climate chamber via a heated
line to avoid condensation. Two separate measurement chambers containing the devices
under test are located within the climate chamber. Each chamber contains a temperature
and humidity reference sensor to measure the ambient conditions in close proximity to the
sensors. The Sensirion STC31 and the PGS1000 are placed in the first chamber. A humidity
and temperature reference sensor are included in the STC31 module. Both sensors can
be read out via an I2C bus. The communication is conducted with a PSOC MiniProg3
(Infineon Technologies AG, Neubiberg, Germany). The second chamber includes the IFX
sensor and a SHT4x relative humidity sensor (Sensirion AG, Staefa, Switzerland). The
IFX sensor is powered and read out via the Cypress microcontroller CY8C5888LTI-LP097
(Infineon Technologies AG, Neubiberg, Germany).

2.4. Measurement Methods

In this study, the behavior of thermal conductivity sensors towards humidity was inves-
tigated. To evaluate and compare the different thermal conductivity sensors, a calibration
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measurement with hydrogen in nitrogen was carried out first as all sensors deliver different
sensor outputs. The STC31 is a CO, sensor, and the output is given as a CO, concentration
in ppm. The PGS1000 is a hydrogen sensor which provides the hydrogen concentration as a
percentage. The IFX thermal conductivity sensor provides a raw voltage signal.

The measurements were conducted in two steps. First, a calibration measurement was
conducted using hydrogen in nitrogen with different concentrations. A humidity measurement
with increasing water vapor concentrations in nitrogen followed the calibration measurement.

The measurements were carried out with a total flow rate of 1500 mL/min and
repeated at different temperatures between 25 and 85 °C. The calibration measurement
uses nitrogen as carrier gas and adds hydrogen to receive the concentrations 0%, 1%,
and 2% of hydrogen. In the following measurements, the signal output of all sensors
is converted into a hydrogen concentration using the measured sensitivity to hydrogen
for each sensor at each temperature. Directly following the hydrogen measurement, the
humidity measurement was conducted. The water vapor concentration was increased
stepwise from 0 to 90% relative humidity.

The change in the original sensor output of each sensor is transformed into a hydrogen
concentration on the one hand and a change in the thermal conductivity value on the other
hand. Using the sensor sensitivity of the calibration measurement with hydrogen, all sensor
signals are converted into a hydrogen equivalent. The expected thermal conductivity of a
hydrogen-nitrogen mixture from 0 to 2 vol.% is calculated using the mixing equation by
Mason and Saxena with a y of 1.065, which, according to Zhukov and Pitz, is most suitable
for hydrogen mixtures [7]. The change in the sensor signal of the hydrogen equivalent is
then transformed into a corresponding change in thermal conductivity.

3. Results
Humidity Response

Two out of three of the presented models predicted a decrease in thermal conductivity
for increasing concentrations of water vapor. This means that there were large deviations
between the results of those equations. We investigated how our thermal conductivity
sensor behaved in actual measurement conditions. To verify the results, we not only tested
the IFX sensor but also tested sensors from other producers, using hydrogen—nitrogen
mixtures and water vapor—nitrogen mixtures. In the theory section, we saw that increasing
the share of hydrogen in nitrogen leads to an increase in the thermal conductivity of the
gas mixture. Within our measuring range, this behavior can be regarded as linear.

This means that according to two out of the three presented models, a signal change
in the other direction is expected for humid gas mixtures. To simplify the presentation of
the measurement results, the signals are displayed as hydrogen equivalents.

Initially, the IFX thermal conductivity sensor sample was measured alone to inves-
tigate the impact of humidity on the IFX sensor signal. Figure 5 shows the result of a
characterization at four different temperatures, with increasing humidity levels between
0 and 90% relative humidity. The sensor output is displayed as a hydrogen equivalent at
the respective temperature. The offset due to temperature changes is compensated. The
first thing to note is that the sensor responded with a positive hydrogen equivalent for in-
creasing levels of humidity. This indicates an increase in the thermal conductivity (contrary
to what some mixing equations predicted). Furthermore, as temperature increased, so did
the non-linearity of the sensor signal in response to the relative humidity. At some point,
this even led to a turning point at which the signal decreased again and dropped below a
0% hydrogen equivalent. The higher the temperature, the larger the maximum hydrogen
equivalent caused by the water vapor.

178



Sensors 2024, 24, 2697

H2 equivalent [vol.%]

—e—81.9°C

0 20 40 60 80 100
Relative humidity [%]

Figure 5. Humidity measurement of the IFX sensor at four different temperatures with increasing
humidity levels between 0 and 90% relative humidity.

Figure 6 shows the measurement data at 81.9 °C compared to the introduced models.
While comparing the models from the theory section with our measurement data, we can see
that only the model by Melling et al. showed an increase in the thermal conductivity with
increasing relative humidity [10]. The mixing equation of Udoetok and Tsilingiris resulted
in a decrease in the thermal conductivity of water vapor and air mixtures, as was intuitively
expected, since the thermal conductivity of water vapor is lower than that of air [5,9].

32

w
S

= Udoetok
Tsilingiris

A [MW/(m-K)]

N
[

Melling et al.
® IFXmeasured at 81.9 °C
24
0 10 20 30 40 50

Absolute humidity [vol.%)]

Figure 6. IFX sensor measurement compared to gas mixing equations from Udoetok, Tsilingiris and
Melling et al. for the thermal conductivity of water vapor in air at 81.9 °C [5,9,10].

To ensure that this result was not just a misleading measurement or fault caused by the
sensor system, the humidity measurement was repeated, and two external sensors based
on thermal conductivity were added to the measurement setup as described in Figure 4.
Those sensors are the STC31 CO; sensor by Sensirion and the PGS1000 H; sensor by Posifa
Technologies. The measurements were performed as described in Section 2.

Figure 7 shows the humidity measurements at four different temperatures. Mean
values for every measurement point are displayed for each sensor. The results are given as
hydrogen equivalents over the measured relative humidity. A polynomial curve of second
order is fitted through the measurement points. The first thing to notice is that the humidity
response parallels the hydrogen response for all three sensors. Second, the non-linearity
increases at larger temperatures. Third, all three sensors show the same general behavior
but with different magnitudes. The largest humidity response is shown by the STC31,
which reaches up to 2 vol.% of hydrogen. The IFX and PGS1000 are quite comparable,
especially at lower humidity levels, and show a maximum error between 1.1 and 1.2 vol.%
of hydrogen.
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Figure 7. Measurement with three different thermal conductivity sensors (IFX, STC31 and PGS1000)
at four different temperatures (a) 25.5-25.7 °C, (b) 59.7-60.7 °C, (c) 76.7-77.6 °C and (d) 82.8-83.6 °C,
with varying humidity from 0 to 95% relative humidity.

Figure 8 displays the change in thermal conductivity as calculated with the equation
from Melling et al. [10] Four different temperatures are displayed, depending on (a) the
relative humidity between 0% and 100% (temperature offset compensated). The general
behavior is quite comparable to what we see in the measurement results, with the two main
characteristics of an increasing thermal conductivity and an increasing non-linearity at
higher temperatures. Relative humidity results in a different absolute humidity at different
temperatures; Figure 8b displays the thermal conductivity of a water vapor in air mixture
depending on the absolute humidity in vol.%. The change in the thermal conductivity
depending on the absolute humidity almost shows a parabola. That means that the change
in thermal conductivity can be regarded as mostly dependent on the absolute humidity.
The relative humidity is converted to an absolute humidity using following approach:

Ps(t
AH = RH x D) ®)
Py
1 1
g 2
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Figure 8. Result of the mixing equation by Melling et al. displaying the change in thermal conductivity
of a water vapor—air mixture depending on (a) relative humidity and (b) absolute humidity in vol.%
at four different temperatures between 25 and 85 °C [10].

The absolute humidity AH in vol.% is calculated using the relative humidity RH in %, the
saturation vapor pressure Ps in mbar at the reference temperature f, and the reference pressure
Py in mbar. The saturation vapor pressure is calculated with the Goff-Gratch equation.
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Similar to the display of the model in Figure 8, Figure 9 shows the measurement results
depending on the absolute humidity to evaluate whether the sensor output is in fact also
mostly dependent on the absolute humidity share in air. We can see that the output seems
to match well in low humidity ranges. However, at higher humidities, the results at the
same absolute humidity but at different temperatures start to deviate. This applies to all
three sensors, albeit to different degrees.
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Figure 9. Result of the humidity measurement of the (a) IFX, (b) STC31, and (c¢) PG51000 thermal
conductivity sensors displayed as a hydrogen equivalent and depending on the absolute humidity in
vol.%, as calculated using Equation (8).

The same measurement data are transformed into a thermal conductivity value for a
direct comparison to the model by Melling et al. [10]. The equation by Mason and Saxena
is used to calculate a corresponding thermal conductivity change for a certain hydrogen
concentration. This can be used to convert the hydrogen equivalent of the humidity
measurements to an expected change in thermal conductivity. This delta is added to the
thermal conductivity of 100% of the carrier gas at the respective temperature. Figure 10
shows the result of this display for all three sensors. The increase in the humidity level in
the gas mixture seems to lead to an increase in thermal conductivity until the curve reaches
its maximum and the thermal conductivity decreases again. Generally, the model shows
the same behavior. A certain degree of uncertainty remains, particularly with the position
of the maximum value and the magnitude, which is different for each sensor.
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Figure 10. Thermal conductivity of water vapor and air mixtures at different temperatures as
calculated with the equation of Melling et al. [10] compared to the measurement results of the
(a) IFX, (b) STC31, and (c) PGS1000 thermal conductivity sensors. The results are displayed as a
corresponding thermal conductivity value.

To verify our measurement data, earlier measurement results by Gruess and Schmick
and Vargaftik [18,19], which were taken from Tsilingiris [9], were compared to measured
data from the IFX sensor as well as the presented mixing equations at a temperature of
80 °C (Figure 11). The IFX measurement was slightly above 80 °C with a temperature of
82.9 °C. The experimental data by Gruess and Schmick and Vargaftik are well in line with
our own results.
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Figure 11. IFX measurements at 82.8 °C and different mixing equations for the thermal conductivity
of water vapor in air at 80 °C compared to experimental data from Gruess and Schmick (1928) and
Vargaftik (1983) taken from Tsilingiris [5,9,10,18,19].

4. Discussion

The three models presented showed different thermal conductivities for water vapor
in air mixtures. Two of them are specifically for humid air mixtures. The third model is a
simple mixing equation based on molar ratios. Intuitively, water vapor should decrease the
thermal conductivity of the mixture since the thermal conductivity of pure water vapor
is lower than the thermal conductivity of dry air. As a polar molecule with hydrogen
bonds, water often behaves differently from other materials. During our measurements,
we observed an increase in thermal conductivity with increasing levels of humidity, similar
to what the mixing equation of Melling et al. indicated. At higher humidity levels, the
thermal conductivity decreased again. Tsilingiris, on the other hand, predicted a decrease
in thermal conductivity. The best alignment of experimental data with the models was
achieved with the mixing equation from Melling et al. In general, experimental data for
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gas mixtures of water vapor and air are scarce for the intended temperature and pressure
range. Experimental data were mostly cited from Gruess and Schmick and were taken from
Tsilingiris to compare them with our own results. Tsilingiris also provides experimental
data from Vargaftik. A deviation between experimental data and calculated values was
acknowledged, but the model functioned sufficiently well. The smallest deviation between
experimental and modeled data was found with the approach of Melling et al. [10]. This
applies both to our own measurement results and to earlier data from Gruess and Schmick
and Vargaftik which were taken from Tsilingiris [9,18,19]. When choosing a mixing equation
for the thermal conductivity of gas mixtures, it is important to be aware of the boundary
conditions. Mixtures of polar and non-polar gases cannot be predicted using simple
equations such as the one from Udoetok [5]. We were able to show that the thermal
conductivity of humid air first increases compared to dry air, although many publications
still state that it decreases continuously.

Two commercially available sensors were investigated and compared to experimental
results from our own sensor. All the investigated sensors are based on the measurement
of thermal conductivity. Thermal conductivity sensors consist of a heat source and a
temperature-sensing element which indicates changes in thermal conductivity through
measuring temperature changes. Those two components can be separate, as in the STC31
and the PGS1000, or combined, as in the IFX sensor. If hydrogen or humidity are present in
the vicinity of the sensing elements, the change in thermal conductivity causes a change in
the temperature of the sensor element. In the case of the IFX sensor, this resulted in a change
in resistance, which could be measured through the Wheatstone bridge. All three sensors
qualitatively showed the same behavior towards humidity. The IFX and PGS1000 were also
similar in the magnitude of the effect, which corresponded to 1.1 to 1.2 vol.% in hydrogen
measurement values. The STC31 showed the largest effect towards humidity, with an
equivalent of 2 vol.% in the hydrogen measurement value at maximum. The difference
in the signal level can partly be explained by different heater temperatures. When the
heater is activated, this creates a microclimate around the heater. This causes a temperature
gradient between heater temperature and ambient temperature. Thermal conductivity is a
temperature-dependent material property. The temperature gradient can be different for
different gases. This can lead to an altered ratio of the thermal conductivities of hydrogen
and water vapor. We assumed that the STC31 had the highest heater temperature compared
to the other two sensors.

The behavior of all three sensors towards humidity fit best to the model proposed by
Melling et al. [10]. The IFX, STC31, and PGS1000 showed a maximum error of 1.4%, 4.5%,
1.7%, respectively. There are several possible reasons for these deviations. The mixing
models represent only thermal conductivity. In our measurements, we must also consider
different types of temperature transport, which are always a combination of convection,
conductivity, and heat radiation. Forced convection should be at a minimal level because of
the sensors’ geometry and housing. Free convection, on the other hand, is present inside the
measurement cavities. Furthermore, we must differentiate between thermal conductivity
and thermal diffusivity. Thermal conductivity still contains the specific heat capacity and
density of the gas. Mixing models cannot contain the whole complexity of those factors,
especially since the extent of each factor varies with the sensor type and geometry.

5. Conclusions

In this paper, we investigated the impact of humidity on thermal conductivity sensors.
This included a search of the literature for different mixing equations for calculating
the thermal conductivity of binary gas mixtures and comparative measurements with
different thermal conductivity sensors. Out study of the literature did not provide a
clear result regarding the behavior of the thermal conductivity value for mixtures with
varying humidity. Different approaches provide different solutions. Some models predict
a continuous decrease and others an increase in thermal conductivity with increasing
humidity, which is followed by a decrease at very high absolute humidities. However,
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the measurement results of three different sensors show a behavior comparable to the
model of Melling et al. that indicates an increase followed by a decrease after thermal
conductivity reaches a maximum. In our measurements, the sensor signals caused by
humidity reached up to 2 vol.% in the hydrogen measurement value at maximum. The
behavior of all three sensors was comparable, even if they displayed different degrees of
change. Deviations between the experimental data of the three sensors and the model by
Melling et al. [10] range between 1.4% and 4.5%. Earlier measurements by Gruess and
Schmick or Vargaftik [18,19] are in line with these results. The behavior of the thermal
conductivity depending on humidity is also shown in a study by Kimura, who even uses
this behavior to measure the absolute humidity in air [20].

The results were compared with the identified mixing equations to evaluate whether
these equations can be used to predict the behavior of thermal conductivity sensors and
to show the actual behavior towards humidity for real-life applications. The thermal
conductivity of the gas mixture containing water vapor and air or nitrogen first increased
and then decreased again after it reached its maximum value. Simplified mixing models
cannot be used to describe this behavior. Mixing models must be adjusted to fit the present
gases, as in the approach by Melling et al., where the empirical factor of the equation by
Mason and Saxena was adapted to a gas mixture containing water vapor and air [8,10].

More actual thermal conductivity measurements would be helpful for a more accurate
adaption of the mixing equation to water vapor-air mixtures as the available experimental
data are still limited in lower temperature and pressure ranges, as investigated in this study.
Especially for measurements with the investigated sensors, we must also consider the
microclimate of the heater structures, as the actual temperature around the heater does not
correspond to the measured temperature and leads to a gradient surrounding the heater.
Furthermore, measurements with the available sensors are not only influenced by thermal
conductivity but could also include other types of temperature transport such as convection
and heat radiation or sensor-specific characteristics and dynamic behaviors. The proposed
gas mixing models cannot cover the whole complexity of those factors.

The results herein will help the implementation of thermal conductivity sensors in
real-life applications. Thermal conductivity is mostly dependent on absolute humidity
if it is temperature-compensated. It can be used as a simple way of compensating for
humidity. We have shown that the observed behavior of our thermal conductivity sensor
towards humidity is a general phenomenon that can be reproduced with other sensors
and previous measurement data from other authors, even if some models still suggest a
different behavior. Further investigations are planned to find adequate ways to improve
models for sensor applications and to implement methods of compensating for humidity.
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Abstract: This paper presents the design, development, and validation of a novel e-textile leg sleeve
for non-invasive Surface Electromyography (sSEMG) monitoring. This wearable device incorporates
e-textile sensors for sEMG signal acquisition from the lower limb muscles, specifically the anterior
tibialis and lateral gastrocnemius. Validation was conducted by performing a comparative study
with eleven healthy volunteers to evaluate the performance of the e-textile sleeve in acquiring sSEMG
signals compared to traditional Ag/AgCl electrodes. The results demonstrated strong agreement
between the e-textile and conventional methods in measuring descriptive metrics of the signals,
including area, power, mean, and root mean square. The paired data t-test did not reveal any
statistically significant differences, and the Bland—Altman analysis indicated negligible bias between
the measures recorded using the two methods. In addition, this study evaluated the wearability and
comfort of the e-textile sleeve using the Comfort Rating Scale (CRS). Overall, the scores confirmed
that the proposed device is highly wearable and comfortable, highlighting its suitability for everyday
use in patient care.

Keywords: e-textile; textile-based electrode; surface electromyography; EMG; wearable sensors;
comfort rating scale; comfort assessment

1. Introduction

Technological advancements have transformed the healthcare sector, with wearable
technologies emerging as a key component of patient monitoring and health manage-
ment [1,2]. These wearable devices, characterised by their constant connectivity, comfort,
and discreet integration into daily life, are rapidly becoming indispensable tools in medi-
cal diagnostics and therapy [3,4]. The evolution from simple step counting to advanced
monitoring of vital signs such as blood pressure and potential arrhythmias underscores the
growing ability of wearable technologies to seamlessly integrate into our daily lives while
improving access to healthcare and disease prevention [5]. The integration of wearable
technologies extends from sports medicine, as demonstrated by Skazalski et al. [1], who
used wearable devices to monitor the jumping load in elite volleyball players, to extreme
conditions, where Chen et al. [2] developed methods to detect heat stroke. Similarly, Dooley
et al. [6] compared and validated key consumer devices for measuring exercise intensity,
highlighting the role of wearable devices in fitness and health tracking.
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The use of wearable devices in healthcare, such as smartwatches, electronic bracelets,
and sensor-embedded garments, represents a move towards patient-centred care. These de-
vices enable real-time monitoring of crucial health metrics such as heart rate, blood pressure,
and body temperature, facilitating immediate medical intervention when necessary [3,7].

Outstanding research has highlighted the potential of wearable technologies in the
medical field, particularly their application in continuous health monitoring and disease
prevention [8]. Wearable devices offer a unique combination of convenience, real-time data
analysis, and personalisation of medical treatments, thereby revolutionising patient care
and disease management.

However, a major challenge in the field of wearable technology is the integration of sen-
sors with everyday clothing to improve usability and comfort. This challenge has led to the
development of Electronic Textiles (e-textiles) or Smart Textiles which seamlessly integrate
electronic components into textile materials and use innovative materials such as graphene
to demonstrate the effectiveness of e-textiles in continuous health monitoring [9-11]. De-
spite their potential, challenges related to signal distortion and reduced stability with
repeated washing remain critical issues to be addressed, highlighting the need for further
advances in the field [12]. E-textiles represent a groundbreaking advancement, as they react
and adapt to environmental stimuli through the integration of smart materials into their
structure. This innovation presents several advantages over traditional electronic devices,
including direct contact with the skin, flexibility and adaptability to the human body’s
contours, and cost-effectiveness thanks to reusability and washability that is comparable
regular clothing [8].

Recent studies, such as the systematic review of e-textiles in biomedical applications
by Cesarelli et al., have highlighted the role of wearable biosensors and fabric-based devices
in health monitoring and disease management, offering new paradigms in patient care [13].
Their comprehensive review illustrates the various applications and potentialities of e-
textiles in various medical settings, reinforcing the importance of these technologies in
improving patient comfort and autonomy in health management. However, the same
review identified a common limitation regarding the small study populations used to
test these novel devices. Typically, devices are tested on a single volunteer. This is likely
correlated with the other relevant issue, which concerns the early stage of development of
the technologies presented in the literature thus far.

sEMG is of great importance due to its wide range of applications and benefits. Among
other interesting applications, during biomechanical analysis of movements and practical
rehabilitation it can provide a simple and objective quantitative assessment of muscle
function with high information content [14-16]. sSEMG has emerged as a suitable application
of e-textile technology considering the need to detect the muscle action potentials with
electrodes directly on the skin [17]. However, the main challenge remains developing
electrodes and devices that are accurate and reliable while also being comfortable and easy
for patients to use. Recently, attention has shifted towards the use of flexible materials
and conductive fabrics, which promise to overcome many of the limitations of traditional
electrodes. Recent studies have explored the use of non-invasive flexible electrodes for
sEMG acquisition, exploiting designs inspired by biological structures to improve adhesion
and reduce interference during signal acquisition [18]. For example, the creation of adhesive
microstructures on the surface of electrodes, inspired by natural mechanisms such as tree
roots or marine organisms, has been shown to significantly improve both the adhesion
and extension capability of electrodes. Another significant area of research concerns the
use of conductive fabrics such as Conductive Composite Silicone Material (CCSM), which
have demonstrated superior performance compared to screen-printed materials in terms of
durability and resistance to deformation during use [19]. Conductive plating on flexible
fabrics offers an interesting alternative, with a conductive coating on each individual fibre
of the fabric to improve strength and flexibility.

In addition to these innovations in materials and fabrication techniques, it is crucial
to consider the integration of these advances with wearable devices that can be easily
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adopted by users. This approach requires a focus on functionality and reliability as well as
on ergonomics and user comfort, aspects that are crucial to ensure the wide adoption and
sustained use of these devices.

In this context, several approaches to creating prototype e-textile devices have been
identified in the literature. For instance, Ohiri et al. [19] proposed a modular suit designed
to extensively measure muscle activity, with sensors on key muscle groups such as the torso,
arms, legs, and back. Similarly, Goncu-Berk et al. [20] developed prototype t-shirts with
varying sleeve lengths made of stretch polyester knit fabric and e-textile electrodes sewn
with conductive thread. Alizadeh-Meghrazi et al. [21] proposed a sleeve covering the entire
forearm that integrates knitted textile electrodes using conductive silicone rubber-based
filaments. Ozturk and Yapici [22,23] analysed the performance of wearable graphene-
based electrodes in monitoring the muscular activity the upper and lower limbs, showing
acceptable Signal to Noise Ratio (SNR) values. Similar results regarding graphene-based
electrodes were obtained by Awan et al. [24] in a cohort of eight healthy controls. Other
studies have explored different structures and materials for textile electrodes, as shown by
Katherine Le et al. [25], who analysed the effect of different types of conductive pastes and
textile electrode structures on biopotential monitoring performance. Furthermore, Milad
Alizadeh-Meghrazi et al. [26] examined the importance of skin—electrode impedance and
embroidery technique in the effectiveness of sSEMG textile electrodes. A different approach
was followed by Choudry et al. [27], who used flexible conductive threads stitched on
fabric to design textile-based piezoresistive sensors embedded inside a garment to measure
muscle activity based on the small pressure changes exerted by muscles. These different
approaches highlight the continuing innovation in the design and application of e-textiles,
as further demonstrated by the previously mentioned systematic literature review [13]
highlighting the expanding scope and capabilities of e-textiles in the biomedical field.

Furthermore, a topic of debate in scientific discussions concerns the size of the elec-
trodes. Kim et al. [28] reported that electrodes with diameters of 20 and 30 mm outper-
formed those with smaller dimensions in terms of SNR and baseline noise. This finding
is consistent with other studies that have shown lower electrode-skin impedance and
better sSEMG signal quality for electrodes with a larger surface area [29-32]. Despite these
advantages, it is important to consider that increasing the size and thereby reducing
the inter-electrode distance can lead to an increase in sSEMG cross-talk and production
complexity. The device presented in this work embeds small-diameter (10 mm) circular
electrodes with increased skin contact pressure to overcome this issue. In fact, the studies
by Kim et al. [28] and Taji et al. [33] suggest that increasing the clothing pressure on skin
can lead to better performance with smaller electrodes. An increased contact area can
be achieved by adjusting the tightness of the clothing using arm or leg sleeves [29] or by
inserting pads or foams of various thicknesses between the electrodes and the substrate
fabrics [34,35]. We considered both the solutions to improve the pressure on the electrodes;
the proposed device is an adjustable sleeve made of elastic fabric, and the electrodes are
located on foams fixed on the substrate fabric. On the other hand, excessive increases in the
pressure of the device on the body district can cause discomfort and pain in the wearer, as
reported by An et al. [29]. Therefore, in this study we assessed the wearability and comfort
levels of the device by means of the Comfort Rating Scale.

The focus of this manuscript is on the development and validation of a novel wearable
device, specifically, a textile leg sleeve with e-textile embedded sensors for sEMG. The
proposed textile sleeve aims to provide a non-invasive, comfortable, and efficient tool to
capture sEMG signals from specific muscles of the lower limb during gait in order to con-
tribute to improved patient care and monitoring [17,36]. The SEMG sleeve is developed for
integration into an ankle—foot orthotic device for patients with ankle dorsiflexion deficits.
These supports have positive effects on walking [37]; however, it is of interest to assess the
function of the muscles involved (i.e., the anterior tibialis and lateral gastrocnemius), which
are the principal muscles responsible for foot dorsiflexion. Analysis of their activity, partic-
ularly during walking, can help to to improve biomechanical modeling of walking with
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the aim of diagnosing and monitoring clinical conditions [38]. This manuscript provides a
comprehensive analysis, beginning with the design requirements and specifications of the
e-textile band, followed by the fabrication process of the e-textile sleeve. Insight into the
validation of the device using statistical methods on a study population of eleven healthy
volunteers is presented, and the results of the study are reported and discussed with refer-
ence to the present scientific literature. This research aims to demonstrate the feasibility
and effectiveness of wearable devices based on e-textiles in medical diagnostics and patient
monitoring, which could pave the way for future innovations in healthcare technology.

2. Materials and Methods
2.1. Textile Sleeve for sSEMG

The wearable device for acquiring sSEMG signals is represented by an adjustable sleeve
with removable e-textile electrodes, designed to create an adaptable device for various
leg sizes that can be washed and reused. The electrodes for detecting sSEMG signals are
connected at specific points on the elastic sleeve, which is worn below the knee to capture
signals from the anterior tibial and lateral gastrocnemius muscles.

The device is made of elastic fabric with a rectangular structure. The short ends are
closed on themselves with an adjustable hook closure. This allows for sleeve adjustment
and perfect adherence to various calf sizes. The initial structure is a rectangle measuring
300 mm in length and 240 mm in width, which is then folded and sewn onto itself to
achieve a rectangle measuring 300 mm in length and 120 mm in width. Hook closures are
then sewn onto the lateral edges of this rectangle. Regarding the outer side of the sleeve,
six clips with a diameter of 13 mm are sewn for connection to the acquisition system. These
clips are of the same size as those on standard Ag/AgCl electrodes used for biosignal
collection, ensuring compatibility with sEMG acquisition systems.

For the inner side, which adheres to the calf, six clips with a diameter of 15 mm are
sewn, onto which removable electrodes are applied. The electrode placement follows
the Surface Electromyography for the Non-Invasive Assessment of Muscles (SENIAM)
guidelines for sEMG detection of the anterior tibial and lateral gastrocnemius muscles [39].
The clips on the inner and outer sides of the sleeve are electrically connected to establish a
connection between the electrode and the acquisition system.

Four removable electrodes with a diameter of 10 mm are used for acquiring the
electromyography (EMG) signal from the two muscles of interest, along with two reference
removable electrodes with a larger diameter (15 mm). The textile electrodes are made from
Silver Fiber Knitted Fabric (Suzhou Yu Gao Radiation Protection Technology Co., Ltd.,
Suzhou, China), a conductive knitted fabric with a resistance of less than 1 Q) per foot in any
direction across the fabric, and are wrapped in a soft non-conductive thickness to improve
adhesion to the skin, then sewn onto a clip (Figure 1). This design allows for the electrodes
to be removed when the acquisition is complete, allowing the sleeve to be washed.

1

1 | CONDUCTIVE FABRIC

2 | SOFT NON-CONDUCTIVE THICKNESS

0

~

Figure 1. The textile electrode consists of three elements: a textile fabric placed on a non-conductive

p

pad and then sewn to a metal clip.
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2.2. Experimental Setup

The study involved eleven healthy volunteers (eight women and three men, age
25.7 + 1.7, height 168.3 £ 5.9 cm, weight 62.2 & 5.9 kg) and evaluated the performance of
the e-textile sleeve for sSEMG in comparison to Ag/AgCl electrodes. The evaluation was
performed by comparing the performance of the two types of electrodes in detecting sSEMG
signal characteristics during Maximal Voluntary Isometric Contraction (MVIC) of the lower
limb muscles considered in the analysis. MVICs are commonly used, as they allow for
comparison of muscle activity levels across muscles, tasks, and individuals while limiting
the inhomogeneity due to intrinsic and extrinsic factors [40].

Each volunteer performed two measurement sessions, one with the textile sleeve and
one with the standard electrodes, in random order to avoid ordering effects on the results.
The session protocol involved the subject performing five MVICs, each lasting 5 s, with
a rest of 30 s between contractions [40]. Specifically, EMG signals from the two target
muscles, namely, the anterior tibialis and lateral gastrocnemius, were recorded separately.
The acquisition was conducted with the assistance of a timer. When the timer was started,
the subject remained in the resting position for 30 s. After the rest period, a start signal was
given to the subject, who performed the task and the maximum isometric contraction for 5 s.
Subsequently, the subject returned to the resting position and the protocol was repeated in
the same manner for five cycles. For acquisition of the EMG signal from the anterior tibialis
(Figure 2), the subject was seated and supported the leg, with the ankle joint in dorsiflexion
and the foot in eversion without extension of the big toe (sensor locations: tibialis anterior;
see the SENIAM guidelines). The MVIC of the lateral gastrocnemius (Figure 3) was obtained
with the subject assuming an upright unipodal position, with the knee fully extended (0°)
and the ankle in maximum plantar flexion [40]. Participants repeated the protocol with
both limbs. Three out eleven participants had minor impairments of the left leg which
affected the correct performance of the tasks. The total number of trials analysed was 19.

@ (b)

Figure 2. Experimental setup for acquisition of anterior tibialis EMG signal by (a) band with e-textile

electrodes and (b) conventional pre-gelled electrodes.
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(b)

Figure 3. Experimental setup for acquisition of lateral gastrocnemius EMG signal by (a) band with

e-textile electrodes and (b) conventional pre-gelled electrodes.

2.3. EMG Acquisition and Feature Extraction

EMG data were collected using the assembled EMG Sensor BlTalino (r)evolution BLE
system (PLUX Wireless Biosignals S.A., Lisbon, Portugal) designed for real-time physio-
logical data recording together with the OpenSignals (r)evolution software (public build
2022-05-16). The system was used both in connection to the novel wearable sleeve with e-
textile electrodes and with standard Ag/AgCl electrodes for surface EMG in order to fix the
acquisition protocol and focus on the differences between standard and textile electrodes.
Figure 4 schematically illustrates the connection setup employed during the acquisition
with the textile sleeve. The plug-in textile electrodes are attached to the internal side of the
unit, while the conductive clips on the outer side are connected to the BITalino unit through
a standard electrode cable. EMG signals are wirelessly transmitted to a personal computer,
where they are stored and processed. Two muscles of particular interest were studied,
namely, the anterior tibialis and lateral gastrocnemius. These muscles play a crucial role
in human locomotion, being the major muscles responsible for foot dorsiflexion [41-43].
The muscles on the right side were monitored, as the participants were all right-handed.
Electrodes were placed on these muscles following SENIAM recommendations [39]. EMG
signals were processed in MATLAB R2023a (Mathworks Inc., Natick, MA, USA) to extract
quantitative metrics estimating muscle fatigue exerted during the tasks. The parameters
describing the EMG signals considered in this analysis are as follows: area of the signal,
power of the signal, mean value, and Root Mean Square (RMS). These quantitative metrics
were extracted from the rectified signal during the 5 s contraction windows and then
averaged over a trial.

2.4. Statistical Analysis

In this study, a statistical analysis was conducted to compare the performances of
the e-textile electrodes with the reference pre-gelled Ag/AgCl electrodes for sEMG signal
acquisition. To assess whether a statistically significant difference existed between the
signals acquired with the two methods, either the paired f-test or its non-parametric form,
the Wilcoxon Mann-Whitney test, was applied according to the results of the Shapiro-Wilk
test for normality of the data.

In addition, the Bland—Altman method was used to assess the agreement between the
two measurement techniques. This is the most popular method for measuring agreement
between two measurement systems [44]. It plots the differences between the two sets of
measurements against their averages, allowing for identification of the bias (the mean
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difference) and the Limits of Agreement (LoA), calculated as the bias +1.96 times the
standard deviation of the differences [45,46]. If the differences between methods do not
have a normal and/or symmetric distribution, then the LoAs are considered to be between
the 2.5% and 97.5% percentiles. The Bland—-Altman plot additionally helps to visualize any
proportional or constant systematic error and to identify patterns or anomalies in the data.
Significant statistical errors are said to be present if the LoA of bias does not contain any
zero values. Bland and Altman suggested that the agreement between the methods being
tested should be accepted if this interval contains a zero value [45]. These statistical tools
provided a comprehensive framework for comparing the performance of the two types of
electrodes used in this study, facilitating an understanding of their relative effectiveness
in EMG signal acquisition. Statistical analyses were performed using R, version 4.0.3 (R
Foundation, Vienna, Austria).

|
o ®)

Computer

Plug-in Textile
Electrode

(4

Control Unit

4

EMG Electrode
Cable
Figure 4. Smart textile sleeve: the upper part shows the internal view of the textile electrodes, while
the lower part shows the external view connected to the acquisition system.

3. Results

Analysis of the agreement between the two measurement methods was addressed by
performing the statistical tests described above. Table 1 shows all of the metrics describing
the data. Descriptive statistics, i.e., the mean values and standard deviation, are provided
for each parameter, each muscle, and each measurement system. The results of the statistical
tests, i.e., the normality test and t-test for paired data, are indicated in terms of p-value. The
level of significance was set to 0.05, with p-values higher than the threshold considered to be
not significant (ns in the table). Paired t-tests were run in parametric or non-parametric form
after obtaining the results of the normality test. The hypothesis of no difference between
the systems was tested, with p-values lower than the statistical threshold suggesting
the rejection of agreement between the systems and p-values higher than the level of
significance meaning that the differences are not statistically significant and are the result
of random measurement errors.

The same table shows the descriptive numerical values derived from the Bland-
Altman analysis. The bias represents the average of the differences between the measures
calculated by the systems, and is provided with the values of the LoA. In the graphs in
Figures 5 and 6, the bias is shown by solid red lines; the dashed red lines represent the corre-
sponding confidence intervals. The LoA values reported in the table are shown in the graph-
ical representations as dashed black lines. They are estimated as the 2.5 and 97.5 percentiles
of the differences, as the differences do not have a symmetrical Gaussian distribution.

The results indicate general agreement for all of the analysed muscle parameters.
Statistical tests for paired data did not detect a significant difference between the measure-
ments extracted from the sSEMG signals of the lower limb muscles during walking with the
two measurement methods. The Bland-Altman plot shows substantial agreement between
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the systems, as both the confidence interval and the LoA of the bias contain zeros for all
analysed parameters. The recorded differences in the extracted metrics from the signals ac-
quired from the tibialis anterior muscle are lower than those from the lateral gastrocnemius.
The recorded biases are always less than 7% of the mean parameter value for the tibialis
anterior muscle and less than 12% for the gastrocnemius lateralis muscle. However, the
amplitude ranges are narrower for the latter muscle than for the former. All of the biases
have negative values, indicating that the signals recorded with the textile electrodes present
higher magnitude and that the extracted parameters are slightly overestimated compared
to those recorded with standard electrodes.

Table 1. Descriptive statistics of the datasets and results of the statistical tests and analyses.

Area (mV ms) Anterior Tibialis

Lateral Gastrocnemius

Textile Sleeve Ag/AgCl Electrodes Textile Sleeve Ag/AgCl Electrodes
Meanz SD 198 £ 90 195+ 76 205 + 100 190 + 76
Paired t-test 0.314 ns 0.186 ns
Bias —3.27 —14.9
Lower LoA —87.5 —92.8
Upper LoA 138 69.2
Power (mV ms) Anterior Tibialis Lateral Gastrocnemius
Textile Sleeve Ag/AgCl Electrodes Textile Sleeve Ag/AgCl Electrodes
Mean + SD 1.88-10%* £1.48-10* 1.76-10*£1.26-10* 2.01-10*£1.95-10* 1.68-10* +£1.28-10*
Paired t-test 0.184 ns 0.134 ns
Bias -1.17-10% -1.92-10%
Lower LoA -1.80-10% —~1.37-10*
Upper LoA 2.45-10° 9.00 - 10°
Mean (mV) Anterior Tibialis Lateral Gastrocnemius
Textile Sleeve Ag/AgCl Electrodes Textile Sleeve Ag/AgCl Electrodes
Mean + SD 39.7 £18.1 39.1+153 41.1+£20.1 38.1+152
Paired f-test 0.314 ns 0.185 ns
Bias —0.649 —3.00
Lower LoA —-17.5 —185
Upper LoA 27.6 13.9
RMS (mV) Anterior Tibialis Lateral Gastrocnemius
Textile Sleeve Ag/AgCl Electrodes Textile Sleeve Ag/AgCl Electrodes
Mean + SD 55.54+25.3 54.8+21.5 57 £28 52.8+22.3
Paired t-test 0.334 ns 0.179 ns
Bias —0.727 —4.27
Lower LoA —24.4 —-239
Upper LoA 40.7 20.3
Tibialis
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Figure 5. Cont.
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Figure 5. Bland-Altman Plots for parameters related to the Tibialis muscle: (a) Area; (b) Power;

(c) Mean and (d) RMS parameters.
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Figure 6. Bland—Altman plots for parameters related to the gastrocnemius muscle: (a) area; (b) power;

(c) mean; (d) RMS parameters.

194

(Standard + Textile)/2 (mV)

(d)



Sensors 2024, 24, 2763

Comfort Assessment

In addition to validating technical performance, we conducted a wearability and
comfort assessment to evaluate the system’s acceptance by end users and identify areas for
design improvement.

Evaluating a device’s wearability is a multidimensional analysis, as wearable devices
can affect the wearer in various ways. When considering the effects of wearing something,
it is important to take comfort into account. The level of comfort can be influenced by
various factors, including the size and weight of the device, its impact on movement, and
any discomfort it may cause.

Knight and Baber (2005) proposed that comfort should be measured across multiple di-
mensions, including psychological responses such as embarrassment or anxiety in addition
to physical factors. To achieve this, they developed the CRS [47].

The CRS offer a convenient tool for evaluating the comfort of wearable devices. The
CRS aims to provide a comprehensive assessment of the wearer’s comfort status by measur-
ing comfort across six dimensions, as described in Table 2. To rate perceptions of comfort,
the scorer indicates their level of agreement with the statements in the ‘description” column
of Table 2 on a scale from 0 (low) to 20 (high). The scores are interpreted based on the
five Wearability Levels (WLs) proposed by Knight et al. (2006) [48], which are obtained
by dividing the scales into equal parts. The meaning of each level is shown in Table 3.
According to Knight and Baber (2005), the range used in their study was considered large
enough to elicit a variety of responses that could be analysed in detail [47]. The participants
in our study were invited to complete the CRS and provide their judgments. All subjects
were guided by the same interviewer using standardised instructions. Figure 7 shows the
scores assigned for each field by the subjects involved in our study.

Table 2. Description of CRS fields and results.

Title Description Mean  Std.

. I am worried about how I look when I wear this device. I
Emotion . R 391 3.08
feel tense or on edge because I am wearing the device.

I can feel the device on my body. I can feel the device

Attachment . 4.09 2.70
moving.

Harm The device is causing me some harm. The device is painful 200 205
to wear.

Perceived change Wearing the (.:lev1ce makt.es me feel physically different. I feel 307 241
strange wearing the device.

Movement The f:ievme affects the way I move. The device inhibits or 409 274
restricts my movement.

Anxiety I do not feel secure wearing the device. 0.364 0.674

Table 3. Wearability levels for interpretation of CRS scores.

Wearability Level CRS Score Outcome

WL1 04 System is wearable
System is wearable, but changes may be necessary,

WL2 8 further investigation is needed

WL3 9-12 System is wearable, but changes are advised, uncomfortable

WL4 13-16 System is not wearable, fatiguing, very uncomfortable

WL5 17-20 System is not wearable, extremely stressful, and potentially
harmful

195



Sensors 2024, 24, 2763

CRS Score

Score
]

i - i

Anxiety Attachment Emotion Harm Movement  Perceived Change

Figure 7. Distribution of CRS scores provided by users.

The evaluation was conducted on a small sample of eleven individuals; therefore, these
results should be considered preliminary. Table 2 reports the mean value and standard
deviation of the scores. All of the fields were in the range of WL1, indicating that the
system is wearable and changes are not required. The highest values are for attachment
and movement (4.09); however this could be attributed to the wired electronic device
for acquisition rather than the textile sleeve, which the users may have perceived as an
embedded part of the device. Lower values were registered for the subjective perception
of emotion and perceived change (3.91 and and 3.27, respectively). Subjects reported no
discomfort or pain related to the use of the device (harm score 2.00). The lowest value was
for anxiety (0.364), with all of the subjects indicating they felt safe using the device. The
overall results confirm the high wearability and comfort of the proposed device, despite
its being a prototype with low production costs. In order to better identify the device’s
wearability level and ways to improve it, future analysis will aim to assess its comfort more
extensively by testing it on a wider cohort of subjects.

4. Discussion

The current study introduces an e-textile sleeve for sSEMG measurement that is de-
signed to fit different calf sizes and to be both washable and reusable. The device integrates
circular electrodes in a silver knitted fabric with a diameter of 10 mm.

For the purpose of performance analysis in measuring sEMG, this study compared
the performance of the leg sleeve with pre-gelled Ag/AgCl electrodes with eleven healthy
volunteers participating in MVIC testing. This methodology is in line with approaches used
in recent studies exploring the effectiveness of textile electrodes in sSEMG monitoring [25,26].

The results indicate good agreement between the two types of electrodes in measuring
characteristic metrics of SEMG signals from the lower leg muscles. Agreement was con-
firmed by means of paired-data statistical tests and quantitative and qualitative analyses of
Bland-Atman plots. All of the SEMG parameters demonstrate correspondence between the
two measurement methods we tested. There were no statistically significant differences
between the groups of measurements obtained with the two methods, and the average
biases were negligible compared to the typical values of the metrics.

As discussed in the Section 1 of this work, the feasibility of SEMG measurements using
dry textile electrodes has been analysed in several works that have focused mainly on the
type of material used and their effect on the quality of the recorded signal. The results were
generally comforting, and indicate that the use of textiles for smart clothes in biosignal
detection is a solution that may have an important future.

196



Sensors 2024, 24, 2763

Generally, the production process of these sensors, usually described in works fo-
cused on materials, is very complex and requires collaboration from various industries
that are not accustomed to collaborating. This represents a significant barrier to large-scale
production [49]. Therefore, in this study we aimed to test a commercial, readily available,
and affordable fabric. The electrodes were manually created in order to demonstrate the
feasibility of sSEMG measurements with minimal resources and a simple production process.
It seems clear from the scientific literature that the limitations are non-technical and that the
acquired signal quality is satisfactory. However, a common limitation is that most studies
have focused on developing new technologies and only tested the resulting devices on a
single healthy subject. Only a few studies have considered larger study populations to
validate the device and move towards broader diffusion of the technology. With this in
mind, we expanded our analysis to eleven subjects and prioritised evaluating the wear-
ability and comfort of the device for users. When implementing new technologies, it is
important to consider the technical performance, impact on users, and applicability in
real-world contexts. Our evaluation conducted through the CRS yielded positive results,
despite the prototype nature and low production costs of the device. These aspects are
significant, particularly considering that smart clothes for biosignal detection may replace
standard methods in out-of-lab measurements where comfort and ease of use are neces-
sary. The results of our wearability and comfort analysis indicate that the users did not
experience pain from the device and suggested no significant modifications. To the best of
our knowledge, no other reference studies have quantitatively investigated these aspects
on wearable prototype devices for recording sSEMG. Regardless, the collected answers fall
within the ranges indicated by the questionnaire developers as indicating the two highest
levels of wearability.

Although larger than the samples usually analysed in similar studies, the sample size
in this study was still relatively small and the subjects fell within a narrow age range, which
may not represent wider variations in the general population. For future research, it would
be worth exploring the use of these textile sleeves in a larger and more diverse sample.
As a further limitation, this study focused on four features extracted from the analysis of
sEMG signals in time domain, which is a useful approach for characterising the intensity
and duration of muscle activations. In future research, further interest may concern the
analysis of other parameters, such as frequency content, signal-to-noise ratio, or measures
of muscular fatigue. In addition, it would be interesting to evaluate the effectiveness of
these electrodes in dynamic applications and under exercise conditions, which would
be a suitable method for analysing muscle activation during walking or dynamic tasks.
In particular, a more comfortable solution than classical methods involving adhesive
electrodes and heavy instrumentation could favour remote monitoring applications, which,
together with telemedicine, are growing in popularity today.
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Abbreviations

The following abbreviations are used in this manuscript:

BMI Body Mass Index

CCsMm Conductive Composite Silicone Material
CRS Comfort Rating Scale

EMG Electromyography

LoA Limits of Agreement

MVIC Maximal Voluntary Isometric Contraction
RMS Root Mean Square

sEMG Surface Electromyography
SENIAM  Surface Electromyography for Non-Invasive Assessment of Muscles

WL Wearability Level
SNR Signal-to-Noise Ratio
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