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Technological Acceptance of Industry 4.0 by Students from Rural Areas
Reprinted from: Electronics 2022, 11, 2109, doi:10.3390/electronics11142109 . . . . . . . . . . . . . 59

Xu Xie and Xizhong Shen

Convolutional Network Research for Defect Identification of Productor Appearance Surface
Reprinted from: Electronics 2022, 11, 4218, doi:10.3390/electronics11244218 . . . . . . . . . . . . . 74

Ivonne Angelica Castiblanco Jimenez, Juan Sebastian Gomez Acevedo, Elena Carlotta

Olivetti, Federica Marcolin, Luca Ulrich, Sandro Moos and Enrico Vezzetti

User Engagement Comparison between Advergames and Traditional Advertising Using EEG:
Does the User’s Engagement Influence Purchase Intention?
Reprinted from: Electronics 2023, 12, 122, doi:10.3390/electronics12010122 . . . . . . . . . . . . . 87

Nils Mandischer, Marius Gürtler, Carlo Weidemann, Elodie Hüsing, Stefan-Octavian
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Universitat Politècnica de València (UPV), Spain, in 1998, 2000, and 2006, respectively. He is currently

a Professor at the Department of Systems Engineering and Control (DISA) of UPV, where he has

worked since 2001. His research interests include mobile robots, robotic manipulators, sliding-mode

control, collaborative robots, and system modeling and control.

Jaime Valls Miro

Jaime Valls Miro received his B.Eng. and M.Eng. degrees in Computer Science (Systems
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Preface

This reprint brings together a collection of groundbreaking research articles that explore the

latest advancements in human–machine interaction (HMI), artificial intelligence (AI), and robotics.

The contributions featured in this reprint highlight innovative solutions developed by leading experts

from around the world, pushing the technological boundaries of what is possible in these fields.

From enhancing collaborative robots’ cognitive abilities to integrating augmented and virtual reality

into everyday robotics applications, these studies offer a comprehensive look at how emerging

technologies are shaping a future where robots and AI systems work alongside humans in a more

intuitive, efficient, and inclusive manner.

Juan Ernesto Solanes Galbis, Luis Gracia, and Jaime Valls Miro

Editors
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1. Introduction

The convergence of artificial intelligence (AI), robotics, and immersive technologies
such as augmented reality (AR), virtual reality (VR), and extended reality (XR) is trans-
forming the way humans interact with machines. Human–machine interaction (HMI) has
evolved from simple command-based systems to complex, intelligent interactions that
leverage AI to understand and respond to human behavior in real time. As robots become
integral to everyday life and industry, there is a growing need to make these interactions
more intuitive, efficient, and human-centered.

Recent advances in AI have played a pivotal role in enhancing robotic capabilities,
allowing robots to perceive their environment, make decisions, and learn from interactions.
Deep learning models, such as convolutional neural networks (CNNs) and large language
models (LLMs), have significantly improved robots’ abilities in perception, language
processing, and decision-making [1]. These models enable robots to recognize objects,
understand human speech, and even detect emotions, making HMI more seamless and
natural. However, these advancements also bring challenges, such as ensuring the ethical
use of AI, managing data privacy, and mitigating biases inherent in AI algorithms [2].

The integration of AR, VR, and XR into robotics further enhances HMI by creating
immersive environments where humans and robots can interact in more intuitive and
engaging ways. AR technology overlays digital information onto the physical world,
enhancing user awareness and control over robotic systems. For instance, AR can be used
in industrial settings to provide real-time data visualization, helping operators monitor
robot performance or guide robots through complex tasks [3,4]. VR creates fully simulated
environments that are invaluable for training and prototyping, allowing users to experiment
with robotic behaviors without the constraints of the physical world [5,6]. XR, which
encompasses both AR and VR, provides flexible and scalable solutions that blend real and
virtual environments, enabling new forms of collaborative robotics [7,8].

This Special Issue brings together cutting-edge research that addresses these multi-
faceted challenges in HMI, AI, and robotics.

2. The Present Issue

For this Special Issue, 15 submissions were received, and each was carefully evaluated
by at least one of the Guest Editors to determine its alignment with the theme of human–
machine interaction, artificial intelligence, and robotics. Submissions deemed relevant
underwent a thorough review process involving at least two external reviewers, while
those that did not meet the criteria were rejected. After a rigorous peer-review process, 11
articles were selected for publication. The accepted contributions explore a diverse array
of applications within the fields of human–robot interaction, AI, and robotics, including
predictive modeling, immersive technologies, and collaborative decision-making systems.
A summary of the findings and conclusions of each article is presented below.

Electronics 2024, 13, 3856. https://doi.org/10.3390/electronics13193856 https://www.mdpi.com/journal/electronics1
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In the first contribution, Al-Yacoub et al. present a data-driven approach for modeling
human–human co-manipulation using force and muscle surface electromyogram (EMG)
activities. The study investigates the use of EMG sensors to enhance the mapping between
force/torque data and displacements during collaborative manipulation tasks. The authors
compare data-driven models, mathematical models, and hybrid approaches, demonstrating
that the inclusion of EMG data significantly improves the prediction accuracy of human–
robot interaction. Their results highlight the potential of using EMG-enhanced data-
driven models to teach robots more intuitive and human-like behaviors in co-manipulation
scenarios.

In the second contribution, Martí-Testón et al. propose a novel methodology for
producing augmented-reality guided tours in museums using mixed-reality headsets. The
study focuses on developing an interactive and immersive visitor experience, specifically
designed for the Almoina archeological museum. The authors combine augmented reality
with scenographic and theatrical techniques to create a natural and emotive storytelling
approach. Their results from usability tests and observational studies demonstrate that
this methodology significantly enhances user engagement, making historical content more
accessible and personalized. The findings suggest that integrating augmented reality in
museum contexts can revolutionize how heritage is experienced, offering a more intuitive
and emotional connection to the past.

In the third contribution, Kim et al. explore the dynamics of human and AI speaker
interaction, focusing on communication failures categorized into system, semantic, and
effectiveness errors. Using data from major AI speaker users in South Korea, the study
investigates how different types of communication failures impact user satisfaction and
continued use of the AI speakers. The findings reveal that system and semantic errors neg-
atively affect sustained usage, while effectiveness failures, surprisingly, do not deter users,
especially among single-person households, such as elderly users. The study concludes
that AI speakers can significantly alleviate loneliness in these demographics and highlights
the importance of designing AI systems that effectively manage communication failures to
maintain user engagement.

In the fourth contribution, Castillo-Vergara et al. explore the acceptance of Industry
4.0 technologies among technical students from rural areas, using an extended Technology
Acceptance Model (TAM). The study aims to understand how factors like technological
optimism, subjective norms, and facilitating conditions influence students’ perceived
usefulness, ease of use, and intention to adopt these technologies. The results indicate that
technological optimism positively impacts perceived usefulness and ease of use, though it
does not directly affect the attitude towards using the technology. Facilitating conditions
and subjective norms also play crucial roles in shaping students’ intentions to use Industry
4.0 technologies, suggesting that a supportive environment and positive social influences
are critical for successful adoption. The findings provide valuable insights for policymakers
and educators aiming to enhance technology integration in educational settings.

In the fifth contribution, Xie and Shen develop a lightweight KD-EG-RepVGG network
for detecting surface defects in strip steel using structural reparameterization, efficient
channel attention (ECA), and Gaussian error linear units (GELU). The study aims to enhance
the speed, accuracy, and stability of defect identification in industrial applications. The
proposed model demonstrates a high defect recognition accuracy of 99.44% and a rapid
detection speed of 2.4 ms per image. Compared to traditional and other deep learning
models, the KD-EG-RepVGG network achieves superior performance while maintaining
a low computational cost, making it highly suitable for deployment in real engineering
environments.

In the sixth contribution, Castiblanco Jimenez et al. compare user engagement (UE)
between advergames and traditional advertising using electroencephalography (EEG) to
assess its influence on purchase intention. The study explores how interactive advertising
formats like advergames can enhance user engagement compared to passive formats such
as TV commercials. The findings reveal that advergames significantly increase engagement
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levels, as measured by EEG, compared to traditional advertisements. Furthermore, the
study concludes that higher engagement levels positively influence the user’s purchase
intention, suggesting that more interactive and engaging advertising strategies can be more
effective in driving consumer behavior.

In the seventh contribution, Mandischer et al. propose an adaptive human–robot
collaboration system aimed at including people with disabilities (PwD) in manual labor
tasks. The study introduces a novel approach that uses a two-stage reasoning system
combined with a matchmaking ontology to align the capabilities of PwD with specific task
requirements. The methodology involves real-time assessment of individual capabilities
using sensor data, which then guides task allocation between the human and the robot.
The results highlight that this system allows robots to autonomously adapt to the user’s in
situ capabilities, significantly enhancing the inclusion of PwD in the workforce by making
collaborative workplaces more flexible, accessible, and economically viable.

In the eighth contribution, Mourtzis et al. propose a novel approach for optimizing the
reliability of robotic cells using digital twin (DT) technology and predictive maintenance
(PdM). The study focuses on improving the reliability of critical components within robotic
cells by leveraging real-time data monitoring and machine learning algorithms to predict
failures before they occur. The authors developed a DT model that integrates with a
predictive maintenance framework, allowing for continuous monitoring and assessment of
component health. Results demonstrated that implementing this approach significantly
reduces unexpected downtimes and maintenance costs, thereby enhancing overall system
reliability and performance in manufacturing environments.

In the ninth contribution, Burčiar et al. present a methodical approach to enhancing
proactivity in production processes using a digital twin (DT) integrated with a simulation-
based decision-making framework. The study focuses on integrating a DT with a Manufac-
turing Execution System (MES) to enable real-time analysis and proactive order manage-
ment. The proposed Manual Order Rearrangement (MOR) method demonstrates the ability
to simulate and optimize production scenarios before execution, significantly reducing
downtime and resource waste. Experimental results show that the implementation of DT
technology improves process efficiency by optimizing production schedules and minimiz-
ing potential errors, highlighting the potential of DTs in advancing smart manufacturing
practices.

In the tenth contribution, Lee et al. introduce a mission-conditioned path planning
approach using a Transformer Variational Autoencoder (CVAE) to integrate mission speci-
fications through Linear Temporal Logic (LTL) into robotic path planning. The proposed
framework combines the CVAE with a Transformer network to generate control sequences
that meet LTL specifications while optimizing trajectory costs. The study demonstrates
that the approach outperforms traditional sampling-based and deep-learning methods
in terms of computational efficiency, trajectory quality, and mission success rates. The
results highlight the framework’s capability to handle complex mission requirements, en-
suring adherence to predefined specifications while navigating challenging environments
effectively.

In the final contribution, Torrejón et al. present the design and development of Shadow,
a cost-effective mobile social robot intended for human-following applications. The study
emphasizes the use of 3D printing technology for rapid prototyping and customization,
allowing for a highly agile and adaptable robot. Key features include omnidirectional
movement, advanced sensors such as 360◦ cameras and 3D LiDAR, and a flexible power
electronics system. Extensive testing demonstrated Shadow’s stability, agility, and ability
to operate autonomously for at least seven hours, successfully advancing from technology
readiness level (TRL) 2 to TRL 7 within a year. The results highlight Shadow’s potential as
a versatile, low-cost solution for various human–robot interaction scenarios.
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3. Further Directions

As the fields of HMI, AI, and robotics continue to evolve, several key areas warrant
further exploration. First, the development of more sophisticated AI models that can
understand and predict human intentions will be crucial for advancing HMI. Future
research should focus on creating transparent AI systems that provide justifiable decisions,
particularly in applications where safety and ethical considerations are paramount.

Significant challenges remain in making XR technologies accessible and user-friendly.
One critical issue is designing interaction models that reduce cognitive load, making it easier
for users to control and collaborate with robots. In medical robotics, for example, surgeons
use VR-based training systems to practice complex procedures, reducing the risk of errors
in actual operations. Such applications demonstrate the potential of immersive technologies
to improve skills and safety, yet also highlight the need for continuous refinement to ensure
that these systems are both effective and intuitive.

Ethical considerations are also at the forefront of HMI research. As robots and AI
systems become more autonomous, questions arise about accountability, transparency, and
user trust. There is an urgent need for frameworks that ensure AI-driven decisions are
interpretable and align with human values, particularly in high-stakes areas like healthcare
and autonomous driving. Public acceptance of robots will depend not only on technological
advancements but also on the perceived fairness, safety, and reliability of these systems.

Additionally, the role of AR, VR, and XR in enhancing HMI will expand, with future
work needed to improve the usability and integration of these technologies in everyday
robotic applications. This includes optimizing interfaces to reduce cognitive load and
developing standards for safe and ethical interactions in virtual environments. There is also
significant potential in leveraging these technologies for education and training, particularly
in fields like healthcare, where realistic simulations can greatly enhance learning outcomes.

Finally, as robots become more autonomous, it will be essential to develop regulatory
frameworks that address the ethical implications of HMI. This includes ensuring that AI
systems are free from biases, respect user privacy, and operate transparently. Collaborative
efforts between technologists, ethicists, and policymakers will be necessary to guide the
responsible development of these technologies and ensure they are deployed in ways that
benefit society.

By addressing these future directions, the research community can continue to push
the boundaries of what is possible in HMI, AI, and robotics, paving the way for a future
where intelligent machines work seamlessly and safely alongside humans.
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Abstract: With collaborative robots and the recent developments in manufacturing technologies,
physical interactions between humans and robots represent a vital role in performing collaborative
tasks. Most previous studies have focused on robot motion planning and control during the execution
of the task. However, further research is required for direct physical contact for human-robot or robot-
robot interactions, such as co-manipulation. In co-manipulation, a human operator manipulates
a shared load with a robot through a semi-structured environment. In such scenarios, a multi-
contact point with the environment during the task execution results in a convoluted force/toque
signature that is difficult to interpret. Therefore, in this paper, a muscle activity sensor in the form
of an electromyograph (EMG) is employed to improve the mapping between force/torque and
displacements in co-manipulation tasks. A suitable mapping was identified by comparing the root
mean square error amongst data-driven models, mathematical models, and hybrid models. Thus, a
robot was shown to effectively and naturally perform the required co-manipulation with a human.
This paper’s proposed hypotheses were validated using an unseen test dataset and a simulated
co-manipulation experiment, which showed that the EMG and data-driven model improved the
mapping of the force/torque features into displacements.

Keywords: human-robot collaboration; human-human co-manipulation; data-driven modelling;
mathematical modelling; object manipulation; impedance control

1. Introduction

Robots in the industry are starting to transfer from confined spaces into areas that
are shared with humans, which reduces the operational cost for several industrial appli-
cations [1]. The co-existence of the human and the robot, however, raises many critical
challenges regarding the safety of the human, tasks scheduling, and system evaluations [2].
To tackle these challenges, researchers in human-robot collaboration (HRC) focus on im-
proving the production efficiency, safety, and collaboration quality between humans and
robots.

Until now, the human often remains in a superior guidance role, which is due to
human perception, cognition, and dexterity exceeding the capability of robots [3]. Robots,
on the other hand, cope well with high payloads and repetitive tasks, while delivering
high precision. Henceforth, several approaches established a combination of both human
cognitive and perceptual abilities with the robot’s endurance to perform a collaborative
task. This included intended physical contact between humans and robots during actions,
such as hand-overs, co-manipulation, co-drilling, and many other applications [4,5].

To ensure human health and safety in such scenarios, robots operate at limited speeds
and torque settings and perform a full stop in the case of a collision [6]. According to [5],
however, these collisions are permissible when limiting the impact forces. Therefore,
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another group of researchers proposed to control unavoidable collision by limiting the
impact forces, such as the work presented by [7]. These methods rely on the kinematic
and dynamic behaviour of the robot and human during the task. Such approaches require
accurate models of the given setup [7–9]. Thus, there is a growing interest in measuring
physical interactions between humans and robots [10]. Moreover, these interfaces have
been utilised to establish intuitive human-robot interactions.

This paper presents a novel approach based on human-human co-manipulation to
teach an industrial robot how to react to a human leader in a co-manipulation task. The
main benefit of such an approach is the intuitive modelling that allows the robot to have
similar behaviour to the human. This also allows the robot to isolate human haptic input.
Hence, it is possible to estimate the force originating from the human guidance and the
forces caused by contact with the environment (third contact point).

This paper’s proposed approach is based on two hypotheses investigated and vali-
dated on unseen test datasets. The first hypothesis includes adding a muscle activity sensor,
namely an electromyograph (EMG), to improve the data-driven model quality. The second
hypothesis is that data-driven approaches can achieve higher accuracy compared with
mathematical modelling and hybrid modelling approaches, despite adding the complexity
of human data processing. In order to validate the hypotheses, a simple leader–follower
demonstration scenario was conducted. It provided the required data to model the follower
behaviour and, thus, allowed teaching the robot to react similarly.

The paper is structured as follows: a brief literature review is presented in Section 2,
Section 3 describes the co-manipulation problem from a mathematical point of view. Then,
Section 4 details the equipment utilised during the human-human demonstration and data
collection. The adopted research methodology in this research is outlined in Section 5,
followed by the simulation setup and control-loop scheme in Section 6. Section 7 presents
the results and discussion of the obtained outcome from the conducted experiment. Finally,
the conclusions and future work are drawn in Section 8.

2. Literature Review

HRC is widely considered a critical concept to advance the quality and performance
in several domains [9]. However, despite intensive research in this field, there are still
many unsolved challenges that must be tackled to fully establish a safe and effective
collaboration [11]. This includes vital questions such as: How can a robot predict human
intentions? What role should the robot perform? At what time? Finally, how can a
HRC setup be evaluated [12]? Whereas some companies have invested in HRC and have
collaborative robots (cobots) on their manufacturing lines; many others are still waiting for
more mature solutions.

The authors in [13] claimed that the reason behind this is the lack of knowledge
when integrating cobots into manufacturing and business. Therefore, Ref. [13] examined
current training programs that inform manufacturers about finances and tools that support
decision makers to analyse assembly workstations and determine whether HRC would be
beneficial to their applications. The study concluded with the fact that there is a lack of
knowledge about the integration of cobots into the manufacturing processes. This could
also be due to several definitions of HRC being available. In some cases, HRC is treated as
a synonym for human-robot interaction in general.

In order to distinguish different kinds of human-robot interactions, Ref. [14] estab-
lished criteria, such as a workplace, working time, aim, and contact. At the lowest level,
human-robot coexistence includes a shared working environment, where tasks of the hu-
man and the robot do not interfere [15]. In addition to a shared working environment
and working time, human-robot cooperation also includes a shared aim of the overall
task [14]. On the highest level in HRC, physical contact between humans and robots is also
permitted, which makes it the most challenging method of interaction among the three [15].
Hence, human-robot mutual awareness is required, as well as the exact timing of tasks and
activities [11].
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To understand the required mutual awareness, Ref. [16] introduced a generic definition
of several types of human-human and human-robot interactions, in which interaction was
considered as a function of physical distances between the human and the robot. Therefore,
these interactions were categorised into avoiding, passing, following, approaching, and
touching. Hence, the parties in a co-manipulation context can be two humans, a human and
a robot, or two robots who manipulate a shared object from point A in the workspace to
point B. According to [16], this concept can be extended to multiple humans with a single
robot (multiple–single) or multiple humans with multiple robots (multiple–multiple).

Using this analogy, therefore, human-human co-manipulation can provide useful
insights on how humans perform a task and consequently teach robots to perform such
tasks with humans. Subsequently, various controllers have been designed to allow multiple
robots to work together when manipulating an object [17]. Other researchers proposed
controllers that are inspired by human anatomy and behaviour, and such research takes
the damping and impedance characteristics of human movement into consideration [18].
The authors in [19] stated that human-friendly robot cooperation requires an adaptive
impedance control that adjusts the robot impedance based on human characteristics. Hence,
motion data from a human-human co-manipulation experiment was conducted.

Using dynamic model identification techniques, damping and stiffness factors have
been estimated based on a simplified mathematical model (MM). The method mentioned
above, however, requires an accurate MM to be conceived, which is often complicated
and time-consuming. The collected data only contains position, speed, and acceleration,
while the forces are estimated accordingly. Another approach to model human-human
co-manipulation, similar to [18,19], can be found in [20]. An analysis was performed on
the leader and follower human, in which one human provided the haptic guidance and the
other human followed the haptic clues. The study concluded that most forces originated
from the leader, while the follower focused on tracking the co-manipulated object.

A control scheme that enables a humanoid robot to perform a co-manipulation task
with a human partner was proposed by [21]. The proposed control scheme consisted of
three phases. At first, the robot predicted the human’s intentions to move based on a
Force/Torque (F/T) sensor attached to the robot. In a second phase, the human and the
robot switched roles, where the robot provided guidance and the human followed. In the
third phase, the robot was controlled remotely with a joystick. The main problem with this
work that it ha a discrete nature, and it required initiation through a joystick.

Since HRC requires the human and the robot to be co-existing in the same workspace,
the design and development of a suitable HRC space is still an open challenge [22]. The
authors in [23] examined the HRC shared workspace requirements based on a case study
of disassembling press fitted components using collaborative robots. The study concluded
that the compliance behaviour of a collaborative robot enabled the operator to work closely
with the robot, which means lower installation costs and increasing efficiency as the robot
and the human can work simultaneously.

However, many challenges need to be addressed regarding the performance eval-
uation, task assignments, and role management. Researchers proposed to equip the
workspace with sensors that can improve the communication between the human and the
robot to address the workspace challenges. These sensors can be classified as contextual
sensors, such as cameras, motion trackers, biomechanical and psychological sensors, and
motion sensors. These combined sensors are believed to improve human-robot commu-
nication as they can be used to infer the physical and psychological states of the human
during the execution of the HRC task.

In more recent years, approaches have utilised Machine Learning (ML), including ad-
vanced classifiers such as Artificial Neural Networks (ANNs), to process sensory data [24].
In [25], an ANN was employed in human-human co-manipulation to predict the required
motion based on the F/T input from the leader. The controllers used in this approach fol-
lowed the desired trajectory to some degree of accuracy. However, the predicted trajectory
was described as jerky, and the maximum error reached was 0.1–0.2 m. In further research,
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Ref. [26] investigated human-human co-manipulation and proposed the use of a Deep
Neural Network (DNN) to accurately estimate the velocity and acceleration of the human
over 50 time steps of 0.25 s. The trained model showed higher accuracy in comparison
with the work presented in [25], although it was prone to noise interference.

In addition to haptic interfaces and F/T sensors, a growing interest in wearable
sensors can be observed, which is intended to improve communication between humans
and robots [27]. These approaches also aim to improve the mutual awareness of both
parties in HRC [28]. Combining wearable sensors with existing technologies is believed
to significantly improve HRC, as they can be used to infer the physical and psychological
states of the human during the execution task [29,30].

However, processing signals originating from wearable sensors is considered chal-
lenging due to large amounts of subject-specific noise within the data. For example EMG
signal depends on the individual internal structure, such as skin temperature, blood flow
rate, muscle structure, and many other factors [31]. Moreover, signals can even vary during
different recording sessions for the same individual [32]. Nevertheless, advanced ML
classifiers can be deployed to demonstrate their characteristic strengths of coping well with
noise [33].

A common wearable sensor for detecting muscular fatigue, as well as applied mus-
cular contraction, can be found in EMGs. The EMG signal directly correlates with the
forces applied [34]. For instance, Ref. [35] proposed the use of EMG to estimate the re-
quired stiffness during HRC tasks since stiffness is an essential component in cooperative
leader–follower tasks. The estimated stiffness was employed in a hybrid force/impedance
controller. EMG signals in conjunction with an Online Random Forest were used to detect
muscular fatigue/or a human operator struggling with a high payload in order to trigger
an assistance request for a cobot [27].

Additionally, Brain-Computer Interfaces (BCIs) have gained research interest in HRC.
In one approach, a BCI was utilised for communicating human movement intentions to a
robot [36]. A DNN was deployed to process electroencephalogram (EEG) signals, which
allowed for measuring and classifying human upper-limb movements up to 0.5 s prior to
the actual movements. A similar result have also been reported in [37]. Another approach
based on a DNN to predict human intentions to move a limb was presented by [38]. In this
paper, the human limb position was estimated based on torque readings collected from a
F/T sensor attached to the robot end-effector. In general, estimating human-intention-based
different sensors is still at an early stage, and further research is required.

Overall, there is an eminent research interest in HRC, of which co-manipulation can
be viewed as a small building block. Strategies for classical co-manipulation control vary
between force-based and motion-based; however, almost all are limited as they require
accurate mathematical modelling pre-knowledge about the desired trajectory. Nevertheless,
based on the literature, promising potential towards more accurate models can be found in
ML, including ANNs.

Advanced ML algorithms enable the classification of bio-sensory data, such as EMGs.
Utilising EMGs, in conjunction with F/T data to predict human motions for co-manipulation
tasks is still at an early stage. This would allow the collaborative robot to learn a behaviour,
based on human-human co-manipulation within different data-driven models. Moreover,
the performance of such data-driven models can be compared with previous mathematical
models and hybrid models. This paper provides a comprehensive study on human-human
co-manipulation, including a data-driven model, which also considers EMG signals.

3. Problem Definition

The human-human co-manipulation problem can be defined as transporting an object
by at least two humans through unstructured/structured environments. In such a task, the
human (leader) uses his/her perception to navigate the surroundings while communicating
with others (followers) using haptic forces and verbal and gesture clues. The main focus
of this paper is the haptic communication between the leader and the follower. Figure
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1 depicts the fundamental concept of the co-manipulation task, in which two human
operators are carrying out a co-manipulation task of handling a shared weight. The
influential factors in such a scenario are the muscle stiffness, resultant forces, object mass,
and object displacements in the 3D space.

Force Force

Figure 1. Human-human co-manipulation problem.

The problem at hand can be described as a one-to-one mapping that aims to map
follower displacement, and directions with the muscle EMG signal in response to the leader
F/T input. Formally, the input data are the F/T data and follower EMG signal, while the
output is the displacement of the load in the 3D space. Equations (1) and (2) depict the
mathematical definition of the mapping problem.

Input =
{

F, F ∈ R6×m

emg, emg ∈ R2×m (1)

Output =

⎧⎨⎩
xd, xd ∈ R1×m

yd yd ∈ R1×m

zd, zd ∈ R1×m
(2)

Henceforth, the problem can be mathematically defined as finding the mapping
between the input (Equation (1)) and the output (Equation (2)) as shown in Equation (3).

M(F, emg) = Input → Output (3)

Such a problem can be considered as a regression problem [39] that can be solved
using ML approaches to identify suitable mapping while minimising the error.

4. Experimental Setup and Data Collection

To test the proposed hypotheses in this paper, an instrumented load was used to
collect data during the co-manipulation task, as shown in Figure 2. Two sEMG sensors
were utilised, which were fitted on the arm and the forearm as illustrated in Figure 3. For
the biceps muscle, the electrodes of the sensors must be aligned with the muscle axial,
which was identified as shown in Figure 3a, while the reference electrode must be shifted
away from the muscle axial.

Similarly, the sensor electrodes on the forearm muscle must be fitted on the forearm
muscle, specifically on the brachioradialis muscle [40], while the reference electrode placed
on the outside of the forearm close the bone side; as illustrated in Figure 3b. The Myoware
sensor used in this paper has on-board functionality that permitted the reading of the
rectified signal, making the signal suitable to be integrated with the presented setup.
The signals were sampled using a 12-bit Analogue-To-Digital Converter with a ∼85 Hz
sampling frequency. The instrumented load is a wooden board with a 5.0 kg weight
attached to it in the centre. The following sensors were utilised:

1. A six-axis F/T (F/T) sensor [41].
2. Surface electromyography (sEMG). [42], which is worn by the follower human
3. Motion tracker markers: eight cameras—VICON Vantage 5, https://www.vicon.com/

hardware/cameras/vantage/.
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The F/T, VICON, and sEMG sensors were sampled at different frequencies; there-
fore, these sensory data were synchronised using an adaptive algorithm implemented in the
messageFilter-ApproximateTime tool (http://wiki.ros.org/message_filters/ApproximateTime).
The bottleneck of this tool is the slowest signal, the sEMG. Thus, the synchronised data
will almost have the same frequency as the sEMG, which is around (∼85 Hz).

Weights VICON
Markers

Force/Torque
Sensor

Muscle Activity
Sensors

Leader
Handle

Figure 2. Experimental setup.

Myoware sensor

Reference Electrode
(a)

Inside Forearm Outside Forearm

(b)

Figure 3. Fitting sEMG (Surface electromyography) sensors on (a) biceps and (b) forearm.

For the experiment presented in this paper, two participants were asked to co-
manipulate the load described above while avoiding an obstacle within the workspace.
Figure 4 depicts the floor plan for the experiment and the path that the leader and the
follower had to follow. The participants were assigned a leader or follower role and were
not allowed to communicate during the experiment. This prevents the participants from
verbally sharing their intention. The follower was equipped with muscle activity sensors,
which were integrated with the Robot Operating System (ROS) network [43].

The 5.0 kg load, in this scenario, provided some resistance while manipulating the
object to emulate a realistic scenario. Additionally, each participant was only permitted to
use one arm whilst carrying the object. This enabled the F/T readings to be mapped to
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a single local reference point. The leader guided the manipulation within the workspace
while avoiding the obstacle and towards the endpoint. At the same time, the follower
reacted to the leader’s movements and mimicked his/her motions until the endpoint
was reached. The experiment was designed in this way to replicate human-robot co-
manipulation.

Figure 4. Floor plan, human-human.

Sensor Placement

The F/T sensor was placed on the follower side in the centre of the object. The correct
EMG sensor placement is essential as the quality of the signal can be affected. As such,
the sensor must be placed over the centre of the muscle as shown in Figure 3 [42]. Finally,
the motion capture reference point was placed on the leader’s side in the object’s centre,
while the F/T sensor was located between the leader’s handle and the load. Hence, a
transformation between the F/T coordinate into the workspace coordinate is required.
Figure 5 illustrates the required transformation; also, it can be noticed that the coordinate
system of the F/T sensor in which the Z-axis is aligned with the handle axial and XY plane
was parallel to the surface of the sensor.

Ts
v

VICON
Co-ord System 

F/T Sensor
Co-ord System 

Object
Co-ord System 

Figure 5. Coordinate system transformations: F/T sensors into VICON system.

5. Methodology

Four different sets of features were used to predict the required displacements based
on leader guidance to validate the proposed hypotheses. The fitted models were evalu-
ated based on unseen test datasets using the root mean square error (RMSE). An over-
all displacement error (overall RMSE) was calculated to determine the resultant error

(
√

RMSE2
x + RMSE2

y + RMSE2
z). The employed feature sets are shown in Table 1.
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Table 1. Feature sets utilised to fit data-driven models.

Feature Set Features Set Dimension

Features 1 (F1) normalised F/T, normalised EMG
(arm/forearm), previous 3D displacements R11

Features 2 (F2) F/T, previous 3D displacements R9

Features 3 (F3) F/T, EMG (arm/forearm), previous 3D
displacements R11

Features 4 (F4) normalised F/T, EMG (arm/forearm),
previous 3D displacements R9

The F/T features were the F/T data (F = {Fx, Fy, Fz, Tx, Ty, Tz} ∈ R6), EMG arm and
forearm (EMG = {emgarm, emg f orearm} ∈ R2, respectively) and previous 3D displacement,
which is the displacement from thge previous timestamp (Δ = {δx, δy, δz} ∈ R3). Then,
the performance of the fitted models on the unseen test dataset was calculated using RMSE.
This allows for testing the impact of including EMG sensory data in such a context. Finally,
the performance of the best data-driven model was compared against the performance of
the MM and the hybrid model. Another important feature in the co-manipulation tasks is
the time, in which the human intention to move the shared object at time point t not only
depends on the F/T and EMG at the same point but also depends on the displacements at
the previous timestamp (t − 1), as summarised in Equation (4).

Δ(t) = M(F(t), EMG(t), Δ(t − 1)) (4)

where M(−) is the mapping function of the given features to the intended displacement
Δ. The displacement Δ(t − 1) is measured using the VICON system by comparing the
Cartesian position at t with the Cartesian position at t − 1.

5.1. Mathematical Modelling

The problem described in Section 3, can be simplified as a mass–spring–damper
system, as shown in Figure 6. The human arms can be simplified as a spring–damper on
both sides of the transported object in 3D space.

kf

bf

kl

bl
M

Ff Fl

Figure 6. Simplified mathematical system, where Ff , Fl are the follower and leader forces, respec-
tively; K f , Kl are the follower and leader muscle stiffness, respectively; b f , bl are the follower and
leader damping factor, respectively; and M is the mass of the shared load.

Using Newton’s second law (∑ F = m a), the problem in Figure 6 can be described as
shown in Equation (5).

mΔa(t) + (b f + bl)Δv(t) + (k f + kl)ΔX = 0 (5)

The superposition concept can be used for further simplification, as the 3D space
system can be split into three separated equations (vector form), as shown in Equation (6).
Based on the experimental setup and the problem at hand, the resultant force is measured
using the F/T sensor. Furthermore, the total mass of the moving object is known; thus,
the model described in Equation (5) can be simplified by omitting the muscle stiffness and
damping effect as shown in Equations (5) and (6). To determine the displacements based
on the measured forces, Equation (6) can be rewritten as in Equation (7).
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⎡⎣ fx
fy
fz

⎤⎦ = m

⎡⎣axs
ays
azs

⎤⎦ (6)

⎡⎣Δxs
Δys
Δzs

⎤⎦ =
∫∫ ⎡⎢⎣

fx
m
fy
m
fz
m

⎤⎥⎦∂2t (7)

In Equation (7), Δxs, Δys, and Δzs are the displacements in the F/T sensors. Therefore,
they must be transformed into the VICON coordinate system using a transformation matrix
that was calculated based on the alignment of the F/T sensor with respect to the VICON
markers (Figure 2). The final MM is shown in Equation (8), where Tv

s is the transformation
matrix from the F/T sensor into the VICON coordinate system.⎡⎣Δxv

Δyv
Δzv

⎤⎦ = Tv
s

⎡⎣xv
yv
zv

⎤⎦ = Tv
s

∫∫ ⎡⎢⎣
fx
m
fy
m
fz
m

⎤⎥⎦∂2t (8)

5.2. Model-Free Approaches: Data-Driven Models

Modern manufacturing systems are complicated since they integrate a wide variety of
equipment that extends from machinery and automation equipment on the shopfloor up to
cloud systems and data-acquisition tools. In addition, the complexity on the shopfloor level
due to the fast development of communication is exponentially increasing, which means
higher data flows between different elements on the shopfloor. Consequently, equipment
has higher nonlinearities, disturbances, and uncertainties. Therefore, it is almost impossible
to describe these complicated systems using conventional mathematical models, such as
differential equations or statistical models, in real applications. Nonetheless, with the
fast advancement of sensing technology and data collection technologies, data-driven
modelling (DDM) becomes more feasible in comparison with mathematical modelling [44].

Based on the regression problem explained in Section 3, we propose the use of Lin-
ear Regression (LR), Random Forest (RF) regression, Boosted-Trees (BT), and Recurrent
Neural Networks (RNN) as these methods represent state-of-the-art approaches [45]. LR is
well-known for simplicity and its ease of use. In contrast, BT and RF are ensemble ML ap-
proaches that are powerful and have shown high performance on several datasets. Finally,
an RNN as part of a Deep Learning Neural Network is utilised. Hence, in this paper, we
compared the performance of each ML algorithm and the performance of the data-driven
approaches with the mathematical and hybrid models. In the following subsection, the
data-driven approaches are explained in the co-manipulation context.

5.3. Hybrid Modelling Approach (HM)

As described in the mathematical modelling section, mathematical models are often
derived from the fundamental laws of physics, such as Newton’s laws of motion. Physical
models extrapolate well by design and, therefore, are preferred for model-based control
approaches. In realistic scenarios, however, modelling errors exist due to omitted dynamics,
modelling approximations, lack of suitable friction models, backlash, or unmodelled
elasticity in the mechanism. Classically, these problems can be tackled with assumptions,
linearisation around an operation point, and enhancing the model parameters based on
theoretical or experimental methods. In the case of a very complex mechanism, however,
these solutions might not be feasible.

On the contrary, data-driven modelling approaches utilise the behavioural response
of the system for different inputs and then extract a set of generic rules that describe
the correlations amongst the inputs and outputs without omitting or simplifying the
system. The main drawback of such systems is that they are not always interpretable as in
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physical/mathematical modelling. The quality of the data-driven model depends on the
size and quality of the collected data.

Furthermore, data can barely ever deplete all possible configurations. Thus, a hybrid
model can be used that combines simplified MM with a data-driven error model [46].
The target is to capture the main physical attributes of the given system (e.g., the robot)
while substituting for model approximations and inaccuracies. Hence, the hybrid model
has a grey-box character due to the mixture of a physical and data-driven (black-box)
error model. In this paper, we decided to model the error within a mathematical model,
Section 5.1, using the best data-driven approach from the previous section. Then, the
problem description can be now rewritten, as shown in Equation (9).⎡⎣Δxs

Δys
Δzs

⎤⎦ =
∫∫ ⎡⎢⎣

fx
m
fy
m
fz
m

⎤⎥⎦∂2t + E(emg, F) (9)

where E(emg, F) is the error between the real displacement measured using VICON and
the estimated displacement using the mathematical models. The error function E(−) can
be seen as a regression problem that can be tackled using the best data-driven approach.
Consequently, the final model is a combination of MM and data-driven models. For
evaluation purposes, the hybrid model was compared with all the approaches above on
unseen test data.

6. Simulation Setup

A simulated UR10 robot with a 5.0 kg load was exploited to evaluate the different
methods mentioned above. Hence, the output from these methods was used with a
Proportional–Integral–Derivative (PID) controller, as depicted in Figure 7. In this control
scheme, the output disp(t) can be seen as a feedforward control scheme, in which the
prediction of error (disp(t)) can be added to the error from the previous action (feedback-
loop).

The inner loop is also a position control loop that attempts to maintain a precise
position given the prediction from the data-driven models combined with the position
error. The outer loop can be seen as a force-based control loop in which the robot must
react to human EMG and forces in a spring–damper manner. Therefore, this control scheme
is an Impedance Controller.

The simulation setup composed of a Workstation that runs Ubuntu 18.04 (developed
by Canonical Ltd.), ROS-Indigo (Developed by Willow Garage, Menlo Park, CA, USA)
with 100 Hz simulation frequency and the models developed earlier. The PID parameters
were experimentally chosen, and similar settings were implemented to test the methods
highlighted earlier.

Data-Driven
Models

PID
Controller

Force/Torque

EMG

position

_

e(t)
+

Pref(t-1)
e(t-1)

dis(t)

Figure 7. UR10 Position Control-Loop.

7. Results and Discussion

7.1. Results

During the human-human demonstration, two participants performed the
co-manipulation task, while data, from the F/T sensor, EMG sensor, and VICON, were
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collected, filtered, and synchronised. The total number of collected data points was 5125.
The EMG signal was collected only from the follower; one could argue that the sEMG
data are insufficient to draw a generalised solution. However, studies revealed that the
pattern of sEMG was comparable amongst different individuals; and hence, magnitude
normalisation allows us to generalise the findings of this paper [47].

Out of the 5125 data points, 4212 data points were used for training and validation
and 513 data points were used for testing. The synchronised data frequency was ∼80 Hz,
in which sensory data were synchronised using an approximation time tool developed for
ROS. The F/T sensory data were filtered using a low-pass filter with a cut-off frequency
at 50 Hz. The VICON data were filtered using moving-window-average and the manual
removal of anomaly data that occurred due to flip [48]. The collected data included the
F/T signal, the Cartesian position of the co-manipulated object, and the sEMG muscle
activity signal of the follower’s right arm. As highlighted in the problem definition section,
the goal is to find the mapping between relevant features and the displacements on the
Cartesian space.

For training the models, four different sets of features were used as illustrated in
Table 1, and these sets can be summarised as follows: normalised F/T signals and nor-
malised EMG signals (F1), F/T signals (F2), F/T signals and EMG signals (F3), and nor-
malised F/T signals (F4). The main reason behind this choice of features was to test
the proposed hypotheses that the use of EMG signals can improve the accuracy of the
data-driven models.

Figure 8 shows the accuracy of each predicted displacement in the X, Y, and Z
directions for the data-driven models. The best model shown in Figure 8d was the RNN
model based on feature set F1, which had the lowest RMSE with about 0.025 m on all axes
and about 0.045 m overall error. The remaining data-driven approaches did not show the
same impact of including the EMG data as illustrated in Figure 8a–c.

(a) LR models (b) RF models

(c) BT models (d) RNN models

Figure 8. RMSE (root mean square error) scores of different models using the sets of features F1, F2, F3, and F4.
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In terms of accuracy, however, the RF models showed tangent accuracy to the RNN
models with an overall RMSE of around 0.05 m. Finally, the BT and LR models had similar
performance with an overall RMSE of around 0.07 m as depicted in Figure 8a–c. Another
significant result is that sEMG features did not necessarily improve the quality of the
data-driven models, especially in the LR and BT models, in which the performance was
almost constant regardless of the feature set.

The general trend regarding the accuracy in the X − Y − Z direction is that the RMSE
in the Y direction was higher than the RMSE in X and Z across all models and feature sets,
as illustrated in Table 2. The Z axis models had the lowest RMSE but were still very close to
the X axis RMSE values. This performance variation on the X − Y − Z models is believed
to be due to the quality of the VICON data, which could be degraded due to reflective
objects, obstacles, and light variations.

Table 2. Accuracy (m) in X − Y − Z directions.

Model X Y

LR 0.032 0.060
RF 0.030 0.060
BT 0.030 0.054

RNN 0.026 0.037

Models with the lowest RMSE were chosen and compared with the MM and HM, as
shown in Figure 9. This figure shows that the RMSE values for the MM were (0.75, 1.34, 1.0)m.
The HM (Figure 10) RMSE values were (0.051, 0.056, 0.051)m, which is comparable to the
data-driven approach. We propose that these results occur due to the unknown dynamics
naturally originating from the human body that allow for an adaptive non-linear change of
stiffness and compliance, which is not captured in the simplified MM.

Figure 9. The best RMSE scores for data-driven models vs. the mathematical models.

As the RMSE scores for the MM were very large, it is not easy to compare amongst
different models in Figure 9. Therefore, Figure 10 illustrates the accuracy of the data-driven
models in comparison with HM, where it is clear that the RNN models had the lowest
error (overall error 0.025 m) while the rest of the data-driven models had an error range
between (∼0.065 m for BT models) and (∼0.075 m for LR models). The RNN models had
the lowest variations on all axes variations in comparison with other methods.

This result is of tremendous importance, as in human-robot co-manipulation, move-
ment variation (fluctuation) might result in jerky movements that represent a safety issue,
especially if the human is physically interacting with the robot. By a closer look at how
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the models behave in X − Y − Z directions, all models had relatively larger error along
the Y directions. This indicates the lack of variation along the Y axis in the captured data.
Another possible explanation is that the participants blocked the VICON cameras’ field,
which reduced the quality of the data in a certain direction.

Figure 10. Data-driven models and hybrid-modelling (HM).

7.1.1. Simulation Results

The first 50 sampled points from the fourth trial were used to control a simulated
setup as described in Section 6. The overall displacements of these 50 points were ∼3.5 m,
and the predicted displacements were used as a set point for a PID controller as illustrated
in Figure 7. The displacement error per-sampling point of the best data-driven models
in comparison with MM and HM is depicted in Figure 11. It is obvious from this figure
that the data-driven models had an error less than (∼6%), the HM model had an error of
(∼7.8%), and the MM had an error of ∼11.9%.

This shows that data-driven models had higher accuracy in comparison with HM and
MM. The error of data-driven models, however, appeared to be tangibly similar (on average
∼4%), in which LR and BT had the lowest error followed by RF and RNN, respectively.
Since the co-manipulation and force control, in general, is a non-linear problem, these
results come as a surprise given the results in the previous section. The explanation for
these results could be that the non-linear behaviour was achieved through the control
scheme (a feedforward–feedback loop).

Another essential aspect in the human-robot co-manipulation task is the interaction
forces during the execution [49]. Hence, during the simulation, interaction forces based on
a dynamical model of the load (5.0 kg) were estimated, and then physical metrics, such as
the work and kinetic energy, were calculated as shown in Figure 12. The results show that
the force, work, and kinetic energy of MM and HM were very high (relatively) compared
to the data-driven approach.

This not only means that it is challenging to do co-manipulation based on these
approaches but also that it is not safe to do such a task due to the speed variation (acc �= 0).
Jerky movements with some impact force can cause injuries to the human during co-
manipulation tasks. On the other hand, the data-driven approaches appeared to have
much smoother movements as illustrated by the lower interaction force, work, and kinetic
energy, which indicates that movements occurred at a constant speed (acc = 0) with less
jerky movements.
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Figure 11. Model accuracy per sampling point in (%).

Figure 12. Interaction force (N), work (N·m), and kinetic energy (kg·m·s−1) of the simulated setup.

7.2. Discussion

The results revealed that the RNN models with feature set F1 were the most accurate,
followed by the RF, BT, and LR models, respectively. However, the RNN and the RF
models had tangible results. This is particularly important when a data-driven approach
is adopted for a HRC system with limited computational resources. In that case, the
RF models can give very accurate results with much lower computational requirements.
Another important observation is that the RNN and RF models trained on normalised F/T
and EMG (F1) had the best performance amongst other models. However, RF does not
require normalised features, and the performance of RF models must be the same with
and without normalisation. We speculate that this is due to the combination of the features
within the F1 set, which resulted in better performance.

The second outcome in this paper is that data-driven models had higher accuracy in
capturing the human-human co-manipulation. Hence, it is expected to be more accurate in
the human-robot scenario. This points towards being correct since mathematical models
require an accurate dynamical description of humans and robots to build such a system.
Assuming that an accurate model is available of a given robot, building such a system will
be feasible without a data-driven model. The counterargument to this is that, even if it is
possible to obtain a very accurate mathematical model of the robotics system, this solution
is not generic enough and can only be applied on one robot and one type of load. In other
words, the model does not guarantee resilience to variations in the system.
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The simulation results unexpectedly revealed that LR had the lowest displacement
error, due to the combination of LR models with a feedforward control scheme as shown
in Figure 7. Nonetheless, displacement accuracy is not the only aspect that needs to be
considered. Once the human is physically in contact with the robot, the robot’s responses
must not cause any injuries to the human. In other words, for movements that require
high forces, jerkiness should be prohibited. Hence, even though LR models achieved the
most accurate displacements, they had the highest interaction forces between humans and
robots. This means that the human must do more work to co-manipulate an object with
the robot. Hence, it will be more exhausting for the human to perform the required task.

8. Conclusions and Future Work

This paper utilised a data-driven approach to extract and model a human-human
(demonstration) co-manipulation skill, which can be utilised to teach an industrial robot a
human-like behaviour. The collected experimental data included F/T data, the manipulated
object’s Cartesian position, and the EMG signal from the human muscles (follower). The
collected data were then used to fit an RNN, an RF, an LR, and BT using four sets of features
(F1, F2, F3, and F4). The accuracy of the fitted models was tested using unseen, randomly
split test data, which illustrated that the sequential RNN trained on F1 features had the
lowest RMSE compared to other ML models.

Moreover, this showed that the use of EMG sensory data positively impacted such a
model’s accuracy. After that, the best data-driven model was compared with a simplified
mathematical model. The results illustrated that the RNN outperformed the mathematical
model; in fact, all data-driven approaches outperformed the mathematical models. Finally,
the best data-driven models were validated in a simulated environment with an impedance
controller to evaluate these approaches compared to MM and HM in a more realistic
scenario. The results exhibited that data-driven models had higher accuracy and smoother
trajectories in comparison with HM and MM.

In order to extend the work completed in this paper, it is essential first to outline the
vision for the work. This project’s desired outcome was to create a controller that allowed
co-manipulation tasks, including multiple robots following a human leader. However,
substantial work needs to be completed until this vision can be established. The data-
driven approach offers promising potential for more intuitive interfaces in HRC and,
thus, more effective collaboration between humans and robots. Hence, testing the model
experimentally in a human-robot manipulation scenario will be conducted in the future.
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Abstract: In recent years, the use of technology in the museum context has changed radically. It has
switched from the display of information to offering emotive, immersive, and rich experiences with
heritage. Virtual interactive media have the potential to put museums back into a relevant place in
our increasingly digital society. The emergence of augmented-reality glasses offers the possibility
to test and implement new methodologies compatible with this aim. However, most of the first
examples developed in recent years did not take advantage of the possibilities of this new medium.
This paper presents a novel methodology for producing mixed-reality applications for museums and
heritage sites, with an intuitive, immersive, and natural way of operating. An experimental prototype
designed for the archaeological museum of the Almoina is shown in the paper to demonstrate the
benefits of the proposed system and methodology of production. In addition, the paper shows the
results of several tests.

Keywords: augmente-reality interface; interactive design; archaeology; UX; holograms; storytelling

1. Introduction

The last two decades have seen a remarkable increase in the use of Information and
Communication Technology (ICT) in Museum and Heritage sites. They have provided
fertile ground where ICT has raised more accessible connections to social and cultural
audiences, personalizing the visitor experience and enhancing communication [1,2]. Tech-
nology has proved to be an essential tool to reinvent the role and relevance of museums
and heritage institutions, facilitating new and wider audiences [3–5].

The recent museological practice has started the use of online digital resources as a
means of enhancing technological interfaces between artifacts and audiences. Economic
and cultural pressures have made the reinvention of the role and relevance of museums and
heritage institutions an imperative in the search for new and wider audiences, especially
for young audiences who are normally detached from museums. Technology has proved
to be an essential tool in making that happen.

Many cultural institutions have increased their spending on digitizing collections to
improve archiving, conservation, presentation, and accessibility. Whilst this reduced some
of the audience’s logistical barriers such as time and cost to travel to the museums site,
it did little to break down more complex and intransigent barriers such as cultural and
educational barriers in order to widen audiences [6]. Hence, something else has to be done
if it is essential to achieve audience engagement with culture.

New and more interactive museology is required to improve linear exhibitions that
utilize classical narratives in order to motivate wider audience exploration and under-
standing. Consequently, new methodologies for presentation are emerging, creating novel
sensitive narratives that use and engage with the practice of storytelling, making for a
more socially inclusive interaction [7].

Electronics 2021, 10, 2956. https://doi.org/10.3390/electronics10232956 https://www.mdpi.com/journal/electronics23
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Engaging audiences through tablets and smartphones has boosted new storytelling
techniques, making information more accessible. Nevertheless, recent developments
are fueling museums practice with innovative storytelling based on virtual reality (VR),
augmented reality (AR), Big Data (BD), and Artificial Intelligence (AI).

1.1. Motivation

Traditionally, museums have used printed drawings, labels, models, or digital in-
fographics to add information about the exhibits or ruins; however, in the last decade,
different virtual and augmented-reality devices have appeared that are radically changing
this phenomenon. Commercial investment has transformed VR and AR from science fiction
to life, making smart headsets an everyday object in information technology (IT) culture
and society. In particular, the use of 3D stereoscopic visual systems, utilized to track user
movements of the head, hands, and eyes in space and accompanied by fully immersive
sound environments, has been greatly successful in creating unreal or virtual worlds [8].

AR systems, which incorporate digital data in the real environment, allow users to
perceive digital recreations without losing their perception of the physical world. The AR
approach offers a more familiar way to better interact with data for the less well-travelled
IT users since it allows information to be included in layers. In this way, information
is modified to fit into real space/time without overloading users while maintaining the
integrity of the original work in the context of a more natural presentation of related data.

The first version of the Microsoft HoloLens glasses, which were introduced in 2016, has
been used in different contexts, including education, tourism, entertainment, medicine,
architecture, or manufacturing. This head-mounted display (HMD) can combine tangi-
ble physical aspects with virtual elements while scanning space, thus allowing for free
movement while maintaining the virtual objects correctly placed in the real space. They
are portable, relatively light, and self-sufficient, since they do not need a PC connected to
them. The device has two key features: one the one hand, they can track the space and the
hands of the user to enable the placement and interaction of the virtual contents by making
just some gestures; on the other hand, the stereoscopic images are generated in the central
part of the transparent headsets to blend the user’s natural vision with digital objects. In
addition to gestures, the system can be controlled with voice commands and indirectly by
the location of the user in space.

In 2019, the second generation of Microsoft HoloLens glasses appeared, and news about
new AR devices and prototypes are continuously appearing in the media, from small and
big companies such as Apple, Google, Facebook, Magic Leap, and Nreal, demonstrating
that the competition for AR has just begun. The challenge of these companies is to offer
more affordable devices for a broader audience while maintaining the same capacity of
Microsoft HoloLens glasses to anchor digital contents to our natural visual perception.

Superimposing information in the real world stimulates museological practice to
develop a more accessible interface with audiences, encouraging visitors to achieve a better
understanding of archives, objects, places, and their history and making the real world
more enchanted [9].

As pointed out before, there is a need for museums to engage new audiences, especially
young generations. Technology can help to this purpose but is not enough per se. There is a
need to include an emotional component, applying scenography and theatrical techniques,
interactivity, and empathy, to create an experience as a whole. With this, museums and
heritage sites could offer a new manner of showing and presenting their findings, giving to
the visitor a reason not only to repeat the experience but also to recommend their experience
with heritage.

In order to mitigate this need, this works presents a new methodology to design
new visitor museum interfaces based on augmented-reality devices and scenography and
theatrical techniques.

In particular, this article explains the challenges gathered while designing and imple-
menting the experience and creating the scenarios and dynamics to amaze visitors and
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engage them with complex concepts of our history. Results of the research study indicate
that the application is especially effective in involving audiences with the museum’s con-
tents. A novel manner of storytelling related to heritage has been specified, testing different
mechanics of interactivity that allow content to be customized according to the visitor’s
profile and their interests while taking a trip back in time. A natural interaction with
contents has also been developed by adding some gamification techniques to encourage
visitors to make relations between the real and the virtual.

1.2. Related Work

One of the first museums to incorporate VR technology into its educational program
was the British Museum. It offered the possibility of exploring a reconstruction of the
Bronze Age from 3D-scanned pieces in their collection [10]. In 2017, VR was ready to be
implemented in the physical and real museum. An example is the experience developed at
London’s Tate Modern, focused on Modigliani’s studio [11].

Similarly, AR has been used successfully in conjunction with tablets and smartphones
in projects that demonstrate how museums can benefit from this technology. The use of the
Microsoft HoloLens glasses to increase visitor experiences has begun to flourish in museum
presentations and heritage centers. For instance, Leiden’s Rijksmuseum collaborated with
the University of Delft to exhibit the Egyptian Temple of Teffeh [12,13]. Bovington’s UK
Tank Museum showed a mixture of missing and actual conserved German tanks from the
Second World War [14].

Smart headsets are appropriate to be used in science museums since they can help
to explain some complex processes and techniques. They are of interest in historical and
archaeological museums because they are able to reconstruct the contexts. Recently, a few
articles about this topic have been published; an interesting example is the experience
designed for the Egyptian Museum in Cairo [15,16]. This research is focused on the idea
of substituting the museum guide, analyzing technical issues to display contents and
interact with digital data when using Head Mounted Displays such as Microsoft HoloLens
glasses. Other similar articles are just focused on reproducing the museum classical visit
with the new media, for example, presenting a prototype that is just focused on the
display of information for one object, without benefiting from the possibilities of this new
media [17–20].

The continuous evolution of technology will enable museums to steadily develop
further improvements with their interface between audience and artifact. If museums
can develop a multimedia approach that exploits the new generation’s familiarity with
IT devices, it could create an evolutionary leap in the way museums reach out to new
audiences. With augmented-reality headsets, you can take advantage of the ruins of
buildings to build digital information about them. Normally, in excavations, a series of
data are obtained from which the interpretations are made. Consequently, in most cases,
an “approximate” and provisional reconstruction of the buildings is carried out, which
allows one to get an idea of what it was like [21]. This is the reason why an archaeological
museum was selected, so an immersive storytelling was created for the smart headsets that
took the user on an emotional journey, taking advantage of all the capabilities of the device.

1.3. Aims and Contributions

The main objective of this work is to present a novel methodology based on augmented-
reality techniques combined with stage and theatrical techniques to produce a more emo-
tive, intuitive, and natural manner to explore heritage. Although the proposed methodol-
ogy is general and can be applied to other areas, it is specifically designed to enhance the
museum visit experience.

Without loss of generality, the proposed methodology is applied to a particular case
study: the Almoina archaeological museum https://cultural.valencia.es/es/museu/la-
almoina-centro-arqueologico/, accessed on 25 November 2021. The Almoina museum is
located at the city center of Valencia, Spain, holding different archaeological findings of
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great value dating from the Roman period to the Middle Ages. This paper fully describes
the human machine interface designed for the Almoina museum following the proposed
methodology and using the Microsoft HoloLens glasses 1st generation as the augmented-
reality device. The effectiveness of the proposed approach is shown with several usability
tests as well as observational studies carried out for visitors of the Almoina museum.

The main contributions of this work are:

• To determine what type of storytelling can meet the requirements of the Museology 4.0,
whcih are that it has to be immersive, experiential, naturalized, narrative, interactive,
intelligent, gamified, transmedia, and social.

• To design a general methodology to produce a more emotive, intuitive, and natural
manner to explore heritage.

• To develop a methodology to present contents with augmented-reality HMD and
integrate virtual and physical information of objects in a user-friendly environment.

• To present all the steps followed to develop a functional prototype for the Almoina
archaeological museum based on the proposed methodology.

• To study the usability and effectiveness of the developed prototype based on the
opinion of the museum’s visitors.

1.4. Content of the Article

This paper is organized as follows: Section 2 fully describes the augmented-reality-
based user interface and methodology used to develop the proposed application. Next,
the feasibility of the proposal is proved in Section 3 with usability tests. Finally, Section 4
presents a discussion about the results obtained, and Section 5 presents the conclusion of
this work.

2. Proposed Approach

This works presents a novel methodology based on augmented-reality techniques
combined with stage and theatrical techniques to produce an emotive, intuitive and natural
way to explore heritage. The interface is specially designed to enhance the museum visit
experience. The methodology combines digital audiovisual production pipeline to generate
an emotional reaction on visitors who can engage with a virtual guide close to a human
presence in space.

The proposed methodology is applied to develop a novel human machine interface
(HMI) for the Almoina archaeological museum placed in Valencia (Spain). However, this
methodology is extensible to other types of museums such as science museums, history
museums or natural history museums, among others.

Next, a complete description of the methodology and the developed HMI is given.

2.1. Methodology

From the beginning it was important to find out what AR headsets can contribute to
the museum visit those previous devices could not provide, such as augmented reality
through mobile devices, or a simple poster placed on the museum wall. Therefore, it was
important to design an application that went further, to be sensitive and impressive while
incorporating digital data in a natural manner.

“Immersive design” was used to fit storytelling requirements, such as media conver-
gence, or a more natural way of relating to digital data. Immersive design is a process
that has been normally used in environments such as architecture, video games, art or
education [22] and was adopted it to the museum context.

The original idea was to implement a non-linear immersive experience in a real
museum. The design had to be adjusted to the museological requirements, so it was
important to determine what those qualities could be which has been named Museography
4.0. [23]. Museography 4.0 is the set of techniques and practices relative to the functioning
of the museum, which have evolved from the analogical museography towards the natural,
immersive, and intuitive integration of the digital data in the expositional context. It
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can be immersive, experiential, naturalized, narrative, interactive, intelligent, gamified,
transmedia, and social.

It must be connected to a fully immersive and natural experience facilitated by
augmented-reality devices. Narrative can be used to create innovative storytelling, al-
lowing interactivity and the personalization of information. It can use artificial intelligence
to anticipate user’s needs and gamification techniques to initiate and sustain user motiva-
tion for deeper exploration of information and contents of presentations.

In our analysis, the Museography 4.0 can benefit from the use of transmedia where
the main narrative is articulated and adapted to different media in changing situations. It
can also be social and culturally responsive.

2.1.1. Production Scheme

Based on the proposed objectives, several blocks were created in the phases of the
project: analysis, design, development, and implementation, as seen in the following
diagram in Figure 1.

Figure 1. Almoina AR Production Scheme.

In this scheme, sections that were completed are marked in green, and actions related
to the future official implementation are colored in blue.

Following the production scheme outlined above, the resulting actions are listed:

• Analysis: Analyze the contents to be represented and determine how it will be
presented.

• Design: Design a narrative script that contains museography 4.0 requirements, with
the appropriate interactivity. Design the environmental sound and architectural
elements and objects to be recreated in 3D and 2D, as well as the figuration of human
characters.

• Development: Create a technical script that develops the storytelling. Create the 3D
assets, images, and videos. Choose and prepare an actress to act as a guide. Record the
scripts on a chrome set. Post-produce the videos to be integrated into the computer
program. Choose the music and sound effects.

27



Electronics 2021, 10, 2956

• Implementation: Coordinate and guide the programming of the application with the
programmer. Run the first integration and functionality tests. Draw conclusions and
analyze the results.

2.1.2. Storytelling Requirements

After several meetings with the museum’s director, it was decided to bring the virtual
city to life in the republican period and the first settlement of a city in the 2nd century
BC. This allowed to focus the discourse on the first civilizations, their religious rites,
commerce, etc.

Most of the representations seen of cities reconstructions are focused on an architec-
tural representation, in which the volumes of the buildings are shown without attending to
the life and people. For this reason, it was agreed to show what the city was like at that
time, what people inhabited it, and what kind of life they led, in order to try to reproduce
the feeling of having traveled through time.

2.1.3. Contents and Interaction Design

The application was focused on the visitor’s interaction. For this reason, each user
could decide what content they were interested in and could go deeper into it, according to
their interest. Different narratives were presented related to each building to expand the
information on the chosen topics. The main topics were: the city foundation, the Horreum
and Commerce, the sanctuary and religious life, and the Terms and the social life (see
Figure 2).

Figure 2. Content scheme.

2.2. Augmented-Reality-Based Interface

It was determined that each scene of the tour should have a brief introduction con-
ducted by a human guide in the form of a video-hologram, complemented with some small
audible messages of information of less than a minute each and some visual extra images
(photographic images and illustrations) that help visitors to understand the concepts ex-
plained by the guide. All the contents were corrected and confirmed by the director of
the museum.

The interaction of the application follows the principles of natural interaction to avoid
problems derived from the use of computers, such as pressing buttons or choosing items
from menus. The application for the AR headsets were designed with a short introduction
to teach the way to operate the device during the experience. At the beginning of the
experience, a life-size video image of a person—the virtual guide—was the first thing the
user could watch and hear when they were wearing the headsets. Our guide invited the
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visitor to come closer from a specific location in the museum to continue the teaching. After
that, the program measured the approach distance till the user was close enough, and then
it activated another part of the multimedia sequence, welcoming the visitor, presenting the
historical visit, and teaching them how to activate the virtual objects to discover each one
of the sequences of the tour.

In previous experients, it was noticed that some users had difficulty commanding
the headsets by gestures with a finger snap in the air or “Air tap” [23]. Implementation
of the voice commands were also problematic in the museum because of noise, so it was
decided that an interaction be designed that was exclusively dependent on the visitor’s
position and the place where they looked. This way of operating, already common in many
virtual-reality systems, works with a timer that counts the seconds an object is marked by
the gaze and triggers the animation of a circle of light to show the visitor the progression
of the activation. In this sense, it was decided that there would only be two activators:
one was in the form of a medallion/banner to activate each one of the four sequences into
which the tour was divided, and the other one was a coin that opened specific pieces of
information for each sequence.

The diagram shown in Figure 3 presents the flow of the interaction, divided into a first
part where the application is presented and where the user is trained to activate banners
and coins, and a second part, free movement, where the visitor is given freedom to move
through space to discover the sequences marked in space.

Figure 3. Interaction design.

2.2.1. Characters and Voices

It was decided that the guide character be based on the myth of Clelia (Latin Cloelia),
who was one of the most recognized heroines of Rome during the Republic. Storytelling
was conducted by a real actress playing the role of Clelia using highly effective theatrical
techniques to humanize the virtual experience. Thus, the Roman woman invited the user
to begin the visit by approaching her, and then she began to teach within 3 min how to
activate the holographic contents arranged in the space.

Clelia was the presenter for the four scenes and the main narrative, and a male
voiceover appeared when an informative coin was activated to complete the presentation
(see Figure 4).
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Figure 4. Insignia of Clelia “Promptuarii Iconum Insigniorum”. Guillaume Rouille 1553.

2.2.2. Emplacement

The storytelling was linked to the different areas of the museum already discussed
related to the republican roman ruins: the foundation of Valentia, the Horreum and the
commerce, the sanctuary and the water, and the thermal baths and social life, marked in
blue in the museum map; see Figure 5.

Figure 5. Museum map.

Each of the information points, shaped as coins, were built as a synchronized anima-
tions that two minutes long, composed of 3D figures, pictures, and diagrams that appeared
during the voice explanation exactly in the proper place of the museum to understand the
value of the ruins.
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2.2.3. Display Banners and Associated Narratives

To differentiate content levels, different types of interactive labels were designed.
On the one hand, four roman banners indicated each of the scenes in the museum: the
Crossroads, with a tale of the origin of the city; the Sanctuary of Asclepios, telling the
religious traditions of the Romans; The Horreum, introducing the way of trading of
this period; and the baths, with a story about the social life in this building. Clelia briefly
explained the related contents of each area marked by banners, accompanied synchronously
by a multimedia sequence that showed the digital reconstruction of that area as it was in
the Roman period (see example in Figure 6a).

(a) (b)

Figure 6. Examples of banners and Valentian coins used in the interface. (a) Main banner.
(b) Valentian coins.

Once the contents of each banner had been activated and the reconstruction of the
building was finished, the user could continue enjoying the scene by discovering some
coins spread in the area (see Figure 6b). These coins, based on the coin minted in the city of
Valentia during the republic, marked different points of interest that could be triggered by
the user by staring in front of them. For example, in the case of the Sanctuary, after listening
to Clelia’s introduction and watching the reconstruction of the building, the visitor had the
chance to activate each of the three coins suspended in the space, one at a time. The small
stories of each coin helped to explain the importance and symbology of the god Asclepios
in Roman times.

2.2.4. Video Production and Postproduction

The videos of Clelia were produced on a chroma set at the Polytechnic University of
Valencia. After a casting process, which lasted several days, it was decided that the role of
Clelia be played by a young local actress. The costumes and jewels were purchased for the
occasion based on the characteristics described in the history books and expert advice (see
Figure 7).

During filming, a teletypewriter was enabled to facilitate the reading of the texts for the
actress. The camera used was a Lumix 4G, and it was recorded in 4K resolution to maximize
the possibilities to re-frame and zoom the character in post-production. The audio capture
system was performed using a Sennheiser professional lapel wireless microphone concealed
in the actress’s neckline.
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(a) (b)

(c)

Figure 7. Recording studio: (a–c) images show different moments of the recording process.

Post-production was carried out with Adobe After Effects CC 2017, where the figure
was isolated from the environment to be inserted into the program (see Figure 8). The
presentation sequence was especially complex, since it had to be divided into six moments
in which Clelia instructs the visitor, where three of these are character loops enabled the
ability to await the visitor’s reaction. In the image below, you can see the sections defined
as loops marked in pink and those of a single reproduction in green.

Figure 8. Post-production: adding effects with Adobe After Effects CC 2017.

The videos were exported with a square resolution of 1000 × 1000 pixels and in a
special format, called webm, which was the only one able to preserve a transparency
channel when the figure was integrated in the video game engine. We discovered that
transparency is a very necessary feature of the video to create a credible integration of
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Clelia with the 3D virtual objects that appear around her; otherwise, she would look like a
cut square like a TV screen without a natural relation with the rest of the virtual set.

2.3. Application Development
2.3.1. Application Programming

Programming was done with Unity video game engine, an author tool for creating
programs for the Microsoft HoloLens glasses. With this program, all the materials and assets
such as photos, videos, music, 3D objects, and animations were integrated to create the
interactive scenes. The programming language used was C-Sharp, and some specialized
libraries for AR applications, such as Microsoft Mixed-Reality Toolkit, were used to ac-
celerate the production, making it easy to handle the input of the sensors to detect the
interactions of the user and to react in consequence (see Figure 9).

Figure 9. Unity3D video game engine.

During this phase, the integration of the audio-visual elements in the computer
program was coordinated, and many graphic development questions could only be solved
from experimentation with the video game engine with which these types of applications
are programmed.

After integrating all the elements and programming their behavior, the program
was uploaded into the Microsoft HoloLens glasses to carry out the functional tests in the
real space.

2.3.2. Asset Development

For the design of the buildings and stages it was decided that the the existing images
from the virtual reproductions made by the Almoina museum be used, to which some
three-dimensional elements were added to give the feeling of life in the buildings, such as
the inclusion of plants or mosaics on the walls.

The programming of the appearance of the three-dimensional elements on the mu-
seum space was carried out gradually, so that they were composed as Clelia commented
on the contents associated with that building while listening to background music. In this
sense, it was decided that materials be created that could be shown as dissolutions of mat-
ter in space, instead of simply appearing, since the introduction of virtual elements must
appear organically to enhance the magic of the moment of their appearance as if rebuilt by
traveling back in time. The materials were created from a special shader programmed with
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a variable that can be animated to make the objects appear or disappear when necessary,
following an organic pattern that helped to gradually perceive the correspondence of the
position of the virtual objects with the ruins.

2.3.3. Integration and Functionality Tests

To check the feasibility of the application, different tests were carried out. Specifically,
three formal sessions were conducted. First was the development of two Integration tests
to check the proper functioning of the program (see Figure 10). These types of tests are
normally used in the design of computer applications. After some adjustments were
made, a usability test was applied to check the validation of the first alpha version of the
application in the museum. In addition, an observational study was used to complement
the necessary data to check the feasibility of the application.

The Integration tests were developed with five people each. In both sessions, the
objectives were clearly defined to be analyzed. Likewise, in both tests, it was determined
that focus be placed on assessing whether it was a natural environment for the user that
validates it, as if it were an experience like any visit to a museum.

The first session focused on testing the interactive possibilities when executing the
contents through the gaze. For this reason, a first test was carried out before definitively
adjusting the interactivity mode. The second session focused on analyzing the functionality
offered by the narrative and the audio according to the spatial location in the space of the
Almoina. Subsequently, pertinent improvements were made so that the buildings were
adjusted to the plan of the ruins and the contents were in the corresponding space.

The first integration test was carried out with a set of non-definitive materials to speed
up the verification of functionality in the headsets. For this task, the necessary shots were
recorded to assemble the introduction and the tutorial without the help of the actress. The
banners and coins—created with a 3D modeling program for this test—were integrated in
Unity, and the materials of these objects were assembled with images previously treated
with Adobe Photoshop. These functional tests were first tested within the video game
editor itself, in simulation mode, with a joystick connected to the development PC with
which the the eyeglass wearer can simulate the movement and direction of their gaze.

(a) (b)

(c)

Figure 10. Interaction test examples: (a–c) images show different moments of the test process.

At this stage, it was agreed to review the literary script to adjust the narrative elements
to integrate the desired animations and rhythm. Likewise, the three-dimensional elements
necessary to reconstruct the scenes were integrated from a combination of objects obtained
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from free-use libraries and models created by ourselves, all adapted to follow the plan of
physical reconstruction and historically consistent with the guidelines of the Museum.

Finally, a functional alpha version was generated on Microsoft HoloLens glasses, with
the final footage shot with the actress. The animations and the reconstructions of the
presentation and tutorial were then developed (see Figure 11).

(a) (b)

(c) (d)

(e) (f)

Figure 11. Alpha version of the AR-based interface developed: (a–f) images show different moments
of the Almoina museum visit using the proposed AR interface.

3. Experimental Results

The developed application is an example of an efficient interface to explore museum
collections and ruins. A video of the experience can be seen in at the following link:
https://media.upv.es/player/?id=7574fcb0-3c89-11ec-af84-dfb8313cf291, accessed on 25
November 2021.

In accordance with [24–26], different methodologies such as usability tests of appli-
cations, which are commonly used in the verification of hardware and software, along
with presence questionnaires, surveys, and in-depth interviews, were used to evaluate and
validate the effectiveness of the proposed AR-based interface for guided tours in museums.

Ten people were invited to visit the museum and check the application on site. They
had different profiles (5 women and 5 men with different ages, from 18 to 58 years old). Ad-
ditionally, they were given the opportunity to explain comments and suggestions in order
to obtain some extra information apart from the usability and presence questionnaires.
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Specifically, the System Usability Scale (SUS) questionnaire was carried out to check
the usability of the application (see Table 1) [27]. This test took an average of 50 min,
including the training with the virtual guide Clelia (approx. 8 min), the visit to the content
(approx. 30 min), and finally some time to respond to the questionnaire and interview
(8 to 10 min).

Table 1. Questions of the SUS questionnaire [27].

Q1 I think that I would like to use this system frequently

Q2 I found the system unnecessarily complex

Q3 I thought the system was easy to use

Q4 I think that I would need the support of a technical person to be able to use
this system

Q5 I found the various functions in this system were well integrated

Q6 I thought there was too much inconsistency in this system

Q7 I would imagine that most people would learn to use this system very quickly

Q8 I found the system very cumbersome to use

Q9 I felt very confident using the system

Q10 I needed to learn a lot of things before I could get going with this system

As a result, the overall perceived usability was 84.67 out of 100 (min: 79.9; max: 100;
SD: 17.41) for n = 10. This result means that the proposed interface reached a high level of
usability. In addition, Figure 12 shows the results obtained for each question of the SUS
questionnaire. It is remarkable that most of the participants indicated that they would use
this interface frequently and found the interface easy to use. The participants also indicated
that all the interface functionalities were well integrated and that the proposed interface
was consistent. Moreover, participants felt confident with the interface. An initial tutorial
might be needed to learn the interactivity, but once it is explained, the system is easy to use.

In addition, the presence questionnaire (PQ) was filled by visitors [28–33]. PQ con-
tained 24 items in the form of closed-ended questions on a scale of 1 (“not at all”) to 7
(“completely”). Figure 13 shows the results of the PQ. Specifically, the “realism” score
obtained a mean of 6.60 out of 7 with a standard deviation of 0.44, while the “possibility to
act” score obtained a mean of 6.15 out of 7 with a standard deviation of 0.55. The “quality
of interface” score obtained a mean of 6 out of 7 with a standard deviation of 0.95, while the
“possibility to examine” score obtained a mean of 6.47 out of 7 with a standard deviation
of 0.12. The “self-evaluation performance” score obtained a mean of 6.25 out of 7 with a
standard deviation of 0.07, while the “sounds” score obtained a mean of 6.73 out of 7 with
a standard deviation of 0.25. These results demonstrate that the objectives presented in the
preparation of the methodology were achieved. All users demonstrated engagement with
the digital avatar together with the holograms that recreated the scenarios, with music
and effects.

Moreover, the Igroup Presence Questionnaire (IPQ), based on 14 questions on a scale
of 1 (“not at all”) to 7 (“completely”), was used [34]. This questionnaire is normally used for
testing virtual-reality-based interfaces, and some of the questions included in the original
version are not appropriate for augmented-reality-based interfaces (see [35] for more details
about the differences between augmented-reality and virtual-reality interfaces). For this
reason, only five questions from the IPQ were used in this study (see Table 2).
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Figure 12. SUS questionnaire results per question. 1 = strongly disagree, 5 = strongly agree.

Figure 13. Presence questionnaire results: 1 = “not at all”, 7 = “completely”.
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Table 2. Selected questions from the IPQ questionnaire [34].

Q11 How aware were you of the real world surrounding
while navigating in the augmented reality world?

Q12 I felt present in the virtual space

Q13 Somehow, I felt that the holograms surrounded me

Q14 I still paid attention to the real environment

Q15 I was completely captivated by the holograms

Figure 14 shows the results of this study. The majority of the users indicated in Q11
that they were extremely aware of the surroundings, which is characteristic of AR HMD
experiences (mean: 6.90 out of 7; standard deviation: 0.32). However, the results shown
in Q12 indicate that users were also aware of the virtual elements and felt surrounded
by them (mean: 6.90 out of 7; standard deviation: 0.32). This kind of results are typical
in augmented-reality applications and indicate that users are interacting with the virtual
world without losing contact with reality. Another important result was that the majority
of the users indicated that they felt surrounded by the holograms (mean: 6.50 out of 7;
standard deviation: 1.27, in Q13). This was precisely the effect that all augmented-reality
interfaces look for to engage the user and transmit the required information in a natural
manner. The users also indicated that the holograms did not interfere in the moments they
wanted to pay attention to the real elements (mean: 6.60 out of 7; standard deviation: 0.97,
in Q14). However, they were captivated by the holograms when needed, paying attention
to them, and receiving the information in a natural manner (mean: 6.20 out of 7; standard
deviation: 0.79, in Q15).

The above results sustained the effectiveness of the developed augmented-reality
interface based on the proposed methodology in terms of usability and visitor perception.

In addition to these results, the observational study showed that users took an average
of 55 min using the application, and 93% executed the training correctly. Ninety percent
entered the application via the Roman Banner, and one user directly entered a coin first.
Most of them stood in front of the holograms and did not move around them. Most of
them tried to touch the holograms.

The users understood very well how to run the tutorial that explained how to activate
the contents with their eyes. Neither needed help, and they moved naturally around
the room.

Several of the users complained that there were large differences between the guide’s
audio volume (Clelia) and the other narrator. Some of the dialogues could be improved to
make them shorter and more open to questions.

In general, most of the users were very surprised, enjoyed the experience, and under-
stood the associated content.

The team was satisfied with the results of these usability tests; they helped to verify
that the proposed methodologies are functional and that they meet the proposed require-
ments. The methodology is viable, as demonstrated by the experiments.

In the interview, most of the participants explained that the field of view was small.
Some of them had problems fixing the Microsoft HoloLens glasses when wearing other
headsets and felt uncomfortable after 30 min.
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Figure 14. Selected questions from the Igroup Presence Questionnaire results: 1 = “not at all”,
7 = “completely”.

4. Discussion

Results of previous section show a success in terms of the user experience when ex-
ploring the exhibition with the holographic contents activated with the interface. However,
some comments made by the users should be considered when developing future versions
of the proposed interface, as discussed below.

Users highlighted the attractiveness of the application due to the novelty of the media.
They also pointed out that it was very useful to understand the origins of the ruins and
what they belonged to. Moreover, they highlighted the ease of interaction with the virtual
guide, the banners, and labels with the coins. One user suggested adding more voices to
make the storytelling more inclusive. The authors consider that this is a good suggestion
and should be contemplated.

Arguably, the main complaint of participants was that the field of view (FoV) of the
device was too small. In particular, the FoV of the Microsoft HoloLens glasses used in
the tests is a 34-degree angle. Therefore, participants could see digital objects interacting
with the real world while looking straight ahead, but if they turned their head a little,
digital objects disappeared or got cut off. It is important to reveal that users explained that
once they were involved in the visit, they forgot about the problem of the field of view
and instead became involved in the storytelling. Nevertheless, the second version of the
Microsoft HoloLens glasses has improved this issue, and now the FoV is a 52-degree angle.

Some visitors also expressed their worries about the fatigue produced by the weight of
the headset. Moreover, they pointed out the difficulty of wearing them with other headsets.
The Microsoft HoloLens glasses generation 2 has changed and has the weight at the back,
which is made with the purpose of improving this problem.

However, users indicated that they finally understood the history of the ruins and
their origin and that they had enjoyed the experience enough to repeat it, pay for it, and
even recommend it to friends.
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Currently, the market of AR headsets is growing with companies such as Nreal, which
are are developing AR headsets that promise similar features to the Microsoft HoloLens
glasses for a much less cost [36] as a periphery device that can be connected to any Android
phone to work. There are still many problems that will need to be resolved in the future,
but with devices of this type and the knowledge reached with this research, we consider
the integration of AR solutions in museums to be in the near future.

5. Conclusions

It can be concluded that specific methodologies are feasible to be used by current
museums. The article has provided a fertile space to tell stories, fostering a magical,
emotional, and spiritual environment where the user becomes more open, active, and
sensitive to stimuli. Therefore, specific methodologies are feasible for use by current
museums. The article has provided a fertile space to tell stories, fostering a magical,
emotional, and spiritual environment where the user becomes more open, active, and
sensitive to stimuli.

As result of applying the principles of museography 4.0 on the Almoina experience, it
can be concluded that

• A storytelling methodology was design hat was adapted to the wishes and profiles
of visitors, placing them at the center of the experience and creating views with a
marked experiential character.

• The intuitive manner of operating with augmented-reality media “view-through”
allows one to eliminate the barriers that many individuals have when facing digital
media.

• A novel way of approaching stories was specified related to heritage, testing a type of
interactivity that allows the personalization of content according to the profile of the
visitor and their interests.

• The use of audio, video, and animated 3D recreations that surround the visitor helped
to make the experience much more immersive, bringing the user closer to the feeling
of taking a trip back in time.

The development of the 4.0 museography that understands the synthesis between
traditional exhibition forms and their fusion with digital media can help museums to
effectively use new technologies with the aim of successfully incorporating new audiences.

It has been proved how augmented-reality devices introduce new means of com-
munication capable of containing unique immersive experiences that will have a huge
impact on society and museums. Although these technologies are still in a very early
stage of development, and it is difficult to fully assess their potential, it is nevertheless
possible to foresee that their mere appearance is having a significant impact in the context
of museums. In this sense, more and more publications appear around museums and AR,
and the number of experiences carried out by different museums is increasing.

Nevertheless, the introduction of augmented-reality smart headsets in the museum
context offers some challenges to be analyzed:

• In terms of production, the need for professional with hybrid profiles and the need
for scientific 3D reconstructions will involve some additional media production costs.

• Regarding design, the dependency must be mentioned between the design of the
interaction rules and the specific storytelling that need to be told.

• The model of exploitation must consider the high costs and maintenance of devices.

The use of certain strategies, such as interactive languages from the world of videogames
or the development of narratives from staging or theater, can help to generate valid
experiences in the context of museums. Through the development of our experience, it has
been verified how these types of mechanics are very effective in involving audiences with
the museum’s contents. Proposing the discovery of information through an exploration
and activation of coins distributed in space in Almoina AR helped to generate a non-linear
guided tour. Other ideas brought from the world of video games, such as the use of a
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virtual guide, can encourage visitors to learn how to interact with the holographic content
effortlessly, following a non-technical narrative thread from the beginning. Likewise, it
was verified that the creation of reactive scenes due to the proximity to the visitor has
enormous potential, especially when linking this body position in space to animations that
are automatically triggered, giving the visitor the feeling of receiving a reward for it.

An experimental case has been presented that brings about innovation with respect
to these type of devices and narratives. It is a new medium, and this experience has only
confirmed that it has still much to discover. As for future research, in the short term,
carrying out part of the implementation of the Almoina AR with the second version of the
Microsoft HoloLens glasses is expected, to create the opportunity to validate the system with
different types of users and museum visitors.

Precisely the ability of these devices to present digital information linked to the
physical in a perceptively non-aggressive way can allows visitors to relate to each other
and experience the visit in a natural and social way. Likewise, in the examples that have
been developed, it was verified that the different narratives associated with the museum’s
contents take force when they are presented in the room in a holographic way, creating
a binding dialogue between the real and virtual elements that participate in the same
perceptual space, that is, the museum room.

Museography 4.0 will allow museums and their objects to have a central role, as they
did in traditional museography, making the experience of the visit attractive, interactive,
and motivating.

In addition, further potential work includes a comparative study between different
methodologies and technologies currently used in museums with the one proposed in
this work. This study will need a significant number of visitors to test each proposal in
order to highlight the advantages and drawbacks of each one of them. Based on the results
of this study, it is expected that the proposed methodology will keep improving in order
to develop more natural, intuitive, and emotive interfaces to enhance the museum visit
experience.
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Abstract: This study aims to investigate how humans and artificial intelligence (AI) speakers interact
and to examine the interactions based on three types of communication failures: system, semantic,
and effectiveness. We divided service failures using AI speaker user data provided by the top
telecommunication service providers in South Korea and investigated the means to increase the
continuity of product use for each type. We proved the occurrence of failure due to system error (H1)
and negative results on sustainable use of the AI speaker due to not understanding the meaning
(H2). It was observed that the number of users increases as the effectiveness failure rate increases.
For single-person households constituted by persons in their 30s and 70s or older, the continued
use of AI speakers was significant. We found that it alleviated loneliness and that human-machine
interaction using AI speaker could reach a high level through a high degree of meaning transfer. We
also expect AI speakers to play a positive role in single-person households, especially in cases of the
elderly, which has become a tough challenge in the recent times.

Keywords: AI speaker; speech recognition; system and semantic failure; effectiveness communication;
expectancy disconfirmation; single-person households; human-machine interaction

1. Introduction

According to the Market Insights Reports 2022, the global artificial intelligence (AI)
speaker market has achieved continuous growth, reaching 5.08 billion dollars in 2021 and is
expected to reach 8.71 billion dollars by 2022, as shown in Table 1. The report projects the
market to reach 21.94 billion dollars by 2027, at a compound annual growth rate of 26.10%
from 2022 to 2027. The supply of AI speakers surpassed 100 million in 2018, and is predicted
to go beyond 200 million by 2022. This is a remarkable achievement only eight years after
Amazon’s Echo with Alexa was released in November 2014. The forecast for the future
demand for AI speakers is reassuring—that they will become as important as smartphones.

Table 1. Global AI speaker market by vendor (shipments in millions of units).

Vendors
Market Share

(2021)
Shipments

(2020)
Shipments

(2021)
Growth Rate

Amazon 26.6% 33.6 42.4 8.8%
Google 17.3% 23.8 27.6 3.8%
Baidu 15.6% 19.4 24.8 5.4%

Alibaba 12.6% 17.1 20.0 2.9%
Apple 9.6% 7.3 15.2 7.9%
Xiaomi 6.3% 10.6 10.0 −0.6%
Others 12.0% 18.9 19.1 0.2%
Total 100.0% 130.7 159.1 28.4%
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AI speaker is a service platform designed to communicate and process user commands
by combining speech recognition and text analysis technologies [1]. In 1954, when the
speech recognition technology was first studied, it could not be commercialized owing
to its poor recognition rate. AI speakers based on speech recognition technology began
to be commercialized when Siri was installed in iPhone 4S in 2011. This has grown into
a service provided in most IT products and mobile devices [2]. The mechanism of AI
speaker is shown in Figure 1. The AI speaker transmits commands from the speech of the
user and voice transmission through speech to text (STT) and conversation recognition
stages [3]. Conversely, services are delivered to users through text to speech (TTS) and
voice transmission [4].

Figure 1. Operating process of AI speaker.

As extended technology and processing stages are required, the completion of the
service is still lacking. Despite the lack of the technology readiness level, the services
provided by AI speakers are expanding, and various companies are attempting to replace
the existing services with new services [5]. As shown in Figure 2, the report published by
voicebot.ai suggests that the most frequently used monthly services by the US consumers
are music, searching the web, weather checking, and timer and alarm services [6].

Figure 2. AI speaker use case frequency.
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This paper comprises four chapters. Section 2 covers the mathematical theory of
communication, which deals with the technical (or system) and semantic communication
issues required for the interaction between humans and AI speakers and detects the issues
of communication effectiveness. In addition, we examine the expectation of the customers
and disconfirmation with the acceptance and non-use of specific technologies. Finally, we
investigate the mechanism and current status of AI speaker development. In Section 3
we perform statistical analysis based on the user of AI speaker services. We conduct
quantitative analysis using statistical techniques and descriptive statistics to establish and
verify the hypotheses on which this study is based, according to prior studies. In Section 4,
we present the expected effects of using the results of our study. Finally, in Section 5, we
discuss the implications and limitations of the study and propose a future study that builds
upon our findings.

2. Background

2.1. Shannon–Weaver Model of Communication: A Mathematical Theory of Communication

Shannon and Weaver provided rigorous and formal solutions to technical problems
on which the information theory is based. Initially, Shannon and Weaver focused only
on technical communication, intentionally excluding all accessible accidents related to
semantic and effectiveness communication [7]. However, as communication develops
into Internet of things (IoT) that connect humans and machines across various levels of
intelligence and enables new services, semantic and effectiveness communication has
become a core concept that can no longer be ignored [8]. The model proposed by Shannon
and Weaver is an approach that views communication as a simple linear process, transmits
as much information as possible in each path, and evaluates the information. Furthermore,
this model quantifies the degree of complexity of information delivery by linking the
information concept to the total amount of information and the amount of selectable
information. That is, noise may occur in the communication process, apart from the issues
of redundancy and optimality [9]. This may be engineering noise or semantic noise that
may occur in the information interpretation process [10]. Shannon and Weaver divided
the problems in communication into technical problems and semantic problems along
with effectiveness problems according to the problem level [11]. The technical problem
involves how accurately the signal is transmitted, the semantic problem involves whether
the symbol conveys the meaning intended, and the effectiveness problem is whether the
received meaning is performed as expected [12].

First, in terms of technical problems, noise must be eliminated or minimized because
the noise generated in a limited channel reduces the efficiency of overall information trans-
fer [13]. Furthermore, the noise in the information design of the print media includes
decorations that make it difficult to read data, unnecessary visual devices, complex pat-
terns that cause optical errors, vocabularies that make it difficult to convey meaning, and
inappropriate images [14].

Second, according to the semantic problem, communication between humans involves
the exchange of information, in which the word information is associated with meaning.
The information conveyed when passing a concept from a source to a destination is a
relevant aspect, not how the message is delivered to the destination [15]. An accurate
semantic communication occurs when the concepts associated with the message sent by
the source are correctly interpreted by the destination. This does not necessarily mean that
the entire bit sequence used to transmit the message is decoded without errors. In other
words, one of the main reasons that semantic levels offer significant performance gains
relative to purely descriptive levels is that they leverage the sharing of prior knowledge
between source and destination [16]. This knowledge can be human language or a formal
language (at a more general level) consisting of a set of logical rules that enable entities
and receivers to correct errors that occur at the symbol level. An interesting aspect of the
semantic problem is that it arises from interactions between different languages. In the
semantic problem, the noise serves as a clue to infer and predict the meaning of the message
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delivered to the receiver. The number of selection conditions of the recipient is reduced
when the amount of information is small in the information delivery process, such that
the probability of the message being selected is high [17]. Conversely, if the amount of
information is large, the number of message selection conditions increases. This makes it
less likely that the recipient will select a particular message, and it is difficult to predict the
meaning conveyed by the message.

Third, the effectiveness or goal-oriented problem is performed to achieve a common
goal through communication between interacting entities. The basic system specification
uses a number of resources (e.g., energy and computation) to precisely achieve the desired
goal within a given time constraint. A communication system that enables interaction
between goals and related entities should be defined to focus on goal-related specifications
and constraints [18]. For example, any information that is not strictly related to attaining a
goal can be ignored. The efficiency level is the level responsible for the efficient manage-
ment of goal-oriented communication. The effectiveness problem is undoubtedly the most
important virtue in any information design, regardless of the nature and purpose of infor-
mation. However, if this is overemphasized, the role of information design may be limited
only to solving technical problems of communication. Early research on the effectiveness
problem mainly focused on how to visualize data, and qualitative aspects of information
such as images and narratives were mainly studied [19]. Appropriate expression of entropy
and redundancy in information design can achieve information delivery by arousing inter-
est and increasing the level of involvement to actively interpret information [20]. Various
studies have suggested the possibility of actively utilizing noise in information design by
interpreting the noise in the communication process as “noise as an interest factor” and
“surplus as a persuasion factor” from the audience perspective. Particularly, play, story-
telling, and interaction with information surplus are more effective because information
design requires user participation and interrelationship in a multimedia environment.

Shannon and Weaver proposed that communication is composed of three levels as
follows [21]:

Low level of the stack (The technical problem): How accurately can the communication
symbols be transmitted.
Middle level of the stack (The semantic problem): How precise the transmitted symbols
convey the desired meaning.
High level of the stack (The effectiveness problem): How effective the received meaning
affects conduct in the desired way.

2.2. Expectation Disconfirmation Theory

Generally, people react differently in terms of satisfaction even when they use the
same product or service, implying that product performance (i.e., quality perceived by
consumers) is determined by the expectation of the consumers in addition to the objective
function of the product. In other words, consumers do not determine their level of satis-
faction with a product based only on the performance level of the product but compare
the product performance with their initial expectations to determine their satisfaction [22].
In the expectancy disconfirmation paradigm, the most studied concept as a comparative
criterion is expectation. However, there is no clear conceptual consensus on what expecta-
tions mean. Several researchers have conceptualized expectations as “perceptions of the
likelihood of some event” or “perceptions of the probability of occurrence of some event”.
By contrast, other researchers view expectations as a concept that includes the “estimation
of the likelihood of a specific event” and “evaluation of the good or bad of that event” [23].

Expectations include predictive expectation, desired expectation, and normative ex-
pectation. Predictive expectation is wherein the performance is up to a certain extent
whereas desires expectation is that it is desirable to have a certain level of performance [24].
Normative expectations imply that performance should be up to some extent. There are
four types of expectations: ideal, predictive, natural, and minimum acceptable expectations.
There are studies that divide consumer expectations into predictive and normative expec-
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tations. Predictive expectation is the prediction of the consumer regarding the expected
frequency of problem occurrence, and normative expectation is defined as the normative
evaluation of how often problems occur [25,26]. As shown in Figure 3, the initial interest in
expectancy disconfirmation research in marketing investigated how expectations, rather
than expectations and satisfaction, affect perceived consumer performance. These studies
were primarily concerned with whether the effect of expectations on the perceived perfor-
mance is based on the assimilation theory or contrast theory. At the beginning of the studies,
contradictory research results were obtained. However, in later studies, it was reported
that consumer expectations generally have a positive effect on product perception [27].

Figure 3. Schematic of the expectancy disconfirmation theory.

Early research on consumer satisfaction mainly focused on analyzing how expecta-
tions affect user satisfaction rather than the effect of expectancy disconfirmation on the
performance. Most of these studies have attempted to explain the effect of expectation as an
assimilation effect based on the cognitive dissonance theory of Festinger [28]. For example,
a consumer who purchases a product with high expectations will feel psychologically
uncomfortable when the performance of the product fails to meet the expectations. As it is
impossible to increase the performance of the product, to solve the psychological discom-
fort (cognitive dissonance), they try to satisfy themselves based on their high expectations,
thereby increasing the level of satisfaction [29].

Expectancy disconfirmation is based on product expectations and perceived perfor-
mance. Therefore, this theory can accurately explain how expectations and perceived
performance affect consumer satisfaction. This theory is generally known as the main
theory that explains consumer satisfaction based on expectations [30]. If the product per-
formance is higher than the expectations of the consumer, the level of satisfaction rises, and
the consumer becomes dissatisfied if the product performance is lower than the expectation
owing to the disappointment effect. When product performance is judged to be lower than
expected, better than expected, or equal to expectation, it is called negative disconfirma-
tion, positive disconfirmation, or simple confirmation, respectively. Therefore, in the case
of simple confirmation and positive confirmation, the consumer is satisfied whereas the
consumer is dissatisfied in the case of negative confirmation [31].

The expectancy disconfirmation theory hypothesizes expectations tied to perceived
performance, leading to post-purchase satisfaction. This effect is mediated through positive
or negative disconfirmation between expectation and satisfaction; satisfaction occurs when
the service expectation is exceeded whereas the customer is dissatisfied if the expectation is
not met. As shown in Figure 4, the expectation of the present time point (t) is connected
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with the disconfirmation of the future time point (t + 1) and affects the choice of the
consumer [32].

Figure 4. Consumer satisfaction process by time series.

If a good reputation is created by appropriately responding to changes in the demands
and expectations of major stakeholder groups and maintaining harmony, then building
consumer trust and confidence will naturally follow. Therefore, it is necessary for any
company to pay sufficient attention to its key stakeholders and strive to meet their expec-
tations [33]. By meeting stakeholder expectations, a company can anticipate and respond
to potential crises in advance, build trust in the organization, and have the results of the
company confirmed by stakeholders. The expectations and interests of stakeholders are
constantly evolving; therefore, companies should conduct regular stakeholder monitoring
and dialogue to keep pace with these developments, and thus, the stakeholder feedback
can be obtained [34,35].

2.3. Technical Background of AI Speaker

IoT is one of the representative information technologies leading the fourth industrial
revolution. The core technology of IoT consists of the collection, processing, and man-
agement of data coming through sensors, wired or wireless communication and network
infrastructure, security technology to prevent information leakage, and software that can
connect various technologies [36]. Therefore, although IoT is a service industry related to
individual consumption, it has a complex structure in which large industries in various
fields are complementary to each other. AI speakers focus on convenience functions in
general life based on IoT [37,38]. Companies that design AI speakers focus on content
businesses that consider human accessibility and intimacy as well as the functional aspects
of devices. They have even started to formulate the name of AI assistant service. The
AI speaker is a voice command device with a built-in virtual assistant, which provides
interactive work and hands-free activation [39]. The core of the virtual assistant service
is human–machine interaction through question answering (QA). All AI speakers are
equipped with voice recognition technology by default, but a special wake word is required
to link the device so that it can communicate with the server [40]. AI collects and analyzes
user commands to provide information and services tailored to the situation. In other
words, the AI speaker collects the command, compares it with other commands stored
in the cloud, and recognizes it when a user inputs a command to the AI speaker. The
service is operated in such a way that the suitable data are retrieved from the big data and
appropriate information is provided to the user through the recognized command [41,42].
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This enables the industry to launch AI services that can satisfy accessibility and
interactivity. Furthermore, an AI speaker is composed of a speech recognition technology
that converts human voice into text data that can be recognized by a computer and a
natural language processing technology that can process the converted data [43,44]. The
convergence of these two speech-language processing technologies is not only used in the
AI speaker industry, but also in the wearable device and artificial intelligence industry
(which is based on human intimacy). AI speakers are based on voice assistants or voice
user interfaces (VUIs), such as Google Assistant and Amazon Alexa. VUIs receive language
as input information through a speech recognizer and output voice information through
speech synthesis or pre-recorded audio. There is a growing interest in integrating the
voice assistant with various devices, such as AI speakers, smartphones, and smart TVs,
to improve the voice recognition rate. The error rate is 5% when a person hears and
transcribes the conversation over the phone. In 2017, the interactive agent recognition
error rate reached 5%, a level similar to that of humans [45]. Figure 5 shows the basic
model of acoustic echo cancellation. When a user tries a voice command while the music is
playing on the speaker, the AI speaker removes the music signal by applying acoustic echo
cancellation technology and only accepts the voice command signal without distortion.
For the acoustic echo cancellation technology to work ideally, the reference signal (R) for
signal processing and the signal (Rˆ) reproduced through the AI speaker and input back to
the microphone must exactly match. In this case, even if the reproduced music signal is
much larger than the voice command, the AI speaker accurately recognizes only the voice
command signal [46].

Figure 5. Block diagram of the acoustic echo cancellation system.

The most basic principle for acoustic echo cancellation is to estimate the characteristics
of the acoustic path, which should be modeled as accurately as possible to implement a
pattern similar to the actual echo. An adaptive filter should be used as the characteristics of
the acoustic path generally vary according to time and surrounding conditions [47,48]. The
situation of the music interference seriously affects the voice recognition performance. The
quality of acoustic echo cancellation depends on the speed of convergence and the accuracy
of the adaptive filter. The echo signal is typically modeled as a convolution of the musical
signal and the impulse response of the audio path [49].
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3. Methodology

3.1. Research Methods

IT corporations, which develop and sell AI speakers, have been persistently making
colossal investments in marketing to survive in the competitive market. This emphasizes
the importance of understanding consumer behavior in developing and expanding the
services that enable the consumers to lock-in the company product. Therefore, we focus
on discussing and analyzing the following two issues: (1) How the initial experience of
the user affects the continued use of the speaker and (2) how the individual characteristics
of the user affect consumption. We seek to provide insight into what customer behavior
characteristics companies should consider to increase sustainability in the future.

In this study, we used real consumer data on AI speaker obtained from Korea Telecom
(KT), which is one of the most representative broadband companies in South Korea. The
company launched an AI speaker service, Giga-Genie, which is installed in all-in-one
set-up box to control Internet Protocol Television (IPTV). The content of the communication
appears on the TV screen which improves the function by helping consumers know how
their words are recognized. As the service comes along with the IPTV registration, there
are consumers who unwillingly registered with the AI speaker, and this could provide a
meaningful consequence because we specifically used three months’ data of the customers
registered in December 2017.

To analyze the initial user experience, we started with the section that is highlighted by
the users. Tracing back to the resource above, voicebot.ai, the most important function that
consumers focus on is the understandability of the communication between the AI speaker
and users. To improve this, failure to maintain communication should be reviewed. The
three aspects of the success in communication consist of technical (or system), semantic, and
effectiveness aspects as defined by the mathematical theory of communication in Section 2.
As shown in Table 2, we analyzed communication failure between AI speakers and users
in these three aspects.

Table 2. Classification of the typical failure experiences of AI speaker users.

Type
Request Message

(By Customer)
System Message Results

System Comm. Failure

Do “something.”
The network connection

failed to cancel the service.
Please try again later.

Cancellation of service

How is the weather in
Kangnam, Seoul?

I cannot access the weather
information. Please try again later. A sudden service failure

Turn on the Netflix service. A subscription to the service
is required.

Requirement to sign-in to
additional service

Semantic Comm. Failure

How is the weather in
Kangnam, Seoul?

I cannot find the name of the
location. Please ask another

location.

Rejection to unavailable service
request or incomprehensible

request

Play the music of “ABBA”. I will turn on the music of “Bach”. Searching for other results with
similar pronunciation.

Search for the movie ‘Smile’. I’ll smile with you too, ha-ha-ha. error in recognizing
the meaning of words

Effectiveness Comm. Failure

Search for the movie
“Squid Game”.

Should I search contents
related to “Squid Game” in TV

or in web browser?

Inducement of the user’s choice
amongst possible actions

Call Mr. Smith. Do you want to call Mr. Smith? Confirmation of the user’s will

I want to make a call. Let me know the contact number
you would like to make a call.

Request for the additional
information

We observed and analyzed the log data of 27,308 AI speaker users for three months
from December 2017 to February 2018. We used variables that consider individual attributes
to quantify the exposure level of the user environment along with basic demographic
information. We defined exposure level as the TV viewing time as the IPTV and set-up
box are all-in-one service. The gender and age of the subscribers were used for personal
profile information. The failure in each field was measured by the failed percentage of the
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request attempt. We classified independent variables (Xs) as the percentage of three types
of failures with the moderating variables considering the first day, accumulated three days,
one week, and two and more weeks. We used two more types of independent variables:
exposure level of the user environment and demographic information such as age and
gender. Finally, we defined two types of dependent variables (Ys) to display continuous
usage of the speaker as shown in Table 3. We considered a discrete dependent variable
(Y1) and a continuous dependent variable (Y2), both of which indicate continuous use as a
dependent variable, simultaneously. We defined the continuous use of discrete Y1 as 1 for
more than five days and 0 for less than five days. In the case of continuous Y2, the date and
number of use cases were quantitatively constructed.

Table 3. Operational definition of variables.

Variables Definition

Independent Vars. (Xs)

Percentage of three types of failures with system,
semantic, and effectiveness.

the exposure level of the user environment, and
demographic information (ex. age and gender)

Moderating Vars.
Period of customer failure with first-day,

accumulated three-days, one-week,
and two and more weeks.

Dependent Var.
Discrete Var. (Y1) Sustainable use of AI speaker, with one for more

than five days, and 0 for less than five days

Continuous Var. (Y2) Sustainable use of AI speaker, with the date of use,
and the number of use cases

3.2. Hypothesis

We discovered that systematic (or technical) service error that occurs in the verbal
request owing to the circumstances where the service is not ready, the user should sign-
in to the additional service, or voice recognition technology is not working, leads to a
decline in the customers’ trust in the voice service. This eventually hinders customers from
purchasing further subscription to the AI speaker. Thus, we assumed hypothesis 1 as a
system failure.

Hypothesis 1 (H1). If no service is technically provided in response to consumer request, the
continued use of AI speakers will be negatively affected.

The provision of the wrong service refers to the incident where the result of the verbal
request of the user is dissatisfying, leading to another request within 5 s. This refers to
unrelated emotional chat or some other reason due to the absurdness of the situation.
The circumstance where a different type of service from what the consumer requested
is provided can be explained, for example, as in not providing music service when the
consumer has requested for it. We argued that the disharmony in the service during the
initial experience within the first day, first three days, first week, and first two weeks
or more, leads to the absence of consumer needs. Therefore, we assumed the second
hypothesis as a semantic failure.

Hypothesis 2 (H2). Providing a kind of service that is different from the one ordered by the
consumer will have a negative impact on the continued use of the AI speaker.

If the AI speaker cannot recognize the verbal request at once, or requires additional
information on the verbal request, the impression on its continued use is negative. For
example, when the user commands, “turn on Beatles”, and the speaker replies, “If you
want to listen to the music of Beatles, say ‘Turn on the music of Beatles’”. This is a
typical example of the circumstance requesting a change in the method of verbal request
or additional information. Replying with sentences such as “I couldn’t understand” or
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“Repeat your request” lowers the likelihood of continuing the subscription. Therefore, we
assumed a third hypothesis as an effectiveness failure.

Hypothesis 3 (H3). If the consumer does not recognize the commands at once or has requested for
additional information, the continued use of the AI speaker is negatively affected.

In addition to the three hypotheses, we hypothesized that the degree of continued use
of AI speakers varies according to the degree of exposure to the usage environment and
demographic information. Accordingly, we established two more hypotheses.

Hypothesis 4 (H4). The continuity of usage depends on the mechanical time the users stay at home.

Hypothesis 5 (H5). The continuity of the usage differs based on the age, range, and gender of the users.

Figure 6 schematically illustrates the causal relationships for the above five hypotheses,
and each independent variable is classified according to the customer failure period, which
is a moderator variable.

Figure 6. Causality of the hypotheses.

4. Results

To test the first hypothesis, as shown in Figure 7, we explored the continuous use of
the AI speaker for each customer failure period related to system failure. We found that the
sustained use was negatively affected if a system failure occurred in any period and that the
most significant difference in sustained use was for users with a period of two weeks or more.
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Figure 7. Ratio of system failure.

We explored the continuous use of AI speakers for each failure period of semantic
failure-related customers to test the second hypothesis. As shown in Figure 8, we found
that the occurrence of semantic failure across all periods had a negative effect on sustained
use. The largest difference in continued use was the users over a period of two weeks.

Figure 8. Ratio of semantic failure.

Finally, to test of the third hypothesis, we explored the continuous use of the AI
speaker for each failure period related to the effectiveness failure. We reached conclusions
that were contrary to the results of the previous hypotheses. That is, the negative effect
on continuous use did not increase even if the effectiveness failure occurred in almost all
periods, as shown in Figure 9. Rather, most of the cumulative users, except for 1-day users,
showed a positive will to use despite the failure. Moreover, we discovered that, as with the
previous hypotheses, the biggest difference in sustained use was for users over a period of
two weeks.
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Figure 9. Ratio of effectiveness failure.

We searched for each failure variable by date for customers using the AI speaker for
more than five days a week for three consecutive months. Based on all graphs, we found
that the period that showed the greatest difference was the failure rate over two weeks.
Therefore, we performed a logistic regression analysis for Y1 and regression analysis for Y2
with reference to the failure rate of two weeks to test each hypothesis. Tables 4 and 5 lists
the results.

Table 4. Result of analysis 1.

Hypothesis Y1 Y2

H1 0.0007 ** 0.0096 **
H2 <0.0001 ** <0.0001 **
H3 0.721 (N.S.) 0.0575
H4 <0.0001 ** 0.0042 **

(Significant Level: * p < 0.1, ** p < 0.05, *** p < 0.01).

Table 5. Result of analysis 2.

Components of H6 Case of Y1 = 1 Y2 (Days)

Gender
F 9.23% 10.2
M 9.37% 10.0

Diff. N.S. N.S.

Age

Under 20 5.05% 7.6
20s 8.07% 9.9
30s 12.31% 11.2
40s 5.79% 8.7
50s 4.21% 7.5
60s 9.45% 9.1

>70s 12.31% 10.8
Diff. <0.0001 ** <0.0001 **

(Significant Level: * p < 0.1, ** p < 0.05, *** p < 0.01).

We statistically proved that the failure due to system error (H1) and not understanding
the meaning (H2) resulted in negative results on continued use of the AI speaker when
two dependent variables were applied. However, in the case of H3, contrary to H1 and
H2, the higher the failure rate, the greater the number of cases used. We proved that the
additional queries and re-words of H3 provide a positive experience for people to continue
the conversations.
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We found no statistically significant differences between sexes. However, found a
difference in usage according to age. We found that sustained use was significantly higher
for those in their 30s and 70s or older. The common tendency between the two age groups
is that there are mainly single-person household; therefore, the lack of a conversation
partner could increase conversation with the AI speaker, which explains the positive result
of continued use.

5. Conclusions

From the results of this study, unlike the system and semantic communication failure,
effectiveness failure has a positive effect on the continuous use of AI speakers. This
proves that human–machine interaction can reach a high level through a high degree of
meaning transfer. AI speakers are expected to play a positive role in the case of single-
person households, especially the elderly; such cases are ubiquitous. This study improves
the continued customer use of products based on data from the top telecommunication
service companies in South Korea and proves the three types of communication functions
academically. However, short-term data may cause a problem in that the failure type is
simple. To address these problems, we plan to include type diversification along with
customer groups in future research.
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Abstract: In this study, our objective was to identify the factors that explain the acceptance of
Industry 4.0 technologies by technical students. Industry 4.0 is made up of a series of technologies,
such as the Internet of Things; cyber-physical systems; big data, data analytics, or data mining;
cloud computing or the cloud; augmented reality or mixed reality; additive manufacturing or 3D
printing; cybersecurity; collaborative robots; artificial intelligence; 3D simulation; digital twin or
digital twin; drones. We designed a theoretical model based on the technology acceptance model to
explain the acceptance of these technologies. The study was carried out on a sample of 326 technical
professional students. Students are considered ideal samples to test theoretical predictions regarding
the relationships between variables in emerging technologies. The results show the positive effect of
technological optimism on perceived usefulness and ease of use. However, there was not a direct
effect on the attitude towards the use. A mediating effect was established. In addition, the facilitating
conditions influence optimism and the ease of using the technology. These elements influence the
attitude and intention to use, which is consistent with previous studies on technology acceptance.
The results will guide the design of public policies to incorporate technologies into education.

Keywords: Industry 4.0; technology; technology acceptance model; emerging technologies

1. Introduction

The future of rural development has aroused the interest of broad and diverse aca-
demic communities, which is due, among other things, to its relevance when facing the
effects of massive shocks, such as the COVID-19 pandemic or the sustained increase in food
prices [1–3]. An essential point on the global research agenda has been the inclusion of 4.0
technologies in agriculture, looking at both their social and environmental impacts [4], the
effects on transition patterns [5], and the types of challenges they may face [6], such as the
construction of territorial indicators [7], or their practical implementation in production [8].
However, there does not seem to be a sufficient approximation regarding the degree of
acceptance between this technological phenomenon and a whole social group for the future
of agricultural development, such as rural youth.

With regard to this group, in particular, the literature discusses, at a theoretical level,
the possibility of sharing a definition that addresses the diversity of conditions and char-
acteristics that rural youth represent [9–11], the factors that influence the development of
their economic activities [12,13], and the elements that affect national and international
mobility practices [14,15].
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Although during the last decade of the 20th century, there was little theoretical evo-
lution in the study of rural youth [14,16], some factors made it possible for this context to
markedly change, intensifying structural analysis within the framework of public policy
design. Thus, during the last five years, the difficulties, challenges, and opportunities faced
by rural youth have been at the center of the concerns of both governments and interna-
tional organizations linked to rural development. The International Fund for Agricultural
Development (IFAD), in its 2019 annual report, highlights the depth of the economic and
technological transformations that this group is experiencing worldwide. This preoccupa-
tion has generated high expectations and uncertainty about which methods would be more
efficient in improving their living conditions [17].

The report states that there are three essential elements for the development of rural
youth. Increased productivity is associated with the challenge of improving educational
conditions to facilitate interaction with technological schemes that have a positive impact
on the efficiency of economic processes; connectivity has the potential to create more
opportunities to generate business [18]; finally, agency refers to rural youth’s ability to
make autonomous and empowered decisions about their life strategies. In turn, access to
better information and education has increased financial and labor expectations, which has
strained the ecosystem of opportunities offered by rural areas, which are characterized by a
diversity of structural conditions [19].

In addition to the above, rural young people’s aspirations or ways of perceiving the
future have played a central role in their interaction with technology and the type of
strategic decisions that they make. This trajectory could be mediated by global factors,
such as the climate crisis, but also by the local adaptive capacity of agriculture in the face
of economic phenomena, which are dominated by growing and dominant corporate and
industrial participation, for example, in the area of food production [20].

Following the criteria used by the National Youth Institute of Chile and the Ibero-
American Youth Organization, rural youth are defined as the population between 15 and
29 years of age who live in rural areas, which represents 13% of people at the national
level. Regarding their socio-labor characteristics, the essential occupational sectors are
agriculture (37%), commerce (17%), and services (16%). This group’s education level is
significantly higher than that of their parents due to the universalization and increased
territorial coverage of the Chilean educational system, which has allowed them to become,
among other things, stable and recurrent users of technologies. Although rural youth, in
general, have access to low-skilled jobs, there is an essential group of young people with
expectations linked to agricultural innovation. They believe that access to technologies,
investments, and credit systems is necessary for this [14].

Industry 4.0 (I4.0) represents a recent technology trend [21,22]. This is a significant rev-
olution that is changing industry, as well as social and economic life [23]. It is based on the
adoption of digital technologies [24–26] for the collection of data in real time, which provide
helpful information to systems [27,28]. I4.0 is based on several technological pillars (big
data, cloud, industrial internet, horizontal and vertical integration, simulation, augmented
reality, additive manufacturing, cybersecurity, and advanced manufacturing) [29,30]. The
key benefits of I4.0 reported in the literature include: cost reduction; improvements in
quality, efficiency, flexibility, and productivity; and a competitive advantage [31]. What
could be used as a springboard for the development of rural youth?

With the advancement of this technology and its incorporation into both professional
and private user environments, whether it is accepted or rejected is critical. Leveraging I4.0
technologies is far from trivial, and user acceptance is key to successfully implementing the
technology [32]. Since I4.0 relies heavily on interactions between individuals, technologies,
organizations, and people, it is critical to investigate the causal factors for adopting and
using the technology [33]. The Technology Acceptance Model (TAM) has evolved to become
the crucial model in understanding the predictors of human behavior towards potential
technology acceptance or rejection [34], has been widely used to recognize the factors that
affect technology acceptance in a variety of contexts [35,36], and is considered an influential
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model that is commonly applied in the field of information systems [37]. Therefore, given
that the TAM model is among the most widely used for modeling behaviors, we find
it helpful when modeling the intention to adopt Industry 4.0 technologies by technical
professional students from rural areas.

The I4.0 acceptance study has been addressed in other contexts, such as small and
medium enterprises [31], manufacturing companies [38], managers [32], and govern-
ments [39]. However, to the best of our knowledge, it has not been addressed from the
students’ perspectives. This situation is serious because investments in any new technology
are costly and require a lot of time and effort [40], and future professionals could affect the
success of these initiatives.

Therefore, this study aimed to measure the acceptance of Industry 4.0 technology in
vocational–technical studies and, additionally, to address the call to extend the original
TAM by incorporating new variables to improve its applicability and validity [33,34,41].
We have introduced subjective norms, enabling conditions, and technological optimism as
the factors that could explain technology acceptance.

The remainder of the paper is structured as follows. The theoretical foundations and
hypotheses are presented. Then, the methodology and results are presented. Finally, a
discussion of the results and the conclusions of the study are presented.

2. Theoretical Background and Hypotheses

In 1985, Davis [42] proposed the technology acceptance model (TAM) as an adaptation
of the theory of reasoned action (TRA), which was initially proposed by [43] to specifically
explain computer-usage behavior. The TRA demonstrates the intention to use through
attitudes towards using and subjective norms. However, the TAM suggests that the
subjective criteria do not directly influence attitudes towards use. Attitudes towards using
and use could be explained by perceived ease of use and perceived usefulness. Two
additional extensions to the models have also been proposed: TAM2 [44] and TAM3 [45],
both of which include other factors, such as subjective norms, that contribute to a better
explanation of the intention of use [46].

Parasuraman [47] proposed the construct of technology readiness (TR) to explain
technological acceptance. This is composed of four dimensions: optimism and innovative-
ness, as drivers of technology readiness, as well as discomfort and insecurity, which are
inhibitors. However, previous studies suggest that optimism and innovativeness are stable
individual dimensions used to measure TR [48].

Venkatesh et al. proposed [49] the unified theory of acceptance and use of technology
(UTAUT), and, in 2012, an extension of this (UTAUT2) [50], with the purpose of integrating
various existing models. In both cases, social influence is proposed as one of the constructs
that helps to explain the behavioral intention to use.

Lin, Shih, and Sheren proposed the TRAM model [51], which uses TR as a construct
in the TAM model, thus explaining its influence on perceived ease of use and perceived
usefulness, as well as behavioral intention to use.

However, the TAM model proposed by Davis is widely used to study the adoption of
new technologies [52]. This model explains the factors that could lead a user to adopt a
certain technology [53], and it considers the impact of these factors on the attitude towards
use and, finally, on the intention to use [54]. This model comprises several variables
that directly or indirectly explain behavioral intentions and technology use (i.e., perceived
usefulness, perceived ease of use, attitudes towards technology) and it can be extended with
external variables, such as self-efficacy, subjective norms, and the facilitating conditions of
technology use [40].

Numerous studies confirm the robustness of the model, emphasizing its broad applica-
bility to a diverse set of technologies and users [30]. It has been used in recent years to study
the adoption of new technologies, such as wearables [55], Google Glass [56], augmented
reality [57], Smart Home systems [58], IoT-based systems [24], and digital transformation
strategies [59].
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Based on the above, a theoretical model was developed using the TAM to understand
Industry 4.0 acceptance.

Facilitating Conditions

Enabling conditions are defined as the degree to which an individual perceives that
an organizational and technical infrastructure exists to support the use of a technology [60].
Individuals who are unfamiliar with new technologies may have difficulty using them.
However, if they have sufficient contextual support, they can easily accept the technol-
ogy [61]. Then, the facilitating conditions consist of modifying objective factors that support
the easy use of the technology [62]. The presence of favorable conditions, such as internet
availability, technological support, organizational/managerial support, motivation, etc.,
can enhance people’s willingness to try new technologies [63]. Facilitating conditions are
the perceived enablers or barriers in the environment that influence a person’s perception
of the ease or difficulty of performing a task [64]. These serve as a critical indicator for
the promotion of new technology because they help users learn to use the technology
within a shorter period, and minimize the problems that they may encounter when using
it [65]. In addition, facilitating conditions regarding the use of software have been related
to technological optimism [66]. Based on these antecedents, we propose the following
hypotheses:

Hypothesis 1 (H1). Facilitating conditions will be significantly associated with technological optimism.

Hypothesis 2 (H2). Facilitating conditions will be significantly associated with ease of use.

Subjective Norms

The subjective norm refers to the perception of people importance to an individual
regarding a specific behavior [43]. The importance of people’s opinions to an individual
can influence the use of technologies [67].

In a systematic review of 142 studies in the banking sector, the influence of sub-
jective norms on the perceived usefulness of using banking-service applications was
determined [68]. Industry 4.0 is characterized by an increase in the digitization of its
operations [69]. One of the technologies that led the digitization processes in this industry
is augmented reality. The influence of subjective norms on the intention to use AR applica-
tions has been studied [70] with regard to their perceived usefulness [71,72]. Therefore, we
formulated the following hypothesis:

Hypothesis 3 (H3). Subjective norms will be significantly associated with perceived usefulness.

Technological Optimism

Technological optimism is defined as “a positive view of technology and the belief
that it offers people increased control, flexibility, and efficiency in their lives” [47]. It is
associated with a positive view of technology and with the belief that it can increase control,
flexibility, and efficiency in life [73]. Therefore, people who are optimistic about using
new technologies are believed to have positive intentions to use them. They consider
technology helpful and are not concerned about its negative outcomes [74]. As a result,
optimists are more willing to use new technologies and knowledge [75]. Today’s students
are considered digital natives, and most of them have favorable views towards the use
of technology [76]. Technological optimism is a strong predictor of technology choice in
some young people compared with adults [77] (for example, in new learning methods [73],
the adoption of mobile banking [74], or cryptocurrencies [78]). This view shows their
tendency to be pioneers in using technology as a motivational behavior [79], and a positive
relationship between technological optimism and perceived ease of use and perceived
usefulness [80]. With these arguments, we put forward the following hypotheses:
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Hypothesis 4 (H4). Technological optimism will be significantly associated with perceived usefulness.

Hypothesis 5 (H5). Technological optimism will be significantly associated with attitude towards use.

Hypothesis 6 (H6). Technological optimism will be significantly associated with perceived ease
of use.

Technology Acceptance Model

There is sufficient support [41,42,57,81,82] for the role of perceived usefulness (PU),
which is understood as “the degree to which a person believes that using a particular
system would improve performance.” Perceived ease of use (PEOU) is defined as “the
degree to which a person believes that using a particular system would be effortless”,
which is a significant factor in predicting variations in the attitude towards technology use.
Davis [42] defines attitudes towards new system use (ATU) as “an individual’s general
effective reaction to the use of the system,” and perceived ease of use (PEOU) has been
explained as “the degree to which an individual believes that he or she will continue to use
the system.” Considering the TAM model, we consider the following hypotheses:

Hypothesis 7 (H7). Perceived usefulness will be significantly associated with attitude towards use.

Hypothesis 8 (H8). Perceived ease of use will be significantly associated with attitude towards use.

Hypothesis 9 (H9). A positive attitude towards technology use will be significantly associated
with intention to use.

Figure 1 presents the proposed research model.

 

Figure 1. Research model.

3. Methodology

Data were analyzed using structural equation modeling (SEM), based on variance,
taking advantage of the partial-least-squares (PLS) technique, which is suitable for infor-
mation processing in social science research and has advantages over SEM and traditional
multivariate analysis [83]. Structural equation modeling is implemented in research that
seeks to test complex models [84]. Two models have been calculated using this technique:
the measurement model (or external), which relates the observed variables to the latent
variables, and the structural model (or internal), which calculates the strength and direction
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of the relationships between the variables [85]. The steps differ depending on whether
the measurement model is reflective or formative. In this case, for reflective measurement
models, the steps are as follows: (1) estimate the item loads and assess the importance; (2)
assess the reliability of the indicator; (3) assess the overall reliability constructs; (4) examine
the average variance extracted (AVE); (5) confirm the discriminant validity using the HTMT
method; (6) assess the nomological validity [86].

Empirical Context and Data Sources

The sample comprised 326 students within technical–professional education. Stu-
dents are considered ideal samples for testing theoretical predictions regarding variable
relationships [87], which is in line with this study. Student samples have frequently been
used in exploratory technology-adoption studies [29]. Information was obtained from a
self-administered questionnaire following participation in a workshop on Industry 4.0.
Indications were given that there were no right or wrong answers, and the anonymity and
strict confidentiality of the data were guaranteed.

The survey was applied between the months of May and June 2021. A total of 37% of
the interviewees were women, and 63% were men. The average age was 19 years, and the
median was 18 years, with a minimum age of 15 years and a maximum of 30 years.

Measures

The scale was elaborated from the literature review and previous studies. Table 1
presents the indicators associated with the model constructs.

Table 1. Studies and indicators used.

Construct Study Indicator

Subjective norms [88] People whose opinions I value encourage me to use new Industry 4.0 technologies.
People who are important to me help me use the new Industry 4.0 technologies.

Technology optimism [89]
The products and services that use the newest technologies are much more convenient.
I prefer to use the most advanced technology available.
Technology makes my work more efficient.

Facilitating conditions [90]
I can easily access information on how to use Industry 4.0 technology.
Industry 4.0 technology is compatible with other technologies I use (tablet, notebook, smartphone).
I can easily get guidance and instruction if I have difficulties in using Industry 4.0 technologies.

Perceived ease of use [91]
The use of Industry 4.0 technologies is easy for me.
The use of Industry 4.0 technologies is understandable and clear to me.
It will not be difficult for me to be proficient in the use of Industry 4.0 technologies.

Perceived usefulness [92]
Industry 4.0 technology can help me to be more efficient.
Industry 4.0 technology is useful.
The use of Industry 4.0 technologies benefits me

Attitude towards using [91]
The use of Industry 4.0 technologies is a good idea.
The use of Industry 4.0 technologies is a wise idea.
I like to develop my activities using Industry 4.0 technologies.

Behavioral intention to use [93]
I intend to use Industry 4.0 technologies in the coming months.
I will continuously use Industry 4.0 technologies in my activities.
In general, I am willing to use Industry 4.0 technologies for the development of my activities.
I would recommend others to incorporate Industry 4.0 technologies in their activities.

Data Analysis

The hypotheses were tested using the Smart PLS 3.3.9 © package [94] and partial least
squares. The technique consists of different steps and has been previously used in this
type of exploration [95]. First, the model fitting is performed by applying a bootstrapping
process (5000 subsamples). Second, the measurement model is evaluated [96], which is
followed by an evaluation of the structural model [97].

4. Results

The study had 326 participants, of whom 63% were male and 37% were female. The
average age was 19 years, and the students were in their third or fourth academic year.
Of those interviewed, 27% were studying and working, 67% were only studying, and the
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rest shared their studies with unpaid work. Regarding technical specialization, the sample
showed that 16% were students of automotive mechanics, 20% were agricultural technical
students, 56% were agricultural technical students, and 8% were technical students in
agroindustrial and agricultural administration.

The loading (λ) of each item is more significant than 0.707, which verifies the reliability
of the indicator [98]. The reliability of the construct was satisfied if it had values greater than
0.7 for the Cronbach’s alpha coefficients, composite reliability, and Dijkstra–Henseler indi-
cator (RhoA) [99], as presented in Table 2. The convergent validity is presented in Table 3,
of which the values are higher than 0.5 [100]. Table 4 also shows the heterotrait–monotrait
ratios (HTMT) with values below 1, which provide discriminant validity evidence [97].

Table 2. Evaluation of the measurement model.

Construct/Indicator Loads
Cronbach’s Dijkstra–Henseler’s Rho

Composite Average

Alpha Reliabilities Variance Extracted

Subjective norm (SN) 0.8391 1.201 0.9168 0.8468
SN1 0.8657
SN2 0.9716

Technology optimism (TO) 0.9029 1.116 0.9283 0.8126
TO1 0.9619
TO2 0.9244
TO3 0.8113

Facilitating conditions (FC) 0.8994 1.056 0.9324 0.8217
FC1 0.9300
FC2 0.9352
FC3 0.8518

Perceived ease of use
(PEOU) 0.8971 0.913 0.9353 0.8282
PEOU1 0.8958
PEOU2 0.9371
PEOU3 0.8966

Perceived usefulness (PU) 0.9321 1.558 0.9474 0.8574
PU1 0.9048
PU2 0.9721
PU3 0.8992

Attitude towards using
(ATU) 0.9305 1.185 0.952 0.8688
ATU1 0.8948
ATU2 0.9758
ATU3 0.9239

Behavioral intention to use
(BIU) 0.9177 1.034 0.9354 0.7838
BIU1 0.8976
BIU2 0.8124
BIU3 0.9017
BIU4 0.9255

Table 3. Fornell–Larcker criterion.

ATU BIU PEOU PU SN FC TO

ATU 0.9321
BIU 0.8731 0.8853
PEOU 0.8220 0.8055 0.9100
PU 0.8501 0.8204 0.7256 0.9260
SN 0.7463 0.7364 0.7405 0.6510 0.9202
FC 0.7204 0.7427 0.7675 0.6417 0.7036 0.9065
TO 0.7477 0.7449 0.7390 0,.3910 0.6629 0.7570 0.9015

Note: ATU: attitude towards using; BIU: behavioral intention to use; PEOU: perceived ease of use; PU: perceived
usefulness; S.N.: subjective norm; FC: is facilitating conditions; TO: technology optimism.
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Table 4. Heterotrait–Monotrait ratios.

ATU BIU PEOU PU SN FC TO

ATU
BIU 0.9223
PEOU 0.8961 0.9032
PU 0.8933 0.8804 0.7947
SN 0.8231 0.8244 0.8585 0.7261
FC 0.7736 0.8041 0.8632 0.6772 0.8039
TO 0.7875 0.8072 0.7891 0.8038 0.7377 0.7976

Note: ATU: attitude towards using; BIU: behavioral intention to use; PEOU: perceived ease of use; PU: perceived
usefulness; SN: subjective norm; FC: facilitating conditions; TO: technology optimism.

The results obtained for the model are presented in Table 5 and illustrated in Figure 2.
Eight hypotheses are accepted, and one is rejected. The results are consistent with those of
other studies that capture the predictive power of the TAM in the educational environment.
The R2 values represented in the figure are significant at 0.01%; all values meet the minimum
requirements [101,102].

Table 5. Results from the structural model.

Hypothesis Path t-Value p-Value Supported

H1: Facilitating Conditions (FC)→Technology optimism (TO) 0.7570 12.519 0.0000 Yes
H2: Facilitating Conditions (FC)→Perceived ease of use (PEOU) 0.4873 4.229 0.0000 Yes
H3: Subjective norm (SN)→Perceived usefulness (PU) 0.2874 2.563 0.0052 Yes
H4: Technology optimism (TO)→Perceived usefulness (PU) 0.5486 4.378 0.0000 Yes
H5: Technology optimism (TO)→Attitude towards using (ATU) 0.0860 0.793 0.2139 No
H6: Technology optimism (TO)→Perceived ease of use (PEOU) 0.3703 3.071 0.0011 Yes
H7: Perceived usefulness (PU)→Attitude towards using (ATU) 0.4989 4.072 0.0000 Yes
H8: Perceived ease of use (PEOU)→Attitude towards using (ATU) 0.3965 3.327 0.0004 Yes
H9: Attitude towards using (ATU)→Behavioral intention to use (BIU) 0.8731 32.785 0.0000 Yes

 

Figure 2. Resulting research model. Dashed arrow shows nonsignificant paths.

5. Discussion

This section discusses the study’s main findings in the order in which the model hy-
potheses are presented. A theoretical model was developed, using the TAM, to understand
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Industry 4.0 acceptance, based on previous research. The results show that the acceptance
of H1 and H2, and the enabling conditions, which are defined as the degree to which an
individual perceives that an organizational and technical infrastructure exists to support
the use of the system, will positively affect technological optimism and perceived ease of
use [60]. Regarding technological optimism, favorable conditions generate a propensity
to try new technologies and are established as an indicator to promote the use of new
technology [63], helping users use the technology sooner and reducing problems in its
use [65]. If there is sufficient support, even people who may have difficulties using the
technology may perceive greater ease. Recently, countries with emerging economies in
rural areas of Latin America are betting on investment in technological infrastructure to
trigger innovation and thereby reinforce the resilience of societies and sustain the economy
in the face of global megatrends, such as demographic, technological, and environmental
changes during the current global crisis caused by the COVID-19 pandemic [103].

Subjective norms have been widely considered in many models that have traditionally
been used to assess technology adoption, and they refer to the “perceived pressures on
a person to perform a given behavior and the person’s motivation to comply with those
pressures” [104]. H3 is accepted, showing that subjective norms influence how the stu-
dent is affected by the perceptions of some significant referents (family, friends, teachers)
regarding the perceived usefulness of I4.0. The results are in line with other studies and
technologies [105], and it is suggested that subjective norms have an indirect effect on the
intention to use through perceived usefulness, as is the case in this study [106]. Starting
from the perspective of the TAM model developed by Davis in 1989, subjective norms are
not the most determining factor for the use of technologies and their adaptability. There-
fore, people’s intrinsic and extrinsic behavioral factors are complementary and influence
technology adoption [107]. These manifestations occur in individuals in educational and
business contexts.

Technological optimism does not directly affect the decision to use or reject H5. Its
effect is mediated by the variable’s usefulness and ease of use, meaning that H4 and H6
are accepted. When people are more innovative, they can withstand a higher degree of
uncertainty and have more positive intentions to use the innovation. In other words, they
are less likely to perceive risks and are more receptive to technological innovation [108],
thus perceiving greater usefulness and ease of use. This optimistic view of technology
makes them more inclined to see the positives of the adoption process. However, tech-
nological optimism is often clouded by external factors from the social, economic, and
cultural environments. During the COVID-19 pandemic, people (young people and adults)
experienced unprecedented emotional impacts, which led to stress and high resistance to
the use of unfamiliar digital platforms [109]. Therefore, mistrust in technologies increased
in urban communities and was more accentuated in rural populations [110].

Our results for H7, H8, and H9 are in line with previous research on the roles of
perceived usefulness (PU), which is understood as “the degree to which a person believes
that using a particular system would improve his or her performance”, and perceived ease
of use (PEOU), which is defined as “the degree to which a person believes that using a
particular system would be effortless”, as significant factors in predicting variations in
the attitude towards using I4.0 technologies. In addition, the more favorable the students’
attitudes towards I4.0 use, the greater their intentions to use the technology [42]. Although
there is a significant digital divide between urban and rural areas in the Latin American
region, the adoption of Industry 4.0 is becoming more pervasive in different economic
sectors. In education, new technologies have promoted new forms of learning through
digital platforms, which can educate at a distance and in real time [111]. Therefore, the
academic society shows high perceived usefulness and a positive attitude regarding the
use of increasingly intelligent and autonomous technology [112].

Regarding the R2 values, the results of attitude towards use (81.43%) and intention
to use (76.24%) are sufficiently high to explain the endogenous variables. For the other
variables, the result is considered moderate [96,102].
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6. Conclusions

In this study, we proposed an extended TAM model to explore the factors that may
influence technical education students’ intention to use Industry 4.0 technology. Several
studies have addressed the acceptance of these technologies. However, none have consid-
ered the educational field that we have addressed in this study. Therefore, our study has
high theoretical value and contributes to the development and strengthening of the TAM
model by exploring the internal and external factors that affect the behavior and use of new
technologies through Industry 4.0.

We have also introduced an external variable to the model, which is referred to as
technological optimism, to understand its influence on attitudes towards using technology,
considering that this population is regarded as digital natives. Considering this condition,
educational institutions and public policymakers should consider this characteristic as
a strength. Students can be introduced to technology and challenged to incorporate it
into their educational processes. Agile methodologies of entrepreneurship and innovation
should be introduced so that students use technology to solve problems. This strengthens
students’ creative abilities. Indeed, future work activities will require these capabilities
with the imminent arrival of I4.0. The rural regions of Latin American countries face
more significant challenges than these communities or areas in countries with more stable
economies. Therefore, our study makes an empirical contribution of high value by exploring
the particularities that make up the TAM model when applied to behavior and application
in student communities.

The inclusion of subjective norms is also fascinating, as it helps us to understand how
the environment can influence the usefulness of this technology. We believe that teachers’
perceptions of these technologies can affect the students’ perceived usefulness. Previous
studies in this segment show the importance of the teacher’s role in the professional
expectations of students, and mainly in lower-income groups [96]. In addition, student
communities have been making greater use of new technologies in the current hectic times
caused by the COVID-19 pandemic. This has converted the regions into digital and virtual
communities to improve education and culture and strengthen the economy [110,113].

Training can be supplied to address the integration of technology into the educational
process to support this outcome. For example, augmented-reality or virtual-reality ap-
plications allow for integrating teaching. Alternatively, programs can be promoted that
support the creation of technology startups that develop technology for incorporation
into the classroom. Given the importance of the subjective norms, it is recommended that
educational institutions support these processes and do not leave this task to the trainers.

These recommendations are intended to strengthen the virtual educational models
applied in rural communities through the use of Industry 4.0 [114]. During the COVID-
19 pandemic, most citizens from different regions, including students, showed greater
resilience when adapting to new technological changes, as well as the actions that helped
them in terms of struggles and survival [115].

In addition to the practical implications described above, the present study has several
theoretical implications. First, we propose an extended TAM model to explore the factors
that influence students to use technologies associated with I4.0. The proposed model
adds value because, although many studies have addressed technological acceptance in
education, we have not found studies that relate it to the field addressed. However, several
studies analyze I4.0 in education. Still, the focus is on the skills required by students, the
integration of I4.0 into curricula, and the effectiveness of teaching technologies. However,
the acceptance of the technology by the users is critical; otherwise, the institutions’ efforts
may be unsuccessful. Secondly, we incorporate factors that have not been studied in this
context, such as technological optimism and facilitating conditions. With this, we hope to
understand the behavior of students exposed to new technologies that are incorporated
into the world of work. Finally, this study validates the results generated from the TAM
model for technology acceptance and use. In doing so, we extend the theoretical model to a
field that has not been addressed.
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The work is not free of limitations, which may lead to future lines of research. First, the
sample refers to technical students, and so the results cannot be generalized. Future work
could include other students or professionals. Secondly, the information is cross-sectional;
future research could consider longitudinal studies that allow for a longer-term view or
other techniques [116,117]. Other lines of research that could be addressed from our study
include models that explain which factors facilitate I4.0 adoption in emerging-market SMEs,
what kinds of resources and capabilities affect the implementation of I4.0, or the impact of
I4.0 on performance and innovation. Finally, innovation ecosystems could be developed to
boost startups using I4.0 as a value proposition.
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Abstract: The accurate and rapid identification of surface defects is an important element of product
appearance quality evaluation, and the application of deep learning for surface defect recognition
is an ongoing hot topic. In this paper, a lightweight KD-EG-RepVGG network based on structural
reparameterization is designed for the identification of surface defects on strip steel as an example. In
order to improve the stability and accuracy in the recognition of strip steel surface defects, an efficient
attention network was introduced into the network, and then a Gaussian error linear activation
function was applied in order to prevent the neurons from being set to zero during neural network
training, leaving neuron parameters without being updated. Finally, knowledge distillation is
used to transfer the knowledge of the RepVGG-A0 network to give the lightweight model better
accuracy and generalization capability. The outcomes of the experiments indicate that the model has
a computational and parametric volume of 22.3 M and 0.14 M, respectively, in the inference phase, a
defect recognition accuracy of 99.44% on the test set, and a single image detection speed of 2.4 ms,
making it more suitable for deployment in real engineering environments.

Keywords: defect detection; structural reparameterization; ECA net; Gaussian error linear units;
knowledge distillation; visualization

1. Introduction

The detection of defects on a product’s surface is important underlying research in the
area of intelligent production, and this paper investigates the detection of surface defects
in strip steel during industrial production. The surface quality of strip steel is one of the
most important indicators of strip steel quality and is linked to the quality of products
downstream in areas such as automotive, household appliances and construction. The
detection of surface defects in steel has therefore become an extremely significant task in
the steel production sector.

The identification of productor surface defects is an important task for enterprise prod-
uct lines. In the early days, the task was completed by human-eyes checking, and it was
limited by the human limitations of the eyes. After the emergence of image processing tech-
nology, the task was then completed by the characteristics of the defect image. Zhou [1] et al.
applied the SIFT algorithm to the identification of defects on the surface of medium-thick
plates and achieved a good accuracy of 95% for defects that occur continuously. Hu [2] et al.
extracted four visual features of the target image: geometry, shape, texture and greyscale
and used a genetic algorithm to optimize a hybrid chromosome-based classification model
for effective identification of image defects. However, the characteristics-based methods
made it hard to check for tiny defects or other imperfections. In recent years, deep learning
methods, such as the convolutional network, were proposed to be applied in certain fields.

Since the introduction of Alexnet [3] convolutional neural networks in 2012, they
have demonstrated high efficiency and accuracy in object recognition. Convolutional
neural networks have gradually become an important research direction in detection and
recognition, and the accurate, fast and contact-free recognition techniques are continuously
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investigated. Manzo [4] et al. used some pre-trained convolutional neural networks to
detect the COVID-19 disease in CT images and gained an accuracy of 96.5%. Jiang [5] et al.
used an improved VGG network to identify rice and wheat leaf disease simultaneously.
Tao [6] et al. accurately identified smaller flames using an improved GoogLeNet network.
As a new research hotspot, deep convolutional neural networks have been used in a wide
range of industries.

Convolutional neural networks have been extensively applied to product surface
defect recognition. Vonnocc [7] et al. used traditional machine learning methods and deep
learning methods to classify surface defects in hot rolled strip steel, and they found that
the deep learning approach worked better. Konovalenko [8] et al. detected surface defects
in strip steel based on the ResNet50 framework, with a precision of 96.91% in recognition.
Xiang [9] et al. used a small sample dataset to achieve an accurate recognition rate of 97.8%
on an improved VGG-19 network. Feng [10] et al. added FcaNet and CMAM modules
based on Resnet, achieving an accuracy of 94.11% for the defect identification in hot-rolled
strip steel. Tang [11] et al. used multi-scale maximum pooling and an attention mechanism
to detect surface defects, where the classification accuracy rate reaches 94.73%. Xing [12]
proposes a convolutional classification model with symmetric structure to achieve accurate
recognition of surface defects. These studies have focused on accuracy design, ignoring
the computational volume, complexity and real-time requirements of the models in real-
world applications. Wang [13] et al. designed the VGG-ADB model for defect recognition,
which achieved 99.63% classification accuracy and 333 frame/s inference speed. The VGG-
ADB model considered the inference speed of the network, but the model was ignored
for the parametric design, where the model size reached 72.15 M. This constrained the
application of the model on edge devices. In actual production, not only does the network
require extremely high detection accuracy, but it also has high requirements for model size,
detection speed and real-time detection.

The KD-EG-RepVGG surface defect detection algorithm is designed using structural
reparameterization, GELU, ECA networks and knowledge distillation for the task require-
ment of surface defects identification. Through experimental comparative analysis, the
KD-EG-RepVGG network is characterized by a low number of parameters, low computa-
tional effort, high speed and high accuracy. The general idea of the method in the paper
is illustrated in Figure 1. The teacher network RepVGG-A0 guides the KD-EG-RepVGG
network training. The structural re-parameterization technique loads the training weights
into the KD-EG-RepVGG inference network to finally obtain the prediction results.

 

Figure 1. General diagram of defect identification process.

This paper is structured as follows. Section 2 describes in detail the KD-EG-RepVGG
network framework. Section 3 verifies the validity of the network from several perspectives,
whereas Section 4 is the conclusion of the paper.

2. The KD-EG-RepVGG Network

The EG-RepVGG network is based on structural reparameterization, incorporating a
lightweight attention network while using GELU as the activation function in the improved
network, stacking the S-RepVGG block module and D-RepVGG block module based on
RepVGGBlock. The model is structured as shown in Figure 2. The main function of the
D-RepVGG block module is to extract features and adjust the space size and channel
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number of the feature map, whereas the main purpose of the S-RepVGG block is feature
extraction. The S-RepVGG block has an additional directly connected structure compared
to the D-RepVGG block, which mimics the residual connection in ResNet [14] and improves
the model’s ability to extract features. The output of D-RepVGG Block5 is made up of global
average pooling and then a softmax classifier is appended. The global average pooling layer
is used to downsample the output spatial resolution of the feature map to 1 × 1. The softmax
layer is used to output the predicted categories. They together form the classification layer.
With the aim of further improving the accuracy and generalization performance of the
model, the RepVGG-A0 as a teacher model is used to guide the training of EG RepVGG
model using knowledge distillation technology. The final result is a lightweight, fast and
highly accurate strip steel surface defect recognition model, the KD-EG RepVGG model.
The detailed structural information of the KD-EG-RepVGG model is shown in Table 1.

Figure 2. KD-EG-RepVGG Network. (a) KD-EG-RepVGG Training Network. (b) KD-EG-RepVGG
Inference Network.

Table 1. KD-EG-RepVGG Network Structure Details.

Layers Output Size Output Channel Train Parameters Inference Parameters

input 200 × 200 3
D-RepVGGBlock1 100 × 100 9 309 252
D-RepVGGBlock2 50 × 50 9 849 738
D-RepVGGBlock3 25 × 25 19 1789 1558
S-RepVGGBlock1 25 × 25 19 3727 3268
D-RepVGGBlock4 13 × 13 38 7375 6536
S-RepVGGBlock2 13 × 13 38 14,671 13,034
S-RepVGGBlock3 13 × 13 38 14,671 13,034
S-RepVGGBlock4 13 × 13 38 14,671 13,034
D-RepVGGBlock5 7 × 7 256 98,307 87,808

Classification 1 × 1 6 1542 1542

2.1. Structural Re-Parameterisation

The structural reparameterization was first proposed in RepVGG networks by Ding
XiaoHan [15] et al. The inference network is decoupled from the training network using
structural reparameterization techniques. Decoupling the training network and inference
network by using structure re-parameterization can not only obtain the full advantage
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of feature extraction brought by multi branch network training, but also obtain the high
speed and low memory consumption of a single path model in inference deployment. The
core component of the RepVGG network is the RepVGG Block. Its structure is shown in
Figure 3.

Figure 3. RepVGG Block structure diagram. (a) RepVGG Block training. (b) RepVGG Block inference.

The structure of the network under training is illustrated in Figure 3a. In the training
phase, the RepVGG Block consists mainly of 3 × 3 convolutional kernels, 1 × 1 convolu-
tional kernels and Identity branches. By adding Identities branches and 1 × 1 convolutional
branches in parallel, information at different scales of the image can be extracted and fused,
increasing the representational power of the model.

In the inference stage, the 1 × 1 convolution and Identity branch from the training
are fused into the 3 × 3 convolution, and the inference structure is shown in Figure 3b.
RepVGG Block takes the training network and re-parameterizes it structurally, turning
the network into a single linear structure consisting mainly of 3 × 3 convolutions without
any branches. The inference structure both gains the parameter weights obtained from
multi-branch training and allows the use of the single linear structure to speed up the
inference of the model during the deployment inference phase. At the same time, deep
optimization of the 3 × 3 convolution based on NVIDIA cuDNN’s computational library
accelerates the model’s detection speed in the inference phase.

The structural reparameterization in the inference phase mainly consists of the fusion
of the convolution kernel and the Batch Normalization (BN) layer [16], the integration
of 1 × 1 convolution into 3 × 3 convolution and the integration of Identity branches into
3 × 3 convolution. The formula for the fusion of the convolution and BN layers in the
model is as follows:

BN(x) =
x − μ√
σ2 + ε

γ + β (1)

where μ denotes the mean of the BN layer and σ2 denotes the BN layer variance; μ and σ2

are obtained statistically in the training dataset; ε is a constant to prevent the denominator
from being zero; γ is the scale factor of the BN layer; β is the offset of the BN layer and the
values of both γ and β are obtained in the training.

For convolution, the formula is as it is in (2):

Conv(x) = Wx + b (2)

where x and Conv(x) are the input and output of the convolution; W denotes the matrix
weight of the convolution calculation; and b is the bias of the convolution layer calculation.
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The input to the BN layer is the output of the convolution into it. This is equivalent
to taking Equation (2) and bringing it into Equation (1), resulting in a calculation such as
Equation (3):

BN(x) =
(Wx + b)√

σ2 + ε
γ + β (3)

The following can be obtained by sorting and simplifying:

BN(x) =
γ√

σ2 + ε
Wx +

(
γ(b − μ)√

σ2 + ε
+ β

)
(4)

From the calculation results, we can obtain a new convolution by incorporating the
weight information calculated by Batch Normalization layer into the convolution layer,
where the convolution weight is γ√

σ2+ε
W, and the bias of the convolution is γ(b−μ)√

σ2+ε
+ β.

For the Identity branch in the RepVGG Block, a 1 × 1 convolution kernel with a
weight of 1 is used to construct a 1×1 convolution, and then a 3 × 3 convolution kernel
is set to perform identity mapping on the input features. Keep the output of the Identity
layer unchanged before and after the transformation. For a 1 × 1 convolution branch, a
complementary zero operation is performed around the 1 × 1 convolution kernel so that
it becomes a 3 × 3 convolution. At this point, both the 1 × 1 convolution and Identity
are converted into a 3 × 3 convolution, and based on the additivity of the convolution
operation, the three branches can then be incorporated into a single 3 × 3 convolution. The
process is shown in Figure 4.

Figure 4. RepVGG Block branched fusion process.

2.2. Efficient Channel Attention Network

The Efficient Channel Attention network [17] was added to the RepVGG Block to form
the E-RepVGG network. The feature information can be obtained efficiently and without
increasing the number of parameters of the model at the same time. The structure of ECA is
shown in Figure 5. The feature map x ∈ RL×S×T output from the convolution is pooled and
globally averaged (Global Pooling) over the spatial dimension to output a feature vector y
of size 1 × 1 × T, as is shown in Equation (5):

y =
1

WH

W,H

∑
i=1,j=1

xi,j (5)
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where L and S are the width and height of the feature map, respectively; and T is the
number of channels in the feature map. Channel weighting coefficient obtained after the
ECA network can be calculated by the following equation:

Ψ = sigmod(Ωy) (6)

where sigmoid is the sigmoid activation function; Ψ is the weight of the ECA network on
the channel; and Ω is the parameter matrix for calculating the channel attention in ECA
networks. The mathematical model is represented as follows:

Ω =

⎡⎢⎢⎢⎣
ω1,1 · · · ω1,k · · · 0

0 ω2,2 · · ·
...

...
...

0 · · · 0

· · · 0
...

...
· · · ωT,T

⎤⎥⎥⎥⎦ (7)

Figure 5. ECA network structure diagram.

It is clear from Ω that the weight value of Ψ is determined only by the k channels
in the immediate vicinity of y. This can be expressed as a 1-dimensional convolution
(Conv1d) with a kernel of size k. Bringing in the simplification yields:

Ψ = sigmoid(Conv1d(y)) (8)

where Conv1d denotes a 1-dimensional convolution of convolution kernel size k. In this
paper, considering the model parameters and inference speed, the size of all 1-dimensional
convolution kernels is set to 3.

The weight coefficients of each channel calculated by the efficient attention network
are multiplied by the channel weights of the input feature map x ∈ RL×S×T to obtain
the output:

x̃ = Ψx (9)

where x̃ ∈ RL×S×T is the output of the ECA network.

2.3. Gaussian Linear Units

The rectified linear units (ReLU) activation function is used in the RepVGG Block,
which effectively solved the problem of disappearing or exploding gradients as the neural
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network deepens. However, the ReLU activation function also has some problems. When
the input is less than zero, the ReLU output will be directly zeroed, and the neuron will be
permanently zeroed, which is detrimental to the convergence of the network model and
feature extraction. Therefore, Gaussian Error Linear Units [18] (GELU) are selected as the
activation function in this paper to form the EG-RepVGG network. The GELU activation
function is applied as a non-linear unit after the ECA network. The GELU activation
function is differentiable at the origin, and the idea of stochastic regularity is introduced
into the function. The activation operation will establish a stochastic connection between
the input and output, effectively avoiding the situation where the neurons are set to zero
and enhancing the learning speed and stability of the network.

2.4. Knowledge Distillation

The knowledge distillation is a novel technique for model compression proposed by
Geoffrey Hinton [19] et al. A complex, highly generalizable large model is used to guide
the training of a lightweight small model, allowing the small model to achieve the same
accuracy as the large model at a smaller cost. At the heart of the knowledge distillation
network is the fact that the different classes of confidence in the output of the teacher
network define a rich similarity structure at the data level and can provide more inter- class
knowledge for small networks to guide the training of small networks. The characteristic
distillation is calculated by:

qi =
e

zi
T

∑i e
Zi
T

(10)

The activation operation will establish a stochastic connection between the input
and output, effectively avoiding the situation where the neurons are set to zero and en-
hancing the learning speed and stability of the network. The hyperparameter T softens
the output categories of the large and small networks to find the distillation loss of the
two networks’ outputs and the direct training output loss of the small network. The two
losses are weighted and summed to obtain the training losses of the networks. The entire
knowledge distillation network training process is shown in Figure 6. In this paper, the
KD-EG-RepVGG network was obtained by using RepVGG-A0 as the teacher network and
instructing the training of the EG-RepVGG network.

Figure 6. Knowledge distillation procedure.

The loss function used in the training phase is the KL scatter loss and the cross-entropy
loss weighted sum is used as the final loss for training and the loss formula is as in (11)

Loss = α·Lkd(q(u, T), q(z, T)) + (1 − α)·Ls(y, q(z, 1)) (11)

Lkd =
N

∑
i=1

qi(ui, T) log qi(ui, T)−
N

∑
i=1

qi(ui, T) log qi(zi, T) (12)

Ls = −
N

∑
i=1

yi log qi(zi, 1) (13)
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where N is the number of categories of defects; q(u, T) represents the information about
the features of the teacher network after the distillation temperature; q(z, T) represents
the information about the features of the student network after the distillation temperature;
Lkd is the scatter loss, an asymmetry measure of the difference between the probability
distributions of q(u, T) and q(z, T). This is shown in Equation (12). Ls is the cross-entropy
loss, which indicates how close the predicted output value is to the true sample label, as
shown in Equation (13). In this paper, the distillation temperature T = 7. α is the default
value, which in this paper is 0.3 by default.

3. Experiments and Analysis of Results

3.1. Experimental Paltform

The experimental platform includes: an Intel Core i7-11700F processor, a Nvidia
GeForce RTX3060 12 GB graphics card, 32 GB memory; the software is Windows 10 operat-
ing system, python 3.8; and the deep learning framework used is pytorch.

3.2. Experimental Data Sets

This paper uses the NEU-CLS dataset [20] of strip surface defects produced and
published by Northeastern University for experiments. As shown in Figure 7, the surface
defects of the data strip are divided into six categories: Crack (Cr), Inclusion (In), Patch
(Pa), Pitted Surface (Ps), Rolled-in Scale (Rs) and Scratch (Sc). Table 2 shows the details
of each defective picture. The total 1800 images in the table are divided into training set,
validation set and test set at the ratio of 8:1:1. The training set has 1440 images, and the
validation set and test set have 180 images each.

Figure 7. Example of defective image and corresponding label. (a) Crack, (b) Inclusion, (c) Patch,
(d) Pitted Surface, (e) Rolled-in Scale, (f) Scratch.

Table 2. Information on the data set.

Defect Category Pixel Channel Amount

Crack 200 × 200 1 300
Inclusion 200 × 200 1 300

Patch 200 × 200 1 300
Pitted Surface 200 × 200 1 300
Rolled-in Scale 200 × 200 1 300

Scratch 200 × 200 1 300
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3.3. Experimental Results and Analysis

To analyze and measure the comprehensive performance of the network model in
the identification task of strip surface defects, the accuracy, the Matthew’s correlation
coefficient, FPS, single picture detection time, model parameters and FLOPs were used to
evaluate the model.

The accuracy (ACC) rate is the proportion of correctly classified samples to all samples.
The higher the accuracy rate, the better the classification effect of the model, and the
formula is shown in 14. The Matthews correlation coefficient (MCC) is used to calculate
the correlation between the actual classification and the predicted classification, and it is a
balanced evaluation index. The value range of MCC is between −1 and 1. When the value
of MCC is closer to 1, the result predicted by the classifier is more reliable.

TP =
TP + TN

ALL
(14)

where TP is the number of samples correctly predicted by positive samples, TN is the
number of negative samples correctly predicted, and ALL is the number of all samples.

3.3.1. Ablation Experiments

The comprehensive performance of KD-EG-RepVGG was evaluated on the NEU-CLS
test set and the results are shown in Table 3. The super parameter setting in the teacher
network RepVGG-A0 is also applied in the KD-EG-RepVGG network. The network is
trained using the stochastic gradient decent (SGD) optimizer with a momentum coefficient
of 0.9 and weight decay of 0.0001. The learning rate is set to 0.1. Batch Size and epochs are
kept at 64 for 100, respectively.

Table 3. Comparative experimental results of distillation.

Model Accuracy MCC Time Params FLOPs

RepVGG-A0 98.83% 97.91% 5.1 ms 7.04 M 1.36 G
EG-RepVGG 97.22% 96.39% 2.4 ms 0.14 M 0.03 G

KD-EG-RepVGG 99.44% 99.02% 2.4 ms 0.14 M 0.03 G

The comparison revealed that the lightweight model KD-EG-RepVGG after knowledge
distillation had an accuracy improvement of greater than two percentage points over
the EG-RepVGG model. Furthermore, the accuracy of the lightweight KD-EG-RepVGG
network after knowledge distillation was improved by 0.6 percentage points over the
teacher network RepVGG-A0. The Matthew’s correlation coefficient of KD-EG-RepVGG
on the test set is 99.02%, which further proves that the model is very accurate in identifying
the surface defects of the strip. Figure 8 shows the validation accuracy and loss curve of
the network. From the curve change trend, we can find that the KD-EG-RepVGG network
converges faster and the model accuracy is higher. The aim of transferring the knowledge
of large models to small networks and improving the accuracy and generalizability of the
networks is achieved.

 
Figure 8. Validation set accuracy curves and loss curves.
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Furthermore, to analyze more clearly the capabilities of the model, we calculated the
confusion matrix of the model on the test set and the results are shown in Figure 9. From the
confusion matrix, it can be obtained that the model had a high recognition rate of defects.
The recall rate was calculated according to the confusion matrix, and it was found that only
the “In” defect was 97.30%, and the other defects were 100%. The precision was calculated,
and it was found that only the “Sc” defect is 97.13%, and the other defects were 100%.

 
Figure 9. Confusion matrix.

3.3.2. Comparative Experimental Analyses

The KD-EG-RepVGG algorithm was compared with the current mainstream advanced
algorithms on the same test set. To demonstrate the validity of the models, the KD-EG-
RepVGG is compared with ResNet50, VGG16, ShuffleNetV2 and MobileNetV2 models in
the same software and hardware environment. The accuracy, FPS, single picture detection
time, calculation amount, parameter amount and other detection indicators of various
algorithms are compared and analyzed. The results of the experiment are recorded in
Table 4.

Table 4. Comparison of test results for different algorithms.

Model Accuracy (%) Time (ms) FPS (Frame/s) Params (M) FLOPs (G)

ResNet50 96.67 6.8 146.9 24.56 4.12
VGG16 95.87 6 143.3 138.3 15.61

ShuffleNetV2 97.25 6 167.4 2.26 0.15
MobileNetV2 96.94 6.2 161.4 3.4 0.33

KD-EG-RepVGG 99.44 2.4 408 0.14 0.03

In comparison, the KD-EG-RepVGG network achieves better classification accuracies
than the larger parametric models, VGG16 and ResNet50, outperforming ResNet50 by
almost three percentage points. Compared with the lightweight networks shuffleNetV2 and
MobileNetV2, the KD-EG-RepVGG network has achieved great advantages in reasoning
speed, parameter amount and computation amount. The KD-EG-RepVGG network is more
suitable for industrial applications because it achieves an increase in detection efficiency,
detection accuracy and detection speed while consuming very little memory and few
computing resources.
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3.4. Model Visualisation

The features of the middle layer of the convolutional neural network model are visual-
ized in order to gain a clearer understanding of the features learned with the convolutional
neural network [21]. A random selection of defective images is fed into the KD-EG-RepVGG
inference network, which visualizes the convolutional layers in the network. The visu-
alization results are shown in Figure 10. In the KD-EG-RepVGG network, the shallow
convolutional network retains the image information relatively intact, with the main detec-
tion being contour information. The deeper convolutional layers focus more on the location
features of the target and some abstract information. From the visualization results, it can
be observed that important regional features in the image are encoded into the network,
indicating that the network is effective for feature learning.

Figure 10. Convolutional layer visualization for RepVGG networks.

The Gradient Weighted Class Activation Mapping algorithm [22] (Grad-CAM) is used
to fully demonstrate the ability of the KD-EG-RepVGG network to extract defective features.
A heat map was used to show the activated regions in the images, which is more consistent
with human vision properties. This is more in line with human visual properties. The
final layer of the KD-EG-RepVGG network was chosen for visual representation in this
paper. This is because it is a generalized representation of the feature extraction from the
previous layer of the network. Images of six types of defects were randomly selected for
visualization with darker colors indicating that the network is paying more attention to the
point. This is shown in Figure 11.

Figure 11. KD-EG-RepVGG network heat map.
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As can be viewed in Figure 11, the KD-EG-RepVGG’s extraction of defect features is
focused on salient feature points, and the KD-EG-RepVGG network demonstrates high
efficiency by focusing on only one feature point for the same feature in the case of impurities,
spot cracks and pockmark defects. The KD-EG-RepVGG also has the ability to recognize
features from multiple angles. The features of cracks at different locations and angles can
be fully extracted, demonstrating a strong extraction capability.

4. Conclusions

Aiming at the requirement of strip surface defect detection in actual production, a strip
defect recognition method based on a structural re-parameterized KD-EG-RepVGG network
is proposed. In RepVGG Block, the ECA network and GELU activation functions are added.
Among them, the ECA network improves the accuracy of the KD-EG-RepVGG network
while increasing the convergence speed of KD-EG-RepVGG. The GELU activation function
avoids neuron necrosis caused by zeroing. Through knowledge distillation technology,
the KD-EG-RepVGG model obtains the knowledge of RepVGG-A0, which improves the
accuracy and robustness of the model. Through ablation experiments and comparative
analysis with other models, it can be seen that the lightweight KD-EG RepVGG network
takes up very little memory resources and computing resources without affecting the
accuracy, and has a faster detection speed. It is more suitable for deployment and uses in
real production.

The future work involves many directions. Firstly, the research in this paper will
be used as a basis to study the accurate localization of defects and to analyze the size of
defects accurately. Then, the model will be deployed on edge equipment and applied in
the production environment within plants.
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Abstract: In the context of human–computer interaction (HCI), understanding user engagement (UE)
while interacting with a product or service can provide valuable information for enhancing the design
process. UE has been a priority research theme within HCI, as it assesses the user experience by
studying the individual’s behavioral response to some stimulus. Many studies looking to quantify the
UE are available; however, most use self-report methods that rely only on participants’ answers. This
study aims to explore a non-traditional method, specifically electroencephalography, to analyze users’
engagement while interacting with an advergame, an interactive form of advertising in video games.
We aim to understand if a more interactive type of advertising will enhance the UE and whether, at
the same time, it would influence the user’s purchase intention (UPI). To do this, we computed and
compared the UE during the interaction with an advergame and a conventional TV commercial while
measuring the participants’ brain activity. After the interaction with both types of advertising, the
UPI was also evaluated. The findings demonstrate that a more interactive advertisement increased
the participants’ UE and that, in most cases, a UE increment positively influenced the UPI. This
study shows an example of the potential of physiological feedback applications to explore the users’
perceptions during and after the human–product interaction. The findings show how physiological
methods can be used along with traditional ones for enhancing the UE analysis and provide helpful
information about the advantages of engagement measurement in HCI applications.

Keywords: user engagement; EEG; purchase intention; advergames

1. Introduction

With an increasing number of digital services, HCI studies regarding the analysis of
interfaces and approaches to exchange information are a must. In particular, exploring
innovative techniques that allow researchers and practitioners to understand users’ needs
without bias may foster HCI applications in promising consumer–content interaction fields.
Affective computing developments have been a matter of interest for interdisciplinary
fields due to the practical implications concerning the study and design of systems capa-
ble of recognizing and interpreting human emotions. The marketing and video games
industries are no exception. Some years ago, video games were a minor activity exclusively
earmarked for kids, leaving aside the adult audience. The actual situation of video games
is undoubtedly much different: video games ranked first in leisure activities, surpassing
the traditional ones such as cinema and music [1]. Additionally, their importance continues
to increase, reaching a media resonance and social impact due to the development and im-
plementation of new technologies, especially in an era affected by the COVID-19 pandemic,
where technology has taken on a significant role in the entertainment market in terms of
popularity and profitability [2]. The impact of the ongoing pandemic, social restrictions,
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and the recommendation to stay at home have significantly contributed to a rise in the
gaming industry’s numbers of users.

In an environment where consumers have the choice to pay and get what they desire,
advertising can be quickly rejected, and the impact of video games has not gone unnoticed
by the publicity market, a sector reinventing itself to find new ways to reach an even more
demanding audience. The advergames, a hybrid between advertising and entertainment
content in video games, can contribute to a better perception of advertising by developing
new possibilities for marketing communication. Advergames have also gained a compet-
itive advantage [3] for attracting and engaging users due to their interactivity and high
exposure to a brand or product [4] while offering a non-intrusive experience. The user is
the one who addresses the game and interacts with it voluntarily. Additionally, this type
of interactive advertising allows easy customization since the brand can include its style
and values to create a unique and representative product, thus contributing to the brand’s
personality and attracting more users who identify with the brand.

This effectiveness is achievable thanks to the capacity of introducing advertising
content inside an environment where the users have shown a good perception of the
publicity. Furthermore, the value of advergames lies in their ability to provide a compelling
advertising message that consumers are more willing to accept [5]. Due to these advantages
and the significant impact that video games have worldwide, advertising campaigns should
consider advergames, a non-saturated leisure platform [6], as an opportunity to increase
user engagement (UE) and contribute to user purchase intention (UPI). In other words,
advergames could take advantage of the UE with video games to reach a more demanding
audience and increase the willingness to acquire a product.

UE, a typical human–computer interaction parameter, has been described as the
degree of focus and immersion in a particular task [7]. Traditionally, this indicator has
been measured using almost exclusively self-report measures; however, in order not to rely
only on respondents’ answers, technological advances have made possible the use of new
instruments that can provide physiological outcomes to examine the “ground truth” of the
users’ perceptions. Among these, electroencephalography (EEG), a non-invasive procedure
for measuring and examining the electrical activity of the brain, is becoming a potential
instrument for exploring UE. Indeed, by analyzing EEG data collected while participants
were exposed to a stimulus, McMahan and Freeman’s studies [8,9] have demonstrated
that EEG-based metrics can be used to determine whether a user is more or less engaged.
The results from the literature would suppose that an advergame will provoke higher
engagement than a TV commercial since TV is a passive media; however, it is unclear if a
more interactive type of advertising would lead to a higher UPI. The goal of meaningfully
quantifying the UE using physiological tools such as EEG will provide additional helpful
information that, combined with traditional methods, can enrich this research field.

This empirical study aims to validate the hypothesis that “a more interactive type of
advertising impacts the UE, positively influencing the UPI”. To do this, we have created
an experiment where the users are exposed to two advertisements for the same product
whilst their brains’ activity is being recorded. In this way, we aim to compare a traditional
advertising campaign with an advergame to quantify the UE difference using EEG. A
validated questionnaire will be used to determine the UPI before and after the experiment.

This paper is structured as follows: Section 2 presents the research background,
including a review of the UE in video games, the EEG as a method for understanding the
UE, and the conceptual relation between UE and UPI. Section 3 presents the methodology,
the experimental setup, and the data analysis. Section 4 presents the analysis results, and
Sections 5 and 6 contain the discussion and conclusions.

2. Research Background

UE has been a matter of interest in different fields, including education, healthcare,
and entertainment. The way UE has been evaluated differs from study to study. For the
purpose of this research, we will focus our attention on the most common methods to
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measure the UE during video game interactions and the exploration of EEG as a means to
measure this indicator.

2.1. An Overview of User Engagement in Video Games

UE can be defined as the absorption level and willingness to execute a task [7]. In a
recent study, Kniestedt et al. [10] delineated the engagement definition in applied games as
a concept involving the state of concentrating attention on a task and the involvement with
the context where that task occurs. The UE in video games has been a matter of interest
in different studies [11–16] under the idea that users can be engaged in activities through
meaningful interactions. The interactive possibilities that video game technologies offer can
enhance engagement more than other activities. Brockmyer et al. [12] designed the Game
Engagement Questionnaire (GEQ) focused on analyzing video games’ violence. The study
explores the engagement experience in four dimensions: absorption, flow, presence, and
immersion. It concludes that it is possible to identify the users’ psychological engagement
when playing video games and that a higher UE can significantly impact game playing.

On the other hand, Bianchi-Berthouze [14] considered how body movement could
affect the UE during gameplay. The movement-based engagement model specifies the rela-
tionship between movements and engagement. The model classifies the body movements
into five groups and describes their relationships with the engagement. The study con-
cludes that the freedom offered by video games plays an essential role in the UE, allowing a
more in-depth immersion in the scenarios presented, attracting users to continue exploring
and engaging more and more with the game. This work has been widely appreciated by
the scientific community and is an excellent example of the importance of physiological
measurements to better understand the UE.

Another significant study is the one carried out by Martey et al. [15], who measured
the UE with video games, measuring different characteristics that may influence the users’
perception. These characteristics are a player avatar, visual realism, and narrative. In
this study, the authors measured five indicators (a self-report survey, the attention to the
stimulus, Galvanic skin response (GSR), mouse movements, and game click logs) when
playing a video game to measure how these characteristics can influence the capacity of
a video game to engage the user. The results indicated that physiological measurements
(GSR, mouse movement, and clicks) are highly related to users’ expressions and feelings
and can provide reliable information for UE identification and analysis.

Abdul Jabbar and Felicia [16] developed a model where emotions and thoughts play
an essential role in UE and learning. The study illustrated the impact of some gaming
features on cognitive and emotional levels by classifying the engaging elements into four
types: motivational, interactive, fun, and multimedia. The study found that some aspects
that might influence the UE in the gameplay are related to visuals, role-play, obstacles,
virtual environments, control/choice, and rewards.

Likewise, O’Brien and Toms [17] created a survey to test the UE of software applica-
tions, named the User Engagement Scale (UES). In this survey, users are asked to answer
questions about their experience with the product. This survey was later adapted by
Landa-Avila and Cruz [18] for a virtual game to analyze six aspects: endurability, novelty,
perceived usability, aesthetics, felt involvement, and focused attention. After data analysis,
the authors found that the UES questionnaire can be used to measure the UE in a video
games context; however, there were objections about the test’s duration and misunder-
standings about some items. This situation was later examined by O’Brien et al. [19], who
proposed the UES short form.

Other studies on UE analysis in video games are listed in Table 1. Most of these
studies, however, relied only on self-report methods, such as questionnaires, interviews,
surveys, and scales, in which participants were asked to answer questions or provide
responses to prompts that are designed to collect data on a particular topic or construct.
The data collected through self-reported methods can be subjective and may be influenced
by various factors, such as the participants’ memory, motivation, and willingness to reveal
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personal information. Despite these limitations, self-reports have been widely used as a
method for UE analysis, and consequently, this could lead to biased outcomes due to the
nature of the responses. In this sense, self-reports could be compared and enhanced with
other experimental approaches that do not entirely depend on participants’ responses, such
as the case of EEG.

Table 1. UE analysis in video games.

Author Method Purpose/Outcome

Mayes and Cotton [20] Questionnaire Development of an engagement questionnaire
(EQ) in video games

Lankoski [21] Framework Engagement definition classified as goal-related
or empathic.

Schoenau-Fog [22] Survey
Definition of a player engagement framework

based on objectives, activities, accomplish,
and affect.

Schonau-Fog and Bjorner [23] Interview

Method to classify the experience of engagement
with video games into six types: sensory,

intellectual, physical, social, narrative, and
emotional engagement.

Corem et al. [24] Scale Proposal of a player-matching system based on
the Elo rating system.

Sharek and Wieve [25] Physiological (haptic) and Survey Engagement measurement based on how many
times a participant clicked a game-clock.

Wieve et al. [26] Scale A modified version of the User Engagement
Scale (UES) for video game research.

Kirschner and Williams [27] Interview
Gameplay review method (GRM) for players’

engagement using interviews and
audiovisual recordings

Pope et al. [28] Physiological (EEG) EEG engagement index based on
electroencephalographic signals.

McMahan et al. [8] Physiological (EEG)
Identification and verification of the EEG

engagement index developed by Pope et al. [28]
as a valid indicator of UE with video games.

Phan et al. [29] Scale Game User Experience Satisfaction Scale
(GUESS)

Sreejesh and Anusree [30] Survey Study on the effects of cognition demand and
brand attention.

Sawyer et al. [31] Scale Hierarchical Bayesian method to
model player engagement.

Nermend and Duda [32] Physiological (eye tracking, GSR) and
Questionnaire

Methodology for choosing the location of
advertising in games, using eye tracker and GSR.

Barclay and Bowers [33] Survey

Use of the Revised Game Engagement Model
(R-GEM) to conclude that immersion in an

activity may not only be a result of extremely
usable systems or particularly receptive users

but an effect of the experience itself.

2.2. EEG as a Means for Understanding the Engagement

The literature on the methods, measures, and elements that influence the UE with
video games shows a predominance of self-report methods; however, methods based on
physiological analysis are becoming more accessible due to the technological advances
that have increased the availability and usability of these systems. An example is a study
conducted by McMahan et al. [8]. In this research, the authors used EEG to evaluate the
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player task engagement in video games in two situations, during normal gameplay and
player death. The study identified that the engagement corresponds to immersion states,
concluding that higher levels of engagement are present during death events compared to
general play. Likewise, a recent study [34] used an educational video game created to test
medical students’ clinical skills and track their engagement using EEG. The results showed
a correspondence between the EEG outcomes and the participants’ performance.

The evaluation of engagement with EEG has also been explored in the education
field. Chaouachi and Frasson [35] analyzed the effect of engagement on the students and
found that it strongly influences the response time and can be an indicator of learners’
performance. At the same time, the authors used the engagement index, initially proposed
by Pope et al. [28] and later validated by Freeman et al. [9]. Similarly, Coelli et al. [36]
evaluated the relationship between the level of cognitive engagement and focused attention,
concluding that EEG can be used to detect changes in mental state and subjects’ reaction
times. A recent study [37] proposed a device prototype consisting of an EEG headset and a
scarf that provide haptic feedback when a decrease in attention is detected.

Considering the emotional research, Ramirez et al. [38] conducted a study based on
EEG to analyze the emotional effect of music in advanced cancer patients, and their findings
showed a decrease in anxiety and tiredness. Likewise, in a previous study, Giraldo and
Ramirez [39] described an approach to calculate arousal and valence values from EEG
activity in real-time. On the other hand, Ramirez and Vamvakousis et al. [39] explored
a machine learning approach to detect emotions from EEG signals. In these studies, the
authors computed and validated EEG-based indices for obtaining information about the
users’ emotional states.

A further study [40] explored the engagement analysis with advertising. This study
focused on traditional advertising and did not use a validated engagement EEG index, and
the EEG data were globally recorded and then correlated with the participant’s answers to
a questionnaire. However, the results were not conclusive, and the authors recognized the
need for more profound research in this field. Likewise, other studies [41] have focused
their interest on analyzing players’ emotions in VR gaming using EEG data and comparing
their results with self-report methods.

The studies on engagement and EEG showed that EEG-based metrics are suitable for
studying UE. However, despite the advances in the study of engagement in advertising
and video games, these two fields have been explored individually; consequently, there is a
research gap regarding the engagement during advergames interactions using EEG.

2.3. Relation between Engagement and User Purchase Intention in Advergames

UPI can be defined as the conscious decision of a user to buy a particular product [42].
This degree of willingness to pay is a variable that depends on several factors, for example,
product perception, product price, attitude toward a specific purchase, the interaction
experience, engagement with a particular product or brand, and customer service. Survey
instruments have been a common choice for assessing these variables and ultimately
estimating the UPI.

Goh and Ping [11] developed and validated a post-game questionnaire to measure
the UPI and attitude toward the advergame experience, the brand, and ads in general.
The study concluded that the attitude toward the brand positively influences the UPI
and confirms the advergames’ added value in effectively increasing the UPI of the adver-
tised product.

Chen [43] developed a model of the in-game factors influencing the user purchase
reaction with an advergame. The study identified that audiences are more likely to develop
acquisition desire and positive brand attitudes when they are engaged and attracted during
the advergames. On the other hand, Catalan et al. [44] identified a group of elements that
could affect user experience and purchase reaction in a mobile advergame. The study
defined the following factors that might influence the UPI: skills, challenge, interactivity,
focused attention (engagement), and telepresence.
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Other studies concluded that advergames lead to a higher purchase desire than TV
commercials [45], that UPI and attitude towards a brand increase when there are elements
of interactivity [46], and that children who are more involved and have a positive attitude
during the game show a higher UPI [47].

Finally, Chang et al. [48] proposed a conceptual framework for exploring the congruity,
integration, and prominence as variables persuading the interest and UPI during in-game
advertising. The study suggested a survey instrument for measuring the UPI and concluded
that user attention/engagement positively affects the purchase interest during gameplay.

Considering the previous findings that highlighted UE as one of the most significant
variables that could influence the customer’s desire to acquire, in this research, the UE
influence on the UPI during an advergame interaction and projection of a tv commercial
has also been analyzed.

3. Methods and Tools

The relationship between video games and advertising is complex and multifaceted,
with each industry influencing and benefiting from the other in various ways. In the
intersection between, there are the advergames (Figure 1), which provide a unique and
highly engaging platform for advertisers to reach consumers, with in-game ads and spon-
sored content offering new and innovative ways for brands to connect with their audience
and promote a product or service through the use of interactive and engaging gameplay.
This strategy relies on user engagement to be successful, with the level of engagement
(UE) influencing the effectiveness of the advertising and the likelihood of a user making a
purchase (UPI).

Figure 1. Model of UE influence on UPI.

The interaction between these three contexts (video games, advertising, and ad-
vergames) and the UE influence on the UPI frames this research.

This research aims to measure the UE with an advergame and a traditional advertising
campaign to analyze if the UE has an incidence on the UPI of a product or brand exposed.
To achieve this, we focused the literature background analysis on previous UE and video
games research, EEG as a method for UE identification, and the UE influence on the UPI
in advergames.

The literature review shows that no study on advergames has been conducted using
EEG as a method to measure the UE and its influence on the UPI. Besides, we want to
contribute to this field by endorsing previously validated tools employed individually in
related areas (games and advertising) to verify the hypothesis: “A more interactive type
of advertising impacts the user perception and engagement, positively influencing the
purchase intention”.

To verify the previous hypothesis, the participants’ physiological reactions were
measured using EEG to analyze the UE during an advergame and a TV commercial. After
both advertising interactions, the UPI was calculated using a questionnaire assessment.
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3.1. EEG Engagement Index Data Analysis and Feature Extraction

The neuronal electrical activity is composed of different frequencies that can be ob-
tained through the EEG signal, and these brain waves are grouped into main frequency
bands, such as: theta (θ), alpha (α), beta (β), and gamma (γ). Theta waves have a frequency
of 4–8 Hz, alpha 8–12 Hz, beta 12–25 Hz, and gamma 25–45 Hz. These different frequency
bands are commonly associated with diverse cognitive processes [35].

Beta (β) power is related to system activation and higher mental activity of the brain
when a person is aware and cognitively engaged. In contrast, alpha (α) is associated with
lower mental vigilance and usually appears in sleep–wake cycles; at the same time, theta
(θ) activity occurs most often in sleep or deep meditative states. Pope et al. [28] proposed
an EEG-based index to analyze UE; in their research, the authors assessed three possible
indices computed using the EEG frequencies’ bandwidth and suggested the most accurate
UE index (Equation (1)):

Engagement Index = β
α + θ

(1)

Following this approach, the UE index (1) considers the ratio between the beta waves
(higher mental activity of the brain) and the sum of the theta and alpha waves (both related
to lower mental activity of the brain).

This research was carried out employing a mobile EEG headset (Emotiv EPOC+) with
14 wet-EEG electrodes (AF3, AF4, F3, F4, F7, F8, FC5, FC6, P7, P8, T7, T8, O1, O2) placed at
standard 10–20 positions (Figure 2). Two additional CMS/DRL reference channels were
located at P3 and P4. The sampling rate was 128 Hz, and the bandwidth was between 0.2
and 45 Hz. The band power calculation was performed at 0.125 s intervals (8 Hz). We
applied a FFT to the most recent 2 s epoch of EEG data and averaged the FFT-squared
magnitude across the frequencies in each band. Before performing the calculation, the
EEG stream passed through a 0.18 Hz high-pass FIR filter. To improve the accuracy of
the spectral analysis and reduce artifacts from the procedure, a Hanning window was
implemented. For the engagement calculation, Equation (1) was employed. Similarly
to [49], the engagement index (1) for each participant was computed considering the
averaged overall electrodes’ measurements.

Figure 2. Sensor location. The electrodes’ positions employed in this study are highlighted.

Considering that in physiological studies, the initial baseline and the subsequent
responses (after stimulus) are highly individual-dependent and differ from participant
to participant, there are no absolute (max or min) values for UE. To help reduce errors
associated with individual differences, this research employed a “within-subject design”
experiment, often used in similar studies [8,9,35,49], to regulate the subjects’ measurements
by exposing them to all experimental conditions. Users bring their own background and
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current physical and mental state to the test. Therefore, to minimize the random noise, the
EEG data were separated into two phases: The first contains the baseline recording during
a relaxed period, useful to identify the primary user’s state, and used as a reference point
for comparing the brain’s activity during different tasks. The second contains the electrical
brain data while exposed to a stimulus, in this case, while interacting with the advergame
and while watching the traditional advertising. By analyzing and contrasting the brain
activity difference between the baseline and the activated engagement during the stimuli,
it is possible to identify the activated response and, thus, the increment/decrement of the
engagement index; if it increases, this can be interpreted as a higher level of UE (Figure 3).

Figure 3. Engagement baseline vs. stimuli activation.

In this way, the participants in a within-subjects design serve as their own control by
providing baseline metrics across the different stimuli. After analyzing and normalizing
the entire signals, it is possible to generate a general comparable data analysis for all the
participants exposed to the same experiment. The goal is to measure the variation resulting
from the different stimuli for the engagement outcomes.

3.2. Experiment Setup

A controlled experiment (Figure 4) was conducted in a lab environment with 24 healthy
participants, 13 women (55%) and 11 men (45%), aged between 23 and 45, recruited in
person. All of them reported computer skills. All participants signed an informed consent
after being briefed about the experiment, the use of their data, and its protection. Then,
each user was accompanied to perform the test in a controlled environment, a closed room
equipped with an adjustable chair, a display monitor, and a gamepad, planned to avoid
situations that may influence the results. The experiment was displayed on a 40-inch curved
display with an effective viewing area of 884.74 mm (horizontal) and 497.66 mm (vertical)
at a 3000 mm radius curvature with a pixel density of 110 per inch. The participants sat
approximately 800 mm (±50 mm) in front of the display. This monitor was selected as
studies [50,51] showed that considering a large field of view of a participant can greatly
enhance their experience, and with the help of its curvature and high pixel density, it can
increase immersion.

94



Electronics 2023, 12, 122

Figure 4. Experiment setup.

First, the users were requested to fill in the UPI questionnaire according to their original
perception of the product selected for the study. The EEG headset was positioned on the
participant’s head, and the correct connection of the electrodes was verified. The participant
was invited to relax for 3 min. After the training phase and setting up, to facilitate the
immersion and successfully conduct the experiment, the lights were turned off.

A baseline period of 30 s was recorded during the eyes-closed condition. Half of
the participants were randomly assigned first to play an advergame and then proceed
with a TV commercial, while the other half initially watched the TV commercial and then
continued with the advergame activity. In both cases, the participants were asked to play
the advergame for 4 min and exposed to a TV commercial for 3 min while measuring their
brain activity. Between one activity and the other, the participants were invited to relax for
2 min. At the end of each type of advertising, the participants were requested to fill in the
UPI questionnaire again.

To evaluate the UPI, we used the purchase intention evaluation proposed by
Chang et al. [48] to assess the consideration, desire, plan, and likelihood of buying the
advertised product using a seven-point Likert scale.

The selected product belongs to a well-known brand of carbonated soft drinks. The TV
commercial displays an urban scenario with young people singing and dancing in the street
while inviting the spectators to join their march, the melody set in the background recalls
the brand’s iconic music. The advergame is an endless runner third-person perspective
game developed to avoid obstacles by running, dashing, and jumping, and the user’s role is
to save dehydrated people by collecting and delivering them cans of drink. The atmosphere
is designed to show branded ads blended with the surroundings throughout the game.

4. Results

The raw EEG data were collected and processed. Artifacts due to body movements
and signal noise were removed. Twenty results from the total sample were deemed suitable
for the objectives of this study. The EEG data were segmented into the baseline (eyes-closed
condition) and activity periods when interacting with the advergame or watching the TV
commercial. To determine and contrast the EEG engagement index between periods, the
baseline data were compared to the post-stimulus response for both the advergame and
the TV commercial; in this way, it was possible to examine the influence of the advertising
on the UE.

The EEG engagement index average for each one of the participants is shown in
Figure 5, divided into the baseline and activity periods. The results show that during
the advergame interaction, the engagement was always higher than the baseline period,
indicating increased attention and vigilance while gaming.
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Figure 5. UE index during the advergame interaction.

Regarding the TV commercial, the results show (Figure 6) that in some cases, the EEG
engagement index was lower than the baseline period, thus showing a decrease in attention
and vigilance, in other words, a lower UE.
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Figure 6. UE index during the TV commercial.

The average UPI for each advertisement and participant is shown in Figure 7. In the
case of the TV commercial, the UPI was higher for only 30% of the participants compared
to the original UPI reported at the beginning of the experiment. For the advergame,
the results show that the UPI was usually higher (70% of the cases) than the original
UPI before the advertising interactions. This indicates that advergames generate a post-
game response that tends to positively influence the purchase intention/reaction of the
participants, encouraging them to consume the product.
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Figure 7. UPI before and after the advertising interactions.

In some cases, however (participants 7, 14, 18, and 20), the UPI was higher after seeing
the commercial in contrast to the original UPI and advergame, indicating that for a minority
of participants, the traditional advertising has a higher incidence on the UPI. Additionally,
it is interesting to notice that for three participants (9, 12, 19), the original UPI was higher
than the UPI reported after the advergame and TV commercial activity, representing a
negative influence of both advertisements. Thus, considering the total contribution of both
advertisements, 25% of the participants reported a positive UPI response for both types
(advergame and TV commercial), while 15% reported a negative response. Advergames
overall generated the most significant positive responses from the stimulus.

5. Discussion

The results support the initial hypothesis: “A more interactive type of advertising
impacts the user perception and engagement, positively influencing the purchase inten-
tion”. An analysis of variance (ANOVA) on the EEG engagement index was performed
to verify the statistical difference between the EEG engagement index while playing an
advergame vs. seeing the TV commercial, obtaining: (F(1,38) = 7.40, p < 0.01). The outcomes
show that a more engaging type of advertising significantly influences the UE; in this case,
an advergame had a more significant influence on the UE than a traditional TV commer-
cial. This result indicates that the EEG engagement index was statistically significantly
higher when the participants interacted with the advergames than when they watched the
TV commercial.

Still, the fact that a stimulus produces a more engaging behavior would not necessarily
imply that the UE will reflect similarly on the UPI. Hence, to analyze if a more interactive
type of advertising generates a more significant influence on purchase intention, an ANOVA
was also performed for the average UPI of the participants for both activities, obtaining:
(F(1,38) = 10.75, p < 0.01). The previous result showed that after playing the advergame, the
UPI was statistically significantly higher than the UPI after seeing the TV commercial.

The interactions between UE and UPI can be distributed in four clusters according
to the participants’ responses. For the context of this study, we have developed a four-
quadrant model (Figure 8) to show the classification considering the reported UPI and the
EEG engagement index variation.
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Figure 8. Quadrant model of EEG engagement index variation vs. UPI.

The X-axis refers to the UPI. Number 4 is located at the center since it indicates the
neutral response of the participants in the questionnaire. The Y-axis shows the difference
between the EEG engagement index during the stimuli and the baseline. By contrasting
the difference between the resting period (baseline) and the advertising interaction during
the test, it is possible to identify the variation of the index; in other words, if the variation is
positive, the stimuli produced an increase in the engagement, and vice versa.

For the advergame (Figure 9), all the participants presented a positive variation in the
EEG engagement index, indicating an increase in the UE when interacting with it. In the
first quadrant, there were thirteen participants (65%), in the second quadrant, there were
seven participants (35%), and in the third and fourth quadrants, there were no participants.

Figure 9. Advergame—Quadrant model of EEG engagement index variation vs. UPI.
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For the TV commercial (Figure 10), positive and negative changes in the index were
identified, which means that in some cases, there was a negative variation of the EEG
engagement index, and in other cases, there was a positive variation. In the first quadrant,
there were three participants (15%), in the second quadrant, there were ten participants
(50%), in the third quadrant, there were five participants (25%), and in the fourth quadrant,
there were four participants (20%).

Figure 10. TV commercial—Quadrant model of EEG engagement index variation vs. UPI.

The results in Figure 10 confirm a decrease in the number of participants located in the
first quadrant for the TV commercial compared to the results obtained in the advergame
(Figure 9), indicating that a lower number of participants presented a high level of engage-
ment and a high UPI while watching the traditional advertisement. In the second quadrant,
there was a similarity in the number of participants between the TV commercial and the
advergame, indicating a high level of engagement and a low UPI. This result suggests
that even if the participant was engaged, the advertising did not affect the UPI of these
participants. Only the TV commercial had participants in the third quadrant, showing that
traditional advertising is sometimes not attractive. In the fourth quadrant, the TV commer-
cial involved four participants who experienced a decrease in the EEG engagement index
but still reported a positive UPI. These persons located in the fourth quadrant reported a
positive attitude toward the brand at the start of the test, confirming the study performed
by Nelson et al. [52], who indicated that users that have a positive attitude toward the
brand or product advertised in games have a higher purchase predisposition.

Finally, the contrast in the total number of points in the rightmost halves of both
Figures 9 and 10 shows that the advergame had a positive impact on UPI for thirteen
participants (65%), while the TV commercial only for seven (35%). This implies that
apart from the UE elicitation, the advergame was most effective at increasing participants’
purchasing interest. By playing the advergame, users were exposed to the product in a
pleasant and enjoyable way, enhancing their interest in it and increasing their likelihood
of considering buying it. Overall, advergames can be an effective marketing strategy to
inform customers about the product and its characteristics, improve users’ understanding
of the product, and boost their desire to purchase it.

6. Conclusions

This study aimed to explore engagement and its influence on purchase intention using
a physiological tool, specifically electroencephalography. According to the literature, most
studies implemented self-report methods to identify the relationship between video games
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and UE. Additionally, no previous studies have analyzed the UE during an advergame and
its implications on the UPI compared to traditional advertising using EEG.

The study’s objective was to verify if a more interactive and engaging type of adver-
tising affects the participants, positively influencing their UPI. In general, by the results
obtained through EEG and the EEG engagement index, it was possible to define that a
more interactive and engaging type of advertising created a higher UE in the participants.
Therefore, it was verified that the advergame increased the level of concentration, surveil-
lance, attention, and engagement of the participants while playing. The graphic correlation
between the EEG engagement index variation and the UPI presented in the four-quadrant
model showed that most of the time, a more interactive and engaging type of advertising
positively influences the UPI. In the case of the advergame, the average UPI was higher than
that obtained for the TV commercial (AVG UPI: 4.275 > 3.36), indicating a more substantial
influence of the advergame in the post-advertising UPI.

The proposed four-quadrant model is a valid aid for better understanding the relation
between the UE and the UPI, allowing to allocate the users in four states: (I) high level of
engagement and high UPI, (II) high level of engagement and low UPI, (III) low level of
engagement and low UPI, and (IV) low level of engagement and high UPI.

Additionally, the results confirmed some of the advergame advantages identified by
Mendiz [4]. Advergames offer high exposure to a brand or product because the participants
are in constant contact with them compared to traditional advertising; hence, the partic-
ipants’ levels of engagement are higher when interacting with advergames, maximizing
user attention. Similarly, we validated the statement by Goh and Ping [11], proving that
users’ previous attitudes toward the brand positively influenced the UPI.

We can conclude that it is essential to consider the users’ engagement as a parameter
to improve advertising campaigns and significantly influence the users, attracting them
to a product or brand. Equally important is the right choice of methods (self-report and
physiological) implemented to perform this kind of analysis.

Advergames can have both benefits and drawbacks when it comes to user experience
and enjoyment. On the positive side, advergames can provide an interactive way for
users to engage with a product and enhance their experience. However, the inclusion of
ads could also impact the user experience and enjoyment level if the ads are intrusive or
irrelevant. For example, if ads are placed in a way that disrupts the gameplay or if they are
not pertinent to the player, it can lead to frustration and a negative perception of the overall
advergame experience. Thus, the benefits and drawbacks of advergames largely depend on
how well the ads are designed and integrated into the game and how they are perceived by
the users. In this regard, the analysis of users’ perceptions through physiological methods,
such as EEG, can offer further considerations to improve the ads’ design.

This work presented a use case and validation of EEG-based quantitative indicators
in advergames, which can be used alongside self-report methods to minimize biased re-
sponses. In this research, the experimental setup included a specific advergame and TV
commercial; consequently, the results might differ depending on the advertising to which
participants are exposed and the degree of affinity with the product or brand. However,
the methodological analysis and the results obtained can be equally considered for similar
products; in this sense, there is a research opportunity to explore additional contexts and
experimental scenarios to increase the validation value. One potential future research topic
could be the EEG analysis of the different design features within the advertising devel-
opment. Characteristics such as colors, sounds, motion, and forms could be investigated
independently to study to which extent these stimuli could influence the users’ perceptions.
By measuring brain activity, researchers can gain a better understanding of how these
factors influence engagement with advertisements. For example, how different colors and
musical styles in ads affect attention and memory, or how the use of motion in ads affects
the ability to retain information. Likewise, a further research goal is the ecological validity
analysis in the real world to understand how well the results of the experiments reflect
real-world conditions. In this way, we may be able to develop more effective advertising
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strategies that better engage audiences and improve the effectiveness of advertisements.
Additionally, this research could also have applications in the fields of psychology and
neuroscience, providing valuable insights into the workings of the human brain in relation
to advertising.

The methodology presented in this research can be replicated in similar studies inter-
ested in deepening the UE analysis. This study is expected to provide practical evidence
and theoretical foundations for new approaches to user perception analysis.
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Abstract: While human–robot collaboration is already integrated in industrial and service robotics
applications, it is only used with able-bodied workers. However, collaboration through assistive
robots is a major driver toward the inclusion of people with disabilities, which was demonstrated
in recent research projects. Currently, inclusive robot workplaces have to be customized toward the
work process and the individual needs of the person. Within, robots act along a fixed schedule and
are not able to adapt to changes within the process or the needs of the interacting person. Hence,
such workplaces are expensive and unappealing for companies of the first labor market, and do
not realize the full potential of the technology. In this work, we propose a generalized approach
toward the inclusion of people with disabilities with collaborative robots. To this end, we propose
a system that analyzes the in situ capabilities of a person using a two-stage reasoning approach.
The methodology is based on an ontology that allows the matchmaking of individual capabilities
with process requirements. Capabilities are modeled in two time frames, through which fast (e.g.,
fatigue) and slow effects (e.g., worsening of illness) become distinguishable. The matchmaking is
used in task allocation to establish high-level control over the assistive system. By this approach,
inclusive workplaces become autonomously adaptive to the in situ capabilities of the individual
person, without the need for customization. Therefore, collaborative workplaces become not only
inclusive, but a contributor toward a labor market for all.

Keywords: system design; people with disabilities; human–robot collaboration; capabilities

1. Introduction

While human–robot collaboration (HRC) in general is a well-studied field, it is often
applied to sectors in which able-bodied workers are supported to reduce strain and increase
their ergonomics, besides other benefits. However, those general approaches cannot be
used to include people with disabilities (PwD; also used as “person with disabilities” in
this work), as their capabilities vastly differ from those of the able-bodied worker. HRC
is a tool particularly well suited to assist PwD in the first labor market and manual labor
tasks. In Gemany, PwD often work in workshops, which are isolated from the regular labor
market and only offer simple tasks. Therefore, workshops essentially establish a parallel
labor market, i.e., distinction in the “first labor market” and others.

PwD need to be treated individually, as their type of particular disability is often a
combination of different partial disabilities. This results in a highly individual capability
profile. If HRC is to be used to include PwD in manual labor tasks, the robot has to
adapt to the person’s individual needs. However, to keep HRC attractive to the company,
customization of workplaces is a non-tolerable socio-economical risk, as this raises the
costs and turns inclusion into a financial risk. Therefore, our effort is to design a general
approach toward HRC that allows the robot to adapt directly to the observed capability
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profile of the user rather than to a predefined set of capabilities. The technology is intended
for use in manufacturing and implements capabilities required in such applications. In this
work, we propose the following:

• A matchmaking ontology that models the collaborative process, including sub-ontologies
that model the capability profiles and the process steps, and a sub-ontology that maps
sensor observations to capability qualifications.

• A system design that allows reasoning on the evolution of the capability profiles and
which interfaces with automated task allocation.

Note that a methodology tailored for PwD is also suitable for other user groups. First,
from a modeling viewpoint, able-bodied workers are PwD without limited capabilities.
Second, the user group of PwD comprises not only people which are permanently disabled,
but also the elderly, temporarily disabled people (e.g., due to illness or injury), or people
new to the working process. Hence, every person is characterized by a set of (partially)
limited or non-limited capabilities (compare Section 3.2) and may be modeled with the
proposed ontologies, and, therefore, be supported by a robot in the HRC process.

This work describes the initial steps taken toward adaptive HRC for PwD. We propose
a novel methodology, which is currently in a descriptive state but will be validated over
the course of the next years. The paper is structured as follows: First, we discuss related
work in Section 2. Section 3 presents the system design and modeling of the capability
profiles designed for PwD. Section 4 discusses the composition of the sub-ontologies used
in the robotic assistance matchmaking ontology (RAMO), including the profile ontology
(Section 4.1), the process ontology (Section 4.2), and the observable capability emissions
ontology (OCEO; Section 4.3). Section 5 describes how the ontologies are embedded in
automated task allocation. Section 6 discusses the proposed system design and gives an
outlook toward future research. Finally, Section 7 summarizes the work.

2. Related Work

For the design of inclusive workplaces in general, as an initial step, a comparison of the
individual capability profile with the process requirements is necessary. The comparison
allows to adapt the workplace according to the person’s individual needs with the best
possible support for the PwD. This section first introduces some concepts to perform
capability matchmaking for PwD (Section 2.1). Subsequently, related work in knowledge
representation is discussed (Section 2.2), which is later used to model information to assess
the PwDs’ capabilities.

2.1. Capability Matchmaking for People with Disabilities

IMBA (from German: “Integration von Menschen mit Behinderungen in die Ar-
beitswelt”) is a tool to compare and document the human capabilities and the workplace
requirements, established by the German Ministry of Health and Social Security [1,2].
The documented capabilities are elicited by means of an occupational health examination.
However, IMBA is not a survey instrument in the sense of a test procedure, but rather a
documentation method with general assessment aids. Therefore, IMBA does not allow a
clear quantitative survey in the assessment of process requirements. Ranz et al. [3] decom-
pose industrial processes on the basis of a directed graph into a sequence of work processes,
which in turn can be described as a sequence of fundamental motions. In industry, the
method–time measurement (MTM) [4] approach is a common way to model manual work
processes using fundamental motions. The primary method MTM-1 [5] consists of 19 fun-
damental motions, which are extended by skills such as hearing, seeing, calculating, and
reading.

The tool RAMB (“robotic assistance for manufacturing including people with dis-
abilities”), introduced in [6] and elaborated in [7], is used to identify those process steps
in which the PwD require individual assistance. This is achieved by combining the pro-
cess decomposition according to MTM and IMBA such that the process requirements can
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be evaluated uniformly and compared with the capability profile of a PwD. The profile
representation in RAMB is discussed in Section 3.2.

2.2. Knowledge Representation

For advanced AI and HRC applications, often many different sensors have to be
used. The vast amount of sensor data has to be evaluated. These evaluations, again, have
to be related to each other and thus re-evaluated. Furthermore, the knowledge has to
be exchanged between humans and robots or other artificial systems. This requires the
development of complex knowledge representation systems that can collect and combine
data from different sources and integrate them in a meaningful knowledge base which has
a common conceptualization for all users as indicated by Prestes et al. [8].

The term ontology originates from philosophy and denotes a systematic representation
of existence. However, in computer science, the term is used as a formal conceptualization
of a domain of knowledge. That means describing the universe of discourse ontology
by a set of definitions, e.g., classes, relations, constraining axioms, properties, and their
instances [9]. Ontologies gained special importance through the approach of the Semantic
Web [10], in which the World Wide Web should become computer readable through seman-
tic metadata. Meanwhile, ontologies are used in many applications of robotics as complex
and expressive knowledge representation systems to improve the autonomy of robots by
enabling fast and convenient reasoning [11].

Projects such as the OpenRobots Ontology (ORO) [12] or KnowRob [13] are examples
of specific knowledge base representations for robots. For example, KnowRob and its suc-
cessor KnowRob2 [14] are knowledge processing systems for autonomous personal robots
that are to perform everyday manipulation tasks. Their ontologies consist of encyclopedic
knowledge of the task domain and general knowledge about the robot’s environment,
action models, instances, and computables. Action models describe possible manipulations
that can be performed, and computables are used for creating instances or relations between
instances. The ORO [12] focuses on human–robot interaction needs and implements a
fast, standard-based knowledge storage, where different perception modules, users, or
reasoners can pull or push needed or inferred knowledge.

3. Toward Adaptive and Inclusive Human–Robot Collaboration

To allow robots to adapt to the PwDs’ needs, we base our approach on the sense–
plan–act principle. The robot observes its environment using exteroceptive sensors, e.g.,
cameras and force–torque sensors. The sensor data are processed to gather information on
the human behavior. This information is then used to reason on the human capabilities
and perform matchmaking regarding the process requirements. The matchmaking is used
in a task scheduler to allocate tasks between the human and the robot. In the following
section, we present the system design and capability profiling used to this end. Following
definitions are used and detailed accordingly:

Generic

T Task
SPl Standard process
g Set of features
gj Feature, gj ∈ g

p Capability profile
fi Capability, fi ∈ p

bk Basic element, bk ⊆ p

Qualified

pi Capability profile qualified for a person i
f i
i Capability qualified for a person i, f i

i ∈ pi

bk,l Basic element bk qualified in a standard process SPl
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3.1. System Design

The system consists of sequenced modules interfacing with a database (see Figure 1).
Sensor data are processed to generate features gj on the system state. Such features are,
for example, the relation between skeleton joints or the force transmitted into the robot
structure. The set of features g = {g0, g1, . . . , gn} is post-processed in a reasoning module
to translate features into the human capability profile p consisting of individual capabilities
fi. Individual features in the feature set may not be available in situ. Hence, some features
may be deactivated for pre-reasoning.

The output of the pre-reasoning is the so-called anytime profile pany (see Section 3.3.2)
that is compared to the process requirements in matchmaking. The decision of whether
the human can fulfill the task is then forwarded to the task allocation, which generates
a plan of actions on the shared working process. To this end, the task planner manages
standard task durations in the database. The task schedule is then forwarded to robot
control and the human in an accessible way, e.g., using visual or auditory feedback. The
task planning module reasons internally on the success state of the performed actions by
incorporating environmental information and the standard task durations. Based on this,
new information is gathered that is then used for post-reasoning. The latter is mainly used
to update the so-called offline profile po f f (see Section 3.3.1), which represents an ex situ
forecast of the person’s capabilities throughout the day, and which is used as initialization
of pany at the day’s start.

Figure 1. Flowchart of system components consisting of a two-stage reasoning approach, profile
matchmaking, task allocation, and sensor processing. The methodology interfaces with a database
managing the ontologies, system states and profiles.

3.2. Capability Modeling and Matchmaking for People with Disabilities

In [6], capabilities are defined in relation to a work task T. A task consists of a set of
standard processes SPl , which again define a sequence of basic elements bk ⊆ p, e.g., grasp,
move. Hereby, index l denotes the standard process and k the specific basic element, which
are mutually independent. The qualification of basic elements is set according to a standard
process; hence, bk,l denotes the qualification of bk in SPl . Further, p = { f1, f2, . . . , fm}
denotes the set of all assessable capabilities (m = 87 in RAMB, see Table 1), whereas each
capability has a qualification f i

i = [−3, 3] ⊂ Z. The qualified capabilities are aggregated in
the qualified profile pi, which is user dependent. After qualification, a regular capability is
defined by f i

i ≥ 0, and f i
i < 0 denotes a partial disability. While the set of capabilities in

each basic element does not change, their qualification bk,l may differ between standard
processes containing them, and hence we have the following:

||bk,1 − bk,2|| ≥ 0. (1)
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Hereby, the Manhattan metric is a well-suited choice, as it directly indicates the number
of deviations.

Table 1. 87 capabilities defined in RAMB, structured in six main categories: ergonomics, motor functions,
perception, cognitive, body motion, and complex capabilities (d.—double sided; s.—single sided).

Cat. ID Capability

<e
rg

on
om

ic
s>

Posture
01 Sitting
02 Standing
03 Kneeling
04 Squatting

Inclined/Stooped
05 Sitting, inclined
06 Sitting, bent
07 Standing, inclined
08 Standing, bent

Arms restrained
09 Sitting/Standing,

arms frontwards
10 Sitting/Standing,

arms overhead
11 Supine, arms overhead
12 Lateral, arms frontwards

<m
ot

or
fu

nc
ti

on
>

Head/Neck
13 Rotation
14 Bent, lateral
15 Bent, sideways

Torso
16 Rotation, sit
17 Rotation, stand
18 Bent/Erect

Leg/Foot
19 Squat
20 Pedal actuation

Arm
21 Reaching, over shoulder, d.
22 Reaching, over shoulder, s.
23 Reaching, frontwards, d.
24 Reaching, frontwards, s.
25 Reaching, sidewards, d.
26 Reaching, sidewards, s.
27 Reaching, backwards, d.
28 Reaching, backwards, s.
29 Forearm rotation, d.
30 Forearm rotation, s.

Cat. ID Capability

<m
ot

or
fu

nc
ti

on
>

Hand/Fingers
31 Encompassing handle,

fist closure, d.
32 Encompassing handle,

fist closure, s.
33 Encompassing handle,

hand closure, d.
34 Encompassing handle,

hand closure, s.
35 Hand, contact handle, d.
36 Hand, contact handle, s.
37 Hand rotation, d.
38 Hand rotation, s.
39 Finger, grasping handle, d.
40 Finger, grasping handle, s.
41 Finger, contact handle, d.
42 Finger, contact handle, s.
43 Thumb, contact handle, d.
44 Thumb, contact handle, s.

<p
er

ce
pt

io
n>

Sight
45 Visual acuity, close
46 Visual acuity, far
47 Spatial vision
48 Field of view
49 Color vision
50 Mesopic vision

Hearing
51 Listening comprehension
52 Noise/Speech pattern

recognition
53 Frequency
54 Volume
55 Direction

<c
og

ni
ti

ve
> Basic education

56 Vocal output/Speaking
57 Reading comprehension
58 Calculating
59 Writing

Cat. ID Capability

<b
od

ym
ot

io
n>

Walking/Climbing
60 Walking, at level
61 Walking, on inclined plane
62 Walking, on loose/

uneven ground
63 Ascending
64 Climbing
65 Crawling/Sliding

<c
om

pl
ex

>

Lifting
66 Horizontal
67 Floor to waist height
68 Waist to eye height
69 Waist to overhead height

Carrying
70 Sideways
71 Front of body
72 On the back

Physique
73 Pushing (objects)
74 Dragging (objects)
75 Physical stamina
76 Balance

Fine motor skills
77 Hand dexterity, d.
78 Hand dexterity, s.
79 Finger dexterity, d.
80 Finger dexterity, s.
81 Hand-arm stability
82 Control accuracy
83 Coordination of

multiple limbs
84 Wrist speed
85 Finger speed
86 Movement speed, arms
87 Movement speed, legs

To perform matchmaking, the qualified basic elements are compared to the qualified
capabilities of the human pi, given by

Δbi
k,l = bk,l − (pi ∩ bk). (2)

If any entry in Δbi
k,l is positive, the specific basic element in the standard process cannot

be performed by the human and, consequently, needs to be allocated to the robot. Note that
superscript i denotes the capabilities of a specific human and the derived qualifications,
and that a basic element is qualified by the standard process and not by the human. Only
the difference in matchmaking is qualified by the human and the standard process; hence,
Δbi

k,l carries the corresponding indexes (k: basic element, l: standard process) and the
superscript i.
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3.3. Dynamics of Capability Profiles

In reality, a capability profile is non-static and changes over time. In [7], this effect is
modeled in a Langevin system. The qualified profile can, therefore, be modeled as

pi(t) = p̃i(t) + εi(t), (3)

where p̃i(t) are the qualified capabilities originating from the individual disability complex,
and where εi(t) are small fluctuations in the capabilities. The origin of these capabilities’
time dependency is significantly different. While p̃i(t) changes only slowly, it is mostly
superimposed by the fast variations in εi(t), which is typical in a Langevin system.

To transfer this idea to manual labor tasks, two effects have to be taken into account.
First, the worker arrives with a similar capability profile at the start of the day. Second,
the capabilities deteriorate over the course of the day. To model this property, two time
concepts are introduced: the work time 0 ≥ τ (which is delimited by a shift’s end) and the
global time t0 ≥ 0, which is fixated at the start of a day or shift; hence, t = t0 + τ. Effectively,
t0 becomes constant when observed in the time frame of τ. Therefore, we assume that the
influence of the disability changes so slowly that it is assumed constant over the course of
the day. Therefore, Equation (3) is rewritten as

pi(t) := pi(t0, τ) = p̃i(t0) + εi(τ). (4)

In adaptive HRC, two types of profiles are managed: (1) the offline profile that
establishes a baseline to the matchmaking on a per-day basis, and (2) the anytime profile
that reflects the in situ capabilities of the person.

3.3.1. Offline Profile

The offline profile is defined as the global time-dependent qualified capability vector

pi
o f f (t) = p̃i(t0) + Δp̃i(τ) + ν(t), (5)

where Δp̃i(τ) is the daily fluctuation, and ν(t) is a noise vector in which entries are
independent. The offline profile is initialized with Δp̃i(τ = 0) = 0, and p̃i(t0 = 0)
incorporating the data from a medical preliminary examination (MPE) as usually performed
in advance of including PwD in work processes. As this—and all sensor data later in the
process—is subject to noise or personal bias (medical personnel), ν(t) is introduced in
Equation (5).

With the MPE, pi
o f f (t) is constant over the course of a day. To better predict the

fluctuations during the day and, therefore, decrease the size of the fluctuations in ν(t),
Δp̃i(τ) is re-evaluated in two ways: (1) continuously by post-reasoning, and (2) by the
mining of past profiles and fitting Δp̃i(τ) accordingly. The latter establishes a global
optimization problem with the aim of reducing ν(t) to a minimum, and hence,

lim
t−>∞

||ν(t)|| = 0 (6)

In states close to initialization, the values in ν(t) will superimpose the other factors,
particularly Δp̃i(τ) (see Figure 2).
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Figure 2. Exemplary evolution of a qualified capability in the offline profile from initialization (t0 = 0)
to optimal convergence (t0 >> 0). Note, while the course of the function is continuously displayed,
in reality, it is discrete in the range [−3, 3] ⊂ Z.

3.3.2. Anytime Profile

The anytime profile is defined as the in situ qualified capability vector

pi
any(t) = pi

o f f (t) + η. (7)

The anytime profile is the main output of the reasoning modules and represents the in
situ capabilities of the person superimposed by stochastic system noise η, which is mainly
influenced by the following:

• Noise in the sensor signal.
• Uncertainties in feature extraction.
• Propagated uncertainties from hidden Markov model (HMM; see Section 4.3).
• Uncertainties in the modeling approach.

As uncertainties in the model and HMM are Gaussian, and sensor noise is assumed
white noise, η may be modeled as Gaussian noise.

4. Ontology-Based Reasoning

The next step toward automatic task allocation and scheduling is the estimation of a
person’s in situ capabilities. As mentioned in Section 3.1, sensor data are processed into
features gj representing certain information on the human behavior, the environment, and
the interaction between human and robot. For data processing, typical methods are used,
e.g., OpenPose [15] for skeleton tracking or the method by Buondonno and De Luca [16] for
interaction force computation. The explicit origin of processed sensor data is not relevant,
as the methodology discussed in this section establishes a generalist approach to transform
these data into a capability profile estimate.

Equation (2) establishes a common base at the human’s capabilities to perform capabil-
ity matchmaking onto process requirements. There are two ways to reach these capabilities
fi: from the sensors, and from the task defined by the work process. Therefore, there exists
an open loop from the processed sensor data to the task. This dependency is modeled in
the novel robotic assistance matchmaking ontology (RAMO) that is depicted in Figure 3.
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Figure 3. Composition of the robotic assistance matchmaking ontology (RAMO) and its system
layers. The sub-ontologies observable capability emissions ontology (OCEO) and process ontology
are connected by the matchmaking layer. The matchmaking layer embeds the profile ontology to
model the capability profiles pany and po f f .

RAMO consists of two sub-ontologies. First, the observable capability emissions ontol-
ogy (OCEO) models the emissions of the qualified capabilities measurable by exteroceptive
sensors. Second, the process ontology as used in RAMB [7] models the tasks and their
structural components. Both sub-ontologies are connected by the profile ontology defined
by the capabilities fi.

4.1. Profile Ontology

The profile ontology models the relations and influences between the capabilities fi of
a human, which are accumulated in the profile p. Capabilities are structured in six main
categories: ergonomics, motor functions, perception, cognitive, body motion, and complex
capabilities. Usually, human capabilities are not mutually independent, e.g., the capability
to perform a squat ( f19) also influences the capability of climbing ( f64). Particularly, complex
capabilities, e.g., horizontal lifting ( f66), are highly dependent on basic capabilities, e.g.,
reaching sideways ( f25) or torso rotation ( f16 and f17).

Relations between capabilities are modeled directed and may have minor, major, or no
influence on the other capabilities. A directed relation is chosen, as some capabilities may be
influenced by multiple other capabilities, but the cause of the qualification may be manifold.
For example, an impaired capability reaching sideways may either come from an impairment
in the limbs or the torso, which manifests in different capabilities. Hence, this example
is modeled as depicted in Figure 4. Capabilities and their relations are modeled based
on IMBA [1,2] and according to observations from user tests during the Next Generation
https://www.nextgeneration-mrk.de/ (accessed on 22 February 2023) project.
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Figure 4. Exemplary modeling of relations in the profile ontology.

4.2. Process Ontology

The process ontology models the structure explained in Section 3.2 (compare right-
hand side in Figure 3). A work process is defined as a task T. This task consists of standard
processes SPl . Standard processes are characterized by entry and end states. These are
defined with the aim to reduce process dependencies between standard processes, i.e., all
sequenced basic elements should be accumulated in one SPl . Therefore, standard processes
are interchangeable if the real system fulfills the requirements of their entry state. A
standard process then consists of basic elements bk,l that are sequenced in a fixed manner
and must not be interchanged. However, the basic elements can still be inaccessible to the
human and, therefore, the robot needs to assist or take them on completely. It is subject to
the task planner to assign basic elements to both agents or solely to the robot. There might
occur the situation that the human can fulfill only a small margin of basic elements in a SPl
and in which it is more efficient for the robot to take on the complete SPl .

4.3. Observable Capability Emissions Ontology

The observable capability emissions ontology (OCEO) is based on the assumption that
qualifications of capabilities manifest in features observable by sensors, system states, and
meta information (compare Figure 3). Sensor data are processed into features characterizing
the human behavior, the environment, and other agents. System states represent the
continuous evaluation of successfully fulfilled actions in the task planner (see Section 5)
and meta data are a composition of non-sensor data from outside the system, e.g., the
information collected in a medical examination. Sensor, meta, and system data form the
input layer. The features are then fed into a multilevel hidden Markov model (compare,
for example, [17]). In a HMM, non-observable states cause so-called emissions, which are
observable and deliver evidence on the origin of the emission’s cause, e.g., impaired vision
may result in an unsteady gait. The unsteady gait may be measured by a skeleton model
and, therefore, may be used as an emission in the HMM. In a multilevel approach, emissions
exist that cause emissions themselves, hence obscuring the capability qualifications over
multiple layers. Transitions in and between the hidden Markov layers are annotated with
their uncertainties, which are propagated toward the matchmaking layer.

It is to be noted that some features are directly measurable (e.g., f1 in Figure 3), while
others (e.g., f4 in Figure 3) are not observable at all. Further, features or emissions do
not directly qualify a capability. Instead, they map onto a qualification value in the range
[−3, 3] ⊂ Z, whereas not all qualification values may be connected to the same emission or
feature. Indeed, some qualification values may only manifest in very specific emissions, e.g.,
a minor vision impairment ( f46) may result in unsteady gait, but a major vision impairment
may also result in tripping or collisions with the environment. The example is detailed in
Figure 5.

In the matchmaking layer, the qualified capability profile is compared with the qualified
basic elements. Hence, a decision is made as to whether a basic element may be allocated
to the human. To this end, the propagated uncertainties are analyzed and reasoned on.
While the matchmaking layer itself is not part of either the OCEO or the process ontology,
both sub-ontologies end in the capability profile. Both sub-ontologies and the matchmaking
layer generate the robotic assistance matchmaking ontology RAMO.
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Figure 5. Exemplary modeling of qualification through observation (here through hidden states and
meta data) in OCEO.

5. AI Task Planning for Human-Robot-Teams

Automated task planning or AI task planning methods compute the actions that
must be executed by agents to bring the system to a desired goal state. The goal state
of the methodology described in this work is the fulfillment of task T. AI task planning
methods (e.g., [18]) perform two steps: (1) select, order, and instantiate abstractly defined
actions to specific actions, and (2) optimize the preliminary plan with respect to a set of
criteria. The execution of specific actions brings the system from a given initial state to
a given goal state, e.g., the generic action grasp agent object place can be instantiated to
grasp robot screw table (read: “the robot grasps the specific screw at the specific table”).
This action is assigned to the robot agent. The ordering and instantiation process of
actions considers the dependencies between these actions, e.g., a place action is selected
only when an agent handles an object, and hence, beforehand, a grasp action has to be
performed. This is also depicted in the standard processes, which define a sequence of
basic elements. Note that the task planner may either allocate individual basic elements
bk,l or the whole standard process SPl to the individual agent. The result of the first solving
step is a preliminary plan containing ordered and instantiated actions ai, whereas ai is the
robot-readable abstraction of the basic elements bk,l . In a second step, AI task planning
methods optimize the preliminary plan with respect to a set of criteria (e.g., time). The
methods adapt the start times and the order of the planned actions, without violating the
dependencies between them, to obtain a plan with minimal makespan (execution time).
The final result is the plan

π =< a0, . . . , an > . (8)

The advantages of AI task planning methods are that they require only abstractly
defined actions (analogous to bk), an initial planning state, and a set of goals that must
hold in a goal state for solving a planning problem [19]. AI task planning methods can
be used as flexible, high-level control strategies. They are able to generate new plans for
manifold planning situations, e.g., when new orders arrive or when the characteristics
of the agents change. The latter is particularly important when the capabilities of an
agent are expected to be dynamically adaptable, which is the case for PwD. For each new
planning situation, only the initial and the goal states must be re-set, while the remaining
definitions and the planning process itself must not be further adapted. AI task planning
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approaches were already successfully deployed in several of standard HRC applications
using the ROSPlan (https://kcl-planning.github.io/ROSPlan/ (accessed on 22 February
2023)) framework [20–22] and may be adapted toward the methodology described in this
work.

The capability profiles pi
any(t) are encoded as preconditions for the defined generic

actions of a planning problem (see Algorithm 1).

Algorithm 1 Definition of a generic action, of an initial state, and of a goal state.

1: (:action grasp
2: :parameters (?r - robot ?i - item ?f1, f2 - capability)
3: :precondition (and (near ?r ?i) (?f1 <= 3) (?f2 > 0))
4: :effect (and (item_grasped (?r ?i))))
5: —
6: (:objects o1 - item r1 - robot)
7: —
8: (:init (= f1 -2) (= f2 2))
9: —

10: (:goal (and item_grasped(r1, o1)))

Further, these profiles are instantiated to specific values as part of the initial state
of a planning problem, analogous to the specification in Section 3.2. In Algorithm 1, the
grasp action has the constraint f2 > 0 as one of its preconditions, i.e., this action can be
planned and assigned to a human only if in the initial state of the planning problem, the
standing capability f i

2 is instantiated to a value > 0, e.g., to the value f i
2 = 3. The solving

process automatically assigns all planned actions to agents by taking into consideration the
capability profiles pi

any(t) that are defined in relation to a work task T.
As described in Section 3.3, the capability profiles are dynamic. The allocation of tasks

to the agents (robots or PwD) must consider these changes. AI task planning methods
enable a seamless integration of these changes for the planning process. Solely the initial
state of the planning problems must be adapted, e.g., the considered capability can be
modified for a new planning problem from f i

2 = 2 to f i
2 = −2. This is the only modification

required by the planning system, such that it can determine new plans that consider the
new profiles.

The generated plan π must be executed such that the application reaches the targeted
goal state in the real world. The AI task planning framework ROSPlan enables a combined
planning and execution approach [23]. It uses action interface modules to send execution
commands to the agents (robots or PwD) and to supervise the execution of the dispatched
actions. As part of this work, the existing AI task planning framework is extended with
further modules to allow system states as input to the reasoning modules (see g5 in Figure 3).
The new modules translate the execution state (i.e., success or failure) of the actions
to features that can be integrated with the reasoning modules. These again transport
important knowledge for the assessment of the capability profile pi

any(t) (see transition to
post-reasoning in Figure 1). In this way, capability profiles pi

any(t) and pi
o f f (t), respectively,

are additionally updated based on the execution success of the actions and not only based
on sensor data. This also closes the control loop from the task execution toward the initial
capability assessment.

6. Discussion and Outlook

As mentioned already in Section 1, the proposed methodology is only a system
design and ontology description that has not yet been implemented in real work processes.
Therefore, this section discusses some aspects that need to be considered when deploying
the proposed methodology.

Due to its novel character, there are manifold uncertainties in the later implementation,
and particularly the instantiation of the ontologies and the reasoning system likewise.
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While the process model, including its process ontology and the central capability profile
(compare Section 3.2) are already defined, relations between the capabilities (see Section 4.1),
and the transitions and states in OCEO (see Section 4.3) are yet to be fully defined. The
major challenges in modeling the proposed system are in the design of the hidden Markov
layers. By Bayesian optimization, it is possible to define the probabilistic dependencies
between the emissions and the hidden states, i.e., the capability qualifications. However,
emissions have to be modeled manually, which is more complicated than in more modern
learning methods, in which features and intermediate states are connected with minimal
supervision. On the contrary, in HRC, it is desired to have more explainable AI [24,25],
particularly when it comes to direct interaction. Therefore, we expect the HMM to yield
more explainability and acceptance in later deployment. However, it remains to be seen
how well the emissions can be defined, and how large the uncertainties will be in the
final implementation. Note that we assume that there will be fewer features than the
total number of qualifications of capabilities, and hence, the instance of the OCEO will
be under-determined. To this end, of particular importance will be the definition of the
relations within the capabilities (e.g., see Figure 4). Well-defined dependencies will reduce
the uncertainties propagated from the HMM and the number of degrees of freedom of
the whole OCEO instance. To this end, we will also reduce the number of capabilities m
defined in the capability profile, which again will be performed after a profound modeling
of dependencies to assess the influence of the capabilities on the matchmaking decision.

Besides the technical aspects, there are also social and ethical uncertainties. While
we assume that such a matchmaking system will raise the efficiency and acceptance of
HRC workplaces in manual labor tasks, the opposite may manifest. In particular, when
able-bodied workers and PwD share the same work place, and the situation occurs in which
the system reallocates certain tasks from the able-bodied worker to the robot (e.g., caused
by exhaustion or distraction), the interacting worker may become confused or skeptical.
This behavior is expected in the first interactions. However, we assume that over a longer
period of working with the HRC workplace, a learning process will take place that lets the
worker appreciate the technology and its supportive actions rather than being repelled by it.
We further assume that by establishing a work process capable of supporting able-bodied
workers and PwD likewise, also the acceptance toward PwD will be increased. This is what
makes full inclusion in first labor market processes possible in the first place.

In the following years, we will delve further into the methodology. We aim to imple-
ment and evaluate, in particular, the matchmaking ontology RAMO. Therefore, we hope
to facilitate a discussion on the topic and to use this paper as a vehicle for the improved
inclusion of PwD in HRC processes of the first labor market.

7. Conclusions

In this work, we first introduced how capabilities of PwD are modeled and how their
dynamics evolve over the course of a workday and over a long time span. To this end, we
introduced two time concepts τ and t0 which eventually manifest in a Langevin system.
The emerging capability profile p states the basis to a two-sided matchmaking ontology
consisting of the two sub-ontologies: the process ontology and the observable capability
emissions ontology (OCEO). While the process ontology models the qualification of sub-sets
of capabilities, so-called basic elements bk ⊂ p from the work task T, OCEO models how the
full capability profile is derived from features gj, originating from sensors, meta data, and
system states. Based on the combined ontology, robotic assistance matchmaking ontology
(RAMO), people may be observed and matched with process requirements to assess the
specific in situ need of assistance. In addition, we showed how the ontology is used in
automated task planning to generate dynamic work schedules based on the ontology-based
reasoning approach. This results in a system description that allows dynamic and intuitive
HRC not only for PwD, but for everyone.
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Abbreviations

The following abbreviations are used in this manuscript:

AI Artificial intelligence
HMM Hidden Markov model
HRC Human–robot collaboration
IMBA Integration von Menschen mit Behinderung in der Arbeitswelt

translated: “Integration of people with disabilities in the labor market”
OCEO Observable capability emissions ontology
ORO OpenRobots ontology
MPE Medical preliminary examination
MTM Method–time measurement
PwD People/person with disabilities
RAMB Robotischer Assistenzgrad für Menschen mit Behinderung

translated: “Robotic assistance for manufacturing including people with disabilities”
RAMO Robotic assistance matchmaking ontology
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Abstract: Robotic systems have become a standard tool in modern manufacturing due to their
unique characteristics, such as repeatability, precision, and speed, among others. One of the main
challenges of robotic manipulators is the low degree of reliability. Low reliability increases the
probability of disruption in manufacturing processes, minimizing in this way the productivity and
by extension the profit of the company. To address the abovementioned challenges, this research
work proposes a robotic cell reliability optimization method based on digital twin and predictive
maintenance. Concretely, the simulation of the robot is provided, and emphasis is given to the
reliability optimization of the robotic cell’s critical component. A supervised machine learning model
is trained, aiming to detect and classify the faulty behavior of the critical component. Furthermore, a
framework is proposed for the remaining useful life prediction with the aim to improve the reliability
of the robotic cell. Thus, following the results of the current research work, appropriate maintenance
tasks can be applied, preventing the robotic cell from serious failures and ensuring high reliability.

Keywords: reliability optimization; robotic cell; Industry 4.0; digital twin; predictive maintenance;
machine learning; remaining useful life

1. Introduction

With the advent of the Industry 4.0 revolution, conventional manufacturing systems
have transformed into smart factories. Companies are attempting to integrate Industry
4.0 technologies into their production lines to remain competitive in demanding market
needs [1,2]. Robotic systems are essential parts of smart factories since they can perform a
wide range of different tasks in volatile environments [3]. Robotic systems are capable of
executing multiple tasks, relieving humans from repetitive, tiring, boring, and dangerous
work. In the manufacturing domain, robots are used for pick and place applications, mate-
rials handling, drilling, palletizing, welding, painting, assembly processes, and more [4].
Since robotic systems are integral parts of industries, high reliability is a prerequisite. How-
ever, robot reliability remains a popular topic in the industry since robotic systems are
complex and consist of several components. Nowadays, the need for reliable and safe
robots is more important than ever since the current generation of robots is collaborative
and coexists with humans. For industries equipped with robots, safety is also a critical
issue since several accidents have been reported at workstations with robots, and some
of them were deadly. However, it should be pointed out that the major cause of these
accidents was human error rather than robot malfunction [5]. Additionally, the author
in [5] points out that the topic of robot reliability is strongly related to the reliability of its
components. Robots suffer from low reliability because their equipment, such as motors,
sensors, wiring, and end-effectors, is prone to wear and tear. The configuration of the robots
and the type of connection between the components that constitute a robotic system have a
huge impact on its reliability. According to studies, DELTA and SCARA robots are more
reliable compared to other articulated robots since they consist of fewer links and joints that
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are connected serially. In reliability modeling, for systems that consist of components that
are serially connected, the failure of a component will cause the failure of the whole system.
On the other hand, parallel connections demonstrate redundancy, and the failure of one
component will not cause the failure of the whole system. The same research work declares
that the lifespan of a typical industrial robot is about 10–15 years due to the deterioration
of its main mechanical components. As a result, it becomes apparent that by analyzing,
assessing, and seeking ways to optimize the reliability of the robotic components, the
reliability of the whole robotic system can be improved.

In scientific research, there are plenty of works around the reliability assessment of
robots. In addition, different reliability modeling methods for robots are presented in [6].
Detailed fault tree analysis (FTA) and reliability block diagram (RBD) models of a robotic
system are provided to analyze and assess the robot’s reliability. The authors highlight
the capabilities of FTA in finding the root causes of failures and the logical failure path
that will lead to the system’s failure. The most common traditional reliability assessment
techniques are discussed along with their key differences, and a network reduction method
of a spot-welding robotic cell’s RBD is provided. RBD has widely been used in the literature
to analyze and assess the reliability of systems [7].

Engineers are always concerned about the reliability of their machines and are con-
stantly seeking ways to optimize them. This concern has become more significant in recent
years due to the high complexity of modern manufacturing systems, which results in an
increase in failure modes. Reliability is considered a significant performance indicator
of manufacturing systems [8]. The emergence of cutting-edge technologies such as the
industrial internet of things (IIoT), smart sensors, big data, digital twin (DT), cyber-physical
systems (CPS), cloud computing (CC), artificial intelligence (AI), and so on, has changed
the way reliability is assessed. With the DT concept, a twin of the physical system can
be constructed, and its condition can be monitored and assessed. DT is considered an
optimization tool for the reliability of manufacturing systems. The reliability modeling
approaches that have been widely used so far are considered obsolete and ineffective for
capturing and analyzing the complexity of today’s manufacturing systems. Traditional
reliability assessment methods are based on probabilistic theory and expert opinions, which
make the reliability assessment less accurate. For complex systems like robotic systems,
which consist of several interdependent components with different failure modes, it is
challenging to comprehend and extract reliable mathematical models. Additionally, these
methods are conducted offline, which does not give the ability to assess the reliability of
robots in real time. For this reason, engineers are moving toward data-driven approaches
and artificial intelligence (AI) techniques for reliability assessment, leveraging the huge
amount of condition monitoring data produced every day [9].

The term “reliability” is highly associated with “maintainability”. Proper maintenance
will result in higher machine reliability. In an effort to become smarter, engineers are now
shifting their focus from failure prevention to failure prediction [10]. PdM is a promising
approach that leverages Industry 4.0 tools and technologies with the aim of predicting
failures before they occur [11]. The PdM domain is gaining a lot of attention from industries
since, according to Reference [12], applying PdM can increase production by 25–35%, reduce
maintenance costs by 25–35%, eliminate breakdowns by 70–75%, and reduce breakdown
time by 35–45%. Similarly, the author in [5] suggests periodic maintenance to prevent
robotic failures and achieve higher reliability of robotic systems. In Reference [13], the
authors highlight the importance of PdM since it offers the longest life and highest reliability
of equipment. Next, the authors in [14] suggest a data-driven PdM approach for reliability
assessment and improvement due to simplifications and assumptions taken into account
during the modeling of the robotic cell, such as the selection of the exponential distribution
as the reliability function and the constant failure rate.
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1.1. Aim of Research Work

The aim of this research work is to improve the reliability of a robot by improving firstly
the reliability of its critical component. The bearings of stepper motors are selected as the
critical components. This paper presents the predictive maintenance approach that is based
on a supervised machine learning algorithm with the aim to detect and classify the faulty
behavior of the bearing. The steps that are conducted during a predictive maintenance
approach are specific and should be executed with the right sequence. However, most of
the steps are executed considering the kind of data in which we are interested. In order
to conduct a reliable predictive maintenance approach, the data should be prepared and
preprocessed suitably in order to be able to extract features from them. This preparation of
data is different every time and depends on the kind of data. After, the feature selection
should be performed, which is a challenging issue. It is difficult to know which features
are capable of adequately differentiating the data. Time-domain or/and frequency domain
features can be used. The feature that will be used is not the same every time, and it
depends on the system that is under study and the type of data that has been collected
from it. For instance, according to the literature, the selection of the proper ML model
is a difficult process. By the time current robotic systems are complex and composed of
multiple components with different failure rates, one way to improve the reliability of
the whole system is to first improve the reliability of its critical components. This can be
accomplished by studying the reliability parameters of the critical components. Specifically,
reliability can be optimized by increasing the mean time between failures (MTBF) and/or
decreasing the mean time to repair (MTTR) of the critical component. Therefore, it becomes
apparent that detecting faulty behavior and predicting the time to failure of the critical
component is crucial.

1.2. Contribution of Research Work

The contribution of this research is to present a novel approach based on Industry 4.0
technologies in order to optimize the reliability of industrial robotic manipulators, based
on the combination of digital twin (DT), and predictive maintenance (PdM) is presented.
Concretely, the DT is proposed as a method to optimize the reliability of a robotic cell by
the real-time monitoring of the robot due to embedded sensors and IoT. The starter steps
for constructing a DT of the robot are provided. The digital model of the robot is modeled
and simulated in MATLAB. This research is based on the principle that the reliability of
the robot is based on the reliability of its components. Thus, a PdM approach is presented
to detect and classify the faulty behavior of the critical component, and a framework for
estimating its remaining useful life (RUL) is presented. With PdM, the right time to conduct
maintenance can be determined, saving the company unnecessary maintenance costs. The
digital twin (DT) of the robotic cell will be used for monitoring the status of the cell and
its components. When coupled with the developed machine learning algorithms, more
accurate predictions of the remaining useful life (RUL) of the robots’ components are
feasible. Concretely, the implementation of the digital twin creates added value for the
existing robotic cell in several ways, as explained in the following paragraphs. The digital
twin of the robotic cell is accessible remotely, thus enabling engineers to monitor and make
any adjustments to the robotic arms’ operation remotely. Specifically, the robotic arms,
which have been modeled in the case study presented in this manuscript, are installed in a
caged robotic cell, which handles heavy and bulky automotive components. Consequently,
remote monitoring and control are safer for human operators/engineers. By monitoring
the digital twin, it is possible to detect when the robotic arm requires maintenance before it
breaks down. This can help to reduce repair costs and minimize unnecessary downtime.

Beyond the key contributions of the digital twin presented in the previous paragraph,
additional functionalities are foreseen, such as virtual testing, for simulating and testing
changes in the operation of the robotic cell. This can facilitate the identification of potential
malfunctions and by extension optimize the cell’s performance before making any alter-
ations to the physical installation. In the context of virtual experimentation, the proposed
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digital twin framework can be utilized for training purposes. Concretely, new human
operators and engineers can be trained in a plethora of scenarios, which by extension helps
in reducing the risk of accidents. In Figure 1, the primary services of the DT are depicted.

Figure 1. Digital twin services (developed by the authors).

The remainder of the paper is organized as follows. In Section 2, the state of the art is
presented. In Section 3, the system architecture and the predictive maintenance flowchart
are provided, and in Section 4, the case study is presented. In Section 5, the implementation
is made, and in Section 6, the results are discussed. Finally, in Section 7, the research work
is concluded, and future work is pinpointed.

2. State of the Art

2.1. Robotic Systems

Today’s industries are highly automated and equipped with robots. Industries are
widely integrating robotic systems into their production lines with the aim to leverage the
benefits of robots and increase their productivity. Industrial revolutions have affected the
robotic domain [1]. Indeed, since the first utilization of the industrial robot in the 1960s,
considerable advancements in the robotic industry have been made [15]. In the Robotics
1.0 era, which took place between the 1960s and 1980s, the primary role of robots was to
relieve humans from monotonous, repetitive, and dangerous tasks. In this era, robots were
dangerous, and since they did not have any sense of their environment, they were bounded
by fences. During the second generation of robots (Robotics 2.0 era), which occurred
between the 1990s and 2000s, collaborative and sensitive robots were introduced, but they
were slow when interacting with humans. In 2008, Universal Robotics released the first
collaborative (combot) robot in the market. Due to advancements in sensing devices, robots
were equipped with sensors where feedback was provided. Currently, we are experiencing
the Industry 4.0 and Robotics 3.0 era. This is called the Digital Robotic era, where the
robotic industry is leveraging Industry 4.0 technologies such as internet of things (IoT),
digital twin (DT), and cyber-physical systems (CPS), to name a few. Furthermore, predictive
maintenance on flexible mobile robots [16] or robots with flexible elements [17] involves
using data analysis and machine learning algorithms to anticipate potential issues and
failures in robots before they occur. This approach can help increase the lifespan of the
robot, minimize downtime, and reduce maintenance costs [18]. Path planning and obstacle
avoidance are major concerns for mobile robots. In this era, robotic systems are connected
to the Internet and can exchange a huge amount of data in real time, ensuring machine-to-
machine (M2M) communication. The integration of artificial intelligence (AI) into robots has
made them smarter machines. The Robotics 4.0 era is expected to begin in the 2020s and will
be characterized by more cognitive, perceptive, and intelligent robots. The human–machine
interaction will be more friendly and natural, integrating the artificial intelligence of things
(AIoT) [19,20]. Cutting-edge technologies such as 5G, deep learning, reinforcement learning,
cloud computing, and big data will give rise to smart robotic systems being capable of
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adapting to complex unstructured environments and performing intricate manufacturing
processes [21]. In Figure 2, the four robotic revolutions are illustrated.

Figure 2. Robotic evolutions from 1960 up to today and key milestones (developed by the authors).

2.2. Reliability in Manufacturing Systems

The aim of each industry is to ensure that its equipment will perform its intended
tasks in a predefined time and under certain conditions. From an engineering perspective,
reliability is defined as the ability of a system or a component to serve its required functions
in a determined period and under certain conditions. Considering the constant failure rate
(λ), the reliability of a component is calculated by the following equation:

R(t) = e−λt (1)

The exponential distribution function is used commonly in reliability formulas due to
its efficiency in dealing with constant failure rates. The assumption of the constant failure
rate is widely applied in reliability modeling approaches due to the fact that most of the
components exhibit a constant failure rate during their useful time [22]. Reliability analysis
is an important process in order to ensure that the performance of the equipment is effective
when construed in meeting deadlines, satisfying customers, and maintaining the good
reputation of the company [6]. The reliability of a system depends on its structure, the
flow of materials into it, and the reliability of the machines and components that constitute
the system [23], and it can be determined by analyzing and studying its failures [24].
Reliability is closely related to the terms of availability, maintainability, and safety. By
improving a system’s reliability and maintainability, its availability can be increased [24].
Maintainability is a system’s crucial characteristic that indicates how easy and costly it is for
a system or a component to be restored to a condition in which it can perform its required
functions when maintenance is performed [25]. Today’s manufacturing systems should be
highly safe since there is a lot of cooperation with humans [26]. However, increased safety
in a system can sometimes cause a decline in its reliability.

In practice, the reliability assessment is made by studying the reliability parameters,
namely mean time to failure (MTTF), mean time between failures (MTBF), and mean
time to repair (MTTR). Reliability assessment is carried out throughout the lifecycle of
a component or a system. The traditional reliability assessment includes the reliability
modeling of the system, reliability data collection (λ, MTTF, MTBF, MTTR), component
reliability assessment, and at the last stage system reliability assessment. The aim of
reliability modeling is to extract mathematical models that represent the failure logic
relationships between the different system components. From the reliability engineering
viewpoint, a complex system is one that consists of many interdependent components
with various failure modes, and it is challenging to decompose this into series or/and
parallel connections or to recognize the type of connections. The most common reliability
modeling approaches are RBD, FTA, failure mode and effect analysis (FMEA), Petri nets
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(PNs), and Markov analysis (MA). Each reliability modeling approach examines from a
different perspective the reliability of the system that is under study [6]. For instance,
RBD is a more representative approach that analyzes the structure of the system and the
relationships between its components (series/parallel), while the aim of FTA is to find
the root causes of failures and the failure logical paths [22]. The FTA method has been
extensively used in industries such as the automotive and aircraft domains [27].

The reliability of complex systems has been thoroughly investigated in recent decades.
In our research work, we presented and explicitly discussed the conventional methods.
More specifically, traditional reliability modeling approaches such as reliability block dia-
gram (RBD), fault tree analysis (FTA), Petri nets (PNs), and Markov analysis (MA) have
been used extensively in the past to study and model the reliability of manufacturing
systems. However, these methods present some limitations, which constitute them inef-
fective for today’s complex systems. Firstly, these methods are conducted offline, thus
near-real-time health assessment is not feasible. Moreover, these methods are based on
modeling the structure of the system seeking the type of connection between the numerous
components, which is a challenging process for today’s complex systems. On the contrary,
modern approaches are mostly based on the acquisition and analysis of data from discrete
components (e.g., motors, bearings, etc.), which is an easy and financially viable way of
monitoring the health of complex systems. However, such approaches appear to have
limited performance in practical complex situations due to various working conditions of
the system (i.e., the working environment) and low fault signature signal to noise ratio.

Above all, in this research work, a novel method for the assessment and optimization
of robotic manipulators based on the DT and PdM is presented. Concretely, the technology
of DT is proposed for the simulation and near-real-time data exchange, which ensures the
near-real-time monitoring of the robot along with PdM approaches, aiming at the detection
and classification of critical component malfunctions. By using a combinatory method
of the DT and PdM approaches, a good estimation of the appropriate time to conduct
maintenance can be calculated. By extension, the reliability and performance of the robotic
cell can be improved.

Since the maintenance of manufacturing systems has a huge impact on their reliability,
the reliability can be assessed by constructing a DT of the investigated system, leveraging
the huge amount of operating data that is captured due to sensors. In this way, the faulty
behavior of the system can be diagnosed, and the time of failure can be estimated. In
Figure 3, the evolution of reliability assessment is presented. Through the synchronization
made possible by sensors, data can be updated from the physical system in real time,
enhancing in this way the decision making for the maintenance procedures.

Hardware, software reliability, and the impact of human interaction on reliability
constitute factors that all should be considered for the assessment of the overall reliability
of manufacturing systems. These factors should first be examined separately and after being
combined in order to extract a single overall indicator for the reliability of manufacturing
systems. The reliability of the hardware components is time-dependent; the failures occur
during the operation phase, and the last phase in the bathtub curve is the wear out. RBD,
FTA, and MA are some examples of hardware reliability modeling approaches. On the
other hand, software reliability is time-independent; most errors occur during the design
phase, and the last phase in the bathtub curve is obsolescence where there are no more
upgrades that can be performed. Finally, an important factor that should be considered
for the reliability of production and manufacturing systems is human interaction. Manual
systems are highly affected by human operators’ actions. On the contrary, automated
systems are less susceptible. Since today’s systems are designed in such a way to cooperate
and interact with humans, human reliability should be studied. Despite that there is a lot
of research regarding hardware and software reliability when it comes to the impact of the
human factor in the reliability of manufacturing systems, there is a lack of publications.
Primarily, it happens because it is difficult to model and predict human behavior. Humans
may be stressed, get tired, make false estimations, and as a result may cause a decline in
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the reliability of manufacturing systems [8,9,27]. The topic of the impact of humans on the
reliability of manufacturing systems should be studied extensively, especially for Industry
5.0 systems, where the core of this era will be the symbiosis and coexistence of humans
and machines. In Figure 4, the factors that affect the reliability of manufacturing systems
are illustrated.

Figure 3. The evolution of reliability assessment in Industry 4.0 era (developed by the authors).
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In this research, we are focused on hardware reliability and particularly on the assess-
ment and improvement of a robotic cell’s reliability. In complex systems, such as robotic
cells, the different components that make up the system present different failure rates (λ).
All these components should operate correctly in order to achieve high performance of the
robotic cell. The failure of a single component may lead to the failure of the whole system.
As a result, the failure probability of each component should be studied in order to assess
the overall failure probability of the whole system [6]. To gain more knowledge about the
failure probability of the main mechanical components of a robotic cell, a literature review
was conducted, and their failure rates are presented in Table 1.

Table 1. Failure rates of robotic components in the literature.

Components Failure Rate λ (Failure/hour) References

Teach Pendant 4.72 × 10−5 [28]

Controller 3.79 × 10−5 [28]

Robotic Manipulator 1.56 × 10−5 [28]

Wiring Loom 3 × 10−7 [29]

Motor

1.85 × 10−5 [30]
1.88 × 10−3 [31]
5.01 × 10−5 [28]

2 × 10−6 [32]

Sensor

2.35 × 10−5 [30]
2.41 × 10−3 [33]
3.42 × 10−6 [33]
1.54 × 10−6 [33]
1.76 × 10−6 [33]

Break 4.3 × 10−6 [32]

End Effector 114 × 10−6 [32]

2.3. Digital Twin

The industrial sector has been affected by digitalization. Today’s systems are composed
of interconnected intelligent components. Digital twin (DT) is one of the main technologies
of the fourth Industrial Revolution [34]. The first definition of DT was provided by Michael
Grieves in 2002 during a presentation about product lifecycle management (PLM) [35]. The
first deployment of DT was in the aerospace industry. Later in 2011, DT was first defined in
relation to Industry 4.0, and in 2013, the first studies of DT in the manufacturing domain
emerged [36]. In Reference [35], an analytical definition of the DT in the manufacturing
domain is provided. More specifically, it is mentioned that: “The DT consists of a virtual
representation of a production system that is able to run on different simulation disciplines
that are characterized by the synchronization between the virtual and real system, thanks
to sensed data and connected smart devices, mathematical models, and real-time data
elaboration. The topical role within Industry 4.0 manufacturing systems is to exploit these
features to forecast and optimize the behavior of the production system at each life cycle
phase in real time.” Thus, it becomes apparent that we are experiencing an era where
everything can be digitalized. DT is a virtual or digital representation of physical entities.
Physical entities can range from sensors to machines, people, processes, and even whole
factories [37]. So, the technology of DTs is not limited to focusing on just one entity but can
also be applied to entire systems, creating the idea of digitalized factories [38].

In Reference [35], the key areas of the DT applications in the manufacturing domain
are presented, which are the following: (i) Production Planning and Control, (ii) Mainte-
nance, and (iii) Layout Planning. DT can contribute to the maintenance domain. More
specifically, the term DT is highly associated with the term predictive maintenance (PdM).
By constructing a DT of the physical system, its health status can be monitored, and the
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best time to arrange maintenance can be found. A topic that is under discussion is the
connection between the DT and simulation [39]. Although traditional simulations, such as
CAD, are helpful for product design, they are static. Practically, it means that the traditional
simulation cannot be simulated for what is currently happening in the under-study system.
This challenge can be overcome with the DT. DT is regarded as the most advanced sim-
ulation method for modeling, optimization, and simulation. The simulation domain has
evolved by leveraging digital technologies. Indeed, with the integration of the industrial in-
ternet of things (IIoT), the simulation techniques became more dynamic and more accurate.
The key difference is in the real-time data that are captured by embedded smart sensors,
enabling engineers to determine if the system is being operated properly or if modifications
should be made [39]. Thus, it becomes apparent that the DT technology combines a lot of
technologies and tools, such as sensors, historical databases, cloud storage, and so on to
achieve real-time monitoring of the production systems [38].

2.4. Maintenance in Manufacturing Systems—Predictive Maintenance in Industry 4.0

Equipment maintenance is a vital process in industries since 60–70% of the total pro-
duction costs account for industrial equipment maintenance [40]. Maintenance is defined
as the repair or replacement of equipment with the aim to increase its original expected
operating time. Ineffective maintenance strategies can cause several problems such as
unplanned downtime, decreased productivity, and high maintenance costs, minimizing
in this way the reliability and the availability of the equipment [41]. In particular, ac-
cording to [42], ineffective maintenance strategies can reduce a plant’s productivity by
between 5 and 20%, and unplanned downtime may cost USD 50 billion annually for global
producers. The aforementioned results highlight the need for the effective deployment
of maintenance strategies in manufacturing systems. In the literature, there are several
maintenance strategies, and the most prevailing are Reactive or corrective or run to failure
(R2F) maintenance, preventive maintenance (PvM), and predictive maintenance (PdM). In
the Industry 4.0 era, the R2F and PvM strategies are considered ineffective. In Figure 5,
the evolution of the industrial maintenance strategies is illustrated, highlighting the key
differences between them.

Figure 5. The evolution of industrial maintenance strategies (developed by the authors).

In R2F maintenance, repair, and replacements are conducted only after the machine
fails. R2F maintenance may make sense for low-cost systems, i.e., for systems that the
repair or replacement will be short and not costly [41]. PvM often known as scheduled
maintenance is a type of maintenance that is conducted on a regular basis in order to
avoid failures by performing frequent checks on the equipment. This maintenance strategy
is applied regularly even if the system operates correctly, and its goal is to maintain the
equipment in optimal condition maximizing in this way its availability. However, applying
maintenance based on a schedule will lead to repairing or replacing components that still
have a significant remaining useful life. Concretely, too early maintenance may lead to
a waste of spare parts and resources, and too late maintenance may lead to catastrophic
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failures [11,41,43]. It becomes apparent that the main challenge of PvM is to find the
right time to conduct maintenance. This challenge can be overcome by applying a smart
maintenance approach, named predictive maintenance (PdM).

Industry 4.0 gave rise to several concepts and one of them is PdM. PdM is one of
the main pillars of Industry 4.0, and it is regarded as the digital type of machine main-
tenance [13]. PdM utilizes predictive tools such as artificial intelligence algorithms to
determine when maintenance is truly necessary to be conducted [11]. In Figure 6, the PdM
framework is illustrated. As depicted, PdM is based on the constant monitoring of the
equipment, which is achieved by the integrated sensors in the under-study machine. The
core of the PdM approach is the data. With the use of sensors and the integration of the
IIoT, a huge amount of operation data are produced, which are used to assess the condition
and health of the monitored machine. These data may contain alarms and warnings about
the abnormal condition of the equipment. Machine learning (ML) methods are widely used
in the PdM domain due to their ability to handle high dimensional and multivariate data.
ML techniques can be used to detect and classify the faulty behavior of the equipment, as
well as predict the time to failure based on intelligent predictive algorithms. The prediction
of RUL has become increasingly significant in machine health monitoring. By predicting
the RUL of a component, the time of failure can be estimated, and MRO can be arranged at
the optimum time. The utilization of historical data is also essential in order to produce
more accurate results from a PdM strategy. Consequently, the R2F and PvM strategies must
have been already implemented in order to collect data for PdM modeling [11,41,42].

PdM principle: Estimation of feasible timeframe for MRO

Good as new

Start of 
operation

Normal 
Operation MROFailure

Industry 4.0 concept • Reliability Optimization
• Availability Enhancement
• Safety Improvement
• Quality Production Improvement
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minimization
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minimization
• Spare parts inventory 

optimization
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Warning
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Machine 
Learning

Data

MRO: Maintenance & Repair Operations

Figure 6. The predictive maintenance framework in Industry 4.0 era (developed by the authors).

2.5. Novelty of Proposed Framework

The key issue identified is that robotic manipulators suffer from low reliability as a
consequence of the wearing out of the individual mechanical components. Therefore, based
on the principle that the reliability of the robot depends on the reliability of its components,
in this manuscript, a framework for the reliability optimization of a robotic cell’s critical
component is proposed. This framework is based on the predictive maintenance domain,
and the aim is to conduct diagnosis and prognosis in the critical component in order to find
the optimum time to arrange maintenance. A predictive maintenance approach is proposed
with the aim to detect and classify the faulty behavior of the robotic cell’s critical component
based on a supervised machine learning technique. A PdM approach, which is based on
ML techniques, is composed of multiple steps that should be implemented with the right
sequence to have a reliable result. The most challenging tasks when conducting machine
learning are the selection of the suitable features, as well as the selection of the suitable ML
model. The features are the inputs to the ML model. Only useful and distinctive features
should be used for faulty behavior classification. For this reason, a supervised ranking
technique, named analysis of variance (ANOVA), was used with the aim to use only the
useful features, i.e., features that can adequately differentiate the faulty behavior. The
selection of the ML model that will be trained is a difficult process. For this reason, we
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leveraged the capabilities of the Classification Learner App of MATLAB, which gives us the
ability to train a variety of well-known supervised ML models, and the ML model with the
highest accuracy, i.e., the model that makes the minimum misclassifications, was selected.

3. Proposed System Architecture

3.1. General System Architecture

In the Industry 4.0 era, the interest is focused on data-driven approaches with the aim
to assess and optimize the reliability of complex systems, such as robots. In Figure 7, a
system architecture for the assessment and optimization of the reliability of a spot-welding
robotic cell is presented. Concretely, the system architecture is divided into three steps. In
the first step, the robotic cell is discretized into its main modules, and the DT concept of the
robot that constitutes the robotic cell is presented; in the second step, the selection of the
critical component is made; and in the third step, the component-oriented PdM approach
that utilizes an available dataset is implemented. The scope of the PdM is to conduct a
diagnosis and prognosis on the monitored equipment in order to determine the optimum
time to arrange maintenance.

The discretization of the robotic cell is necessary in order to define the main compo-
nents of the cell as well as to proceed with the identification of the critical components.
The robotic cell that is under study is composed of two robots. A way to improve the
reliability of a system is to make a digital counterpart of the real system. The DT concept is
proposed in this study as a tool that ensures automatic data flow between the physical and
the simulated system. By integrating sensors, automated data flow is achieved between
the physical and digital robot. By using expert opinions, publicly available reliability
databases, maintenance manuals, and FTA, the selection of the critical component of the
robotic cell is made. Depending on the aforementioned tools, the stepper motors of the
robotic cell are selected as the critical components. Moreover, the utilization of the failure
mode and effect (FMEA) analysis is proposed. The risk criticality assessment in FMEA is
made by calculating the risk priority number (RPN) of each component. The procedure
for selecting the critical component is depicted in Figure 8. Additionally, this research
proposes a component-oriented predictive maintenance approach since the reliability of a
robot depends on the reliability of its components. However, the main focus of this paper
is the selection of the critical component. The digital twin (DT) technology is proposed
as a method to optimize the reliability of a robot due to its ability to capture and monitor
the health status of the robot in real time. In order to construct a digital twin, three main
parts are needed: (i) physical system, (ii) virtual system, and (iii) type of communication
between them. In this research, a start for the development of a digital twin was made. The
physical system, SMART NJ-370-3.0 robot, is located in the laboratory, the virtual system
is made in the Simulink environment of MATLAB, and our future work will be focused
on the connection between the two systems in order to ensure the automated dataflow in
real time.
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Figure 8. FMEA steps to calculate the risk priority number (developed by the authors).

The operation of robots depends to a large extent on the operation of actuators as they
are the equipment that feeds the robot with motion. According to studies, a lot of failures
of motors are a result of bearing failure. As a result, the bearing is selected as the critical
component. Since the selection of the critical component is made, a DAQ is used to gather
data from the real robot. Vibration measurements are used as they are representative of
the bearing’s degradation. The data are stored in a cloud database through IoT devices.
After, a PdM algorithm retrieves vibration data from the bearing that has been stored
in the cloud database. The data should be preprocessed in order to extract useful and
distinctive features from the raw vibration signal. The raw vibration signals are usually
noisy and include outliers and zeros, so time and frequency-domain features are extracted
from them. This predictive approach is separated into two main parts, diagnosis, and
prognosis. Diagnosis is used to identify patterns in processing data in order to diagnose
unanticipated machine malfunctions and classify faulty behavior. The features that are used
for faulty detection and classification are named condition indicators (CIs). ML models are
fed with CIs with the aim to classify the data. Prognosis is used to estimate the RUL. Health
indicators (HI) will be used to train a degradation model. HIs are the features that present
a deterioration similar to the deterioration of the raw signal. The decision making is the
last step of the PdM. After the implementation of the diagnosis and prognosis approaches,
the maintenance staff should be informed in order to implement appropriate maintenance
tasks. In this way, the reliability of the bearing can be improved, which will lead to the
whole robotic cell’s reliability improvement.

3.2. Predictive Maintenance Framework

In complex systems, such as robotic cells, the failure of a single component may lead
to the abnormal functionality of the whole system or worse to its breakdown. Therefore,
a PdM component-oriented flowchart is presented with the aim to assess and improve
the reliability of the critical component and by extension the reliability of the robotic cell.
More specifically, in Figure 9, a data-based PdM approach is presented for the detection
and classification of the bearing’s faulty behavior utilizing a supervised ML algorithm.

Vibration analysis is the most widely used condition monitoring technology in the
industry for rotating components, and it is an effective tool for detecting bearing faults [43].
As a result, a large amount of data from an accelerometer, which is located in the bearing, is
gathered. Firstly, the data are imported into the workspace. Data preprocessing is necessary
in order to prepare the data for feature extraction. Once the data is prepared, we visualize
the data to gain more knowledge about the raw vibration signal. Depending on the signal’s
visualization, edges can be set to label the data. Thus, a supervised ML problem will be
developed. Feature extraction is necessary because most of the raw vibration signals have
random noise and uncertain interferences. The features that are used to distinguish healthy
from faulty conditions are called CIs. CIs can be derived from the raw data by using time
domain, frequency domain, and time–frequency domain features. The effectiveness of CIs
is quantified with the one way ANOVA (analysis of variance) ranking technique. Feature
selection is the process that involves the reduction of the input variables for training ML
models in the context of PdM. In some cases, reducing the number of input variables can
enhance the performance of the model as the useless features that may harm the model are
excluded and also in this way the computational cost of modeling can be minimized [44].
A partition of data is necessary to train the ML algorithm and after to test it. The data split
into train (75%) and test (25%) data. Testing of the ML model is needed to see how the
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model performs in data that has not been “seen” again. To interpret the results of the ML
training models, the confusion matrix is used in order to assess the results. The cost matrix
can be used as an optimization tool in order to optimize the ML model, setting with high
cost the most serious mistakes. If the testing results are inadequate, the performance of the
model can be further optimized by fine tuning the hyperparameters. If after the fine tuning
of hyperparameters, the testing results are still inadequate, the process should be restarted
from the features’ selection.
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Figure 9. Flowchart for the detection and classification of components’ faulty behavior (developed
by the authors).

4. Industrial Case Study

The spot-welding robotic cell was discretized into its main modules, and a network
reduction method of its RBD is made in order to transform the original complex system
into a simple equivalent one and to extract the generalized mathematical equation that
describes the reliability of the entire robotic cell. However, assumptions and simplifications
in the construction of the robotic cell’s RBD make the reliability assessment less accurate.
Consequently, a DT concept is proposed along with a component-oriented PdM framework
aiming to assess and improve the reliability of the robotic cell. The investigated robotic
cell performs spot welding in metal sheets for the automotive industry. Robots are widely
used for welding processes due to their accuracy and repeatability. Furthermore, welding
operations require more strict security and safety precautions for human welders, thus
constituting robotic welders more suitable. The failure of one component may lead to the
collapse of an entire system. Therefore, in Figure 10, the discretization of the spot-welding
robotic cell is illustrated.
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Figure 10. Discretization of the spot-welding robotic cell (developed by the authors).

Power supply, human–machine interface (HMI), software, mechanical components,
and safety systems are the main modules comprising the robotic cell. The operator interacts
with the robotic cell via the wired C4G teach pendant that communicates the commands to
the robots’ controllers. The robotic cell consists of 2 identical COMAU NJ-370-3.0 robots.
One robot serves as a handler, and the second robot performs the welding operation.
The two robots should operate and communicate correctly together in order to perform
the welding operation efficiently and up to the quality standard set by the manufacturer.
Each robot consists of 6 links, 6 joints, 6 stepper motors, sensors, 1 end effector, and
1 dedicated controller. The robotic cell is bounded by fences, and it is equipped with
manual safety buttons for terminating the welding operation. In reliability modeling,
the reliability of a system that consists of several components being connected serially
or parallel is described by the following generalized reliability equations for series and
parallel connections, respectively:

Rtotal,1(t) =
n

∏
i=1

Ri (2)

Rtotal,2(t) = 1 −
n

∏
i=1

(1 − Ri) (3)

The development of the FTA of the robotic cell is performed in order to identify the
causes of failures and the failure logical paths. Concretely, the factors that may cause a
failure event can be examined with the FTA method. Combinations of faults are represented
at each tree level with the utilization of logical operators such as “AND”, “OR”, and
“EVENT” [22]. The generalized equations for the FTA modeling for “AND” and “OR”
gates, respectively, are as follows:

PAND(X) =
n

∏
i=1

P(Xi) (4)

POR(X) = 1 −
n

∏
i=1

(1 − P(Xi)) (5)

where PAND(X) is the occurrence of the “AND” gates output fault event X, n is the number
of independent input-fault events, and P(Xi) is the probability of the event Xi. Similarly,
POR(X) is the occurrence of the “OR” gates output fault event X. In Figure 11, the FTA of
the spot-welding robotic cell is illustrated.
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Figure 11. The FTA of the robotic cell along with the modeling equations (developed by the authors).

The top event of the FTA is the failure in welding. The basic fault event corresponds to a
fault that does not require any further development, and an intermediate event corresponds
to a fault that occurred because of the logical combinations of other events further down
the tree [45]. However, FTA is an ineffective reliability modeling approach for modern
systems. More specifically, the FTA method is based on domain experts’ opinions and on
the domain knowledge of the system, which creates a bottleneck as it is challenging to
comprehend the root causes of the system’s failure. Therefore the robotic cell’s digital twin
and predictive maintenance framework is implemented in conjunction with the FTA.

One way to improve the reliability of a robotic cell is to constantly monitor and control
its health status. This can be accomplished by constructing a digital counterpart of the
robotic cell’s main module, which is the robot. For this reason, the modeling and simulation
of the SMART NJ-370-3.0 robot is made. With simulation, what-if scenarios can be tested
without disturbing the physical system.

In order to improve the reliability of the robotic system, we are based on the principle
that the reliability of a robot is based on the reliability of its components. Concretely, each
robotic arm is considered. For this reason, a component-oriented predictive maintenance
approach is developed with the scope to firstly improve the reliability of the critical compo-
nent and by extension the reliability of the whole robotic system. As mentioned before, we
are currently working on the establishment of a connection platform between the physical
and the virtual robot. For this reason, a publicly available dataset was used for this paper.

In order to select the critical component, the discretization of the robotic system
was made, and the main parts were found. A robotic system is composed of several
components that should operate correctly in order to ensure a reliable robotic process. The
main mechanical components of a robotic system are the controller, the robotic manipulator,
the motors, the sensors, the brakes, and the end-effectors. The motors are essential parts
of the robotic systems since they are the equipment that feed with power the joints. For
this reason, in order to develop a predictive maintenance approach, the stepper motors
are selected as the critical components, and since a lot of malfunctions of the motors are
a result of bearings’ malfunctions, a publicly available R2F (run-to-failure) experiment of
bearings was used. In Figure 12, the construction of the FTA (fault tree analysis) for the
main components of the robotic system is presented with the aim to justify the selection of
the stepper motors as critical components.
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Figure 12. Fault tree analysis: (a) stepper motor; (b) end effector (developed by the authors).

As depicted, the FTA of the motor is more complicated with different interdependent
failure modes. For this reason, the stepper motor is selected as the critical component

From the above figure, it becomes apparent that a motor may fail due to stator failure
or rotor failure, or bearing failure. Several publications found that their main focus was the
condition monitoring of bearings as they are representative components of any rotating
machine, such as motors. For instance, Yang et al. in 2022 [46] highlighted that rolling
bearings constitute components that are used extensively in rotating machines, and they
are one of the most fault-prone components. In the research work of Lessmeier et al. in
2016 [47], it is mentioned that 40–70% of motor failures are a result of bearing failures
that caused increased downtime and financial losses. Similarly, Toma et al. in 2020 [48]
highlighted that motor failures can be categorized into four groups: stator, rotor, bearing
faults, and other faults. According to research that was conducted by the General Electric
Co. and IEEE-IGA, the most common cause of motor failures is bearing failures (more
than 40%).

In Figure 13, the blocks of the simulated SMART NJ-370-3.0 robot in the Simscape
Multibody environment are depicted. The Simscape Multibody software uses function
blocks for the representation of the robot’s components. The blocks represent rigid bodies,
joints, and transform. The transform block defines a fixed 3-D rigid transformation between
two frames. The blocks of the rigid bodies consist of several sub-blocks. Different types
of joints are depicted such as cylindrical, revolute, and parallel, which determine the
connection and motion between the rigid bodies.
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The next step is to process the dataset that will be used for the component-oriented
PdM approach. The NASA Bearing Dataset will be used, which was generated by the
NSF I/UCR Center for Intelligent Maintenance Systems. This dataset comprises three
sub-datasets with R2F experiments. The dataset includes data for four force-lubricated
bearings. The dataset consists of 984 CSV (comma-separated value) files that include
vibration signal measurements. The file recording interval was set to 10 min. Each file
consists of 20,480 data entries, which corresponds to a sampling rate of 20 kHz. Data were
recorded for a time horizon of 7 days. In order to collect the required data, an experimental
setup including an AC motor coupled to a shaft via a ribbed belt was used. The AC motor
was adjusted to run at a constant angular speed of 2000 RPM (revolutions per minute).
Furthermore, a spring mechanism was used in order to apply a radial load of 27 kN to
the shaft and bearing. Regarding the sensing equipment, a PCB 353B33 High Sensitivity
Quartz ICP accelerometer was installed on the bearing housing in conjunction with a NI
DAQCard 6062E.

5. System Implementation

A component-oriented PdM approach focusing on the detection and classification of
faulty behavior of the critical components of the robotic cell as presented in the previous
paragraphs has been designed and developed. In order to complete the development of
the proposed method, the training of an ML algorithm is required. Thus, a supervised
ML model will be developed. MATLAB is used for the analysis of the data and for the
training of the ML model. In this research work, the Diagnostic Feature Designer and the
Classification Learner Apps are used. The corresponding pseudocode for the supervised
ML problem is as follows:

SUPERVISED MACHINE LEARNING PSEUDOCODE

START

IMPORT VIBRATION DATA

CREATE tabular datastore ds
IMPORT CSV files to ds
ReadSize ds.ReadSize = ‘file’
NbrFiles = 984
PREPROCESS AND PREPARE DATA

Load dataset into a pandas dataframe
Drop columns not relevant to vibration data
Create new column and combine X and Y accelerometer readings
Resample the data at a fixed frequency of 100 ms
Calculate the rolling_mean = sum(values[-window_size:])/window_size
Calculate standard deviation rolling_std = values[-window_size:].std()
Remove rows with missing values
Export new dataset as a CSV file

END

CALL datetime
Time = datetime(FileNames, “day/month/year hour:minutes:seconds”)
CREATE timetable
timetable(Time, dataBearing1)
PLOT (timetable)
FUNCTION Data_Labeling

SET label edges
Edges = [“2004.02.12.10.32.39”, “2004.02.17.00.00.00”, “2004.02.19.00.00.00”,

“2004.02.19.06.22.39”]
CALL datetime
EdgesDateTime = datetime(Edges, “day/month/year hour:minutes:seconds”)
SET data labels LABELS = {‘Good’, ‘Alert’, ‘Urgent’}
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CREATE new column in timetable
newTimetable = timetable(Time, dataBearing1, HealthStatus)

END

FUNCTION Feature_Extraction

INPUT data to Diagnostic Designer App
SELECT time and frequency-domain features
RANK features with one-way ANOVA
IMPORT features in datastore
Features = readall(Features)

END

FUNCTION Data_Split

SPLIT 75% of data TO train & 25% TO test
Float percentageTest = 0.25
CALL randperm
RandomNbrFiles = randperm(984)
GET trainData & testData
ML TRAINING AND TESTING

Import trainData
Train all the available ML models
Select ML model with highest accuracy
Evaluate the performance of the model with the confusion matrix
IF training process is adequate THEN

Export the model and validate it with the test data
ELSE

use cost matrix to prioritize the serious mistakes
END_IF

IF (training adequate) THEN

EXPORT the model and validate it with test data
ELSE

use cost matrix with new settings
END

IF testing results are adequate THEN

END Training process
ELSE

RETRAIN model with new hyperparameters
END

IF testing results are adequate THEN

Finish the process
ELSE

Select new features and REPEAT training
END

END

In order to model the virtual robotic cell, the CAD files of the robot have been processed
via the educational version of Solidworks 2022 [49]. Further to that, the Simscape Multibody
Link Plugin has been enabled within the Solidworks environment, which enables the export
of the robot’s assembly directly to the Simscape Multibody. Simscape Multibody is a useful
tool of MATLAB for modeling multi-object systems [50].

Since there are 984 CSV files of vibration records, the construction of a tabular datastore
is necessary to read and process the vibration data that are located on different files on the
disk. Each time, specified data files can be retrieved from the datastore. The next step of the
PdM approach is the preprocessing and preparation of data for feature extraction. In this
step, all the data points of each file, i.e., the 20,480 data points of each file, are positioned
into a cell. This process is applied to all 984 files.
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The plot of the raw vibration signal is necessary as the visualization of the signal
enables the determination of the edges in order to classify the data. The vibration signal was
recorded from 12 February 2004 10:32:39 until 19 February 2004 06:22:39, and it includes
run-to-failure data. As depicted in Figure 14, a deterioration trend is presented in the
vibration data as the bearing reaches close to the failure. Considering the visualization of
the signal, the data are classified into three categories: (i) Good data, (ii) Alert data, and
(iii) Urgent data. “Good data” are represented with green color, “Alert data” with yellow
color, and “Urgent data” with red color.
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Figure 14. The plot of the vibration signal and the determination of edges for the data classification
(developed by the authors).

Depending on the visualization of the signal, a new timetable is constructed with an
additional column that represents the components’ health status based on the classification
of the data. Since the vibration data has been preprocessed, the next step of the PdM
approach is the feature extraction. The Diagnostic Feature Designer App is used for this
scope. This app provides the necessary automated functionalities for feature extraction
from datasets based on three key domains, namely (i) time domain, (ii) frequency domain,
and (iii) time/frequency domain. Because the selected critical component is a rotating
component and its data are periodic, it is necessary to also extract frequency domain
features to give us more insight. In Table 2, the time-domain, and frequency domain
features, which are available from this app, are presented.

Table 2. The available time domain and frequency domain features.

Time-Domain Features Frequency-Domain Features

Clearance Factor Band Power
Crest Factor Peak Frequency 1
Impulse Factor Peak Frequency 2
Kurtosis Peak Frequency 3
Mean Peak Frequency 4
Peak Value Peak Amplitude 1
RMS (Root Mean Square) Peak Amplitude 2
Shape Factor Peak Amplitude 3
SINAD Peak Amplitude 4
Skewness
SNR (Signal to Noise Ratio)
Std (Standard Deviation)
THD (Total Harmonic Distortion)

138



Electronics 2023, 12, 1999

Only useful and distinctive features should be used as inputs to the ML algorithms.
For this reason, the features should be ranked, and only these features that adequately
differentiate the data should be used. In this research, a supervised ranking technique, the
one way ANOVA (analysis of variance) will be used as a ranking method for determining
which features are suitable for predicting better condition variables. One way ANOVA
determines whether the dependent variable, which is the vibration data, changes in relation
to the level of the independent variable (time). CIs are the features that can be extracted
from the system’s data whose behavior changes in a predictable way as the system degrades
or operates in different operating modes. A useful CI groups similar data points together
and separates those that have different behavior. In Table 3, the ranking process of the time
domain and frequency domain features is presented.

Table 3. The ranking process by one way ANOVA method.

Feature One Way ANOVA

dataBearing1_sigstats/SNR 1.1044 × 103

dataBearing1_sigstats/SINAD 1.1688 × 103

dataBearing1_sigstats/RMS 923.7303
dataBearing1_sigstats/Std 922.8557
dataBearing1_ps_spec/PeakFreq1 712.9482
dataBearing1_sigstats/ShapeFactor 594.9398
dataBearing1_ps_spec/BandPower 396.9077
dataBearing1_ps_spec/PeakFreq3 300.9521
dataBearing1_ps_spec/PeakAmp4 491.0052
dataBearing1_ps_spec/PeakFreq2 259.8081
dataBearing1_sigstats/PeakValue 505.3358
dataBearing1_ps_spec/PeakAmp3 508.8478
dataBearing1_sigstats/Mean 3.8805
dataBearing1_sigstats/Kurtosis 254.5327
dataBearing1_sigstats/THD 74.7677
dataBearing1_sigstats/CrestFactor 1.7973
dataBearing1_sigstats/Skewness 226.9765
dataBearing1_ps_spec/PeakAmp1 500.8816
dataBearing1_ps_spec/PeakAmp2 511.1558
dataBearing1_sigstats/ImpulseFactor 21.0406
dataBearing1_ps_spec/PeakFreq4 102.6391
dataBearing1_sigstats/Clearance 49.9918

There are 984 CSV files of data: 75% of them are used for training and 25% for testing.
In addition, to ensure that the data will be selected randomly, the randperm command
of MATLAB is utilized. The selection of features is a challenging issue, and it is not an
answer to the question of how many features are adequate for ML training. Generally
speaking, the more you feed the ML model with features, the more accurate the result will
be. However, useless features may harm the response of the model. Considering the results
of the one way ANOVA, the best five ranked features will be used. However, because the
features SINAD and SNR display similar behavior, only one of them is selected. The same
is observed for the RMS and Std features. Selecting features that have similar behavior
may harm the ML model. Thus, the selected features that will be the inputs to the ML
models are the following: SNR, RMS, Peak Frequency 1, Shape Factor, and Band Power.
The Classification Learner app will be used for ML training, and various classifiers will be
used as it is impossible to know in advance which model is suitable to classify the data.
After the training of the ML models, the medium Gaussian SVM is selected as the best
model, since it presents the highest accuracy (98.24%).

The confusion matrix is a visual evaluation tool that is used in supervised ML problems
to assess the performance of classifiers [50]. It displays the various ways in which the
classification model is confused when making predictions. A confusion matrix has two
dimensions: the vertical represents the actual class of the data, and the horizontal represents
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the class that the classifier predicts [51]. In the main diagonal cells, the percentages of how
many times the ML model correctly predicts the class of data are illustrated, whereas in
the other cells, the percentages of how many times the ML model makes mistakes when it
comes to predicting the class of data are presented. In Figure 15, the confusion matrix of
the medium Gaussian SVM model is illustrated along with the statistical measures.

Figure 15. The confusion matrix of the Medium Gaussian SVM ML model (developed by the authors).

It can be observed that the SVM model is capable of correctly predicting “good”
data at a rate of 99%, “alert” data at a rate of 98%, and “urgent” data at a rate of 85.2%.
Consequently, the rates of wrong predictions are 1.0%, 2.0%, and 14.8%, respectively. The
percentages of correct predictions of “good” and “alert” data are adequate. On the other
hand, the percentage of the correct prediction of “urgent” data is considered inadequate. It
is important to mention that when conducting PdM techniques, some mistakes are more
crucial and important than others. The two cells that are highlighted are defined as the
most crucial mistakes that the model makes. The most crucial mistake is when the response
of the model is that “urgent” data are considered “good” data. It can be observed also that
the probability of the SVM predicting “urgent” data as “good” is zero, which is as desired.
However, 14.8 times SVM considers “urgent” data as “alert” data. This mistake should
be minimized, and the probability that the SVM correctly predicts “urgent” data should
be maximized. So, the selected model needs optimization. The cost matrix will be used
as an optimization tool. It is a tool for reallocating the mistakes and minimizing specific
types of classification errors in ML classification problems. Cost matrices are employed to
selectively reduce classification errors that are associated with detrimental consequences
for the system [51]. The confusion matrix considers that all the different mistakes are
equally important, which is not true for most manufacturing systems. It has default settings
that determine that all misclassifications have the same cost. In our case, it is extremely
important to correctly detect “urgent” data in order to ensure that the robotic cell will not
stop operating. The probability that “urgent” data will be correctly predicted should be
prioritized against the probability that “alert” and “good” data will be correctly predicted.
A trial and error method is applied in order to find the suitable costs of the pinpointed cells.
Since the suitable costs are found, this new model is retrained. In Figure 16, the confusion
matrix of the modified SVM model (right confusion matrix) is illustrated side by side with
the SVM model without modifications in the settings of the cost matrix (left confusion
matrix) in order to make the comparison.
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Figure 16. The retrained SVM model side by side with the unmodified SVM (developed by the
authors).

From Figure 17, it can be observed that the accuracy of the modified SVM model is
97.3%. It is still a good accuracy as it is a little less than before, which was 98.2%. In the left
confusion matrix, the important mistakes are circled. The modified model predicts 92.6 of
times correctly “urgent” and only 7.4 of times predict “urgent” data as “alert” data. With
the new settings, the percentage of predicting “urgent” data as “alert” decreased to half.

Figure 17. The testing results (developed by the authors).

141



Electronics 2023, 12, 1999

However, there is a trade off, as the probability of predicting “alert” data as “urgent”
data is now 3.9% compared to previously when it was 0%. However, this mistake does
not affect the reliability of our model much. In case we want to further optimize the
performance of our model, this can be achieved by fine tuning the model’s hyperparameters.

Hyperparameters can strongly affect the performance of ML algorithms. Instead of
manually selecting hyperparameter options, the Classification Learner app automates this
process by trying different combinations of hyperparameter values for a given ML model
type. The goal of optimization is to find the set of hyperparameter values that minimize
the classification error. The app offers three different optimization methods to perform
hyperparameter tuning, and the Bayesian optimization method is used for this research.
More specifically, in the left confusion matrix, the original testing results are illustrated; in
the middle confusion matrix, the training results after the deployment of the cost matrix
is presented; and in the right confusion matrix, the testing results after the deployment
of the cost matrix and the fine tuning of hyperparameters are depicted. The optimizable
hyperparameters of this ML model are the following: (i) Kernel function, (ii) Box constraint
level, (iii) Kernel scale, (iv) Multiclass method, and (v) Standardize data.

Therefore, it can be observed that the goal of the PdM approach has been achieved.
Concretely, the tested ML model correctly predicts (100%) “urgent” data and 96% and
96.4% of the time correctly predicts “good” and “alert” data, respectively. The classification
of “urgent” data has been optimized, and the results for the classification for “good” and
“alert” data are adequate.

6. Discussion and Results

The implementation of a PdM for the detection and classification of the critical com-
ponent of a robotic cell was presented analytically. Key performance indicators (KPIs)
will be presented to assess the performance of the previous implementation. The KPIs of
the ML classification problems are accuracy, recall, precision, and F1 score. The statistical
parameters that are used in the equations of the KPIs are the following: TP = True Posi-
tive, TN = True Negative, FP = False Positive, FN = False Negative, TPR = True Positive
Rate, FNR = False Negative Rate, and PPV = Positive Predictive Values. The accuracy is a
metric that represents the percentage of the correct observations of the algorithm, and it is
calculated by the following equation:

Accuracy =
Total No.of Correct Observations

Total No.of Observations
=

TP + TN
TP + FP + TN + FN

(6)

It is stressed that accuracy is ineffective in the case of imbalanced datasets and by
extension can lead to wrong data interpretation. On the other hand, the recall and precision
metrics are mostly used when we are concerned more about predicting a specific class, and
the F1 score is the harmonic mean of precision and recall. Recall basically tells us what
percentage of all the points that are actually positive are correctly predicted as positive.
Precision basically tells us what percentage of all points predicted to be positive by our
model were actually positive, it represents a relation between them. In this research, the
misclassification of “urgent” data will greatly affect the performance of the ML model
and extend the performance of the bearing and the whole robotic cell. Thus, we are more
concerned about the recall metric since we want data that are actually “urgent” to be
predicted/classified correctly, i.e., as urgent data. The recall metric is estimated by the
following equation:

Recall =
TP

TP + FN
= TPR (7)

In Table 4, the accuracy and recall metrics are presented in order to assess the results
of ML.
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Table 4. ML model training and testing results.

Original
Training

Original
Testing

1st
Optimization

Training
(Cost Matrix)

Testing after
1st Optimization

2nd
Optimization

Training
(Hyperpar.)

Testing after 2nd
Optimization

Accuracy 98.24% 95.1% 97.3% 95.5% 97.8% 96.3%
Recall TPR FNR TPR FNR TPR FNR TPR FNR TPR FNR TPR FNR

“Good” data 99% 1% 96% 4% 98.6% 1.4% 96% 4% 98.8% 1.2% 96% 4%
“Alert” data 98% 2% 98.8% 1.2% 94.6% 5.4% 96.4% 3.6% 96.6% 3.4% 96.4% 3.6%

“Urgent” data 85.2% 14.8% 58.3% 41.7% 92.6% 7.4% 83.3% 16.7% 88.9% 11.1% 100% 0%

The results demonstrate that the original testing results are satisfactory for the classifi-
cations of “good” and “alert” data, but they are not sufficient for “urgent” data. Therefore,
the ML model requires further optimization of the hyperparameters. The optimization
process has been performed in two levels. Firstly, by using the cost matrix, the correct
classification of “urgent” data is regarded as the most important. Secondly, by fine tuning
the hyperparameters, the recall metric has been further optimized until it reaches 100% for
the classification of “urgent” data. After the two optimizations, it can be observed that the
proposed methodology can improve the reliability of the robotic cell by successfully training
an ML algorithm to classify the run to failure vibration data of its critical component. The
most challenging tasks in a PdM approach are the selection of the features and ML models.
Preprocessing and preparation of data are vital issues that are unique each time and depend
on the available data and the application. The most time consuming step, accounting for
70–90% of the total PdM approach, is data preparation, but it is highly important as it has
the greatest impact on the results. It has to be stressed that the generalization of methods
is an important issue. Although the presented approach is focused on Comau SMART
NJ-370-3.0 robots, the model can be altered so that it corresponds to other similar robotic
manipulators. Regarding the training of the machine learning model, the applied method
is adequately generalized, so that it can be followed for training other predictive models
either for the same robotic arm (e.g., for other critical components such as electric motors)
or for other robotic cells/manipulators. In any case, minor modifications are still required
since there is no method that fits all systems.

7. Conclusions and Future Work

In this research work, the reliability of manufacturing systems and especially in the
robotic domain was studied. The scope of companies is to ensure reliable components
and processes that will offer reliable products to the customers replying to the increasing
demands of society. Each process should be implemented considering the safety measures
to protect human life and the quality of the equipment. Model based approaches such as the
RBD and FTA can be considered initial and important methods for the reliability assessment
of manufacturing systems. The type of connection between the several components that
comprise the whole robotic system has a huge impact on the reliability of the system.
Parallel connections are proposed for critical components in order to ensure that the
breakdown of a component will not cause the overall breakdown of the robotic cell. A
comprehensive FTA of the robotic cell was developed, and its limitations were discussed.
For this reason, the interest is focused on digital technologies to improve the reliability and
productivity of manufacturing systems. The DT along with PdM approaches are promising
approaches for industries in order to simulate, control, and monitor their equipment,
ensuring high reliability of their equipment.

For future work, it becomes apparent that the impact of the human factor on the
reliability of manufacturing systems is an issue that should be further investigated. The
core of the Industry 5.0 revolution will be the symbiosis and the coexistence of humans
and machines, highlighting the importance of reliable communication and cooperation
between them. This research work will be further elaborated in the future toward making
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the predictive maintenance approach online by integrating the digital twin. In this way,
synchronous communication between the virtual model and the physical equipment will be
feasible. Furthermore, as part of future research, the authors plan different configurations
of robots, such as collaborative robotic arms and hybrid cells, which involve the coexistence
of human operators within the cell. Regarding the experimentation with different failures,
currently, we are in the process of collecting additional data from the robotic arms in order
to expand the training of the predictive models to other components. More specifically,
this process involves the execution of R2F (run to failure) experiments. With regard to
data management, due to the vast amount of data produced daily, edge computing will be
integrated in order to minimize the computational load on the cloud layer and fully utilize
the inherent intelligence of the embedded systems at the shop-floor level.
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Abstract: Real-time simulation and digital twin (DT) as a part of Industry 4.0 are becoming increas-
ingly relevant, especially when considering production cycles. Most issues with production cycles
arise from having a demand for customized production orders, while having nonmodular production
lines with a medium-to-high complexity in the decision-making process. All these conditions lead
to a possibility of unpredictable consequences. Being able to predict behavior and possible failure
scenarios before the production starts has proven to save both costs and time. With an introduction
of5 a new ISO standard which is solely focused on DT creation and sets a starting point for future
research, researchers are finally able to focus on creating DT prototypes built for specific scenarios
while maintaining the core concepts. This paper focuses on proposing strategies for DT and real-time
simulation integration into production cycles, based on the new standards, which can be generalized
and applied on a multitude of different systems with minimal changes. The proposed solutions offer
different levels of human interaction with the Human–Machine Interfaces used in Cyber–Physical
Systems created as a part of DT. Applicability of the solution has been verified based on the results of
experiments carried out on the WITNESS Horizon simulation platform with utilization of the custom
Order Manipulation Interface (OMI) application.

Keywords: data integration; digital twin; proactive simulation; WITNESS Horizon

1. Introduction

The digital twin (DT) is one of the basic components of the Industry 4.0 concept. It is
clear from this concept that DT is influenced by its connection with other core components
such as Cyber–Physical Systems (CPS), the Internet of Things (IoT), artificial intelligence
(AI), machine learning (ML), Big Data and cloud solutions. All these technologies, from
different points of view and at different levels of complexity, support or are related to Smart
Manufacturing (SM) [1–3].

This article presents the possibility of using the current hot trend of digitization in the
industrial environment—a digital twin with the aim of integrating the process of proactive
simulation for the purpose of real-time analysis of incoming production orders. The task is
to identify possible problems during the subsequent execution of orders in the production
process itself, which will enable timely adoption of appropriate countermeasures.

The main idea and potential contribution of the article is the proposal of an original
solution for data integration between the control MES and the simulation environment.
It is a solution to a specific problem involving communication between the control MES
created in the AVEVA InTouch environment, which ensures the control of a real Physical
Production System—a hybrid production line AFB Factory, and a digital twin represented
by a simulation model implemented in the WITNESS Horizon environment. The focus on
such a combination of technologies is unique and not reported in the scientific literature.
Our own custom Order Manipulation Interface created in MATLAB ensures the data
transfer and order management in our solution.
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In the introduction of the presented article, the reader will become acquainted with
the standards for the implementation of a digital twin. Subsequently, the problem of data
integration between MES and DT in the form of a simulation model is specified, and our
proposed solution is presented in the form of the original Manual Order Rearrangement
method. In the next section, the digital model representing DT is described in detail. In
the experimental part, the feasibility of our proposal is declared based on four different
experiments. At the end of the article, the fundamental advantages, but also the disadvan-
tages of our solution, are presented, with an outline of the concept of Automated Order
Rearrangement, which has the ambition to move the offered solution to a higher level.

The idea of the digital twin can be described as a digital model of a certain part or the
entire production process. In production, we need the DT model to be used for process-level
monitoring, i.e., physical and virtual entities as well as processes in real space and time, as
DT allows us to create a detailed digital image with real data tracking. The connection of
the physical and real environment makes it possible to optimize the activities of physical
objects, continuous analysis of collected data, monitoring of the production process or
its prediction. It also allows us to evaluate and maintain the operational capability of
individual production equipment with utilization of predictive maintenance. Digital twin
accelerates and facilitates decision-making processes in production. The use of DT in
production helps to increase the overall efficiency of production, optimize processes and
maximize the use of resources. On the other hand, it is necessary to take into account
the fact that an enterprise will benefit from a digital twin depending on many factors. In
particular, the amount of work, employees, software, systems and computers involved
in the implementation of simulations causes this technology to generate very high costs.
Modelling is an expensive issue, and only the profit from resultant optimization, which is
never guaranteed in every case, is able to compensate for these costs.

Currently, we can say that the use of DT is mainly in the field of prototyping, which
includes modeling, simulation, verification, evaluation and confirmation of a physical
artifact using a simulation replica [4]. The role of digital twin is to create virtual models for
physical objects that will be used to simulate their behavior [5]. Such models can reflect
the state of physical entities via data sensing. These data are then used to predict, estimate
and analyze dynamic changes in the production process. Thus, physical objects would
respond to changes according to the optimized scheme provided by the simulation [6].
The mentioned models are able to collect data and communicate via SCADA and MES
systems with other levels of company management to ensure an efficient and sustainable
production. Collecting data from a real system is therefore a crucial prerequisite for the
creation of DT.

An International Standard ISO 23247 was defined and published in 2021. This standard
deals with automation systems and integration and provides a digital twin implementation
framework for manufacturing. According to this standard, the digital twin framework for
manufacturing is fit for purpose digital representation of an observable manufacturing
element (OME) with synchronization between the element and its digital representation [7].
According to this standard, we would be able to design a usable digital twin. The standard
defines that digital representation of OMEs can include both static and dynamic information,
as is shown in Figure 1. Information that does not change during the manufacturing process
is classified as static. For example, the serial number of a piece of material is static. However,
the shape of the material, if it changes during manufacturing processes, is dynamic [8].

Thus, a digital twin can persist throughout the life cycle of a physical system to enable
continuity of information, better communication across life-cycle stages, and continuous
documentation of the physical system [9].
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Figure 1. Types of OMEs in reference architecture [8].

Commercial solutions of digital twins for manufacturing plants are commonly based
on data-driven models that have been created based on data measured in the enterprises
for which they are intended [10,11]. Digital twin designed in this way, based on real
production data, relies on black-box models that are built to capture the relationships
between production input and output parameters. These systems can also be used to obtain
production forecasts or to detect certain production anomalies. We can say that such DTs
require expert supervision and are therefore more difficult to expand [12]. Data-driven DT
applications are fully dependent on data obtained from the process level of manufacturing
control and from monitoring systems to provide information about the current state of the
manufacturing process [13].

New trends in the digitization of industry have led to the development of a simulation-
based digital twin (SBDT). This method uses a simulation of a first-principles model (FPM)
to capture the dynamics of production. The essence of this solution is that the simulation
model—first-principles model of the device—is run in parallel with the production process.
Then, the dynamic model parameter estimation methods adjust the model results by
comparing the measurements from the production process with the results obtained by the
model, thus ensuring that the simulated state is constantly adapting to the current state
of production. So, the basic FPM SBDT is continuously synchronized with the operating
device. The advantage of such models is that they provide us with measured information
about the production process. We can further process such data and use them in the
prediction towards production, also for offline and online optimization of production. Of
course, the data are also stored in data warehouses where, after processing, we can look for
various knowledge that can later be used in the production process [12–14].

There are many articles which show some knowledge about digital twins. Carvalho
and da Silva in 2021 published the systematic literature review Sustainability Requirements
of Digital Twin-Based Systems [14]. DT is closely related with virtual reality like that stated
in 2023 by Spyrou et al. in Virtual Reality-Based Digital Twins [15]. Some articles deal with
the utilization of special algorithms for simulation models used in the DT environment [16].
Liu and Zhang in 2023 presented in their paper how to apply digital twins in the automotive
industry [17]. It is really necessary to take into consideration the connection between DT
and Big Data Towards Smart Manufacturing and Industry 4.0 [2].

Currently, in the process of implementing the Industry 4.0 concept, we encounter
the concept of Smart Manufacturing. Smart Manufacturing represents a collaborative,
fully integrated manufacturing system that responds in real time to meet the changing
conditions and demands in the factory, in the supply network, and in the needs of the cus-
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tomers [18]. Digital twins of manufacturing applications are used in Smart Manufacturing
for modeling and simulation, data analysis and optimization to ensure the optimization
of such manufacturing. The abovementioned ISO 23247 standard is intended to facilitate
the implementation of digital twin. The recent article of Shao from 2021 shows how the
ISO 23247 standard can be implemented for different manufacturing applications [19].

2. Methodology

The first and the most important question to arise from the initial analysis of the issue
presented in this paper has been the highest achievable level of data integration between
the MES system and the simulation platform of choice. These entities are located on the
opposing ends of the communication pipeline. The level of data formatting variance they
provide, or can understand and interpret, often depends on the individual software. In
this paper, we focus on proposing strategies for breaching this gap without the need of any
major formatting being done by humans.

The proposed solution is focused on achieving different degrees of automation for
data flow between the physical and digital entity. The solution is in accordance with the
ISO 23247-1 standard and represents an approach to DT creation, which can be generalized
and therefore applied to a wider variety of production systems with minor adjustments
based on the requirements of the problem at hand. As every production system is different,
areas that require adjustments include data acquisition methods, data processing methods,
digital model (DM) adjustments and bridging interfaces. It is important to note that our
solution is aimed at achieving proactivity in production; therefore, only the current status
of the physical production line is needed to yield valid results. The solution discussed
in this paper is proposed with the goal of making production more efficient through an
adjustment and management of incoming production orders.

Manual Order Rearrangement—MOR

This method we proposed revolves around being partially automated with certain
operations being handled by an operator through different instances of custom data process-
ing interfaces built specifically for this method. This method can be applied to production
control, provided there are three major components with at least three minor bridging
interfaces between these components. The existence of an MES with a possibility of MES
data access is the first requirement that needs to be met. The MES stores all the production
data used for transfer between itself and the simulator of choice. Aside from storing the
data, the MES also contains an interface for production order management in which an
operator can load specific orders from the database and start the production process. As
the production orders are loaded into MES, a file containing the order data is generated
and sent to the PC for further processing and simulation. This process is handled by a
custom script implemented into the MES for this specific operation, and it happens before
the production starts. The second major component required for this method to work is the
Order Manipulation Interface (OMI), which an operator can use to ensure that the data are
interpreted correctly. It is also possible to generate a large number of variations within this
software to ensure optimal simulation outcomes. As the operator has full control over data
within said software, the OMI also becomes the last control point before sending all the
data into the simulation process. The last major component required for this method is the
production process simulator loaded with a DM of the corresponding physical production
system (PPS). It is quite obvious that a fundamental condition and essence of DT and PPS
connection is the ability of two-way data transfer between them. Process data are gradually
loaded into the simulator in the form of production orders, which contain all the necessary
data for simulation. The data provided consist of a number of products required to be made
of each type as well as their arrival time into the production system. The simulator then
runs all the variations provided by the operator and signals the ability or inability of the
production order to be carried out fully. After the simulation ends, full statistics data are
provided to the operator in addition to the simulation log containing raw simulation data
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for further analysis as well as order data preformatted for import into MES. Afterwards,
the simulation data are analyzed in detail, and the best outcome is chosen and imported
into the MES for production. MES loads the new simulated order and displays a prompt to
the operator, who can then decide to start the production process.

The key to achieving proactivity in production using the MOR method is that all the
simulation runs must be completed before the production is started (Figure 2).

 
Figure 2. Conceptual model for a manual data flow approach.

It is also important to note that a simulation run is considered a success if all the
inputted production orders have been fulfilled while none of the alarms have been set off
during the simulation run. The alarms include a lack of resources in any of the tanks inside
the model, an insufficient number of bottles for filling and predicted machine breakdowns.
If any of the alarms are set off during the simulation or the model did not finish all of
the orders within the preset amount of time, an appropriate message is displayed to the
operator, and the simulation run is terminated.

3. Building a Digital Model

The DM used for these methods is fundamentally identical, barring the differences
in input data processing, which are described further in this section. The DM contains
various abstractions and substitutions for real-world processes while providing functionally
identical results. The substitution of production processes allows the creation of different
variations within individual machine tasks without the necessity to remove or add an entire
workstation. The digital model is represented by a complex simulation model of a physical
production system located in the Laboratory of Control Systems—Agro, Food & Beverage
Factory (AFB Factory) by FESTO (Figure 3).
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Figure 3. Agro, Food & Beverage Factory (AFB Factory) by FESTO—(a) conveyor; (b) unpackaging;
(c) recycling; (d) filling; (e) packaging; (f) preprocessing.

The simulation model, shown in Figure 4, was created in the WITNESS Horizon
simulation platform and realistically reflects the entire closed hybrid production process
provided by this automated production line.

 

Figure 4. Simulation model of AFB Factory—(a) conveyor; (b) unpackaging; (c) recycling; (d) filling;
(e) packaging; (f) preprocessing.

The model consists of two major parts. The first part is a discrete production model
which is in accordance with the ISO 23247-1 standard, simulating the handling process
for bottles filled with liquid or solid material. This section of the model contains bottle
handling machines along with a transport system for moving the products between these
machines. The best showcase for a substitution used in this section is the bottle filling
machine, which is a single workstation in the physical production system—Filling Station
of AFB Factory, and this filling workplace is shown in Figure 5.
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Figure 5. Filling Station of AFB Factory—(a) bottle entry; (b) liquid filling; (c) granulate filling;
(d) cap placing; (e) cap closing; (f) bottle exit.

The workplace, physically realized as a rotating table supplemented by multiple
industrial manipulators, is in digital form realized as a series of individual workstations,
each representing a singular task carried out by this machine (Figure 6).

 

Figure 6. Simulation model—substitution for a Filling Station—(a) bottle entry; (b) liquid filling;
(c) granulate filling; (d) cap placing; (e) cap closing; (f) bottle exit.

The other part of the model is a production preprocessing section which follows the
ISO 15926-14 standard [20] for liquid handling with adjustments made for the specific PPS
at our disposal. This section consists of two separate process lines.

The blue process line in Figure 7 is a model of a liquid material filtration, mixing,
heating and quality check process with various tanks and processing units connected by a
series of pipelines (Figure 8).
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Figure 7. Digital model of material preprocessing stations—(a) liquid filtering; (b) liquid mixing;
(c) liquid heating; (d) liquid quality check; (e) granulate quality control; (f) granulate cleaning;
(g) granulate weighing.

 

Figure 8. Liquid material preprocessing in AFB Factory—(a) liquid filtering; (b) liquid mixing;
(c) liquid heating; (d) liquid quality check.

The yellow process line in Figure 7 handles granulate material by filtering pieces of
inappropriate size and quality (Figure 9). Both of these process lines feed liquid and solid
material into the Filling Station in the main production process (Figure 5).
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Figure 9. Solid material—granulate—preprocessing in AFB Factory—(e) granulate quality control;
(f) granulate cleaning; (g) granulate weighing.

Data Integration between the MES and the Simulator

The production line AFB Factory allows to be controlled in two ways—autonomous
mode, where production orders (required number of six-packs, number of bottles with
liquid/solid material in each six-pack, amount of liquid/solid material in each bottle)
are processed by the Filling Station control system (PLC), or in external mode, where
the production orders are processed by the MES. In this case study, the external mode of
production line control is used. All production orders are processed by the MES created in
the AVEVA InTouch environment, which GUI is shown in Figure 10.

 
Figure 10. Intouch Manufacturing Execution System (MES)—(a) list of all orders; (b) orders details.

When it comes to data exchange between two systems, data integration is the first
question that stands out almost immediately. For this problem, we proposed a method
that simplifies the data format to a level which is accepted by both systems. Both MES
(Figure 10) and the simulator are able to extract and read data from text or CSV files, with
data being converted to numeric values, and depending on their position within their
respective rows or columns, these values are interpreted accordingly.
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To ensure that these files are being shared within the system properly, it is important
to establish and maintain a stable connection between the communicating entities. Our
solution to this problem was to have both MES and the simulation platform on the same
local network. Having the two platforms connected locally, it is possible to carry out the
communication using interfaces from either of the methods mentioned in this section. The
operator can access the data stored on the MES server or simulation platform using a
remote desktop protocol (RDP) from the user PC. As all the files being shared and accessed
by both entities are located in one of the shared folders on the local network, it is possible
to run custom maintenance scripts in the background which monitor their creation and
dispose of the unnecessary files. The data transformation and formatting were carried out
by custom OMI application created in MATLAB as a MATLAB App. The custom OMI GUI
interface and data format during the order transformation are shown in Figure 11.

Figure 11. Data transformation from CSV to simulation input using dedicated OMI.

4. Experiments and Results

As proof of our concepts, we decided to run a case study with the proposed MOR
method and use it as a starting point for the AOR method in the future research and
development. With the goal of simulating multiple different scenarios without the need of
manipulating resources in the physical production system, we have emulated and used
different status data for storage tanks alongside the initial data gathered from the PPS.
Using emulated data has granted us an access to a multitude of different scenarios, which
would have otherwise required long periods of time for setting up a PPS for the specific
scenario. Monitoring the flow of data from the MES to the simulator and back to the MES
has been set as a main goal of this case study. During the case study, we decided to focus
on two important parameters of the entire process, the first one being the time it takes for
the process of order reorganization and the immediate simulation to finish, and the second
one being the ability to finish the production order successfully. The two selected param-
eters are also the key points of future optimization with the AOR method mentioned in
this paper.

The first optimization parameter could formally be defined as

X = N∗(O + e) + ∑n
i=1 Ti + sim, (1)

where:
X—full length of the simulation process including the use of OMI and data transfer

between the interfaces and the simulator (in seconds);
N—number of orders;
O—time required for specifying singular order (in seconds);
e—human error (in seconds);
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T—time required to transfer the order data between MES, interfaces and the simulator
(in seconds);

sim—length of a simulation run (in seconds).
When taking the second parameter into consideration, it is binary in nature, but during

a simulation run there are factors which influence its state, such as volume of resources
remaining in the resource tanks. During the initiation process, we could define it as is
shown in Box 1.

Box 1. Pseudocode of the parameter—an ability to finish the production order successfully

V1 = Volume_tank1 + Volume_tank2 + Volume_tank3 + Volume_MainTank
V2 = resources_in_pipes
R = requested_resources
if V1 > R OR V1 > R × 0.85 AND V2 > R × 0.15

Production = true;
else

Production = false;
end if

Our analysis of the production system has shown that the minimum amount of
resources available in the storage tanks has to be higher than 85% of the resources re-
quested in the production order, while the remaining 15% can be covered by the resources
located in the pipelines of the production system. These values are reflected in the IF
statement above.

The volume of resources in tanks is dynamically monitored during the simulation
process. If at any point the volume of resources in the main tank reaches a sub 5% level, the
simulation run is aborted, and an error is thrown.

After inputting the production orders in the MES, a text file containing the order data
is created and loaded into the OMI. All the required order simulation attributes, such as
content type, volume, number and real-time delay for every incoming order can be adjusted
in the OMI, and every variation can be exported into an individual file. At export, the
OMI offers an option to automatically run a simulation with preloaded resource and tank
status data in the model. All the simulation data are logged into a file for postsimulation
analysis. If the simulation process runs successfully, an export file is created which is then
automatically loaded into the MES, and the production orders are updated within the order
interface.

During the thorough testing phase of our proposed method, we carried out 4 experiments,
while each of these individual sets were focused on a different aspect of the production
process at hand. All the proposed experiments and their iterations have had a produc-
tion requirement of 15 pallets with 6 products each, unless stated otherwise. The results
of all the following experiments have been compared with the results from the existing
physical system and have shown upwards of 97% match between the systems. The minor
discrepancies between the results have been caused mainly by a human error while oper-
ating the physical production system among other smaller scale effects, such as multiple
simultaneous processes running on the PC and others.

4.1. Experiment A

The first experiment consisted of 60 isolated iterations, divided into 4 categories. The
input attribute we have iterated on was the arrival interval of production orders. The order
arrival intervals specified in Table 1 are intervals between each individual order arriving in
the production system, while the “All orders at start” scenario serves as a baseline scenario
for Experiments A and B. The proposed categories for order arrival intervals are listed
in Table 1.
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Table 1. Production orders arrival intervals.

Scenario Name Time Interval [s]

All orders at start 0

Short Arrival Interval 20–60

Medium Arrival Interval 80–120

Long Arrival Interval 130–170

Throughout this experiment, we have monitored the average time spent in the system
for two types of products under different circumstances. The results of this experiment
are shown in Figure 12. From the data presented in this figure, we have also deduced that
prolonging the arrival interval for production orders directly impacts the average speed
of production, which could also be an indicator of a bottleneck existing in the production
system. When using the “All orders at start” scenario as a baseline, the arrival intervals
between 20 and 60 s show a 14% decrease in the time required to finish a single product on
average. When setting a time interval of arriving orders between 80 and 120 s, the results
show up to 48% decrease in time spent in the system, while the slowest arrival intervals
have shown up to 66.6% time-saving capability when compared to the baseline scenario.

Figure 12. Effect of arrival intervals on production speed of individual products.

While these results have shown incremental improvements, it was necessary to test
the impact of these changes on the full production run, with a full production order
in mind.

4.2. Experiment B

Following the results analysis of the first experiment and consideration of their effects
on the full production cycle, we proposed the second experiment. During this experiment,
the main focus was set on the impact of different order arrival intervals on the full length
of the production process. The arrival intervals were divided into four categories in
accordance with Table 1. The results of the second experiment are presented in Figure 13.
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Figure 13. Effect of arrival intervals on the length of the production process.

The results analysis of this experiment has shown that adjustments to order interval
has an opposite effect on the full length of the production process, in contrast to the singular
product results. While the long arrival intervals benefit the production of single products
by cutting their production time down to a third, when compared to the baseline scenario,
prolonged order arrival intervals increase the length of the entire production process by
up to 10% on average. These results were expected, as the time differences between the
short and long intervals can be up to eight times as long in the most extreme cases, which
leads to a large accumulation of time the production system spends idle over the longer
period. Interpretation of the results of this experiment can be subjective and vary based on
the needs and requirements of any production system in question. Trying to find a good
balance between the lower individual production times for products and the length of the
production in its entirety is an approach worth considering.

4.3. Experiment C

The focus of our third proposed experiment has been set on monitoring the time
required for data exchange between MES and the simulation platform using the MOR
method. A total of 150 iterations were proposed for this experiment, 50 for each of the three
order types: 5-pallet, 10-pallet and 15-pallet orders. During this experiment, an operator
has been involved while operating the OMI. The human error is reflected in the results of
this experiment, largely caused by the lack of inconsistency during the order manipulation
within OMI. The results of the third experiment are presented in Figure 14.

From the data shown in this figure, we have deduced that the time required to transfer
data from MES to the simulation platform, run the simulation and then transfer data back
to the MES scales linearly with the size of the incoming production orders, while being
heavily impacted by the human factor in the process. The increasing time required for
order management can be seen as a negative, especially while having the ability to create
production orders larger than 15 pallets. The human factor in this process could start
causing larger delays in production.
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Figure 14. Time required for data exchange between MES and simulation platform.

4.4. Experiment D

For the final experiment, we opted for testing the limit of a specific workstation in
the physical production system, which we identified to be a spot in the system where the
bottlenecking occurs. The workstation in question is the Unpackaging station (Figure 15),
which removes pallets from the transport system and moves them to the Recycling station.

 

Figure 15. Unpackaging Station of AFB Factory—(b) unpackaging; (c) recycling.

For this experiment, based on the submodel in Figure 16, we have only run iteration
where the order arrival interval was greater than zero. This is due to the workstation
having an almost 100% blockage rate with all the orders arriving instantly at the start of
the production, locking up an entire production system and requiring manual handling
of products. The remaining iterations of this experiment have shown that increasing
the arrival interval leads to reducing the blockage ration of this workstation to near-null
values. The problematic bottleneck presented in Figure 16, which was also a part of
our previous research [21], is found to be caused by the recycling station. This station
handles products individually and performs two different operations on each product,
while the unpackaging station moves the products onto the conveyor belt in batches of
three products at a time. There have been multiple solutions proposed as alternatives to
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manipulating the incoming work orders. These solutions include introducing a parallel
identical recycling station, which would double the rate at which products flow through
this section of the production system. Increasing storage capacities and adjusting the cycle
times for different machines can also be viewed as potential alternatives to the solution. All
of these mentioned alternatives have been deemed inefficient for the problem at hand but
have not been discarded, in case of their requirement for future research.

 

Figure 16. Simulation model—bottleneck of AFB Factory—(b) unpackaging; (c) recycling;
(BN) bottleneck.

The data presented in Figure 17 show that, with short arrival interval (described
in Table 1), the block rates have stayed at roughly 50%. Having these intervals in-
creased to medium length, the percentage did not improve very much, sitting at around a
40% block rate, but increasing the intervals a bit further has proven to make a much bigger
difference, reducing the block rate of this workstation to 1.67% on average. The results of
this experiment have brought up a possibility of a breakpoint existing and a possibility to
further optimize the flow of production. This will be a matter of further research.

Figure 17. Block rate percentage showcase for Unpackaging machine.

5. Conclusions and Future Research

This paper describes possibilities for integrating a production system with the WIT-
NESS Horizon 23.0 simulation software. The solution mentioned in this paper was pro-
posed with two main goals in mind. The first goal was to use a digital twin to analyze the
production orders sent by the MES as well as to check their feasibility. The other goal was to
research and test the maximum possible level of data integration between the MES and the
simulation platform. The proposed solution does achieve these goals to different extents,
while the benefits and disadvantages of its implementation can be obviously found.
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The MOR—Manual Order Rearrangement—method, while being able to handle all
the requests and meet all the requirements of data integration between the two systems, has
shown clear disadvantages of incorporating a human element into the integration process,
mainly in terms of execution speed and consistency, which has been caused by increasing
the number of orders required to be processed at the same time. This method also comes
with a downside of having the operator’s ability to instantly set the production in motion
based on a simple inspection of the production system through an HMI.

The disadvantages of the MOR method could be eliminated by a concept of AOR—
Automated Order Rearrangement. This fully automated algorithm is aimed at achieving
full integration between the PPS and the proposed DM. The main difference from the MOR
method is the fact that all the important decision-making is shifted from the operator to
the simulator itself. The level of automation proposed in this concept does not require the
OMI as was needed in the MOR, but instead is replaced by a listener script, which runs
on the server and monitors the creation of specific data files and performs further actions
based on their type. The only point where the operator takes any actions is during the
initiation process and starting the production process. All remaining actions are handled
autonomously by the simulator and its bridging interfaces. The only operator task is to
perform a final inspection of the production orders and proceed to initiate the production
process (Figure 18).

Figure 18. Conceptual model of an automated data flow method proposal.
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Abstract: This paper introduces a novel deep learning framework for robotic path planning that ad-
dresses two primary challenges: integrating mission specifications defined through Linear Temporal
Logic (LTL) and enhancing trajectory quality via cost function integration within the configuration
space. Our approach utilizes a Conditional Variational Autoencoder (CVAE) to efficiently encode
optimal trajectory distributions, which are subsequently processed by a Transformer network. This
network leverages mission-specific information from LTL formulas to generate control sequences,
ensuring adherence to LTL specifications and the generation of near-optimal trajectories. Addition-
ally, our framework incorporates an anchor control set—a curated collection of plausible control
values. At each timestep, the proposed method selects and refines a control from this set, enabling
precise adjustments to achieve desired outcomes. Comparative analysis and rigorous simulation
testing demonstrate that our method outperforms both traditional sampling-based and other deep-
learning-based path-planning techniques in terms of computational efficiency, trajectory optimality,
and mission success rates.

Keywords: deep-learning-based control synthesis; formal methods; mission-based path planning

1. Introduction

Path planning is a cornerstone of robotics, evolving from simple two-dimensional
navigation to addressing more complex systems such as robot manipulators [1–3] and
challenging scenarios [4–6]. This evolution underscores the necessity for sophisticated
path-planning algorithms capable of navigating both the physical aspects of environments
and the intricate requirements of diverse tasks.

Translating mission specifications, often articulated in human language, into computa-
tional models presents a significant challenge in path planning. Formal methods such as
Linear Temporal Logic (LTL), Computation Tree Logic (CTL), and μ-calculus are pivotal
in this area. LTL, in particular, is favored for its flexibility and expressive power in defin-
ing complex missions [7–9], offering a structured yet adaptable framework for encoding
mission objectives.

Additionally, the quest for trajectories that balance cost-effectiveness with computa-
tional efficiency is critical. For instance, in environments with variable communication
strengths, it is crucial to find low-cost paths that minimize exposure to areas with poor
connectivity. Traditional methods like Rapidly Exploring Random Tree Star (RRT∗) [10] are
effective but can be computationally demanding, especially under numerous constraints.

The integration of deep learning into path planning offers a promising alternative,
excelling in deriving optimal paths directly from data, thus mitigating the computational
drawbacks of conventional methods. These techniques have broadened their utility across
various domains, enhancing control strategies for robot manipulators [1] and addressing
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complex challenges in autonomous vehicle navigation [11,12]. The versatility and compu-
tational efficiency of deep learning approaches continue to propel advancements in the
field of robotics.

This paper introduces a novel deep learning framework for robotic path planning
that seamlessly integrates Linear Temporal Logic (LTL) formulas for mission specification
with advanced trajectory optimization techniques. Our model employs a Conditional
Variational Autoencoder (CVAE) and a Transformer network to innovatively generate
control sequences that adhere to LTL specifications while optimizing cost efficiency. This
integration marks a significant advancement in the fusion of deep learning with formal
methods for path planning.

Key contributions of our approach include:

1. Application of the Transformer Network:We utilize the Transformer network to inter-
pret LTL formulas and generate control sequences [13]. This allows for the effective
handling of complex mission specifications.

2. Conditional Variational Autoencoder (CVAE): The CVAE is employed to navigate
complex trajectory manifolds [14], providing the capability to generate diverse and
feasible paths that meet the mission requirements.

3. Anchor Control Set: Our framework includes an anchor control set—a curated col-
lection of plausible control values. At each timestep, the method selects and finely
adjusts a control from this set, ensuring precise trajectory modifications to achieve
desired objectives.

4. Incorporation of a Gaussian Mixture Model (GMM): The integration of a GMM to
refine outputs enhances our framework’s capacity to handle uncertainties, thereby
improving both the precision and reliability of path planning under LTL constraints.

These contributions collectively advance efficient robotic path planning by providing
near-optimal solutions that satisfy given LTL formulas.

As illustrated in Figure 1, our method synthesizes a control sequence distribu-
tion, enhanced by a GMM, for a given test scenario that adheres to the LTL formula
φ = ♦(a ∧♦(b ∧ (♦c))). This formula requires sequentially visiting regions a, b, and c.
The figure displays trajectories sampled from the output control sequence distribution
generated by the proposed approach. It is notable that these trajectories navigate through
low-cost areas (depicted in blue) while avoiding obstacles and fulfilling the specified
LTL requirements.

Figure 1. Illustrative example of trajectories generated using the proposed method in a test scenario.
The mission, specified by the Linear Temporal Logic (LTL) formula φ = ♦(a ∧♦(b ∧ (♦c))), requires
sequential visits to regions a, b, and c.

Our contributions establish new benchmarks for cost efficiency and computational
performance in robotic path planning. The effectiveness and superiority of our model
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compared to existing deep-learning-based strategies are demonstrated through rigorous
comparative simulations, showcasing its potential to significantly influence the field.

2. Related Work

Path planning is a foundational element of robotics, requiring a balance between low-
cost trajectories, complex dynamics, and precise mission specifications. The literature offers
a diverse range of strategies addressing these challenges with varying degrees of success.

Finite Deterministic Systems: Research in finite deterministic systems has explored
optimal controls with varied cost functions, such as minimax for bottleneck path prob-
lems [15] and weighted averages for cyclic paths [16]. However, these approaches often
struggle in continuous path-planning scenarios due to limitations in integrating robot
dynamics and the necessity for high-resolution discretization.

Sampling-based Motion Planning: Sampling-based methods, such as Rapidly Ex-
ploring Random Tree (RRT) [17], have addressed the integration of temporal logic and
complex dynamics. The Rapidly Exploring Random Graph (RRG) [18] and Rapidly Explor-
ing Random Tree Star (RRT∗) [19] demonstrate utility in optimizing motion planning but
face scalability and efficiency challenges as complexity increases.

Multi-layered Frameworks: Multi-layered frameworks that blend discrete abstrac-
tions with automata for co-safe LTL formulas [20–22] guide trajectory formation using
sampling-based methods. Despite advancements, these approaches often rely heavily on
geometric decomposition, which limits their computational efficiency.

Optimization Methods: Optimization techniques, especially those utilizing mixed-
integer programming, aim to achieve optimal paths under LTL constraints [23,24]. Al-
though effective, these methods encounter scalability issues when dealing with complex
LTL formulas and a growing number of obstacles. The cross-entropy-based planning
algorithm [25] enhances efficiency but also struggles with extensive LTL formulas.

Learning from Demonstration (LfD): LfD has increasingly integrated temporal logic
to enhance autonomous behaviors, employing strategies such as Monte Carlo Tree Search
(MCTS) adjusted with STL robustness values to enhance constraint satisfaction [26]. This
integration illustrates LfD’s potential in continuous control scenarios [27], with significant
developments in blending formal task specifications within LfD skills using STL and
black-box optimization for skill adaptation [28].

Trajectory Forecasting: Recent advances in trajectory forecasting have utilized deep
learning to predict future movements based on past data, aligning closely with LfD prin-
ciples. This research employs models such as Gaussian Mixture Models (GMMs) and
Variational Autoencoders with Transformer architectures to produce action-aware pre-
dictions [29,30]. These approaches push the envelope toward models that seamlessly
integrate global intentions with local movement strategies for improved adaptability and
accuracy [31].

3. Preliminaries

This section introduces the foundational concepts and notations critical for understand-
ing our approach to path planning under LTL specifications. Establishing a clear framework
is essential for a comprehensive presentation of the system model, dynamics, and temporal
logic that articulates the desired path properties. We will outline the mathematical for-
mulations that underpin our system’s model, explain the dynamics governing the system,
and detail the principles of LTL that are crucial for defining and evaluating trajectory
objectives. This groundwork is vital for understanding the complexities of autonomous
systems and their operational criteria, preparing the ground for a detailed exploration of
our proposed method.

3.1. System Model

To establish a foundation for our system model, we first introduce essential notations:

• X ⊂ Rn : The system’s state space.
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• Xobs ⊂ Rn : Space occupied by obstacles.
• X f ree = X \ Xobs : Free space not occupied by obstacles.
• U ⊂ Rm : Set of feasible controls.
• W ⊂ Rnw : Workspace in which the system operates.
• h : X → W : Mapping function from the state space to the workspace.

The system’s dynamics are described by the following equation:

ẋt = f (xt, ut), (1)

where xt ∈ X f ree represents the state of the system, ut ∈ U denotes the control input, and
f is a continuously differentiable function.

Given a control signal u over a time interval [0, T], the resulting trajectory x(x0, u)
starts from the initial state x0. The state of the system along this trajectory at any given time
t ∈ [0, T] is denoted by x(x0, u, t).

For discrete analysis, the trajectory x(x0, u) is sampled at time increments Δt ∈ R+,
expressed as:

xΔt(x0, u) = {x(x0, u, iΔt)}i f
i=0, (2)

where i f ∈ N is the final time step, chosen based on the trajectory analysis requirements.
This sampling ensures that the discrete representation accurately captures the essential
dynamics of the trajectory over the analysis period, balancing computational efficiency
with simulation accuracy.

3.2. Linear Temporal Logic (LTL)

LTL is a formalism used to express properties over linear time [32]. It utilizes atomic
propositions (APs), Boolean operators, and temporal operators. An atomic proposition is
a simple statement that is either true or false. Essential LTL operators include © (next),
U (until), � (always), ♦ (eventually), and ⇒ (implication). The structure of LTL formulas
adheres to a grammar outlined in [33].

In our framework, Π = {π0, π1, . . . πN} denotes the set of all atomic propositions. An
LTL trace, represented as σ, is a sequence of atomic propositions. LTL typically deals with
infinite traces, with Σω representing all possible infinite traces originating from Σ = 2Π. A
trace σ satisfies a formula φ if it is expressed as σ � φ.

For this study, we focus on finite-time path planning using syntactically co-safe LTL
(sc-LTL) formulas [34], which are particularly suited for finite scenarios. A sc-LTL formula
φ ensures that any infinite trace satisfying φ also has a finite prefix that satisfies φ. All
temporal logic formulas discussed in this paper adhere to the sc-LTL format.

3.2.1. Automaton Representation

Given a set of atomic propositions Π and a syntactically co-safe LTL formula φ, a non-
deterministic finite automaton (NFA) can be constructed [35]. For instance, for the formula
φ = ♦(a ∧♦(b ∧♦(c))), an example of the resulting NFA is depicted in Figure 2. This NFA
can be converted into a deterministic finite automaton (DFA), which is more suitable for
computational processes. A DFA is described by the tuple Aφ = (Q, Σ, δ, qinit, Qacc), where:

• Q : Set of states
• Σ = 2Π : Alphabet, where each letter is a set of propositions
• δ : Q × Σ → Q : Transition function
• qinit ⊆ Q : Initial state(s)
• Qacc ⊆ Q : Accepting states

A trace σ from a DFA is accepted if, at any point, it leads to one of the accepting states
(i.e., σi ∩ Qacc �= ∅). Thus, a trace satisfies the sc-LTL formula φ (denoted as σ � φ) if it is
accepted by the DFA Aφ.
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Figure 2. Example NFA for the sc-LTL formula φ = ♦(a ∧♦(b ∧♦(c))). The diagram illustrates four
states and the transitions based on the input alphabets.

3.2.2. LTL Semantics over Trajectories

In this work, we define regions of interest within the workspace, W , as P = {P1, . . . Pn}.
These regions of interest are specified by the user. Each atomic proposition, πj, from the
set Π, corresponds to a specific region of interest, Pj. We employ a labeling function,
L : W → 2Π, to map each point in the workspace to a set of atomic propositions that
are valid at that location. For any πi ∈ Π, the negation ¬πi holds true for all points
{w ∈ W |πi /∈ L(w)}. Notably, π0 remains true in all areas of the workspace except for the
defined regions of interest and obstacles.

For a discretized trajectory, represented as xΔt(x0, u) = x0, x1, . . . xm, which originates
from x0 and follows the control inputs u at each time step Δt, the trajectory trace can be
defined as follows [20]:

trace(xΔt(x0, u)) = L(h(x0)), L(h(x1)), . . . L(h(xm)). (3)

This trace captures the sequence of atomic propositions valid at each point along the
trajectory, reflecting the dynamic interaction with the workspace.

Figure 3 illustrates an example of a trajectory and its associated trace. This visual
representation aids in understanding how the discrete segments of a trajectory map to
their corresponding traces. For a given trajectory trace trace(xΔt(x0, u)) = τ0, τ1, . . . τm,
we define the automaton state sequence Aφ(trace(xΔt(x0, u))) = q0, q1, . . . qm with each qk
specified as:

qk =

{
δ(qinit, τ0) if k = 0
δ(qk−1, τk) if k > 0

. (4)

A trajectory xΔt(x0, u) complies with the LTL formula φ, denoted by x(x0, u)�Δtφ, if the
automaton sequence reaches a subset of the accepting states Qacc.

Figure 3. A trace defined over a discretized trajectory: For given xΔt(x0, u) = x0, x1, . . . x5, its trace is
a sequence with 6 elements {π0,¬π1,¬π2}, {π0,¬π1,¬π2}, {¬π0, π1,¬π2} , {π0,¬π1,¬π2},
{¬π0,¬π1, π2}, {π0,¬π1,¬π2}.

4. Proposed Method

Our approach primarily focuses on optimizing the accumulated cost J(x0, u), which is
the line integral of a cost function c over a trajectory, mathematically expressed as:

J(x0, u) =
1
T

∫ T

0
c(x(x0, u, t))dt, (5)
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where c : X → R+ is a bounded and continuous cost function, u represents the control
signal from t = 0 to t = T, and x0 is the initial state. Mission tasks are defined using a
syntactically co-safe LTL formula, with each atomic proposition associated with a specific
region of interest.

This paper introduces a novel deep learning framework for robotic path planning
that significantly advances the synthesis of near-optimal control sequences. Our method is
designed to meet specific mission requirements, adhere to system dynamics (as defined in
Equation (1)), and optimize cost efficiency (as outlined in Equation (5)).

At the core of our innovative approach is the integration of a Conditional Variational
Autoencoder (CVAE) with Transformer networks, creating an end-to-end solution that
represents a significant leap forward in path-planning research. The CVAE plays a crucial
role in learning the distribution within the latent space of optimal control sequences,
enabling the generation of sequences that satisfy LTL constraints while minimizing costs.

Our methodology leverages convolutional neural networks (CNNs) to transform envi-
ronmental inputs—such as cost maps, regions of interest, and obstacle configurations—into
an image-like format, thus optimizing the processing of spatial information.

A distinctive feature of our research is the introduction of an anchor control set. In-
stead of directly generating a control sequence, our method selects an appropriate control
from the anchor control set at each timestep. This selection and subsequent refinement are
facilitated by a Gaussian Mixture Model (GMM), which effectively accounts for environ-
mental uncertainties. This approach enables more precise control predictions and enhances
the system’s robustness against dynamic and unpredictable conditions.

The process begins with the Transformer’s decoder generating an initial anchor control
value, which is then refined by the GMM to incorporate minor uncertainties. This integra-
tion, bolstered by learning from the latent distribution, significantly improves the precision
and reliability of control sequence predictions. Our structured approach innovatively ad-
dresses uncertainties, thereby enhancing the robustness of our path-planning framework.

In summary, the proposed method offers several key advantages:

1. End-to-end approach: By employing a Transformer network to encode LTL formulas,
our method eliminates the need for the discretization processes and graph represen-
tations typically required in previous studies. This streamlined approach simplifies
the encoding and handling of complex specifications directly within the network
architecture.

2. Step-by-step uncertainty consideration: Our approach meticulously addresses uncer-
tainties within the path-planning process. The latent space is designed to account for
major uncertainties, while the selection of controls from the anchor control set and
their subsequent refinement through the GMM framework effectively manage minor
uncertainties, enhancing the robustness and reliability of the trajectory planning.

Subsequent sections will delve deeper into our methodology, particularly focusing
on the innovative implementation of anchor controls within the GMM framework and
its profound implications. Through this detailed exploration, we aim to provide a clear
understanding of the significant advancements our strategy introduces to the field of
path planning.

4.1. Data Components

This section outlines the input configurations employed in our deep learning frame-
work, designed to facilitate the interpretation of LTL formulas. To simplify the association
of LTL formulas with spatial regions, regions of interest within the operational environment
are denoted alphabetically, starting with a.

Our framework utilizes two primary data components: the state image X and the so-
lution control sequence U. The state image X consists of multiple layers, each representing
different environmental features in a format readily processed by the neural network. As il-
lustrated in Figure 4, these layers include the costmap, obstacles, regions of interest, and the
initial position, with each layer stacked to provide a comprehensive environmental context.
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Figure 4. Configuration of the state image X for regions of interest {a, b, c}. Layers are sequentially
arranged to depict the costmap, obstacles, regions of interest, and the initial state.

The generation of control sequences is guided by methodologies from our prior re-
search [36], which align with our system dynamics as defined in Equation (1) and the
specifications of co-safe temporal logic. Specifically, the adopted approach focuses on iden-
tifying low-cost trajectories that comply with given co-safe temporal logic specifications,
with LTL semantics evaluated against the trajectories to ensure adherence to necessary
specifications.

Our data generation strategy is specifically tailored to accommodate environmental
constraints and LTL objectives relevant to our study. This strategy is depicted in Figure 5,
illustrating how environmental parameters and LTL formulas are transformed into output
control sequences. When the length of generated sequences falls short of the maximum
designated length, dummy control values are utilized as placeholders to maintain uniform
sequence length, aiding in standardizing the training process across different scenarios.

Figure 5. Visual representation of the data generation methodology, highlighting the integration of
state images and control sequences derived from distinct LTL formulas.

4.2. Anchor Control Set

In our proposed model, we utilize an anchor control set A = {ak}K
k=1, consisting of a

predefined, fixed set of control sequences. Each anchor control, ak, is a sequence of control
inputs [uk

0, uk
1, . . . uk

HA−1] that spans a designated time horizon HA. It is important to note
that this time horizon HA is not necessarily equivalent to the time horizon of the final
solution’s control sequence.

The use of longer sequences for each anchor control, rather than single timestep
controls, is motivated by the difficulty of capturing significant behavioral trends with
overly granular, single-step data. In the control generation stage of our network, which
will be elaborated on in subsequent sections, controls are selected in bundles of HA rather
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than individually per timestep. This approach simplifies the decoder’s prediction tasks
compared to methods that operate on a per-timestep basis, thereby enhancing both the
efficiency and efficacy of our model.

To construct the anchor control set, we derived it from a dataset using the k-means
clustering algorithm. The distance between two anchor controls, necessary for the clustering
process, is calculated as follows [29]:

d(ai, aj) =
HA

∑
t=0

‖ui
t − uj

t‖
2
. (6)

This metric ensures that the controls within our set are optimally spaced to effectively cover
diverse potential scenarios.

4.3. Proposed Architecture

The architecture of our proposed deep learning network is depicted in Figure 6. This
comprehensive end-to-end system processes inputs from the environmental image and
LTL formula to the final generation of the control sequence.

• Data components (1st row): The input layer consists of the multi-channeled state
image X, the initial state x0, the LTL formula φ, and the solution control sequence U.
These components establish the context and objectives for path planning.

• Training phase (2nd row): During training, the network utilizes the solution control
sequence U from the dataset to train the Conditional Variational Autoencoder (CVAE).
This enables the network to effectively learn the latent distribution, facilitating accurate
prediction of the control sequence Û that adheres to the LTL specifications.

• Testing phase (3rd row): In the testing phase, the architecture demonstrates how latent
samples are converted into predicted control sequences, validating the trained model’s
efficacy in real-world scenarios.

Figure 6. Overview of the proposed end-to-end deep learning network, illustrating the flow from
input data components through the training and testing phases to the output control sequences.

This network not only streamlines the transition from input to output but also ensures
that all elements, from environmental conditions to control strategies, are integrated within
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a unified framework. By detailing each phase of the network, we provide a clear pathway
from data ingestion to practical application, highlighting the network’s capacity to adapt
and respond to complex path-planning demands.

In the encoding stage, the network processes the input data using specialized com-
ponents. A CNN encodes the state image, while Transformer encoders [13] handle the
encoding of control sequences and LTL formulas. The LTL formulas are encoded by trans-
forming each character into an embedded representation using a predefined set of alphabet
and operator symbols. The resulting encoded outputs—hX for the state image X and initial
state x0, hφ for the LTL formula φ, and hU for the solution control sequence U—are then
integrated to facilitate the learning process.

A key feature of our network is the implementation of a CVAE, chosen for its efficacy
in handling high-dimensional spaces and versatility with various input configurations.
The CVAE is instrumental in generating output control sequences by exploring the latent
space. During training, it learns a probability distribution representing potential control
sequences, conditioned on the encoded state image hX and LTL formula features hφ.

Our CVAE model includes three crucial parameterized functions:

• The recognition model qν(Z|hX, hφ, hU) approximates the distribution of the latent
variable Z based on the input features and the control sequence. It is modeled as a
Gaussian distribution, N (μν(hX , hφ, hU), Σν(hX , hφ, hU)), where μν and Σν represent
the mean and covariance determined by the network.

• The prior model pθ(Z|hX, hφ) assumes a standard Gaussian distribution, N (0, I),
simplifying the structure of the latent space.

• The generation model pθ(U|z, hX , hφ) calculates the likelihood of each control sequence
element ui based on the latent sample z and the encoded inputs, computed as the
product of conditional probabilities over the sequence’s length NA × HA. This model
is implemented in the Control Generation Module depicted in Figure 7.

A sample z drawn from the recognition model is fed into the decoder, which then
generates the predicted control sequence. The length of this control sequence is NA × HA,
reflecting the selection of NA anchor controls, each with a time length of HA.

4.4. Control Generation Module

The architecture of our proposed control generation module is depicted in Figure 7.
This module efficiently synthesizes the entire control sequence distribution from the latent
sample z and encoded information hX, hφ in a single step, utilizing a non-autoregressive
model to enhance efficiency and coherence. The GMM projection networks share parame-
ters across all calculations, ensuring consistency.

Figure 7. Schematic of the control decoder architecture, illustrating how the distribution of the output
control sequence is generated from the latent sample z and encoded information hX , hφ.
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In this model, a Transformer decoder utilizes sinusoidal positional encodings to
integrate time information as the query, while the latent vector, combined with the encoded
state image and LTL formula features, acts as the key and value. This configuration, coupled
with a GMM mixture module, enables the Transformer decoder to generate the output
control sequence distribution as defined by the following equation:

pθ(U|z, hX , hφ) =
NA

∏
t=0

K

∑
k=1

αk
tN

(
ũt|ak + μk

t , Σk
t
)
. (7)

In this formulation:

• αk
t , μk

t , and Σk
t are the mixture coefficients, means, and covariances of the GMM,

respectively, produced by the GMM projection network.
• ak represents the anchor control from the set A.
• K is the number of mixture components, equal to the number of anchor controls,

demonstrating the model’s capability to represent complex distributions of control
sequences.

• Each ũt spans the time horizon HA.

This approach uses the GMM to integrate the latent variable z, historical state image
data hX , and LTL formula features hφ, creating a probabilistic space where potential control
sequences are distributed around the anchor control ak. This serves as a central reference
point, enabling the identification of feasible control sequences within the operational
domain. Unlike static models, ak and the GMM adapt predictions to varying conditions
and uncertainties inherent in dynamic environments, enhancing the model’s flexibility.

To maintain focus on the model’s predictive capability and avoid unnecessary complex-
ity, we present the GMM parameters directly without delving into the detailed functional
dependencies on θ. This straightforward presentation underscores the model’s utility
in forecasting control sequences that are both feasible and optimized according to the
computed probability distributions.

4.5. Loss Function for Training Phase

The training of our CVAE is governed by the Evidence Lower Bound (ELBO) loss
function, which is initially formulated as:

Eqν(Z|hX ,hφ ,hU)[log pθ(U|z, hX , hφ)]−DKL
(
qν(z|hX , hφ, hU)||pθ(z|hX , hφ)

)
. (8)

To better suit our application’s specific requirements, we adapt the ELBO function and
define the loss function as follows:

−∑NA
t=0 log

(
pθ(ũt|z, hX , hφ)

)
+ λ · DKL

(
N (

μν(hX , hφ, hU), Σν(hX , hφ, hU)
)||N (0, I)

)
, (9)

where ũt represents an element of the control sequence U, NA is the number of anchor
controls, and λ is a scaling factor used to balance the terms. The Kullback-Leibler diver-
gence (DKL) measures how one probability distribution diverges from a second, reference
probability distribution. We set λ = 1, optimizing parameters ν and θ by minimizing this
loss function.

The first term of Equation (9), which leverages Equation (7), is detailed as follows:

log
(

pθ(ũt|z, hX , hφ)
)
= ∑NA

t=0∑
K
k=11(k = k̂t)

[
log αk

t + logN (
ũt|ak + μk

t , Σk
t
)]

. (10)

This expression represents a time-sequence extension of the standard GMM likelihood fit-
ting [37]. The notation 1(·) is the indicator function, and k̂t is the index of the anchor control
that most closely matches the ground-truth control, measured using the l2-norm distance.
This hard assignment of ground-truth anchor controls circumvents the intractability of
direct GMM likelihood fitting, avoids the need for an expectation-maximization procedure,
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and allows practitioners to precisely control the design of anchor controls as discussed
in [29]. This formulation underlines our methodology for estimating the probability distri-
bution of control sequences, essential for ensuring that the model effectively handles the
diversity of potential solutions and manages uncertainties.

4.6. Test Phase

During the test phase, the control decoder operates by processing a latent sample z,
drawn from the prior distribution. This sample is deterministically transformed into a
control sequence distribution as defined in Equation (7). From this distribution, the solution
control sequence is generated.

The generation of the control sequence is a continuous process that persists until one
of the following conditions is met: the sequence satisfies the specified LTL constraints, a
collision with an obstacle occurs, or the sequence moves beyond the boundaries set by the
cost map.

5. Experimental Results

This section details the outcomes from a series of simulations and experiments using
the Dubins car model, which adheres to the following kinematic equations:

ẋ = v cos(θ), ẏ = v sin(θ), θ̇ = ω, (11)

where (x, y) represents the car’s position, θ the heading angle, and v and ω the linear
and angular velocities, respectively. It is important to note that the symbol θ is used
elsewhere in this manuscript to denote different concepts unrelated to its usage here as the
vehicle’s heading.

We conducted three distinct sets of simulation experiments to comprehensively evalu-
ate the proposed method’s effectiveness and versatility. The first set involved generated
costmaps to test the method’s performance in controlled environments, focusing on its
ability to navigate based on cost efficiency. The second set utilized real-world data, in-
corporating a traffic accident density map from Helsinki, to demonstrate the method’s
applicability and performance in real scenarios. The third set involved autonomous driving
contexts, where the method demonstrated stable control sequence generation amidst the
dynamic movement of surrounding vehicles.

The datasets for learning, including costmaps, were created as follows:

• First and second experiments: Gaussian process regression was employed to generate
training costmaps, each containing no more than four regions of interest and no
more than eight obstacles. Using the dynamic model defined in Equation (1), near-
optimal control sequences were computed based on the method described in [36].
The resulting dataset comprised 800 costmaps, each facilitating the generation of
1500 control sequences, thereby capturing a wide range of environmental scenarios.
To enhance the robustness and generalizability of our model, variability was in-
troduced in the data generation phase by randomly varying the starting positions,
placements of regions of interest, obstacle configurations, and assignments of LTL
formulas for each dataset instance. This approach was designed to simulate a diverse
set of potential operational scenarios, thereby preparing the model to handle a wide
range of conditions effectively.

• Last experiment: In the final autonomous driving experiment, the costmap was
generated from the highD dataset [38]. High costs were assigned to areas where other
vehicles were present and to out-of-track areas. In this experiment, three types of LTL
formulas were used: lane change to the left, lane keeping, and lane change to the right.
Each data instance consists of a costmap, an LTL formula, and a control sequence.
The LTL formula was selected as the closest match from the dataset based on the
control sequence. For example, if the vehicle changes lanes to the left in the data, an
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LTL formula related to “lane change to the left” is selected. The dataset comprised
1,000,000 instances. Please refer to the relevant subsection for a detailed explanation.

For network input, images were standardized to 128 × 128 pixels to comply with
the memory capacity limitations of our GPU hardware. This resolution strikes a balance
between retaining essential environmental details and maintaining computational feasibil-
ity. The network was trained over 300 epochs to ensure adequate learning depth, with a
batch size of 32 to optimize the balance between memory usage and convergence stability.
An initial learning rate of 1 × 10−3 and a weight decay of 1 × 10−5 were empirically set
to provide an optimal compromise between training speed and minimizing the risk of
overfitting.

In the experimental setup, the number of anchor controls K was defined as 20, and the
anchor control set A was established using the entire training data.

Simulation experiments were conducted on an AMD R7-7700 processor with an RTX
4080 Super GPU, and the proposed network was implemented using PyTorch (version
2.2.1) [39].

The results for each experiment are described in the subsequent subsections.

5.1. The Generated Costmap

Figure 8 showcases the test costmap, synthesized using the same methods as those for
the training costmaps. The costmap features regions of interest, marked with red boxes
labeled with alphabetic identifiers, and obstacles are indicated by gray boxes.

In our experimental setup, we aimed to assess the robustness and effectiveness of
our system across various LTL missions. These missions were categorized into sequential
missions (φtoy1 and φtoy4) and coverage missions (φtoy2 and φtoy3). A mission was deemed
incomplete if the system either exceeded the maximum allowed sequence length or en-
countered a collision, thereby failing to meet the mission criteria. Each row in the figure
corresponds to a set of four subfigures, each varying by the initial position. Trajectories
generated from the output distribution (as defined in Equation (7)) are displayed as red
lines in each subfigure.

The proposed method strategically generates control sequences that traverse low-cost
areas, depicted in blue, to effectively complete the LTL missions. Notably, these sequences
successfully avoid collisions even in environments with obstacles. For coverage missions,
as shown in Figure 8b,c, the solution paths differ in the order they visit regions of interest,
which varies according to the starting position. For example, in Figure 8c, the sequences in
each subfigure visit the regions in various orders, such as “c->b->a”, “a->b->c”, “a->b->c”,
and “b->c->a”.

(a)φtoy1 = ♦(a ∧♦(b)), “Visit regions a and b sequentially.”

(b)φtoy2 = ♦(a) ∧♦(b), “Cover regions a and b.”

Figure 8. Cont.
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(c)φtoy3 = ♦(a) ∧♦(b) ∧♦(c), “Cover regions a, b and c.”

(d)φtoy4 = ♦(a ∧♦(b ∧ (♦c))), “Visit regions a, b and c sequentially.”

Figure 8. Solution trajectories generated by the proposed method for different LTL formulas, denoted
as φtoyi, shown in each subfigure.

Figure 9 presents solution trajectories generated by the proposed network for an LTL
mission specified by φ = ♦(a) ∧♦(b) ∧♦(c), which mandates visiting regions of interest a,
b, and c at least once. In this figure, trajectories colored identically originate from the same
latent sample value. The latent distribution governs the sequence in which the regions of
interest are visited, ensuring compliance with the LTL mission, while the GMM component
of the control decoder models the uncertainty within this sequence.

For example, in subfigure (b), the orange trajectories represent a sequence visiting a,
followed by b, then c. Conversely, the green trajectories depict a sequence visiting a, c, and
then b. This variability illustrates the network’s ability to generate diverse solutions that
not only adhere to the given LTL mission but also effectively account for uncertainties.

(a)

(b)

Figure 9. Solution trajectories for an LTL mission φ = ♦(a) ∧♦(b) ∧♦(c), requiring at least one visit
to each region of interest a, b, and c. Trajectories sharing the same color are derived from the same
latent sample value.

Performance evaluation of the developed path-planning approach was conducted
through comparative experiments. These experiments aimed to quantify trajectory cost
and mission success rates across various scenarios characterized by different lengths of
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sequential LTL formulas (|φ|) and obstacle counts (nobs). The length of a sequential LTL
formula corresponds to the number of specified regions of interest.

The experimental design included 250 trials per scenario, which featured varying
costmap configurations, region of interest placements, obstacle locations, initial positions,
and LTL formulas. To ensure a comprehensive evaluation of the approach’s robustness,
these elements were systematically varied within each trial. Trials lacking feasible solution
paths were excluded to maintain the integrity of the experiment.

The method’s performance was benchmarked against several established deep learn-
ing models:

• MLP: A basic Multilayer Perceptron architecture.
• Seq2Seq-LSTM: A sequence-to-sequence model using LSTM networks [40].
• TCN: A Temporal Convolutional Network [41].
• TFN: A Transformer network model [13].

These models were trained to map initial conditions and LTL formulas to control
sequences, with a CNN feature extractor handling image-like inputs. The LTL formula φ
was encoded as an input sequence using the same embedding technique employed in the
proposed method. Additionally, LBPP-LTL [36], a sampling-based path-planning algorithm
noted for its longer computation times but guaranteed asymptotic optimality, was included
as a benchmark for cost performance despite its computational intensity.

The results, summarized in Table 1, present the average trajectory cost and mission
success rate for each model in the evaluated scenarios. The LBPP-LTL method serves as
a baseline, with its trajectory cost normalized to 1, providing a standard for comparison
despite its computational demands.

Table 1. Comparative Performance of Path Planning Approaches on Scenarios with Sequential LTL
Missions. This table details trajectory costs and LTL mission success rates, categorized by the length
of the LTL missions (|φ|) and the number of obstacles (nobs). Metrics are normalized against the
LBPP-LTL benchmark, which is set with a normalized trajectory cost of 1 and a mission success rate
of 100%.

|φ| = 2, nobs = 1 |φ| = 2, nobs = 3 |φ| = 3, nobs = 2 |φ| = 3, nobs = 5

Trajectory cost (relative)
MLP 1.391 1.401 1.417 1.445
Seq2Seq-LSTM 1.180 1.186 1.190 1.209
TCN [41] 1.187 1.193 1.198 1.215
TFN [13] 1.075 1.097 1.102 1.114
Proposed 1.081 1.086 1.093 1.107
LBPP-LTL [36] 1.000 1.000 1.000 1.000

LTL mission success rate
MLP 92.4% 90.4% 88.8% 87.2%
Seq2Seq-LSTM 96.4% 94.4% 93.6% 92.8%
TCN [41] 96.0% 93.6% 92.8% 91.6%
TFN [13] 98.0% 95.6% 95.2% 94.0%
LBPP-LTL [36] 100% 100% 100% 100%

The experimental findings indicate that the proposed method outperforms other
deep-learning-based path-planning techniques in terms of cost efficiency and success rate
for missions defined by LTL. This superior performance can be primarily attributed to
two novel aspects of the proposed method: (1) the adoption of advanced transformer
networks for accurate sequence prediction, and (2) the effective incorporation of diversity
and uncertainty into the path-planning process through latent space modeling paired
with GMMs. Although the LBPP-LTL algorithm demonstrates superior trajectory cost and
LTL mission success rates, its practicality is moderated by the requirement for extensive
computational resources. These results highlight the capability of the proposed method to
reliably approximate optimal solutions with reduced computational demands.
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5.2. The Helsinki Traffic Accident Map

This section examines autonomous navigation for traffic surveillance within a desig-
nated area of Helsinki, as depicted in Figure 10. The map identifies four regions of interest
with alphabetic labels and obstacles as gray regions.

For path planning, a traffic accident density map was synthesized using Gaussian
process regression based on historical traffic accident data [42]. This map distinguishes
areas with higher accident density as high cost and those with lower density as low cost,
affecting the path-planning algorithm’s cost evaluations.

(a)Traffic accident locations in Helsinki. (b)Traffic accident density map.

Figure 10. Visual representation of Helsinki’s traffic landscape: (a) Traffic accidents marked with
red dots, regions of interest alphabetically labeled, and obstacles shown in gray. (b) Traffic accident
density map, where blue denotes low-density (low-cost) areas and red signifies high-density (high-
cost) zones.

The study outlines three distinct scenarios, each associated with a unique mission
profile defined by Linear Temporal Logic (LTL) formulas:

Scenario1 : φh1 = ♦(a ∧♦(b ∧ (♦c))).
Scenario2 : φh2 = ♦(b) ∧♦(c) ∧♦(d).
Scenario3 : φh3 = ♦(b ∧ ((w ∨ a)U(a ∧ ((w ∨ b)U(c))))).

φh1 and φh2 are designed for sequential and coverage missions across three distinct regions,
respectively. φh3 specifies a strict sequential mission where w represents the workspace
adjacent to the regions of interest.

These formulas define the autonomous agent’s mission objectives. Specifically, φh1
mandates the agent to sequentially visit regions a, b, and c. φh2 requires coverage of regions
b, c, and d, ensuring each is visited at least once. φh3 dictates a strict sequence for visiting
regions b, a, and then c, focusing on a precise navigational order.

Figure 11 illustrates the trajectories computed by the proposed algorithm for these sce-
narios within the Helsinki traffic framework. The proposed method successfully generates
low-cost paths that adhere to the specified LTL missions, demonstrating its effectiveness.

(a) φh1 (b) φh2 (c) φh3

Figure 11. Solution paths on the Helsinki traffic scenario map, demonstrating the successful comple-
tion of designated LTL missions.
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5.3. Application to an Autonomous Driving Environment

In the dynamic landscape of autonomous driving, reactive planning is paramount for
safe navigation. The solution of the proposed network was utilized as the output of the
reactive planner. During the evaluation, three Linear Temporal Logic (LTL) formulas were
employed (Figure 12):

• φle f t = ♦(Rle f t) ∧�(Rtrack) ∧�(¬Rother);
• φcenter = ♦(Rcenter) ∧�(Rtrack) ∧�(¬Rother);
• φright = ♦(Rright) ∧�(Rtrack) ∧�(¬Rother).

Here, Rle f t, Rcenter, and Rright denote temporal goal regions, Rtrack denotes the region
inside the track, and Rother denotes regions occupied by other vehicles. The formula
φle f t = ♦(Rle f t) ∧�(Rtrack) ∧�(¬Rother) signifies the goal to “reach the region Rle f t while
remaining within the track region (�(Rtrack)) and avoiding collisions with other vehicles
(�(¬Rother)).”

For each situation, one of the three LTL formulas was selected, and a control sequence
corresponding to the chosen LTL formula was generated. Generally, φcenter is selected, with
the lane-changing formulas (φle f t, φright) being chosen only in specific times.

Figure 12. Three LTL formulas for the autonomous driving experiment.

Figure 13 presents snapshots from the experiment conducted using the highD dataset [38].
The decision to change lanes was made at specific points in time, allowing up to two lane
changes per trial. In the figure, the ego vehicle is marked in blue, with its trajectory
indicated by a blue line. Each subfigure contains three snapshots from a single trial, with
lane change points indicated by arrows.

(a)

(b)

Figure 13. Cont.

179



Electronics 2024, 13, 2437

(c)

Figure 13. Snapshots of the autonomous driving experiment. The ego vehicle is marked in blue, with
its trajectory indicated by a blue line. Lane change points are highlighted by arrows.

Comparison experiments with other deep learning methods were conducted. We
selected a test dataset from the highD dataset, which includes 60 tracks. The test dataset
specifically included track IDs 10, 20, 30, 40, and 50, which were not used during the
training stage. For each track, 200 trials were conducted. Each trial involved controlling
a different vehicle, ensuring fairness by using the same vehicle for each method. The
success metric was defined as the controlled vehicle reaching the end of the lane without
incidents (collisions or going off track). Table 2 summarizes the results. The proposed
method exhibited superior safety compared to other deep learning methods.

Table 2. Success ratio (percentage) in the highD dataset.

Track ID: 10 Track ID: 20 Track ID: 30 Track ID: 40 Track ID: 50

MLP 90.0 89.5 86.5 85.5 88.0
Seq2Seq-LSTM 91.0 90.0 89.0 88.0 89.5
TCN [41] 90.5 89.5 87.5 86.5 88.5
TFN [13] 93.5 92.0 91.0 90.0 92.5
Proposed 94.5 92.5 91.5 91.0 93.0

6. Conclusions

This study presents a pioneering path-planning approach that effectively integrates
co-safe Linear Temporal Logic (LTL) specifications with an end-to-end deep learning archi-
tecture. Our method stands out for its ability to generate near-optimal control sequences
by combining a Transformer encoder, which is informed by LTL requirements, with a
Variational Autoencoder (VAE) enhanced by Gaussian Mixture Model (GMM) components.
This architecture adeptly handles the complexities of path planning by accommodating a
diverse range of tasks and managing inherent uncertainties within these processes.

Empirical evaluations demonstrate the significant advantages of our approach over
existing deep learning strategies. In our experiments, the proposed method consistently
outperformed other methods in terms of safety and efficiency, particularly in the context
of autonomous driving scenarios using the highD dataset. Our approach achieved higher
success rates in reaching the end of the lane without incidents, indicating its robustness
and reliability. Furthermore, the method’s adaptability and scalability were highlighted
through various test cases involving both synthetic and real-world data.

The results confirm the method’s suitability for a wide array of systems, significantly
enhancing path-planning processes. By effectively addressing the challenges posed by
complex environments and logical constraints, our approach offers a robust solution for
diverse robotic applications.

Looking ahead, we aim to apply our methodology to more challenging high-dimensional
path-planning problems, particularly those involving additional logical constraints and in-
tricate operational contexts, such as multi-joint robotic manipulations. Expanding our focus
to these areas is expected to yield further valuable insights into robotics and automation,
enhancing the sophistication and efficiency of path-planning techniques.
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The integration of deep learning with logical frameworks in our study represents a
significant advancement in robotic path planning, paving the way for more complex and
effective mission executions in the future.
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Abstract: This study explores the development and implementation of Shadow, an advanced mobile
social robot designed to meet specific functional requirements. Shadow is intended to serve both as a
versatile tool and a human companion, assisting in various tasks across different environments. The
construction emphasizes cost efficiency and high agility, utilizing 3D printing technology exclusively.
The robot features omnidirectional kinematics and a flexible power electronics system, accommo-
dating diverse energy needs with lithium batteries that ensure at least seven hours of autonomous
operation. An integrated sensor array continuously monitors the power system, tracks tilt and
acceleration, and facilitates self-diagnostic functions. Rapid prototyping allows for swift iteration,
testing, and refinement to align with project goals. This paper provides a comprehensive blueprint
for designing cost-effective, highly agile robots using advanced manufacturing techniques. Extensive
testing, including stability and sensory skills evaluations, demonstrates Shadow’s adherence to its
design objectives. Shadow has advanced from technology readiness level (TRL) 2 to TRL 7 within a
year and is currently undergoing trials with advanced functionalities, offering significant insights
into overcoming practical design challenges and optimizing robot functionality.

Keywords: mobile social robot; cost effective; 3D printing technology; orin; omnidirectional kinematics;
prototype generation

1. Introduction

The evolution of robotics has ushered in an era where robots are not only utilized
for industrial automation but have also become integral to everyday human activities.
A significant advancement is the development of social robots designed to interact with
humans and assist in various tasks. Social robots are autonomous systems capable of
communicating, interacting, and collaborating with people naturally and effectively. These
technologies can potentially revolutionize the near future, enhancing assistance in health-
care, education, and customer service sectors [1,2]. In this context, we present Shadow, an
innovative mobile social robot that embodies this trend by integrating low-cost prototyping
and manufacturing techniques. Shadow is equipped with advanced sensors to improve
human-assisted applications.

The demand for social robots seamlessly integrating into human environments is
rapidly growing. Studies indicate that social robots can revolutionize human-robot in-
teraction by providing companionship, enhancing productivity, and assisting in daily
activities [3]. To achieve this, social robots must evolve rapidly to keep pace with tech-
nological advancements and meet user preferences and requirements. However, several
factors, like scalability, limit robot designs’ adaptability and effective lifespan. Current
challenges include integrating advanced sensors like 360◦ cameras and 3D LiDARs, and
robust embedded GPUs for real-time processing of deep neural network models. Closed or
restricted upgrade options in commercial robots can quickly lead to obsolescence.

This paper proposes the design of the Shadow social robot guided by the following
research questions: (i) What design features enhance a social robot’s use and acceptability
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during human following in real environments? (ii) How can the robot’s design adapt
to different environments and function autonomously for extended periods? (iii) What
basic equipment (sensors) should a social robot be equipped with to follow a person in a
real environment effectively? The Shadow robot aims to address crucial questions related
to human-following capabilities. It aims to offer companionship and support during
extensive work tasks in various settings. This paper seeks to create a cost-effective, agile,
and adaptable social robot. We employ 3D printing technology to achieve these goals,
directly supporting low-cost production and rapid iterations. This technology enables the
efficient and economical advancement of social robot development, facilitating prototype
creation and continuous improvement.

This article is organized as follows: Section 2 provides a background on the role of
social robots like Shadow, discussing various research questions related to functionality
and acceptance. Section 3 outlines the requirements considered during the design and
development of the robot. Section 4 describes the body design of Shadow, covering the
prototyping process, the development of the mobile base and suspension systems, and the
power electronics system used in the robot. It also discusses the various sensors integrated
into Shadow. Section 5 presents the experimental results obtained during testing. Finally,
Section 6 concludes the paper with a summary of findings and future work directions.

2. Background

The use of social robots has significantly expanded over the past decade, finding
applications in various real-world settings such as healthcare, education, and customer
service [4]. In healthcare, social robots like Paro and Pepper provide companionship and
support to patients, particularly the elderly and those with cognitive impairments [5,6].
In education, robots like NAO and Robovie enhance learning experiences and engage
students in interactive activities [7,8]. In the customer service sector, robots such as Pepper
and various hotel concierge robots assist customers and improve service efficiency [9].
These examples highlight the growing acceptance of social robots and their utility in
enhancing human–robot interactions across diverse environments. The Shadow robot,
designed explicitly for human-following tasks, is particularly useful in care environments
and customer or visitor service settings.

For social robots to be effective, they must possess several key characteristics. Firstly,
they need robust human detection and interaction capabilities to understand and respond
to human cues accurately [10]. Secondly, they should exhibit adaptive behaviors to cater
to user needs and preferences, ensuring a personalized interaction experience [2]. Addi-
tionally, they must be designed with safety and reliability, mainly when operating near
humans, to prevent accidents and ensure user trust [11]. These characteristics are essential
for successfully integrating social robots into daily life, as they directly impact the robot’s
ability to interact meaningfully and safely with humans. Our Shadow robot is equipped
with various sensors, including 360o cameras and 3D LiDAR, along with a Jetson Orin,
which enables the execution of specific algorithms for human detection, the calculation of
safe and socially accepted routes, and interaction with humans in the environment.

The design of robots involves several critical considerations to ensure functionality
and adaptability across various applications. Robot design has been revolutionized by
3D printing technology, allowing for rapid prototyping and customization of complex
structures at a reduced cost [12–14]. Modular design approaches enable the creation
of flexible systems that can be easily updated and expanded with new capabilities as
needed [15,16]. Furthermore, incorporating advanced sensors is crucial for enhancing the
robot’s perception and interaction capabilities, allowing it to operate effectively in dynamic
environments [17,18]. Shadow leverages rapid prototyping through 3D printing, with tests
and validations at each design stage. Additionally, Shadow is designed modularly to allow
easy access to each component for replacement, upgrade, or repair. The arrangement of the
sensors has also been carefully considered in the final system design.

184



Electronics 2024, 13, 3444

Robot Comparison

As part of the design process of Shadow, we analyzed and compared several well-
known commercial robots available for purchase and some custom-made robots built in
research labs [4]. The comparison shown in the Table 1 considers only the functionalities
offered by these units and advertised by the manufacturers.

Table 1. Comparison of feature availability among different robots. This table highlights the presence
or absence of various characteristics, as offered by those units and advertised by the manufacturers.
�available; ∼ depends on model or conditions; × not available.
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One of the key aspects of Shadow’s design is its omnidirectional movement capability,
which allows it to navigate in all directions with great agility. This feature is essential
for maneuvering in complex and narrow environments. In contrast, most of the other
compared robots, such as Morphia [19], WaPOCHI [21], Dinerbot T5 [22], Bellabot [23],
Amy Waitress [24], Hobbit [25,26], and Giraff [27], lack this capability and rely on more
traditional movements. TIAGo [20,28,29] has similar capabilities but they depend on the
specific model or conditions.

All the robots analyzed, including Shadow, Morphia, TIAGo, WaPOCHI, Dinerbot T5,
Bellabot, Amy Waitress, Hobbit and Giraff, feature autonomous navigation. This function-
ality enables robots to move independently within a defined environment, using sensors
and algorithms to avoid obstacles and follow predefined routes. Autonomous navigation is
critical for ensuring that robots can operate without constant human supervision, making
them more efficient and practical for various applications.

Shadow, along with Morphia, TIAGo, WaPOCHI, Hobbit, and Giraff, includes the
ability to detect people, which is essential for social interactions and human-assisted tasks.
The capability to detect people allows these robots to interact meaningfully with their
environment and the humans within it. However, Dinerbot T5, Bellabot, and Amy Waitress
do not offer this functionality, potentially limiting their usefulness in applications where
human interaction is crucial. The absence of this feature in some robots restricts their
potential in settings where recognizing and responding to human presence is important.

Object manipulation is an advanced feature that allows robots to interact with their
environment physically. Hobbit excels in this area, providing significant capabilities for
handling objects. Shadow and TIAGo have limited object manipulation capabilities that
depend on the model or conditions. On the other hand, Morphia, WaPOCHI, Dinerbot
T5, Bellabot, Amy Waitress, and Giraff lack this capability, restricting their functionality
to tasks that do not require direct physical manipulation. The ability to manipulate ob-
jects is precious in industrial and service applications where handling and moving items
are necessary.
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Video calling is a valuable feature for remote communication and telepresence. Al-
though Shadow does not currently include this capability, it is designed to support it in the
future, as it is equipped with the necessary components, such as a camera, microphone,
and screen. In contrast, robots like Morphia, TIAGo, Hobbit, and Giraff already offer
video-calling functionality, making them suitable for remote assistance and communication
with distant users. However, WaPOCHI, Dinerbot T5, Bellabot, and Amy Waitress lack this
feature, which may limit their effectiveness in scenarios requiring remote interaction. Incor-
porating video-calling capabilities would enhance the versatility of these robots, making
them more effective in environments where visual and audio communication is crucial.

All the compared robots, including Shadow, have transportation capabilities. This
feature allows robots to carry objects from one place to another within a defined environ-
ment, which is fundamental for logistics, services, and customer care applications. Efficient
transportation of items is necessary in various settings, and the ability to perform this task
makes these robots highly valuable for tasks involving movement and delivery of goods.

The ability to track and follow a specific person is an essential feature for assistive
and social robots. Shadow, Morphia, TIAGo, WaPOCHI, Hobbit, and Giraff include this
functionality, which is critical for applications where the robot needs to maintain proximity
to a human user. Dinerbot T5, Bellabot, and Amy Waitress lack this capability, limiting
their use in applications where human tracking is essential. Tracking capabilities ensure
that robots can provide continuous assistance and support by staying close to the user.

Expandability is another important aspect of robot design. Shadow is designed to
be expandable, allowing for the addition of new components and upgrades. TIAGo
offers limited expandability, depending on the model, while Giraff has some expandable
capabilities. Morphia, WaPOCHI, Dinerbot T5, Bellabot, Amy Waitress, and Hobbit are
not expandable, which may limit their ability to adapt to new technologies and future
needs. Expandability ensures that robots can be updated and improved, extending their
usefulness and relevance.

Lastly, a low-cost focus is a significant consideration for making robots accessible for
various applications. Shadow and several other robots, such as Morphia, Bellabot, Amy
Waitress, Hobbit, and Giraff, are designed with a low-cost focus, making them accessible
for various applications. TIAGo and other more advanced models do not emphasize cost
reduction, which may make them less accessible for some users or applications where
budget is a primary concern. The focus on cost efficiency allows for broader adoption and
deployment of robotic technologies in different fields.

For a more extensive but similar comparison, see [30]. The table shows significant
similarities in many of the compared functionalities. However, the day-to-day use of robots
in research labs involves more subtle aspects that condition their long-term availability,
such as adding more powerful computers, connectivity, software updates, part replacement,
adaptation to new sensors, warranty, etc.

Shadow addresses the deficiencies found in many commercial robots, such as TIAGo,
WaPOCHI, and Dinerbot T5. These robots often come with closed software and operating
systems customized by the manufacturer, making upgrades to sensors, hardware, and
processing components difficult. They also suffer from challenging maintenance procedures
and high costs, with no option for users to create or customize the robot to their specific
needs, and sometimes even require a subscription for the use of different functions. Shadow,
on the other hand, provides solutions to these problems by offering an open platform that
allows for easy customization and upgrades, making it more adaptable and user-friendly
at a lower cost. This is particularly valuable to researchers, educators, and developers.

3. Requirements

As mentioned above, Shadow is a low-cost social robot that requires great agility and
responsiveness in its movements. It must be able to adapt to a dynamic environment with
people and interact with them. In addition to being physically stable to operate reliably
and continuously, with a minimum autonomy of 7 h, the design of the robot must be
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human-friendly and safe, it needs to have the necessary sensors to locate and recognize
people and must reach a minimum speed of 3 km/h to follow a walking person.

Another important requirement is the size, which must be large enough to accommo-
date all the necessary technology and, at the same time, small enough to move freely in the
environment. The maximum size allowed is 625 mm wide and 2030 mm high, as these are
the minimum door dimensions according to [31]

Completing the section, the robot must be easy to upgrade, maintain, and manufacture
and have the necessary technologies to perform its task in real time.

4. Shadow Robot

Shadow is a robot with a design that ensures cost effectiveness without compromising
functionality. This balance is achieved through 3D printing, enabling rapid prototyping
and customization, allowing the creation of complex structures at a reduced cost. As
highlighted by [13], additive manufacturing technologies like 3D printing transform the
robot design and production landscape, making developing sophisticated robots on a
budget feasible. Another crucial aspect is the acceptability of Shadow’s movement within
its environment, addressing the growing demand for lighter, more agile designs akin to
biological movement [32]. The recent availability of high-powered wheel-motor units and
custom-configured lithium batteries has enabled more compact, lightweight, and efficient
mobile bases. Additionally, the design includes sensors for high-level behaviors like
people detection and tracking in complex environments, underscoring their significance in
advancing robotic capabilities [33].

Therefore, constructing our social robot (Figure 1) addresses these challenges. Shadow
leverages a quick prototyping cycle enabled by large-format 3D printers (Creality CR SO 60
PRO, Creality Store, Shenzhen, China) and a modular power electronics design, identifying
and resolving several design challenges to ensure the final product meets its objectives.
The iterative nature of rapid prototyping refines robot designs, enhancing functionality
and reliability [13,34].

Figure 1. Front and rear view of the Shadow robot. The image shows the main sensors and equipment
of the social robot.

Shadow is equipped with omnidirectional kinematics (Mecanum wheels and Drivers,
UU Motor Technology Company Ltd., Chanzhou, China), allowing it to navigate complex
environments smoothly. A versatile power electronics system complements this design
feature and can adapt to varying energy requirements. Lithium batteries were chosen for
their high energy density and reliability, ensuring a minimum of seven hours of autonomous
operation. Additionally, an array of sensors continuously monitors the power system’s
status, tilt, and acceleration, supporting a self-diagnostic function that enhances the robot’s
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reliability and performance. Shadow integrates LiDAR (Helios and BPearl, RoboSense
Technology Co., Ltd. Shenzhen, China) and 360◦ camera (Theta Z1, Ricoh Company, Ltd.,
Tokio, Japan) for complete environmental perception, supported by a high-capacity NVIDIA
Jetson Orin (Jetson Orin, Nvidia Corporation, Santa Clara, California) for executing specific
algorithms. The robot also features a touch screen for future interactions and a tray on the
front for use during tracking tasks.

4.1. Prototyping

Agile methodologies, such as rapid prototyping, have been utilized in the manufactur-
ing of Shadow. This prototyping phase is a critical step in developing any advanced robotic
system. Rapid prototyping using 3D printing technology was employed for the Shadow
robot to achieve cost efficiency and design flexibility. This iterative design process involved
multiple steps, from initial concept models to functional prototypes. Emphasis was placed
on using large-format 3D printers, which allowed for the creation of complex structures
and components with high precision. The advantages of this approach include the ability
to quickly test and refine the design, illustrating the effectiveness of rapid prototyping in
modern robotic engineering.

We iterated over a series of prototypes to meet Shadow’s specific design requirements.
This process allowed us to detect inappropriate design decisions that led to undesirable
situations, which only became apparent once the prototype was built and tested. Two
significant sources of error identified were the configuration of the volume inside the plastic
casing and the vibrations transmitted to the tray. By addressing these issues, we were able
to improve the overall design and functionality of the robot.

The 3D printing technology revolutionized our approach to robot design, enabling
rapid prototyping and customization of complex structures at a reduced cost [12–14].
This method provided the flexibility needed to iterate on designs quickly and efficiently.
Each prototype underwent rigorous testing and validation, ensuring design flaws were
identified and corrected early in development. The benefits of this approach are evident in
the precision and reliability of the final product.

Furthermore, the iterative prototyping process enabled us to refine the robot’s design
continuously. Large-format 3D printers allowed us to create detailed and accurate models,
facilitating swift adjustments and enhancements. This approach improved the design and
ensured that Shadow met all the specified requirements, including robustness, flexibility,
and cost effectiveness.

The result of the first year of work on this robot is shown in Figure 2 as a series of
prototypes. Each iteration brought us closer to a final design that effectively balances
functionality, adaptability, and user requirements.

Figure 2. Evolution of the Shadow robot. From left to right: The different phases of the construction
of the Shadow robot, from its initial version to its final version, with an omnidirectional base and a
touchscreen for interaction.
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4.2. Body Design

The body of Shadow was conceived as one sizable printable piece that serves as both
the supporting structure and the functional shape for external (human-robot interaction;
HRI) and internal (electronics and cables guiding) requirements. However, the size lim-
itation of our 3D printer (500 × 500 × 600 mm) forced us to divide the body into three
pieces and a small connecting element. This segmentation posed challenges in ensuring
the structural integrity and alignment of the components, which were addressed through
precise design and robust connectors.

The three main body sections of the robot were meticulously designed to interlock
seamlessly, forming a robust and cohesive structure. Each section was printed separately,
enabling precise attention to be given to the specific requirements of each part, such as
sensor placement, accessibility to electronic components, and the routing of cables. A small
connecting element played a critical role in maintaining the alignment and stability of the
entire assembly, thereby ensuring that the structural and functional integrity of the robot
remained uncompromised.

Additionally, this modular design allows for scalability in the construction of the robot.
This means that certain elements, like the lower section housing the electronics and wheels,
can remain unchanged, while other parts can be modified or replaced to introduce new
functionalities or features. For instance, modifications might include the addition, removal,
or expansion of sensors and actuators, enhancing the robot’s adaptability to different tasks
or environments.

4.3. Mobile Base

Shadow has been designed with omnidirectional kinematics to achieve high mobility
using four Mecanum wheels in a rectangular configuration. This design choice allows the
robot to move in any direction without changing its orientation, providing a significant
advantage in navigating complex environments. Additionally, this type of natural move-
ment is more readily accepted by people [32], aligning with the robot’s primary objective
of following a person seamlessly and intuitively.

Figure 3 illustrates the Mecanum wheels and the coordinate systems used in the
omnidirectional base. The Mecanum wheel, shown in Figure 3a, allows the robot to move
in any direction by varying the speed and direction of each wheel. Each wheel has rollers
set at a 45 degree angle to the wheel’s plane, allowing forward, backward, and lateral
motion to be combined into a single movement. Figure 3b details the coordinate systems
that describe the robot’s omnidirectional movement, showing the wheels’ positions and
the rollers’ orientation.

(a) (b)
Figure 3. Omnidirectional kinematics. (a) Mecanum wheel. (b) Coordinate system in the omnidirec-
tional base.

The inverse kinematics equations required to control the robot were derived following
the methodologies, as outlined in [35,36]. These equations are crucial for converting the
desired movements of the robot into the specific rotational speeds for each wheel. As
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shown in Figure 3a, at the center of the wheel, the linear velocity v = (vx, vy) is the sum of
the velocity components along the driving direction and the sliding direction:[

vx
vy

]
= vdrive

[
0
1

]
+ vslide

[
cosγ
sinγ

]
(1)

where γ denotes the angle at which free sliding occurs, allowed by the passive rollers on
the wheel’s circumference; vdrive is the driving speed; and vslide is the sliding speed. Solving
Equation (1) for vdrive and vslide we obtain

vdrive = vy − vx tan γ

vslide =
vx

cos γ

(2)

When the robot is moving with velocity v =
[
ωz vx vy

]�, each wheel ui has an
angular speed given by

ui =
[

1
ri

tanγi
ri

][xi 0 1
yi 1 0

]⎡⎣ωz
vx
vy

⎤⎦ (3)

with xi, yi being the coordinates of wheel ui with respect to the center of the robot, γi is
the angles of each roller, and ri is the radius of each wheel. From right to left, the first
transformation expresses the linear velocity at the wheel in the robot’s center b. The second
transformation calculates the driving angular velocity using Equation (2).

To obtain the final inverse kinematics equation, the position coordinates of each wheel
and the angle of its roller, ±45◦, are substituted into Equation (3). As an example, for wheel
u1 with γ = −π

4 ,

u1 =
[

1
ri

−1
ri

][−w 0 1
l 1 0

]⎡⎣ωz
vx
vy

⎤⎦ =
[−w-l −1 1

] 1
r1

⎡⎣ωz
vx
vy

⎤⎦ (4)

Each ui vector is stacked as rows in a matrix to obtain Equation (5). This equation
links the desired velocity of the robot’s center, vx, vy, ωz, to the linear speed of the wheels,
ui. The geometric parameters w and l denote the semi-distance between wheels and the
semi-distance between axes, respectively.⎡⎢⎢⎣

u1
u2
u3
u4

⎤⎥⎥⎦ =
1
r

⎡⎢⎢⎣
−w − l −1 1

w + l 1 1
w + l −1 1

−l − w 1 1

⎤⎥⎥⎦
⎡⎣ωz

vx
vy

⎤⎦ (5)

By setting vz and vy to zero, the equation sends all the wheels’ speeds to the same
value, making the robot move forward. For lateral speed vy �= 0, wheels in the same
diagonal receive the same sign in the speed magnitude. For rotation, wheels on the same
side receive the same sign and a magnitude scaled by the geometric parameters.

This omnidirectional configuration has been translated to the real robot using four
Mecanum motor wheels. Each wheel includes a 150 W hub motor controlled by one of the
two 2-axis drivers provided by the same manufacturer.

4.4. Materials

In fused deposition modeling (FDM) printing, a variety of materials are available,
each offering unique characteristics such as resistance to external elements, toughness,
flexibility, and hardness. The materials selected for testing include PLA (polylactic acid),
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ABS (acrylonitrile butadiene styrene), TPU (thermoplastic polyurethane) HARDNESS+, and PC
(polycarbonate), with all plastics manufactured by Smart Materials 3D.

• PLA: is a cost-effective, easy-to-print, and cheap material. However, it has a low
thermal resistance and can become malleable at temperatures of around 65 °C.

• ABS: offers better mechanical and thermal performance compared to PLA. It is more
challenging to print, particularly for long-duration prints, due to warping, where
the first layer may lift off the print bed. Despite this, ABS is tougher and more
heat-resistant than PLA.

• TPU HARDNESS+: this material is more impact-resistant than both PLA and ABS and
offers good flexibility. It is also relatively easy to print, though it comes at a higher
cost. TPU’s properties make it suitable for applications requiring durable parts.

• PC: polycarbonate is known for its exceptional rigidity and strength. However, it is
brittle and challenging to print with, often resulting in imperfections and inaccuracies.
These defects can create stress concentration points, leading to potential fractures
under load.

Initially, PLA was chosen for constructing the robot’s body due to its ease of printing,
low cost, and adequate structural properties.

In Figure 4, two types of simulations are presented: static displacement analysis and
static strain analysis. These tests were conducted to evaluate the robot’s ability to support
its own weight, as well as additional loads. The first test involved applying a gravity
force on the Shadow, the second applied a distributed force of 40 kgf on the tray, while the
third applied a distributed force of 10 kgf. The results indicate that the structure of the
robot, constructed from PLA, can support these weights without exhibiting significant or
hazardous deformation.

However, the high torque generated by the wheels imposed significant stress on the
chassis–wheel connections, leading to issues such as wheel axle penetration when using
PLA and ABS. Additionally, PC was deemed unsuitable due to its printing difficulties.
After extensive testing under prolonged operational conditions, TPU was selected for its
superior durability and flexibility, which are crucial for maintaining structural integrity
under stress, as shown in Figure 5b.

(a)
Figure 4. Cont.
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(b)
Figure 4. Simulations of the Shadow robot built with PLA are presented. From left to right and top
to bottom, the tests include the robot under its own weight in gravity, with an additional weight
of 40 kgf on the tray, with a weight of 10 kgf on the tray, and the model. (a) Simulation of the
static Shadow displacement. Scale: 6.377 × 10−1 to 0 mm. (b) Simulation of static unitary Shadow
deformation. Scale: 4.033 × 10−4 to 3.028 × 10−9 equivalent strain.

(a) (b)
Figure 5. Wheel fixation solution and materials. (a) Kite tail-shaped element inserted in the robot’s
chassis. (b) State of wear of the materials after the test. From left to right: PLA, ABS, TPU HARDNESS+
and polycarbonate.

4.5. Suspension System

In our first prototype, the wheels were directly attached to the chassis. This design led
to premature wear of the plastic part of the chassis holding the wheel’s axis. To mitigate
this, we introduced an intermediate element made of a more resistant material, as shown
in Figure 5a. Additionally, the generation and transmission of vibrations caused by the
fixed attachment were problematic, highlighting the need for a more effective solution.
Consequently, the design of Shadow’s suspension system became crucial for ensuring
stability and smooth operation across various conditions.

To address these issues, we implemented a robust suspension system designed to
manage weight distribution and absorb shocks, enhancing the robot’s durability and
improving its interaction with the environment. This system allows for more precise and
reliable human-following capabilities by minimizing the impact of uneven terrain.

During testing of the initial prototypes in real-world conditions, we encountered
significant issues related to vibration. These vibrations were transmitted to the tray and
the head, where the camera was mounted, rendering the tray unsuitable for carrying
items such as medicines, bottles, or other tall objects. We identified three main causes of
these problems: (i) misalignment of the Mecanum wheels; (ii) instability in the four-wheel
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configuration, often causing one wheel to lose contact with the ground; and (iii) the rigid
connection of the motor wheels to the body. We resolved these issues by decoupling the
wheels from the chassis through a micro-adjustable suspension system.

Figure 6a shows the initial design with the wheel directly attached to the chassis. The
final design was engineered to support the robot’s weight while maintaining flexibility and
responsiveness. In addition to decoupling the wheels from the chassis, shock absorbers and
springs that could handle the dynamic loads encountered during operation were integrated.
The placement and configuration of these components were optimized to ensure even
weight distribution and to minimize vibrations that could affect the robot’s sensors and
electronics. Our design is shown in Figure 6b and the implementation in Figure 6c.

(a) (b) (c)
Figure 6. Before and after views of the wheel suspension system. (a) Wheel without damping system.
(b) Design of the damping system. (c) Wheel with damping system.

This suspension system plays a vital role in managing the robot’s stability and perfor-
mance, reducing the impact of vibrations and ensuring more reliable operation in various
scenarios; see Section 5.1.

However, a static unit deformation analysis and static displacement analysis were
performed on this damping system using different materials, including PLA, ABS, and
TPU HARDNESS+. The analysis involved fixing the joint to the chassis and applying a
vertical force of 60 kgf on the wheel axle, along with a torque force of 10 Nm. The motor’s
maximum load capacity is 50 kgf, with a peak torque of 7 Nm, as shown in Figure 7.

(a)
Figure 7. Cont.
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(b)
Figure 7. Simulations of the damping system under a vertical force of 60 kgf on the wheel axle
combined with a torque of 10 Nm are presented. The results are organized from left to right and top
to bottom, showing tests with TPU HARDNESS+, PLA, ABS, and the model. (a) Simulation of the
static damping system displacement. Scale: 2.065 to 0 mm. (b) Simulation of static unitary damping
system deformation. Scale: 0.005 to 0 equivalent strain.

The results indicate that the designed part can withstand these forces. However, TPU
HARDNESS+ exhibits more deformation compared to PLA and ABS, primarily due to its
greater flexibility. Despite this deformation, TPU HARDNESS+ remains harder and more
durable under these conditions, as demonstrated in Figure 5b.

4.6. Power Electronics

The power electronics that drive Shadow have been designed to overcome the typical
limitations of commercial robots, which often feature closed or poorly documented systems.
Ensuring a robot’s longevity and adaptability requires an infrastructure that allows for
the integration of new sensors and computing resources. These additional elements draw
energy at various voltages, which the robot’s battery system must provide, and these
requirements may not have been anticipated in the initial design.

We developed an extractable power electronics tray that offers multiple power buses
to address this challenge. This tray can be easily resized by replacing the power supplies,
ensuring flexibility and scalability. This modularity is crucial for extending Shadow’s
operational life by accommodating technological advancements and changing mission
requirements.

The primary goal of this design is to provide a robust and versatile power system that
can support a wide range of devices. The tray includes several power buses with different
voltage and current capabilities, as outlined in Table 2. This comprehensive distribution
system ensures that all components, from high-power motors to delicate sensors, receive
the appropriate power.

Table 2. Voltages and maximum currents provided by the various power buses in Shadow’s power
electronics system, ensuring flexible and scalable power distribution for diverse components.

Battery Motors Control Supply Supply Supply Supply Supply

Voltage 48 V 48 V 24 V 48 V 24 V 19 V 12 V 5 V

Max. current 22 A 13 A 5 A 20 A 10 A 10 A 10 A 10 A

Figure 8 shows a detailed layout of Shadow’s power system. On the left side, the 1 kWh
lithium battery occupies the lowest position in the chassis. This placement helps maintain a

194



Electronics 2024, 13, 3444

low center of gravity, improving the robot’s stability. Above the battery, the control buttons
and charging socket are indicated, facilitating user interaction and recharging operations.
A detailed view of the power electronics tray is provided on the right side of Figure 8. The
tray includes various power supplies delivering voltages of 48 V, 24 V, 19 V, 12 V, and 5 V,
each capable of supplying different amperages as needed. This configuration currently
powers the four 150 W wheel motors, an NVIDIA Orin unit, two 3D LiDARs, a 360◦ RGB
camera, and other smaller sensors and devices. The tray also houses the motor controllers
and fuses, ensuring safe and reliable operation. The distribution terminals are marked,
showing how power is routed to different robot components. This modular and organized
layout allows for easy maintenance and upgrades, ensuring Shadow can adapt to evolving
technological needs.

Figure 8. Detailed layout of Shadow’s power system. The left side shows the 1 kWh lithium battery at
the lowest position in the chassis for stability, along with control buttons and a charging socket. The
right side displays the power electronics tray, featuring various power supplies, motor controllers,
and distribution terminals, highlighting the modular and organized design for easy maintenance
and upgrades.

4.7. Perception System

The ability of a robot to perceive its environment and respond appropriately is crucial
for effective operation, especially in applications involving human interaction. Shadow
has various advanced sensors that allow it to detect and follow people, navigate complex
environments, and perform tasks autonomously. All sensors in Shadow are implemented
using RoboComp [37] and the cognitive architecture CORTEX [38], and their distribution is
divided into two sets: internal and external.

The integration of RoboComp provides a robust framework for sensor data processing
and hardware abstraction, enabling seamless communication and coordination among
the various sensors. The cognitive architecture CORTEX allows for easy upgrades and
integration of new sensors, ensuring that Shadow can adapt to evolving technological
advancements and diverse operational needs. By leveraging RoboComp and CORTEX,
Shadow can achieve high levels of performance and reliability in its perception and interac-
tion capabilities.

• Internal sensors. Internal sensors measure the robot’s internal state and are critical for
maintaining operational efficiency and safety. These sensors include:

– Voltmeter and ammeter on each power bus: These sensors monitor the voltage
and current on each power bus, ensuring that all components receive the cor-
rect power levels and helping to detect any irregularities that might indicate
potential issues.
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– Battery status and charge monitoring: These sensors track the charge level
and overall health of the battery, providing essential information to prevent
overcharging or deep discharge, which could damage the battery.

– Temperature sensors: Placed at several points in the Shadow, these sensors
monitor the temperature of key components to prevent overheating and ensure
optimal operating conditions.

– AHRS-IMU (Attitude and Heading Reference System—Inertial Measurement
Unit): This sensor provides data on the robot’s orientation, acceleration, and an-
gular velocity, which are crucial for maintaining stability and accurate navigation
(WT901B, Witmotion, Shenzhen, China).

A dedicated embedded processor reads these internal sensors. This processor continu-
ously collects data from all internal sensors and creates a comprehensive data structure
representing the robot’s current internal state. This data structure is then published
and made available to other robot subsystems, enabling real-time monitoring and
dynamic adjustments as needed. This architecture, supported by CORTEX, ensures
that Shadow can maintain optimal performance and respond swiftly to any internal
anomalies, enhancing its reliability and safety during operation.

• External sensors. External sensors give Shadow access to the outside world, enabling
it to perceive and interact with its environment effectively. These sensors include:

– 3D LiDARs: Shadow is equipped with two 3D LiDARs (Helios and Bpearl mod-
els, from Robosense) that provide comprehensive coverage of the surrounding
environment. The first LiDAR, placed on the head of the robot, has a conven-
tional configuration with 32 elements, covering angles from 10◦ upwards to −55◦
downwards. This sensor is essential for detecting obstacles and mapping the
environment at various heights. The second LiDAR is a dome-type model that
offers extensive coverage of 90 × 360 solid degrees, ensuring that Shadow can
detect obstacles and navigate safely in almost all directions. This configuration
provides near-complete coverage of the volume surrounding the robot, making
it highly effective in dynamic and complex environments.

– 360◦ RGB camera: This camera provides a 4 K H264 compressed stream con-
structed from two 180◦ fisheye cameras placed back to back. This setup allows
for a full panoramic view, essential for tasks requiring a comprehensive visual
context, such as people tracking and semantic navigation.

Figure 9 presents the output from the 360◦ RGB camera with LiDAR depth overlay on
a jet colormap, which illustrates Shadow’s environmental mapping, showing a 360◦ indoor
view with depth information in colors representing different distances. With these external
sensors, accurate human tracking is possible.

As one of the main objectives of Shadow is to perform navigation focused on people
tracking, we have chosen that the LiDAR data should be registered together with the
360◦ RGB image. This integration allows all detected visual elements to be accurately
positioned in 3D space. Given the post-processing applied by the camera manufacturer to
provide high-quality images and the unique front–back configuration of the two fisheye
cameras, several steps are necessary to project an arbitrary LiDAR 3D point onto the 360◦
image. The use of the CORTEX cognitive architecture [38] provides a robust framework for
integrating and processing sensory data in real time, facilitating accurate 3D positioning of
visual elements detected by the LiDARs and 360◦ camera. CORTEX enables the seamless
fusion of these data streams, improving the robot’s ability to navigate and interact with its
environment effectively, detecting and tracking people in its surroundings, and ensuring
high precision in tracking and spatial awareness.
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Figure 9. The 360◦ RGB camera output with LiDAR depth overlay on a jet colormap, demonstrating
Shadow’s environmental mapping capabilities. The image shows a panoramic indoor view with
depth information in various colors, indicating different distances from the LiDAR.

The 360◦ camera is treated as two fisheye 180◦ cameras placed back to back, combining
images into an equirectangular frame of reference. This approach allows for a seamless
panoramic view. To achieve this integration, we first define a 3D coordinate system centered
at each camera, C f for the front camera and Cb for the back camera. This setup ensures
accurate spatial alignment of visual data from both cameras, facilitating comprehensive
environmental mapping and object detection within Shadow’s cognitive architecture.

A 3D point obtained by the LiDAR is transformed into the corresponding camera
coordinate system and projected onto the fisheye image plane. This process involves
translating the LiDAR data points to the camera’s frame of reference, ensuring the spatial
relationship between the points is maintained. Each 3D point is then mapped onto the 2D
image plane of the fisheye camera, which captures a wide field of view. This transformation
allows the integration of depth information from the LiDAR with the visual data from the
360◦ camera, providing a comprehensive understanding of the environment.

Since all 2D pixels in the fisheye camera have 3D coordinates, an image pixel (x, y),
normalized between the values [−1, 1] in each of its 2D coordinates, has the following 3D
coordinates:

px = x, py =
r

tan( r·a
2 )

, pz = y (6)

where r = ‖(x, y)‖ and a is the field of view. These coordinates represent the projection
of the 2D fisheye image pixels into 3D space, allowing for accurate spatial representation.
Next, we compute a transformation to obtain coordinates in a longitude/latitude system:

la = arctan(
pz

‖(px, py)‖ ), lo = arctan(py, px) (7)

Finally, the equirectangular coordinates are obtained as follows:

ex =
lo
π

, ey =
la ∗ 2

π
(8)

These equirectangular coordinates are normalized and must be scaled to the image size
of the 360◦ camera. This scaling ensures that the projected points align accurately with the
visual data, enabling precise integration of depth and visual information for comprehensive
environmental mapping and interaction; see Figure 9.

Combining the projected points with object detectors or semantic segmentation makes
it possible to assign an approximate position in 3D space to those visual elements. However,
the size of the point cloud and the 360◦ image makes an all objects, all the time policy not
advisable for real-time operation. Instead, we have introduced an attention mechanism that
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works similarly to an orientable camera but with 360◦ coverage and no mechanical delay.
This mechanism is based on a server component for each LiDAR and the camera. These
components read the data streams from the devices at maximum frequency and offer an
RPC (Remote Procedure Call) interface with parameters defining the desired vertical slice
of the 3D point cloud or an arbitrary region of the global image at a specified resolution.
The agents of the CORTEX architecture handle this processing, ensuring efficient and
real-time data integration. As shown in Figure 10, this approach allows real-time people
(or object) detection.

(a) (b)
Figure 10. (a) Global 360◦ image stream from Shadow’s 360◦ camera, showing a panoramic view
of the environment; and (b) target selected with ROI output, highlighting the identified person
for tracking.

According to specific CORTEX agents, two types of tracking can be executed simul-
taneously to enhance Shadow’s object detection and tracking capabilities. First, foveal
tracking is initiated by requesting a global, low-resolution image region from the detectors.
Once a target is identified, the region of interest (ROI) is progressively adapted and tracked,
with a PID (Proportional Integral Derivative) controller maintaining its position and size.
Second, peripheral attention to non-target, unexpected objects is managed by requesting a
large-size, low-resolution region from the server, which is then processed by the detectors.
Both tracking modes and the additional degrees of freedom the attention system provides
are integrated into the tracking architecture for optimal performance.

5. Experimental Results

Shadow’s capabilities were evaluated through a series of experimental tests. These
experiments were designed to validate the complete system, ensuring all components
function seamlessly together and meet the high-level objectives outlined in the design phase.
The experimental results include validating the suspension system, sensor calibration and
data fusion, and navigation.

5.1. Suspension System Validation

The performance of Shadow’s suspension system was validated through a series of
rigorous tests designed to assess its effectiveness in reducing vibrations. A three-axis
accelerometer was placed on the chassis with a sampling rate of 4 ms, and the robot was
driven through several forward, lateral, diagonal, and rotational movements at 800 mm/s
and 300 mm/s. Table 3 shows the movements’ sequence and speeds.
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Table 3. Sequence of movement in the vibration test.

Speed/Movement 1 2 3 4 5 6 7 8 9 10 11

Linear (y-axis) speed (mm/s) 300 0 0 0 −800 0 0 0 300 −800 0

Side (x-axis) speed (mm/s) 0 0 300 0 0 0 −800 0 300 −800 0

Rotational speed (rad/s) 0 1 0 1 0 1 0 0.5 0 0 0.5

Execution time (s) 10 6.25 10 1.25 3.75 6.25 3.75 0.25 5 3.75 1.25

Figure 11a shows the results of these tests for our original design without the damping
system. The three series represent the x, y, and z axes, with time on the abscissa and
displacement in millimeters per second squared (mm/s2) on the ordinate. High vibration
values were observed in all three axes, most prominently in the z-axis (up–down direction)
at a forward speed of 800 mm/s.

(a)

(b)

Figure 11. Cont.
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(c)
Figure 11. Acceleration comparison. Acceleration comparison. (a) Acceleration without damping
system. (b) Acceleration of damping system with 468 N/m springs. (c) Acceleration of damping
system with 1288 N/m springs.

After these results, a new design was undertaken to include a suspension system
with each wheel attached to a supporting plastic element of TPU HARDNESS+ that moves
vertically along two steel rods. The movement is constrained by two shock absorbers that
link it to the chassis. The steel rods are fixed to the chassis using metal elements that can
be adjusted in position, effectively modifying the orientation of the wheels concerning the
chassis. The shock absorbers are filled with 650 viscosity paraffin oil.

A new series of tests with different spring values were performed (see Table 4); the
first value of 468 N/m is the default setting for the shock absorber, while the second value
of 1288 N/m was calculated based on an estimated weight of approximately 50 kg for
Shadow. This calculation assumes a uniform weight distribution across the eight springs,
with a desired deformation of 50%, or about 50 mm, as shown in Equation (9):

k =
F
Δl

=
m ∗ g

Δl
=

50
8 ∗ 9.8
0.05

=
61.25 N
0.05 m

= 1225
N
m

(9)

The tests performed with this suspension system showed a drastic reduction in the
vibrations in the robot’s base that were transmitted to the tray; see Figure 11b,c. The
reduction in standard deviation obtained concerning the chassis mounting was as shown
in Table 5.

Table 4. Spring characteristics.

Parameter Spring 1 Spring 2

Step 9.5 mm 6.06 mm

Useful spires 10 16.5

Wire diameter 1.25 mm 2 mm

Length 100 mm 100 mm

Constant k 468 N/m 1288 N/m

Materials INOX-AISI 302 INOX-AISI 302

With this data, a Fast Fourier Transform (FFT) was computed with a time window
of 1 s and a time step of 0.5 s (FFT video with 1 s time window and 0.5 s time step
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https://youtu.be/DWQJhnZFJD8, accessed on 22 August 2024). The results also confirm
the drastic reduction in vibrations in all relevant modes.

Table 5. Improvement of the standard deviation concerning chassis mounting.

System/Axis X Y Z

Damping system with 468 N/m springs 64.31% 10.94% 118.02%

Damping system with 1288 N/m springs 90.1% 129.87% 333.31%

5.2. Sensor Calibration and Data Fusion

This subsection discusses the outcomes of calibrating the 3D LiDARs and the 360◦
RGB camera. To visualize the calibration results, a video demonstrating a person moving
within the environment was recorded. The video shows the alignment of the LiDAR point
cloud with the 360◦ camera imagery, highlighting the effectiveness of the calibration (the
video can be accessed at the following link: https://youtu.be/jXQAF8chnhk, accessed on
22 August 2024). Figure 12 presents a screenshot from the demonstration video, displaying
the 3D map superimposed on the 360◦ image. The depth is indicated by a color scale,
providing a clear visualization of the spatial alignment between the LiDAR data and the
camera imagery.

Figure 12. Output from the 360º RGB camera with LiDAR depth overlay on a jet colormap, demon-
strating the calibration results. The colors represent different depth levels, with warmer colors
indicating closer distances and cooler colors indicating farther distances.

The accuracy of the 3D point projections and visual data alignment was qualitatively
assessed. Although detailed quantitative error metrics are not presented here due to the
dynamic nature of the testing environment and the complexity of the data, the visual
alignment in the recorded video provides clear evidence of the high calibration accu-
racy. The calibration results are consistent with expected performance, ensuring reliable
sensor integration.

5.3. People following Navigation

This subsection presents the results of Shadow’s people following capabilities, as
demonstrated in a video (the video can be accessed at the following link: https://youtu.be/
_vndgz-sviE, accessed on 22 August 2024). The video shows Shadow following a person,
highlighting the smooth movement of its omnidirectional base. Initially, the video shows
the configuration and placement of sensors on the robot, including the 3D LiDARs and the
360◦ RGB camera.

Shadow uses a basic A* path-planning algorithm, dynamically adding the target’s pose
based on the detected person’s movements. The robot adjusts its path using a social elastic
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band mechanism, adapting to environmental changes to maintain a safe and socially aware
following distance [39]. Figure 13 shows a screenshot of the robot during the following of a
person in the corridors of the Polytechnic School of the University of Extremadura, Spain.

Figure 13. A screenshot of Shadow following a person, maintaining a safe distance, and demonstrat-
ing smooth movements of its omnidirectional base (https://youtu.be/_vndgz-sviE, accessed on 22
August 2024).

The smoothness and naturalness of Shadow’s movements were qualitatively assessed
through visual observations in various real-world tests. Evaluators focused on the robot’s
ability to maintain a constant and safe distance from the person while tracking them
naturally. The video demonstrates Shadow’s ability to follow a person with smooth,
natural, and uninterrupted motion, attributed to the omnidirectional kinematics and the
navigation mechanism. This visual evidence supports the conclusion that Shadow’s motion
is fluid and natural, enhancing its suitability for socially aware navigation.

To quantify the smoothness and naturalness of Shadow’s movement, 20 evaluators
(8 roboticists and 12 non-roboticists) were asked to rate their observations on a Likert scale
from 1 to 5, where 1 represented “very poor” and 5 represents “excellent”. The ratings
focused on two key aspects: smoothness of movement and naturalness of movement.
Table 6 summarizes the results of the questionnaires.

Table 6. Mean and variance of evaluator ratings for Shadow’s movement smoothness and naturalness.

Metric Mean Variance

Smoothness 4.45 0.26

Naturalness 4.50 0.26

The results from the evaluators indicate that Shadow’s movements are perceived as
smooth and natural. These observations initially confirm the effectiveness of the Shadow’s
omnidirectional kinematics in providing a fluid and socially aware navigation experience.

5.4. Survey on Acceptance and Usability of the Shadow Robot

A survey was conducted to evaluate the acceptance and usability of the Shadow robot
among medical and therapeutic professionals. The study included fifteen participants, all
without prior knowledge of robotics. The survey utilized a Likert scale to assess various
aspects of the robot’s design and functionality. The questions posed to the participants
were as follows:

202



Electronics 2024, 13, 3444

• Ergonomic design: Is the robot designed ergonomically and comfortable for users?
• User safety: Does the design of the robot ensure user safety?
• Work efficiency: Does the robot enhance the efficiency of healthcare personnel’s work?
• Visual appeal: Is the robot’s design visually appealing?
• Adaptability to work environments: Does the robot’s design adapt well to different

healthcare work environments?
• Dimensional suitability: Are the robot’s dimensions appropriate and do they meet the

ergonomic needs of healthcare staff?
• Overall satisfaction: Are you generally satisfied with the design of the robot?

The survey results, see Figure 14, highlight a generally neutral perception of the
Shadow robot’s design, with specific areas receiving more varied feedback. The moderate
mean scores and variability in responses, particularly in aspects like adaptability and
dimensions, indicate that while the robot is generally acceptable, specific areas may require
refinement. Addressing these areas could enhance user satisfaction and overall usability,
making the robot more suitable for diverse healthcare environments. Further studies and
continuous feedback collection will be crucial in guiding these improvements.

Figure 14. Survey results.

6. Conclusions

The development and implementation of Shadow, a mobile social robot, demonstrate
the successful integration of advanced manufacturing techniques, omnidirectional kine-
matics, and a flexible power electronics system to meet specific functional requirements.
Shadow utilizes 3D printing technology to achieve cost efficiency and high agility, making it
a versatile tool and human companion for various environments. Integrating a comprehen-
sive sensor array and rapid prototyping methodology allowed for continuous monitoring,
swift iteration, and refinement, aligning with the project goals and overcoming practical
design challenges.

Experimental tests validated the system, including the suspension system, sensor
calibration, data fusion, and navigation. The suspension system effectively reduced vibra-
tions, enhancing stability and durability. Sensor calibration and data fusion, facilitated
by the CORTEX cognitive architecture, ensured accurate 3D positioning of visual ele-
ments, improving environmental mapping and interaction capabilities. In addition, the
navigation tests highlighted the effectiveness of Shadow’s omnidirectional kinematics for
human-following tasks.
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In future work, the possibility of adding a robotic arm for manipulation is proposed.
Thanks to its modular design in three pieces and the available power buses, only one or
two additional parts would need to be designed, while retaining the most complex part,
the lower base, which houses the wheels and power electronics.

Additionally this study highlights the unique features and advantages of the Shadow
system; a detailed performance comparison with other existing service robots remains
outside the scope of this work. Future research could focus on conducting comprehensive
performance evaluations to benchmark Shadow against other robots in terms of tracking
ability, speed, accuracy, and other relevant metrics.

Overall, Shadow has progressed from technology readiness level (TRL) 2 to TRL 7
within a year, showing its advanced functionalities and readiness for real-world applica-
tions. This study provides a comprehensive blueprint for creating cost-effective, highly
agile robots, offering valuable insights into optimizing robot functionality and overcoming
design challenges. The successful implementation of Shadow underscores the potential
of combining advanced manufacturing techniques with robust cognitive architectures to
develop efficient and versatile robotic systems.
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