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The adequate technical condition assessment of key apparatuses is a crucial assump-
tion in the delivery of reliable and continuous electric power to customers [1]. To meet this
requirement, any fault in the power system must be detected and diagnosed as early as
possible, with particular emphasis on the precision of the diagnostic process [2]. Various
online and offline diagnostic methods are widely applied to the early detection of any
system malfunctions [3]. Furthermore, a number of different sensors may also be applied to
capture selected physical quantities that may be used to indicate the type of potential faults.
A specific fault diagnostic process is typically performed by experts in the field; however,
artificial intelligence (AI)-based systems are increasingly being proposed to support the
decision-making process related to this task [4]. The essential step of the fault diagnostic
process is signal analysis, supported by features including (but not limited to) signal pro-
cessing, feature extraction, modeling, and prediction methods. Thus, the editors are pleased
to present the collection of ten high-quality papers that deal with the main contemporary
problems related to sensors and fault diagnostics in power system engineering. Hereunder,
a brief review of each chapter of this book is presented.

In [5], a method of equivalent error is used as a criterion of the assessment of different
algorithms applied for estimation of specific power system parameters. In order to indicate
the best method for determining errors in measuring the synchronous parameters of the
measured current or voltage waveforms, the authors propose a new form of a single error
for all testing functions, which is called an equivalent error. This error is determined for
each error value defined in the applicable standards for each of the selected 15 methods.
According to the results, the use of the equivalent error algorithm can be very helpful in
identifying a group of methods whose operation is satisfactory in terms of measurement
accuracy for various types of disturbances (both in the steady state and in the dynamic
state) that may occur in the power grid.

A problem of the accurate measurements and investigation of electromagnetic tran-
sients was raised in [6]. The authors proposed a capacitive electric field sensor-based
measurement system to measure transient overvoltages in high-voltage substations. First,
the concept and design of the measurement system is presented. Then, the design and
concept are validated using tests performed in a high-voltage laboratory. Afterwards, two
different calibration techniques are discussed: the simplified method (SM) and the coupling
capacitance compensation (CCC) method. Finally, three recorded transients are evaluated
using the calibration methods. The investigation revealed that the SM tends to overestimate
the maximum overvoltage, highlighting the CCC method as a more suitable approach for
calibrating transient overvoltage measurements. The proposed measurement system has
been validated using various measurements and can be an efficient and flexible solution
for the long-term monitoring of transient overvoltages in high-voltage substations.
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In order to address the challenges of low recognition accuracy and the difficulty in
effective diagnosis in traditional converter transformer voiceprint fault diagnosis, a novel
method is proposed in [7]. This approach considers the impact of load factors, utilizes
a multi-strategy improved Mel-Frequency Spectrum Coefficient (MFCC) for voiceprint
signal feature extraction, and combines it with a temporal convolutional network for fault
diagnosis. In the first step, it improves the hunter–prey optimizer (HPO) as a parameter
optimization algorithm and adopts IHPO combined with variational mode decomposi-
tion (VMD) to achieve denoising of voiceprint signals. Next, the preprocessed voiceprint
signal is combined with Mel filters through the Stockwell transform. To adapt to the
stationary characteristics of the voiceprint signal, the processed features undergo further
mid-temporal processing, ultimately resulting in the implementation of a multi-strategy
improved MFCC for voiceprint signal feature extraction. Simultaneously, load signal seg-
mentation is introduced for the diagnostic intervals, forming a joint feature vector. Finally,
by using the Mish activation function to improve the temporal convolutional network, the
IHPO-ITCN is proposed to adaptively optimize the size of convolutional kernels and the
number of hidden layers and construct a transformer fault diagnosis model. By construct-
ing multiple sets of comparison tests through specific examples and comparing them with
the traditional voiceprint diagnostic model, our results show that the model proposed in
this paper has a fault recognition accuracy as high as 99%. The recognition accuracy was
significantly improved, and the training speed also shows superior performance, which
can be effectively used in the field of multiple fault diagnosis of converter transformers.

In [8], the authors presented an alternative approach to the Transformer Assessment
Index (TAI) by proposing a relatively simple rating method called the Exploitation Per-
spective Index (EPI). The method provides two numerical indicators: the first reflects the
overall technical condition of the particular unit, and the second shows the condition of
the unit in the context of the entire fleet. The objective of the EPI method is to support
the decision-making process regarding the technical condition assessment of each of the
transformers in the target population, considering not only technical but also economic
aspects of transformer maintenance. Application of the method is described step by step,
including input data, parametrization of the weights, and interpretation of the output
results it provides. The proposed method is evaluated by two representative use cases
and compared with two other methods. As a result, EPI confirms its applicability, and
it has already been successfully implemented by the electric power industry. EPI can be
potentially freely adopted for any transformer fleet as well as for the specific situation of
the utility by adjusting the relevant parameters.

One of the well-known problems related to smart grids are outliers. They can be
generated in the power system due to aging system equipment, faulty sensors, incorrect
line connections, etc. The existence of these outliers will pose a threat to the safe operation
of the power system, reduce the quality of the data, affect the completeness and accuracy
of the data, and thus affect the monitoring analysis and control of the power system.
Therefore, timely identification and treatment of outliers are essential to ensure stable and
reliable operation of the power system. In [9], the minorization–maximization algorithm
was used to detect and localize the outliers and an estimation of unknown parameters of
the Gaussian mixture model (GMM). According to the results, the proposed algorithm
provides an effective method for the handling of outliers in the power system, which helps
to improve the monitoring, analyzing, and controlling ability of the power system and to
ensure the stable and reliable operation of the power system.

A simplified model of the Rogowski coil is proposed in [10]. In this paper, a new user-
friendly model for Rogowski coils is presented and validated. The model’s simplicity stems
from utilizing information solely from the Rogowski coil datasheet. By establishing the
input/output relationship, the output of the Rogowski coil is obtained. The effectiveness
and accuracy of the proposed model are tested using both simulations and commercially
available Rogowski coils. The results confirm that the model is simple, accurate, and
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easily implementable in various simulation environments for a wide range of applications
and purposes.

System stability deterioration in microgrids commonly occurs due to unpredictable
faults and equipment malfunctions. Recently, robust control techniques have been used in
microgrid systems to address these difficulties. One of these alternative control strategies is
proposed in [11]. The suggested approach can be used to maintain system stability in the
presence of flaws, such as faulty actuators and sensors, as well as component failures. The
proposed control is effective when the fault is never recognized (or when the fault is not
being precisely known, and some ambiguity in the fault may be interpreted as uncertainty
in the system’s dynamics following the fault). The design is built around a derived sufficient
condition in the context of linear matrix inequalities (LMIs) and the attractive ellipsoid
technique. The ellipsoidal stabilization idea is to bring the state trajectories into a small
region including the origin (an ellipsoid with minimum volume), and the trajectories will
not leave the ellipsoid in the future. Finally, computational studies on a DC microgrid
system are carried out to assess the effectiveness of the proposed fault-tolerant control
approach. When compared with previous studies, the simulation results demonstrate that
the proposed control technique can significantly enhance the reliability and efficiency of
DC microgrid systems.

In [12], a new method for condition assessment of natural ester–mineral oil mixtures
due to transformer retrofilling via sensing dielectric properties is announced. In this study,
two accelerated aging processes were applied to mineral oil for 6 and 12 days to simulate
mineral oil in service for 6 and 12 years. Moreover, these aged oils were mixed with 80%
and 90% fresh natural ester oil. The dielectric strength, relative permittivity, and dissipation
factor were sensed using an LCR meter and oil tester devices for all prepared samples
to support the condition assessment performance of the oil mixtures. In addition, the
electric field distribution was analyzed for a power transformer using the oil mixtures.
Furthermore, the dynamic viscosity was measured for all insulating oil samples at different
temperatures. From the obtained results, the sample obtained by mixing 90% natural
ester oil with 10% mineral oil aged for 6 days is considered superior and achieves an
improvement in dielectric strength and relative permittivity by approximately 43% and
48%, respectively, compared to fresh mineral oil. However, the dissipation factor was
increased by approximately 20% but was at an acceptable limit. On the other hand, for the
same oil sample, due to the higher molecular weight of the natural ester oil, the viscosities
of all mixtures were at a higher level than the mineral oil.

A proposal of a novel test tool for diagnosis of contact resistance and measurement
of selected types of conductive materials is presented in [13]. It is obvious that contact
resistance is a fundamental criterion in the design of an electrical contact or contact system.
The value of the contact resistance depends on the material used, the value of the applied
force, the type of contact, and, last but not least, the quality of the surface and chemical
layers. In this paper, an initial diagnosis of the contact material is performed based on
the determination of the sample’s specific resistivity by the four-wire method and the
evaluation of the measurement uncertainty. The work is followed by the design of a testing
device that uses crossed bars to measure the change in contact resistance as a function of the
magnitude of the applied force. An analysis of the sample mounting method is performed
here using FEM simulations of the current field and shows the interaction between the
holder and the sample in terms of current line transfer. The proposed system is then used
for experimental measurements of the material-dependent coefficient KC for verification of
existing or newly developed materials in electrical engineering, where the values of the KC
coefficient are not known.

The location of the grounding grid conductors is critical for performing corrosion
diagnosis and maintenance work. An improved magnetic field differential method to locate
the unknown grounding grid based on truncation errors and the round-off error analysis is
presented in [14]. It was proven that a different order of the magnetic field derivative can
be used to determine the position of the grounding conductor according to the peak value
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of the derivative. Due to the accumulative error of higher differentiation, the truncation
error and rounding error were used to analyze the cumulative error and to determine the
optimal step size to measure and calculate the higher differentiation. The possible range
and probability distribution of the two kinds of errors at each order are described, and
the index of peak position error was derived, which can be used to locate the grounding
conductor in the power substation.

Conflicts of Interest: The authors declare no conflict of interest.
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An Improved Magnetic Field Method to Locate the
Grounding Conductor

Fan Yang 1, Songlin Liu 1,*, Yijun Lai 1, Jiayuan Hu 2 and Shaohua Wang 2
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* Correspondence: liusonglin@cqu.edu.cn

Abstract: The location of the grounding grid conductors is critical for performing corrosion diagnosis
and maintenance work. An improved magnetic field differential method to locate the unknown
grounding grid based on truncation errors and the round-off errors analysis is presented in this
paper. It was proven that a different order of the magnetic field derivative can be used to determine
the position of the grounding conductor according to the peak value of the derivative. Due to the
accumulative error of higher differentiation, the truncation error and rounding error were used to
analyze to accumulative error and to determine the optimal step size to measure and calculate the
higher differentiation. The possible range and probability distribution of the two kinds of errors at
each order are described, and the index of peak position error was derived, which can be used to
locate the grounding conductor in the power substation.

Keywords: magnetic field differential method; optimal step size; rounding error; truncation error

1. Introduction

The grounding grid is an important piece of equipment that provides a common
reference ground for various electrical equipment in the substation, quickly discharges the
fault current in the event of a ground fault in the system, improves the ground potential
distribution in the substation field, and ensures the safety of primary and secondary
equipment and personnel under fault conditions [1,2]. The material of the grounding grid
of the power system is mainly copper, which does not easily suffer from soil corrosion.
In recent years, in Europe and the United States, steel gradually began to replace copper
as the grounding grid material, but the steel grounding grid in operation for a relatively
short period of time has not suffered serious corrosion. However, in China, India and
other countries, since the conductors of the grounding grid are mostly made of steel, with
the increase of the operation period, corrosion is prone to occur due to improper welding
construction and the influence of geological conditions, and the conductors may become
thinner or even broken [3–5], resulting in the grounding performance becoming reduced
and the safety difficult to guarantee [6,7].

The grounding grid is buried in soil about 0.8 m deep underground, making it difficult
to excavate and replace [8]. Therefore, predicting corrosion defects of the grounding grid
based on information that can be obtained above the ground is important for guiding oper-
ation and maintenance [9–11] and has important engineering significance. In grounding
grid research, generally, the optimization design of the grounding grid and the grounding
performance of the grounding grid are studied [12,13]. In addition, many scholars have
carried out research on grounding grid fault diagnosis, mainly based on electrical network
theory [14–16] and electromagnetic field theory [17–29]. The method based on electrical
network theory equivalently treats the branches of the grounding grid as pure resistances,
injects current into the grounding grid, measures the conductor branch or node voltage
of the grounding grid, studies and establishes a fault prediction diagnosis model, and

Sensors 2023, 23, 3879. https://doi.org/10.3390/s23083879 https://www.mdpi.com/journal/sensors5
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uses optimization algorithms for solving [30–33]. These methods are based on the known
topological structure of the grounding grid to perform grounding grid fault diagnosis.
However, when diagnosing the grounding grid of a substation with a long history, some-
times the grounding grid drawing is missing or the actual structure of the grounding grid
has a large error from the existing drawing due to reconstruction. In order to obtain the
structure of the grounding grid, the grounding grid topology detection methods based
on electromagnetic induction principle are widely used, mainly including the electrical
source detection method (magnetic field method) [18–26] and the magnetic source detection
method [27–29].

The magnetic source detection method uses a transmitting coil placed on the ground to
pass a certain frequency of current. The induced currents generated by underground metal
bodies under the excitation of the primary magnetic field produce changing magnetic fields
in the surrounding space, called secondary magnetic fields. The position and orientation of
underground metal conductors can be obtained by measuring the secondary magnetic field
information received by the surface receiving coils. Magnetic source detection methods
are divided into the frequency domain electromagnetic method and the time domain
electromagnetic method according to different excitation and response characteristics.
The time domain electromagnetic method is also called the transient electromagnetic
method [27]. However, detection methods based on magnetic sources are greatly affected
by metal structures.

The magnetic field method injects a sinusoidal current of a specific frequency into
the grounding grid through the two upper guide wires of the grounding grid, measures
the magnetic induction intensity generated by the current-carrying conductor of the
grounding grid on the earth’s surface, and analyzes the distribution characteristics and
laws of the magnetic induction intensity to determine the structure and fault states of
the grounding grid [25]. Knowing the distribution of the magnetic field generated by the
conductor of the current-carrying grounding grid on the surface, the inverse problem
equation of the magnetic field can be established to solve the topological structure of the
grounding grid. However, the inverse problem is usually ill-conditioned, it is difficult
to obtain a unique solution or a stable solution, and complex regularization is required.
The analysis method based on the magnetic field differential can avoid the solution
of the inverse problem [34–37], but the error introduced in the numerical differential
calculation may make the position of the grounding grid conductor deviate, and the
selection of an appropriate measurement step is of great importance for the accurate
determination of the conductor position.

In order to improve the reliability of the magnetic field differential method, this
paper analyzed the range and probability distribution of the truncation error and round-
ing error produced by the numerical differential of the magnetic field method, derived
the expressions of the mathematical expectation and variance of the differential main
peak position error, and finally used Monte Carlo simulation to calculate the local opti-
mal measurement step size under the second and fourth order differentials so that the
magnetic field differential method reduced the total error and improved the accuracy of
conductor positioning.

2. Error Analysis of Magnetic Field Differential Method

2.1. Magnetic Field Differentiation Method

The grounding grid is composed of regularly connected horizontal grounding con-
ductors. The branch position information can be obtained by analyzing the distribution
of the magnetic field generated by the current-carrying conductor branch. The rough
outline of the grounding grid topology can be obtained by measuring the magnetic flux
density distribution on the ground surface. However, due to the wide influence range of
the magnetic field and the influence of the superposition of the magnetic field, it is not
possible to accurately locate the conductor using the original magnetic field distribution
characteristics. The magnetic field differential method can enhance the peak characteristics
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of the magnetic field through high-order differential and can improve the positioning
accuracy of the grounding grid conductor. The magnetic field differentiation method is
described below using a single current-carrying conductor model.

The infinitely long conductor is placed on the x-axis through the coordinate origin, as
shown in Figure 1; the conductor is buried horizontally in a single layer of uniform soil
with a magnetic permeability μ; the buried depth is h; the current flowing through the
conductor is I; and the direction of the current is vertical outward in the y-z plane. For
point P on the ground surface, the vertical distance from the current-carrying conductor is
ρ, and the angle between the line segment OP and the z-axis is θ.

Figure 1. Single conductor current-carrying model.

According to the principle of potential continuity, the potential on both sides of the
interface between the conductor and the soil is equal, and the resistivity of the conductor
is significantly smaller than that of the soil. Therefore, the current density in the soil is
significantly smaller than that inside the conductor, and the influence of the soil leakage
current is negligible. Neglecting the leakage current of the conductor in the soil, the
magnetic flux density generated by the current-carrying conductor at point P can be
expressed by Ampere’s loop theorem as follows:

B =
μI

2πρ
eφ. (1)

where eφ is the unit vector in the direction perpendicular to the unit vector eρ, and eρ is the
unit vector in the direction of the line OP.
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From the geometric relationship, it can be concluded that the magnetic flux density
By(y) parallel to the ground generated by the current-carrying conductor at point P is:

By(y) = −μIh
2π

1
h2 + y02 . (2)

Equation (2) describes the distribution of magnetic flux density in the horizontal
direction generated by a single current-carrying conductor, which is called the shape
function. For a grid-shaped grounding grid, the magnetic flux density distribution in the
horizontal direction on the ground surface of the grounding grid can be equivalent to the
superposition of the shape functions of each current-carrying branch of the grounding grid.

The higher the differential order of the shape function, the more complex its expres-
sion. Considering that the even-order derivative has the main peak characteristic, this
paper calculated only the second-order differential and fourth-order differential of the
shape function.

B(2)
y (y) =

μIh
π

h2 − 3y2

(h2 + y2)
3 , (3)

B(4)
y (y) = −12μIh

π

h4 − 10h2y2 + 5y4

(h2 + y2)
5 . (4)

When I = 1 A, h = 1 m, the curves of the shape function By(y), the second-order

differential B(2)
y (y), and the fourth-order differential B(4)

y (y) of the shape function are shown
in Figure 2.

y

y y

y y

y y

Figure 2. Curves of three shape functions.

The main peak width in Table 1 is the width between the two zero points (or 1% of
the main peak value) of the main peak. The side peak width is the width between the
two zero points (or 1% of the main peak value) of the side peak adjacent to the main peak.
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The Widess resolution Rw is the ratio of the energy of the main peak maximum b2
M of the

function to the total energy of the function E:

Rw =
b2

M
E

, (5)

where bM is the maximum of the shape function

E =
∫ ∞

−∞
b2(y)dy. (6)

where b is the shape function.

Table 1. Comparison of function shape properties.

Function Main Peak Width (m) Side Peak Width (m) Widess Resolution

|By(y)| 19.90 - 0.6361
|B(2)

y (y)| 1.1552 3.3739 1.6849

|B(4)
y (y)| 0.6504 1.0516 2.2847

From the comparison of the data in Table 1, it can be seen that, with the second-order
and fourth-order derivatives of By(y), the width of the main peak and the width of the side
peaks gradually decrease, the total number of peaks and the Widess resolution gradually
increase, and the signal recognition ability enhances. According to Equations (4) and (5),
the positions of the main peaks of functions B(2)

y (y) and B(4)
y (y) are the same as those of

the current-carrying conductors and are both at y = 0. Therefore, the positions of the main
peaks of the second-order derivatives or fourth-order derivatives of the magnetic flux
density By(y) can be used to determine the locations of the grounding grid branches in the
measurement area and thus to map the grounding grid topology.

2.2. Simulation of Current-Carrying Grounding Gird

As shown in Figure 3, a 2 × 2 grid of flat steel (cross-sectional area of 4 cm × 3 mm)
was laid with a grid spacing of 5 m. The current of 1 A was injected from node 4 and flowed
out from node 3. A Cartesian coordinate system x-y-z was established with node 1 as the
origin of the coordinate axis, and the positive direction of the z-axis was perpendicular to
the x-y plane upward. Below the plane z = h, there was a single layer of homogeneous soil
with magnetic permeability μ. The magnetic permeability of the soil was approximated by
taking the permeability μ0 in a vacuum. The resistivity of the conductor was significantly
larger than that of the soil, and the soil leakage current had a negligible effect on the
simulation results of the magnetic flux density. Therefore, we set a typical value of 80 Ω·m
for the soil resistivity.

Through the shape function of a single current-carrying conductor, it can be known
that the peak values of the horizontal components Bx and By of the magnetic flux density
can reflect the conductor position in different directions; thus, the modulus of the
magnetic flux density is more important than its direction for the positioning of the
conductors. |Bx| + |By| can reflect all current-carrying conductors in the x-y direction.
In order to study the magnetic flux density generated by the current-carrying grounding
grid, the simulation was performed using MATLAB based on the finite element method.
The magnetic flux density |Bx(x,y)| + |By(x,y)| generated by the current-carrying grid
branch was detected in the horizontal plane at a distance of h = 0.5 m from the x-y plane,
while |By(y)| was detected on the survey line at the position x = 6 m, and the results are
shown in Figures 4 and 5.

9
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Figure 3. Simple current-carrying grid model.

Figure 4. The distribution of the magnetic flux density mode at the plane h = 0.5 m.
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(a) (b) 

 
(c) 

B y
y

y

By y

B y
y

y

By y

B y
y

y

By y

Figure 5. The curve of magnetic flux density differential at the survey line x = 6 m: (a) the absolute
value curve of magnetic flux density; (b) the second-order differential absolute value curve of
the magnetic flux density; (c) the fourth-order differential absolute value curve of the magnetic
flux density.

The results of the simulation are shown in Table 2. The grid spacing defined in
the simulation is 5 m, and the errors of the grid spacing according to functions |By(y)|,

|B(2)
y (y)|, and |B(4)

y (y)| are 2.18%, 0.75%, and 0.28%, respectively.

Table 2. Simulation results of grid size.

Function Calculated Grid Spacing (m) Side Peak Width (m)

|By(y)| 4.8912 2.18
|B(2)

y (y)| 4.9623 0.75

|B(4)
y (y)| 4.9861 0.28

2.3. Numerical Differential Error Analysis

When performing the position measurement of the grounding grid conductor, due
to the limitations of the measurement equipment size, measurement time consumption,
and other factors, it was not possible to measure a sufficient number of data points at the
substation; thus, the horizontal component of the magnetic flux density measured on a
certain survey line was a discrete sequence. When the differential method is used to locate
the grounding conductor, a numerical calculation method is required. However, since the
measured information did not contain the function expression and the noise introduced in
the measurement process was unavoidable, the calculation result obtained by the difference

11
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quotient did not have high reliability, and the accuracy of the difference quotient result
depends on the step size of the difference, i.e., the measurement interval. Sometimes, a
small difference step size may lead to a large calculation error [38]. Therefore, it is necessary
to analyze the sources of error in the process of numerical differentiation. In the following,
the error situation of the magnetic field differential is analyzed from the perspective of
truncation error and rounding error.

The formula for the central difference quotient commonly used In numerical differen-
tiation can be expressed as:

G(x) =
f (x + d)− f (x − d)

2d
. (7)

where d is the differential step size.
Substituting f (x0 ± d) into formula (7) after performing Taylor expansion at x = x0, the

truncation error is: ∣∣ f ′(x0)− G(x0)
∣∣ ≤ d2M/6, (8)

where M ≥ max
|x−a|≤d

∣∣∣ f (3)(x)
∣∣∣, and a is the center of the interval over which the maximum

value of f (3)(x) is taken.
From the perspective of truncation error, the smaller the step size d, the more accurate

the calculation result of numerical differentiation.
Considering the truncation error in the process of magnetic field differentiation, for the

current-carrying grid shown in Figure 3, the survey line x = x0 is selected, the coordinates of
the measurement starting point are (x0, y0), and the position of the k-th measurement point
along the survey line on the y-axis is noted as yk = y0 + kd, where d is the measurement
interval. The nth order difference quotient of the y-direction component of the magnetic
flux density By(y) can be expressed as:

Bt
(n)(yk) =

Bt
(n−1)(yk+1)− Bt

(n−1)(yk−1)

2d
, (9)

where the order n ≥ 1, when n = 1, Bt(yk) = B(yk).
The truncation error due to numerical differentiation can be expressed as the difference

between the difference quotient and the differential quotient:

E(n)
t (yk) = Bt

(n)(yk)− B(n)(yk). (10)

When performing numerical difference calculations, the difference of two approxi-
mately equal numbers can result in a significant loss of valid numbers. The input point
f (x + d) of the difference quotient is denoted as f̂ (x + d), and the error between the input
point f̂ (x + d) and the real value f (x + d) is denoted as ε.

G(x) =
f̂ (x + d)− f̂ (x − d)

2d
. (11)

The error between the real value of the nth-order derivative f (n)(x) of function f (x) and
its numerical calculation result can be expressed as:

δ( f ′(x)) = f ′(x)− G(x) =
ε2 − ε1

2d
+

h2

6
f (3)(a). (12)

where a ∈ (x − d, x + d). If εm = max{|ε1|, |ε2|} is defined, the upper bound Ermax of the
rounding error can be expressed as:

Ermax =
εm

d
. (13)

12
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Therefore, from the perspective of rounding error, a step size d that is too small will
result in a large rounding error.

2.4. Peak Position Error Analysis

In order to accurately locate the grounding grid conductor, it is necessary to determine
an optimal measurement interval d. The mathematical expectation M(d) and variance D(d)
of the peak deviation can be used to describe the degree of the conductor positioning error,
which is derived below.

First, consider the impact of the randomness of the measurement points on the po-
sition error of the main peak. The survey line x = x0 is selected, the coordinates of the
measurement starting point are (x0, y0), and the position of the k-th measurement point
along the survey line on the y-axis is noted as yk = y0 + kd, where d is the measurement
interval. The probability density function of the truncation error Et(yk) at yk is pt = 1/d;
thus, the randomness of E(yk) is determined by the rounding error.

Let the probability density of the rounding error Er at a measurement point be pr, and
pr under the same measurement step d and order n is not affected by the location of the
measurement point; thus, pr is a function of Er, where Er is a uniformly distributed random
variable on [−Ermax, Ermax]. Then:

pr(Er) =

{
1

2Ermax
, |Er| < Ermax

0, |Er| > E rmax
. (14)

At the n-th order, Er is obtained by accumulating the two rounding errors Er1 and Er2

of the n-1 order, and then p(n)r (Er =
Er1+Er2

2d ) can be expressed as:

p(n)r (Er) =
∫ ∞

−∞
2d · p(n−1)(Er1)p(n−1)(2dEr − Er1)dEr1 . (15)

When n = 1~4, the distribution of p(n) r with respect to Er is shown in Figure 6.

Figure 6. When n = 1~4, the distribution of p(n)r on Er.

13



Sensors 2023, 23, 3879

The total error E(yk) is the sum of the truncation error and rounding error; thus, the
probability density function p(E(yk)) at yk can be expressed as:

p(E(yk)) = pt pr(Er(yk)) =
pr(E(yk)− Et(yk))

d
. (16)

The error at yk is E(yk) and is denoted as event k; each event k is independent of each
other, and the probability density function of events 1, 2, . . . , m being established at the

same time is
m
∏

k=1
p(E(yk)), where the value range of E(yk) is as follows:

Et(yk)− Ermax(yk) ≤ E(yk) ≤ Et(yk) + Ermax(yk). (17)

The peak position of the measured and calculated value BC(y) of the n-th order deriva-
tive of the magnetic flux density is denoted as ypC. Due to the presence of errors, there is a
deviation between ypC and the peak position ypR of the real value BR(y). The deviation Δyp
is the difference between the calculated value and the real value, i.e., Δyp = ypC − ypR. The

probability density function
m
∏

k=1
p(E(yk)) is used to derive the mathematical expectation of

the main peak position error.
First, consider the mathematical expectation of the offset caused by the error E1 at y1

when the errors of other points are constant. Assuming that E1 takes only s discrete values,
E10, E10 + ΔE1, E10 + 2ΔE1, . . . , E10 + (s − 1)ΔE1, it corresponds to the distribution of a total
of s function errors on y, and the cumulative expectation is:

s

∑
j=1

p(E10 + (j − 1)ΔE1)Δyp1jΔE1. (18)

Extending E1 from the discrete distribution to the case of continuous distribution,
i.e., s → ∞ , the above formula becomes:

lim
s→∞

s

∑
j=1

p(E10 + (j − 1)ΔE1)Δyp1jΔE1 =
∫ Emax+(y1)

Emax−(y1)
p(E1(y1))Δyp1dE1 (19)

Equation (19) represents the mathematical expectation of the offset due to the error E1
at y1 when the error at other points is constant.

Yq = p(E(y1))Δyp1. ξ(y1) is the result of integrating
m
∏

q=1
p(E(yq))Δyp over E(yq), i.e.,

ξ(y1) =
∫ Emax+(ym)

Emax−(ym)
· · ·

∫ Emax+(y1)

Emax−(y1)
YqdE(y1) · · ·dE(ym) (20)

Equation (20) represents the expectation obtained by taking all possible cases of E(y1),
E(y2), . . . , E(ym) at y1.

Notice that Δyp is affected by all yi; thus, the above equation cannot be expressed in

terms of
m
∏
i=1

∫ Emax+(y1)
Emax−(y1)

YqdE(y1).

Finally, consider that y1 can be varied within the first interval segment [ymin, ymin + d). In
summary, the mathematical expectation M(d) of the main peak deviation can be expressed as:

M(d) =
∫ ymin+d

ymin

ξ(y1)dy1 (21)
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At the same time, the degree of dispersion of Yq should also be considered; thus, the
variance D(d) of the main peak position error caused by d can be expressed as:

D(d) =
∫ ymin+d

ymin

∫ Emax+(ym)

Emax−(ym)
· · ·

∫ Emax+(y1)

Emax−(y1)
(Yq − M(d))2dy1 · · ·dymdx1 (22)

3. Experimental Analysis

3.1. Simulation Experiment

The time complexity of the algorithm used to calculate the main peak position error
expectation M(d) and the main peak position error variance D(d) is exponential time
complexity O(kn). It is difficult to obtain results quickly through computation, but the
constructed and described stochastic process and probability distribution are completely
accurate models; thus, the Monte Carlo simulation can be used to obtain approximate
results of the problem. The method of the Monte Carlo simulation increases the number
of trials, and if the test results converge when the number of trials is sufficient, the final
converged value is used as the simulation result.

First, the mean peak position error M(d) and the variance of the peak position error
D(d) were calculated at a given measurement step d. Taking the current-carrying grid in
Figure 3 as an example, the selected survey line was x = 6 m and the measurement step d was
0.05 m. The expectation M(d) and the variance D(d) of the main peak position error at the
second-order differential and the fourth-order differential for the three conductors (y = 0 m,
y = 5 m, y = 10 m) were calculated using Monte Carlo simulations, and the results are shown
in Figure 7.

y 
y 
y d

y
y 
yd

y
y 
yd

y
y 
y d

Figure 7. The expectation and variance of the main peak position error at the three conductors
(d = 0.05 m): (a) Expectation M(d) of the main peak position error at the second-order differential;
(b) Variance D(d) of the main peak position error at the second-order differential; (c) Expectation M(d)
of the main peak position error at the fourth-order differential; (d) Variance D(d) of the main peak
position error at the fourth-order differential.
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It can be seen from Figure 7 that the error expectation and variance of the main peak
position at the three conductor positions (y = 0 m, y = 5 m, y = 10 m) gradually tended to
converge as the number of simulation tests increased; thus, the convergence value can be
used as the expectation and variance of the main peak position error of the simulation.

Then, Monte Carlo simulations were used to calculate the expectation M(d) and
variance D(d) of the main peak position error at three conductor locations (y = 0 m, y = 5 m,
y = 10 m) with different measurement steps along the survey line x = 6 m, where the
measurement step d takes values from 0.01 m to 1 m. When the number of simulation
experiments was 104 times, the expectation and variance of the main peak position error
for the second-and fourth-order differentials of the magnetic field at each measurement
step d are shown in Figure 8.

y 
y 
y

d

d

y
y
y d

d

y
y
y 

d

d

y
y 
yd

d

Figure 8. The expectation and variance of the main peak position error at the three conductors
(d = 0.01~1 m): (a) Expectation M(d) of the main peak position error at the second-order differential;
(b) Variance D(d) of the main peak position error at the second-order differential; (c) Expectation M(d)
of the main peak position error at the fourth-order differential; (d) Variance D(d) of the main peak
position error at the fourth-order differential.

According to Figure 8, the second-order differentiation, the main peak position error
expectation, and variance diverged when d was close to 0, and they reached the minimum
when d = 0.04 m and gradually increased with the increase of d. At this time, the local
optimum value of the measurement step was 0.04 m. Similarly, when the order was 4, the
local optimal value of the measurement step was 0.06 m.

Finally, to confirm the generalizability of the locally optimal step size derived from
the x = 6 m survey line, several survey lines were selected at different locations to calculate
the main peak position error expectation M(d) and variance D(d) using the Monte Carlo
simulation. The survey line x0 was taken in the range of [0 m, 10 m], and each time x0 was
increased by 2 m. The calculation results are shown in Table 3.
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Table 3. Local optimal step size at different survey line positions.

x0/m 0 2 4 6 8 10

Step size (2nd) 0.04 0.04 0.03 0.03 0.03 0.03
Step size (4th) 0.06 0.05 0.05 0.05 0.05 0.05

If the magnetic field differentiation method is used to locate the grounding grid
conductors at the power substation and it is desired to minimize the impact of the numerical
differential calculation error on the conductor location, an optimal measurement step needs
to be selected. According to the results in Table 3, the measurement step size d = 0.04 m or
d = 0.05 m can be selected as the optimal measurement step size.

3.2. Substation Field Experiment

In order to verify the effectiveness of the optimal step size selection, a field experiment
of substation grounding grid conductor positioning was carried out. In the experiment,
three different measurement steps were used to measure the magnetic flux density on
the surface along the survey line, and the differential method was used to calculate the
second-order and fourth-order differentials of the magnetic flux density at each step.

The schematic diagram of the conductor positioning experiment is shown in Figure 9a.
The current output of the excitation source was connected to grounding lead conductors at
the diagonal position in the test area. Eight PCB coils formed an array of magnetic field
sensors with adjustable spacing. The signal conditioning circuit filtered and amplified the
output signal of the magnetic field sensor. An 8-channel, 24-bit ADC (ADS1278) was used
to convert the analog signal from the signal conditioning circuit into a digital signal. The
ESP32 microcontroller communicated with the ADC through the SPI interface and sent the
converted digital signal to the laptop via Wi-Fi. A photo of the experimental site is shown
in Figure 9b.

 
(a) (b) 

Figure 9. The 500 kV substation field experiments: (a) schematic diagram of conductor positioning
experiment; (b) field experiment photo.

Figure 10 shows a schematic diagram of survey lines and the topology of part of the
substation’s grounding grid. The spacing of the ground grid conductors in the experimental
area was unevenly distributed. The measurement area is shown in Figure 10, where the red
dotted lines indicate the survey lines. Ten survey lines were laid out with a line spacing
of 0.5 m. Each line was 20 m long, with a measurement point spacing of 0.02 m, 0.05 m,
and 0.10 m. The sensing array was measured along the survey lines to record data at all
locations. Two conductors, A and B, whose approximate positions were known, were
located below the survey line.
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Figure 10. Schematic diagram of survey lines and topology.

Figure 11a shows the normalized absolute value of the magnetic flux density mea-
sured along the survey line when the measurement step length d = 0.02 m. Figure 11b,c
shows the normalized absolute values of the second- and fourth-order differentials of
the magnetic flux density calculated from the measurement results, respectively. It can
be seen from the figure that the calculation result of the second-order differential can
improve the Widess resolution and maintain the peak characteristic of the conductor
position. However, due to the influence of numerical differential error and random noise
in the measurement process, the calculated value of the fourth-order differential did not
have good peak characteristics, and it is difficult to distinguish the position information
of the conductor from the result.

Figure 12a shows the normalized absolute value of the magnetic flux density measured
along the survey line when the measurement step length d = 0.05 m. Figure 12b,c shows the
normalized absolute values of the second- and fourth-order differentials of the magnetic flux
density calculated from the measurement results, respectively. It can be seen from the figure
that the calculation results of the second-order differential and fourth-order differential
can both improve the Widess resolution and maintain a good conductor position peak
characteristic, and the calculation results reflect the actual position of the conductor.

Combined with the conclusion in Section 3.1, the local optimal measurement step d
can be selected as 0.04 m or 0.05 m. Comparing Figures 11c and 12c, it was found that, due
to the influence of rounding errors, the fourth derivative of the magnetic flux density when
the measurement step d = 0.02 m, compared with d = 0.05 m, the peak characteristic was
completely lost, and the conductor was difficult to locate through the differential result.
Comparing Figures 11b and 12b, it was found that, due to the influence of rounding errors,
the peak characteristic fluctuation of the second derivative of the magnetic flux density was
more obvious when the measurement step length d = 0.02 m compared with d = 0.05 m,
and the impact of measurement errors on the calculation results was more significant. This
result is consistent with the conclusion stated in Section 3.1.
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(a) (b) 

(c) 

Figure 11. Normalized magnetic flux density absolute value measurement results when the measure-
ment step size d = 0.02 m: (a) magnetic flux density; (b) second-order differential of the magnetic flux
density; (c) fourth-order differential of the magnetic flux density.

 

(a) (b) 

 
(c) 

Figure 12. Normalized magnetic flux density absolute value measurement results when the measure-
ment step size d = 0.05 m: (a) magnetic flux density; (b) second-order differential of the magnetic flux
density; (c) fourth-order differential of the magnetic flux density.
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The measurement and calculation results when the measurement step length d = 0.10 m
were close to the situation when d = 0.05 m, which can improve the Widess resolution while
maintaining the peak characteristics. The measurement and calculation results under this
condition are no longer listed separately.

In addition, the integer multiple decimation of the measurement data under the
condition of d = 0.05 m can obtain part of the original measurement data under the
condition of a larger measurement step. Numerical differential operation was performed
on the extracted data, and its peak characteristics and Widess resolution were close to the
case of d = 0.05 m. However, as the extraction multiple increased, the error between the
measured value and the actual value of the conductor peak position gradually increased.

In summary, the experimental results are in good agreement with the simulation
conclusions in Section 3.1; that is, there exists a local optimum value for the measure-
ment step, and the selection of a suitable measurement step can reduce the error of
conductor positioning.

4. Conclusions

An improved magnetic field method was proposed to locate unknown grounding grid
conductors. The influence of the truncation error and rounding error of the magnetic field
differential on the positioning of grounding grid conductors was studied, and the optimal
measurement step size under different differential orders was given. By selecting the
optimal measurement step size, the accuracy of the magnetic field differential method for
locating the conductor of the grounding grid was improved. Through theoretical analysis
and experimental verification, the following conclusions were drawn:

• A small measurement step causes a large rounding error in the numerical differentia-
tion. With the increase of the measurement step, the truncation error caused by the
numerical differentiation increases the error of the conductor positioning.

• The peak position deviation expectation and variance showed a trend of first de-
creasing and then increasing with the increase of the measurement step size. The
measurement step size under different differential orders had a local optimum value,
and the range of the local optimum value was given; this result is verified by simula-
tion and experimental results.

• Choosing a reasonable measurement step size for different differential orders helps to
improve the positioning accuracy of the grounding grid conductors.

The error analysis method in this paper expands the possibility of using the magnetic
field differential method to reduce the error of grounding grid conductor positioning. At the
same time, the results of this paper can provide a reference for the structural design of the
magnetic field measurement sensor array, and the grounding grid conductor positioning
instrument designed by the results of this study will have a higher conductor positioning
accuracy, which is beneficial to the fault diagnosis work of large-scale substations.
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Abstract: Contact connections in electrical machines and apparatus are important elements in the
whole power supply network and a high level of reliability is expected there. Contact resistance is a
fundamental criterion in the design of an electrical contact or contact system. The contact resistance
should be as low as possible to minimize losses due to the current passage and the related heating
of the contact connection. The value of the contact resistance depends on the material used, the
value of the applied force, the type of contact, and, last but not least, the quality of the surface and
chemical layers. In this paper, an initial diagnosis of the contact material is performed based on
the determination of the sample’s specific resistivity by the four-wire method and the evaluation
of the measurement uncertainty. The work is followed by the design of a testing device that uses
crossed bars to measure the change in contact resistance as a function of the magnitude of the applied
force. An analysis of the sample mounting method is performed here using FEM simulations of the
current field and shows the interaction between the holder and the sample in terms of current line
transfer. The proposed system is then used for experimental measurements of the material-dependent
coefficient KC for verification of existing or newly developed materials in electrical engineering, where
the values of the KC coefficient are not known. Finally, the paper also deals with the measurement of
fritting voltage for individual contact pairs having surface quality corresponding to brushing.

Keywords: electrical contact; specific resistivity; contact resistance; constriction resistance; fritting;
diagnostic; crossed bars; measurement

1. Introduction

Electrical apparatus plays a fundamental role in maintaining a reliable distribution
of electrical energy and are an essential part of any transmission and distribution power
network. The degree of reliability is greatly dependent on the reliability of the switching ele-
ments, which, among other things, provide the control and operation of the electrical power
network and generally ensure the transport and distribution of the electric energy generated
in the power plants to the consumers safely and reliably. Thus, the reliability of the electrical
energy delivery and the reliability of the electrical apparatus are interrelated domains [1,2].

From the point of view of operational safety, the electrical apparatus must in general
ensure galvanic insulation between the consumption and the supply. Fault situations such
as overloads, overvoltage, or short circuits sometimes occur in networks and the electrical
apparatus must also fulfill a safety and protection function [3,4].

In industrial applications, we also often find apparatus systems for switching or
reconnecting transformer taps and voltage controls. In recent decades the trend is to replace
these systems with power electronic equipment, although we still find applications with
classical mechanical switching [5,6].
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A shared feature of all the above switching structures is the contact system one of
the most important parts of any switching apparatus [7]. In the contact system, there
is a mutual movement of the current paths, and the switching on and off of the energy
flow takes place. The interruption of the conduction path can be realized under different
operating conditions, e.g., with current, without current, at different voltages, with high
switching density, etc. [7,8]. In general, the requirements for contacts can be characterized
as follows [9]:

• Low contacts resistance;
• High durability to mechanical wear (abrasion);
• High resistance to welding;
• High resistance to electric arc burning;
• Optimal influence on the development of deionization processes after extinguishing

the switching arc (good switching capability).

A low contact resistance is an important factor in the choice of contact material. From
the current conduction point of view, the contact material should have the highest possi-
ble conductivity. Such materials exist (Ag, Cu), but they are usually mechanically soft or
sensitive to surface layers or the formation of welds [9,10]. Tungsten or molybdenum, for ex-
ample, has a high withstand capability against arcing. However, low electrical conductivity
is typical for these materials and they are not suitable for direct contact applications [10,11].

Fulfillment of all the above conditions and defined requirements for contacts are often
contradictory. The problem of contact design is approached according to the application of
the electrical apparatus [9,12]. Examples of typical contact shapes for electrical equipment
are shown in Figure 1.

Figure 1. Examples of power apparatus contact systems: (a) Knife contact of fuse and fuse disconnec-
tor; (b) Low-voltage circuit breaker; (c) AC power motor contactor; (d) Old-style AC power motor
contactor; (e) DC contactor without extinguishing chamber; (f) AC power switch.

With the development of electrical engineering, higher and higher requirements are
placed on contact systems. In particular, reliability and a long lifetime are required. The de-
scription of electrical contacts implemented e.g., in busbar connections, switchgear systems,
or electrical apparatus, and the search for interdependencies between materials, surface
layers, surface quality, and wear, have been studied by many authors worldwide for several
decades [10,12–19]. Currently, contact design and development use complex numerical
models and simulations that analyze not only the mechanical (roughness, elasticity, plastic-
ity) and electrical (conductivity, contact bridges, chemical layers) aspects of contacts but also
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deal with thermal aspects (heating, cooling, softening, and welding voltage). Even as the
parameters needed to design a reliable contact system are continuously improved, we still
cannot avoid validation measurements that verify the results of these simulations [20–24].

Measurement of contact resistance is necessary for the testing and development of
new contact materials required for various working conditions and applications. The
value of contact resistance is a crucial criterion in the design of a contact system. It should
be minimal to reduce heat loss. The magnitude of the contact resistance is affected by
a series of factors where the most important ones are the material properties (electrical
conductivity), the existence of impurities, oxides, and chemical layers, the shape and type of
contact (point, line, and surface) and the applied contact force (contact pressure) [9,10,24].

Online contact diagnostics can be performed after the unit is manufactured or while the
unit is already operating in the substation. The overall condition of the switching apparatus,
including its current paths and connecting terminals, is evaluated. The static method
consists in injecting direct current in the switched-on state of the device and measuring
the voltage drop, looking for changes in parameters during switching operations. [25–27].
The dynamic method injects a high value of direct current (more than 100 A) to ignite an
electric arc. Measuring the waveform of the current and voltage during the switching of
the device is the base of this method. The contact surface erosion as well as the shortening
of arc contacts can be detected in time [28,29].

In general, offline diagnostics can be considered a situation where the measurement
of diagnostic parameters is carried out on individual components of the device in a dis-
assembled state. Using offline diagnostics, the quality of the contact connection can be
determined, for example, by measuring the contact resistance on recently manufactured
or already used contacts. The influence of switching frequency on the wear of the con-
tact surfaces and the range of change of the contact resistance Rs can be determined in
this way [12,20,30,31].

One of the possibilities to perform offline diagnosis is the evaluation of contact resis-
tance, e.g., using crossed bars [9,10,12]. The advantage lies in capturing the ratio between
the contact resistance RS and the applied force F. With the knowledge of other parameters
such as the surface hardness and the modulus of elasticity of the contact material, it is possi-
ble to determine, for example, the average resistivity of the surface layers. The importance
of this type of measurement is evident in the development of new or optimized contact
materials or metal alloys [32–35].

Contact properties are a rather complicated function and complex dependence of both
physical properties (e.g., density, chemist, hardness, electrical/thermal conductivity, struc-
ture, etc.) and operating conditions (voltage, current, frequency, power factor, frequency,
contact on/off velocity and force, etc.) [11,12]. Specialized techniques and equipment are
required to evaluate these contact properties. In particular, contact resistance, opening, and
closing velocity effect, contact bounce, contact welding measurement, erosion, etc. are eval-
uated. In contact resistance measurements, two approaches are used, namely, crossed-bar
arrangement or gold probe measurements under very low mechanical and electrical load
to avoid any mechanical or electrical damage to the surface layer [36–38].

The main motivation for the research activity was the need to create a measurement
system that can verify the electrical parameters of newly developed material structures and
alloys. These new structures were formed by combining highly electric conductive materials
Al/Cu by rotary swaging, rolling, or extrusion. The cross-section of these materials can be
of sandwich composition or the secondary material is embedded in the shape of segments,
bars, or tubes. The manufacturing process conditions and the method of additional heat
treatment are also different [39,40].

Such materials have good potential in electrical applications in the design of electrical
machines (hybrid rotors of asynchronous motors) and apparatus (bus bars, input terminals,
parts of conducting ways or contacts) [41–44]. The partial substitution of Cu by Al generally
leads to a reduction in weight while improving the mechanical and performance properties
of the solid conductor without significantly reducing its electrical conductivity.
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Authors often cover the mechanical or thermal properties of newly developed struc-
tures in their studies, but the electrical parameters of these materials are rarely or only
occasionally discussed [45,46]. This offers the opportunity to fill a gap in knowledge of
the specific electrical parameters of Al/Cu structures and to use electrical resistivity mea-
surements to determine important design parameters required in electrical engineering
practice. As a secondary step, the properties of these materials concerning contact coupling
can then be also validated.

In the reference literature, in most cases, only conceptual diagrams of the testing device
or details focusing on the contact pair appear, but the overall view of the measuring system
with its detailed description is missing and reproducibility is thus impossible [20,22,24,25].
Therefore, this paper aims to analyze and implement the design of a verification tool and
in the first phase of the work to perform electrical conductivity measurements with an
extension to the measurement of contact resistance parameters on selected materials.

Concerning the current state of the art, the paper presents a possible way to identify
existing materials or newly developed alloys or structures. The obtained measurement
outputs can be directly used in the design or optimization of contact systems of switching
apparatus. The main objective and new contribution of this paper are then to investigate
the properties of materials in the initial stage of production and the influence of subsequent
heat treatment. The construction of the test system was designed, verified, and modified,
and based on the comparison of experimental results of contact resistance with available
theoretical results, limits and flaws of the device were found.

2. Materials and Methods

The analytical models for calculating the contact resistance are based on the fact that
the current between two electrically conductive components passes through a defined
metallic reduced contact surface (a-spot) with a specific geometry. The current that passes
through this conductive contact spot causes a so-called constriction resistance Rc due to the
increased current density. There are different models for the description of the constriction
resistance of electrical contact, but the generally accepted model for the calculation of
electrical contacts is the ellipsoidal model according to Holm [9–11]:

RC =
ρ

2π·a tan−1
(√

μ

a

)
(1)

where ρ (Ω·m) is the resistivity of the contact material and a (m) is the radius of the contact
surface. The parameter μ defines the distance of the vertical semi-axis of the ellipsoidal
potential surface from the contact surface. Considering the dimensions of the contact body
in comparison to the dimensions of the contact surface, it can then be assumed that

√
μ → ∞.

For the total constriction resistance of the two contacts, it can be written:

RC =
ρ

2a
(2)

Because metals are not clean, the passage of electric current can be affected by thin
layers of oxides, sulfides, and other inorganic substances that are usually present on the
contact surface of metals. As a result, the total contacts resistance RS of the connection is
the sum of the constricted resistance RC and the film resistance Rf [10,12]:

RS = RC + R f (3)

The film resistance Rf can be calculated:

R f =
σf

π·a2 (4)

where σf (Ω·m2) is the resistance per film area.
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To determine the size of the contact area a (a-spot) at the contact of two elements, the
deformation, and tension due to the applied force can be calculated for the purely elastic
behavior of the material according to Hertz’s theory. The assumption is the formation of a
circular contact area [10,11]. The radius of the contact area for the shape of the sphere-plate
contacts or the case of crossed cylindrical bars can be calculated as:

a = 1.11 3

√
F·r
E

(5)

where F (N) is the contact force, r (m) is the radius of the cross bars and E (Pa) is the tensile
modulus of elasticity. In addition to the elasticity condition, the Formula (5) is derived with
the assumption that there is no friction and the bodies have smooth and spherical surfaces.

If the contact force F is larger, a combination of elastic and plastic deformation or
purely plastic deformation may occur at the location of contact. For practical purposes, it is
appropriate to consider only either pure elastic or pure plastic deformation. The combina-
tion of both deformations in the design of contacts then leads to difficult calculations and
considerations of an extensive character [10,11]. For the case of plastic deformation, the
formula for the contact area radius a-spot of the form:

a =

√
F

π·σPd
(6)

where σPd (Pa) is the compressive strength (contact hardness). By substituting the above
Equations (5) and (6) into Equation (2) we obtain the final relations for the calculation
of the constricted resistance for elastic contact (indexed as CE) and contact with plastic
deformation (indexed as CP):

RCE =
ρ

2.22· 3
√

r
E

·F− 1
3 (7)

RCP =
ρ

2
·√π·σPd·F− 1

2 (8)

Thus, in the case of elastic deformation, the contact resistance is a function of the force
with an exponent of 1/3 and in the case of plastic deformation with an exponent of 1/2.
The choice of the correct relationship for calculating the contact resistance is difficult and
for practical purposes should be chosen with care.

In the practical calculation of the contact resistance RCO, the empirically derived
relationship between contact resistance and contact force is preferably used [7,8]:

RCO = KC·F−n (9)

The coefficient KC generally depends on the contact material, the type of machining,
and the condition of the contact surface and also includes the influence of surface layers.
The exponent n is then chosen according to the type of contact (shape-dependent exponent
of the contact force). Empirical determination of the contact resistance is also useful for flat
or line contacts that cannot be easily calculated analytically [47–49].

Typical values of the material-dependent coefficient KC and the contact force exponent
n are given in Table 1; the label LC denotes Low Current contacts type [8,50].

Since the coefficient KC includes the effect of surface layers and takes into account
the character of the contact force, Equation (9) gives higher values of resistance with load
in comparison with theoretical relationships. The advantage of the empirically derived
coefficient KC is that its value can be determined also for the combination of two different
contact materials [8,9]. Table 1 focuses on power contact systems of electrical apparatus,
where higher contact forces and plastic deformation are considered. For all types of contact
interfaces, the force exponent n is always at least equal to 1/2 or higher.
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Table 1. Values of material-dependent coefficient KC and shape exponent n.

Material Babikov [8] Kurbatov [50] Shape Exponent

KC (μΩ·kgn) Type of Contact n (-)

Copper-Copper 80 ÷ 140 400 Flat—Flat 1
Alumin-Alumin 3000 ÷ 6700 3000 ÷ 6000 Sharp—Flat 0.5

Brass-Brass 670 670 Sphere—Sphere 0.5
Steel-Steel 7600 7600 Brush—Flat 1

LC Copper-Copper - 90 ÷ 280 Bus Bar 0.5 ÷ 0.7

2.1. Design and Construction of the Measuring System

The basic concept of the contact resistance measurement system is based on the
recommendations of Mr. Holm and uses a cross-bar arrangement of the sample. This
arrangement is advantageous due to the expected shapes of the material samples to test,
but mainly because it eliminates the influence of the solid body resistance of the bar [10].
Figure 2 shows the basic layout and conceptual CAD design.

 

Figure 2. Basic design layout of testing tool with initial CAD design (The red arrow shows the
direction of the applied force F).

The designed testing tool assumes the mounting of samples by holders which also
operate as an electric current input and at the opposite side for voltage sensing. The
insulating side plates to mount the contact holders are made of FR4 material. The measuring
system is assembled from industrial aluminum profiles, allowing a large variation in shape.
All construction elements are sufficiently rigid and the connections are made with bolts
and tightening nuts.

The upper bar of the tested material is mounted in a holder on a vertically sliding base,
on top of which a force gauge is inserted. The self-weight of the base and the force gauge is
balanced by springs on both sides. The lower bar holder is part of a lever freely rotated in
bearings around the shaft. A weight placed on the opposite side of the lever then generates
the contact force, see Figure 3.

 

Figure 3. Detailed view of crossed bars and location of force gauge on testing tool (CAD design).

The inputs of the current clamps and the outputs of the voltage sensors are realized
directly on the holders of the bars. The samples are mounted relatively freely in the holders
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so that they can be rotated during the contact resistance measurement and the “fresh
contact surfaces” can be easily adjusted against each other. The complete realization of
the measuring system with the stored weights and the detail of the brass crossing bars is
shown in Figure 4a–c.

 

Figure 4. Assembled measuring system and detail of crossed bars in holders: (a) Overall view; (b)
Front view; (c) Detail of crossed bars and sample holders.

The design of the measuring system assumed that there is no perfect contact between
the holder and the measured sample over the entire circumferential surface. The supply
current into the bar enters only from one side of the holder. This causes a deformation
of the current lines in the bar sample, which is transferred from the holder space to the
expected contact point (mid-length of the bar). The deformation of the current density
decreases with distance from the holder, but we do not know at this time how strong and
what effect the geometrical dimensions of the sample and its electrical conductivity have
on this.

The requirement is that the deformation of the current lines due to the holder is not
transferred to the point of contact. In other words, we were looking for the minimum
necessary sample length LSmin. FEM simulation of the current field distribution was used
to solve this problem, see Figure 5.

 

Figure 5. FEM simulation of current line deformation due to weak holder surface connection.

Figure 5 presents the FEM model of the holders and the attached bar. The plotted
current lines show the extreme deformation at the point where the attached bar leaves the
holder. This deformation of the current lines extends to the point of assumed contact with
the second bar.

The degree of deformation of current lines is shown in the graph in Figure 6. Here
the dependence of the current density J in the axial direction of the bar is plotted. The
values are normalized with respect to the uniformity of the current density distribution at
a very far point from the holder and expressed as a percentage. Three materials, copper,
aluminum, and steel, were simulated. In the case of copper, the deformation of the current
lines decreases at a much faster rate than that of the steel sample.

At a distance of LX = 15 mm from the holder, the uniformity of the current density
reaches about 99.9%. It can be considered homogeneously distributed over the entire
cross-section. This length is then in fact equal to half of the minimum necessary distance
between the holders. For safety, the real holder distance is doubled (Lmin = 60 mm), as
shown in Figure 6.
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Figure 6. Degree of deformation of current lines with increasing distance from the holder.

The issue of current lines through different materials is discussed quite well in [11].
The deformation of the current lines is caused by the rapid change in geometry as well as
the value of the electrical conductivity of the material, including the character of the contact
between the holder and the sample. To complete the design of the sample holding system,
Figure 7 shows the current line distribution solution in several considered situations.

 
Figure 7. Selected simulations of current path entering the sample: (a) At the longitudinal edge of
the holder only; (b) Across the entire contact area of the sample and the holder; (c) Across the entire
contact area of the sample and the two-sided power supply of the holder.

Figure 7a shows a state where contact with the sample is ensured only at the longi-
tudinal edge of the holder and simulates an insulating layer on the surface of the sample
in contact with the holder. The other cases in Figure 7b,c then show ideal contact over the
entire surface and current entering the holder from two sides. In the models, the interface
layer between the holder and the sample was not considered, but the insulating region was
simulated by inserting a non-conductive area without an air gap.

2.2. Samples Identification—Measurement of Electrical Resistivity

In the first step, the identification of the material samples was carried out. An im-
portant parameter from this point of view is the electrical resistivity ρ, which varies con-
siderably for the considered samples of contact materials. Tabular data can be used for
contact design [51], but a more accurate procedure is to measure the resistivity directly on
the samples under study.

Ohm’s law and the four-wire method [52] were used to determine the specific resistiv-
ity of the material samples. Each sample was supplied with DC using a current-limited
EA-PS8080-120 power supply, and the voltage drop V between the electrodes connected to
the sample surface was measured, see Figure 8. It was considered that the magnitude of
the load current would generate only a negligible temperature rise. Due to the diameter of
the sample D = 12 mm, the current value was set to Imax < 20 A.
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Figure 8. Schematic diagram of the circuit for measuring the resistivity and practical realization.

The magnitude of the load current I when measuring resistance R is always a compro-
mise between the voltage drop V on the voltage electrodes and the overall temperature rise
of the sample Δυ. The value of current was chosen considering adiabatic heating without
dissipation of heat to the surroundings. The total sample temperature rise over time can be
determined from the:

Q = m·cm·Δϑ = R·I2·t (10)

where Q (J) is the heat, m (kg) is the sample weight, cm (J·kg−1·K−1) is the thermal capacity,
Δυ (K) is the temperature rise, R (Ω) is the sample resistance, I (A) is the magnitude of
loading current, and t (s) is the time of its passing. After the modifications of (9), the
temperature rise of the sample can be calculated:

Δϑ =
R·I2

m·cm
·t = ρ·I2

A2·cV
·t (11)

where ρ (Ω·m) is the specific electrical resistivity, A (m2) is the sample cross-section and
cV (J·m−3·K−1) is volumetric thermal capacity. At a constant value of load current, I = 20 A,
the sample with the lowest electrical conductivity will achieve the highest temperature rise.
Therefore, we add the values of conductivity corresponding to 15% IACS (similar to the
steel S235JR sample):

Δϑ =
ρ·I2

A2·cV
·t = 115·10−9·202(

π·0.0122

4

)2·3.69·106
·1 = 0.001 K (12)

The result of (12) shows that for the sample with the lowest conductivity (S235JR)
when a current of I = 20 A is applied, the temperature increases by 0.001 K every second.
The time for one measurement and reading of the electrical quantities after the current was
switched on never exceeded tM = 10 s. This was followed by a break of approximately
tB = 120 s to cool down.

Equation (13) was used to calculate the specific electrical resistance and Equation (14)
was derived by adding the geometric dimensions of the measured sample:

R = ρ· L
A

(13)
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ρ = R· A
L

=
V·A
I·L =

π

4
·V·D2

I·L (14)

where ρ (Ω·m) is the specific electrical resistivity, A (m2) is the cross-section of the sample,
V (V) is the voltage drop, D (m) is the diameter of the sample, I (A) is the DC supply current
and L (m) is the spacing between voltage electrodes located on the sample surface.

As this is generally a task of determining the material resistivity ρ using indirect
measurements, it was necessary to quantify the measurement uncertainties Type A and B
for all measured data and then integrate these influences into the final result [53,54]. An
example of the evaluation is performed on a brass bar with the label CuZn39Pb3.

2.2.1. Direct Measurement of the Diameter and the Spacing of the Sensing Electrodes

The geometric dimensions of the sample were measured using two Mitutoyo digital
calipers. One was used to measure the sample diameter D and the other to measure the
electrode spacing L. A total of ten measurements (n = 10) were completed under the same
conditions in both cases. The bar diameter D was measured at randomly selected points,
namely at both ends and in the middle of the sample length.

The measured data were tested for normality using the Shapiro-Wilk test and at a
significant level of α = 0.05, the hypothesis that the measured statistical sample is normal
was confirmed [55]. The estimated value of the final brass bar diameter D is given by the
arithmetic mean of the individual measurements Dk:

D =
1
n

n

∑
k=1

D,k (15)

The corresponding uncertainty of Type-A associated with the estimation of D is
determined as the experimental standard deviation of the average. For the case of repeated
measurements of n ≥ 10 then:

uA
(

D
)
=

√
1

n(n − 1)

n

∑
k=1

(
D,k − D

)2 (16)

Equations (15) and (16) are also used for the case of measuring the spacing L of the
voltage electrodes. The processed data are shown in Table 2.

Table 2. Measured and evaluated data for uncertainty Type A for D and L.

n Diameter
D (mm)

Length
L (mm)

1 11.97 550.13
2 12.03 550.39
3 11.91 550.41
4 11.94 550.03
5 12.05 549.95
6 12.00 549.93
7 11.93 550.11
8 11.95 550.31
9 12.00 550.27

10 12.02 550.21

Arithmetic average 11.980 550.174
uA (D), uA (L) 0.0148 0.0546

A certificate is available from the caliper manufacturer that indicates that the instru-
ment has a resolution error of δ1 = (0.02 + 0.00005·L) within the length measurement interval
L = (0 ÷ 150) mm. This gives a total resolution error of δ1 = 0.0206 mm when taking into
account the diameter of D = 12 mm. In Type B uncertainty we also consider operator
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influences representing the imperfection of the alignment of the measuring instrument for
the diameter of the bar, varying pressure of the measuring plates, etc. We consider the mag-
nitude of this error to be approximately equal to the resolution error of the instrument, i.e.,
δ2 = 0.021 mm. For both errors δ1 and δ2, we also assume a uniform rectangular distribution
under, then [53]:

uB1
(

D
)
=

δ1√
3

uB2
(

D
)
=

δ2√
3

(17)

The final B-Type standard uncertainty of the bar diameter estimation D is calculated
as a summarization of both uncertainties:

uB
(

D
)
=
√

uB1
2
(

D
)
+ uB2

2
(

D
)

(18)

The combined uncertainty is finally obtained by adding uA(D) and uB(D) and corre-
sponds to the relation:

uC
(

D
)
=
√

uA
2
(

D
)
+ uB2

(
D
)

(19)

The relations (16) to (19) are also used to process the values measurements of the
electrode spacing L. The processed data for diameter D and electrode spacing L are shown
in Table 3.

Table 3. Evaluated data for combined uncertainty and coverage factor k = 2 for D and L.

Value
Estimation

(mm)

Standard
Uncertainty

(mm)
Distribution

Coefficient
of Sensitivity

Contribution
(mm)

D 11.980 0.015 normal 1 0.015
Scale δ1 (D) - 0.012 rectangle 1 0.012

OP infl δ2 (D) - 0.012 rectangle 1 0.012
D 11.98 - - - 0.023

L 550.174 0.055 normal 1 0.055
Scale δ1 (L) - 0.061 rectangle 1 0.061

OP infl δ2 (L) - 0.060 rectangle 1 0.289
L 550.174 - - - 0.299

Bar Diameter D (mm): 11.98 ± 0.05 k = 2
Electrode Spacing L (mm): 550.17 ± 0.60 k = 2

2.2.2. Direct Measurement of Current I and Voltage Drop V

The procedure for the evaluation of the measured current and voltage is the same as
for the determination of the Type A and B uncertainties in Section 2.2.1. For both electrical
quantities, the Shapiro-Wilk test was performed, the arithmetic average of 10 sample
measurements under the same conditions was determined (15) and the standard deviation
was calculated according to (16). The processed data are presented in Table 4.

The current I passed through the measured sample was measured with a digital
ammeter. TRMS multi-meter, Model ANENG 870 (as the ammeter) with 20,000 counts LCD.
The accuracy of this multi-meter for the DC range was ±(0.5% reading + 3 digits) with a
resolution of 0.001 A. The voltage V at the sensing electrodes was measured with a digital
voltmeter. TRMS multi-meter, Model ANENG 870 (as the voltmeter) with 20,000 counts
LCD and input impedance > 10 MOhm.
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Table 4. Measured and evaluated data for uncertainty Type A for I and V.

n Voltage
V (mV)

Current
I (A)

1 6.401 19.139
2 6.396 19.141
3 6.361 19.135
4 6.440 19.144
5 6.414 19.132
6 6.385 19.140
7 6.366 19.138
8 6.389 19.143
9 6.369 19.137

10 6.407 19.133

Arithmetic average 6.393 19.138
uA (V), uA (I) 0.0077 0.0013

The accuracy of this multi-meter for the DC millivoltage range was±(0.05% reading + 3 dig-
its) with a resolution of 0.001 mV. The following relationship was used to calculate the
measurement uncertainty of the digital meter:

uB
(
V, I

)
= ±

(
MV
100

·|δRDG|+ DIGS·RES
)

(20)

where MV is the measured value, DIGS is the number of digits and RES is the resolution of
multi-meter at selected range. The processed data are presented in Table 5.

Table 5. Evaluated data for combined uncertainty and coverage factor k = 2 for I and V.

Value
Estimation

(A, mV)

Standard
Uncertainty

(A, mV)
Distribution

Coefficient
of Sensitivity

Contribution
(A, mV)

I 19.138 0.0013 normal 1 0.0013
A-meter δ1 (I) - 0.0569 rectangle 1 0.0569

I 19.14 - - - 0.057

V 6.393 0.0077 normal 1 0.0077
V-meter δ1 (mV) - 0.0036 rectangle 1 0.0036

V 6.39 - - - 0.0085

Current I (A): 19.14 ± 0.11 k = 2
Voltage V (mV): 6.39 ± 0.02 k = 2

The specific electrical resistivity ρ of the measured sample is calculated using the
derived relation (14) by adding the values from Tables 3 and 5:

ρ =
π

4
·V·D2

I·L =
π

4
·6.39·10−3·(11.98·10−3)2

19.14·550.14·10−3 = 68.41·10−9 Ω·m (21)

As the resistivity of the sample is determined by indirect measurement, it is necessary
to combine all the estimated uncertainties in the current, voltage, and geometric dimensions
of a sample by applying the law of uncertainty propagation to the measurement model
used [53,54]. We did not consider any covariance and the measured values of the voltmeter,
ammeter, and calipers were not correlated.

The task was to determine the individual sensitivity coefficients Ai using partial
derivatives of all variables:

∂ρ

∂D
=

π

2
·V·D

I·L
∂ρ

∂L
= −π

4
·V·D2

I·L2
∂ρ

∂I
= −π

4
·V·D2

I2·L
∂ρ

∂V
=

π

4
· D2

I·L (22)
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The final standard uncertainty of the specific resistance of the bar sample is given by
combining all these uncertainties as follows:

uρ =

√(
∂ρ

∂D

)2
·u2

c (D) +

(
∂ρ

∂L

)2
·u2

c (L) +
(

∂ρ

∂I

)2
·u2

c (I) +
(

∂ρ

∂V

)2
·u2

c (V) (23)

The processed data are shown in Table 6.

Table 6. Evaluated data for uncertainty of specific resistivity of sample with coverage factor k = 2.

Value Estimation
Standard

Uncertainty
Sensitivity
Coefficient

Uncertainty
Contribution

D 11.98·10−3 m 22.2·10−6 m 11·10−6 Ω 244·10−12

L 550.17·10−3 m 300·10−6 m –124·10−9 Ω –37·10−12

I 19.14 A 0.057 A –3.6·10−9 Ω·m/A –205·10−12

V 6.39·10−3 V 8.5·10−6 V 11·10−6 m/A 94·10−12

ρ 68.41·10−9 - - 334·10−12

Resistivity ρ (nΩ·m): 68.41 ± 0.67 k = 2

The remaining material samples, ETC copper, aluminum, and steel bar, were mea-
sured in a similar procedure. The summary results of the specific electrical resistivity
measurements are shown in Table 7. This table also includes the modulus of elasticity
values collected from the material supplier’s data sheets. For comparison, tabulated values
of specific resistivity obtained from reference literature are added here [11,51].

Table 7. Basic material parameters of samples for contact resistance measurements.

Material Name
Resistivity
ρ (nΩ·m)

Reference ρD
(nΩ·m)

Modulus of Elasticity
E [GPa]

Copper Cu-ETC 17.57 ± 0.24 16.5 ÷ 18 117 [56]
Aluminum AlCu4PbMg 47.91 ± 0.51 45 ÷ 49 74 [57]

Brass CuZn39Pb3 68.41 ± 0.67 67 ÷ 58 96 [58]
Steel S235JR 149.70 ± 1.40 140 ÷ 150 210 [59]

2.3. Preparing Samples for Contact Resistance Measurements

All samples were cut to the required length once the resistivity measurements had been
completed. Samples with heavy surface contamination were degreased. The surface was
sanded first with coarse and then fine sandpaper. The final mechanical surface treatment
was brushing. Immediately after the surface treatment, a layer of technical lubricant was
applied to the samples to protect their surface from external influences, see Figure 9.

 
Figure 9. Example of the surfaces of samples: (a) Copper; (b) Aluminum; (c) Brass; (d) Steel.

The difference in surface quality between the original copper bar sample and the
sample after brushing is shown in Figure 9a. The surfaces of the aluminum, brass, and steel
bar samples were prepared in the same way, see Figure 8b–d. The sample surfaces have
much less roughness and contamination compared to the contact surfaces commonly found
in electrical power apparatus, see Figures 1 and 9.
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2.4. Procedure for Measuring the Contact Resistance

The measured sample material was mounted in the holders. The contact force F was
set using a weight inserted on the arm of the device and measured with a force gauge. The
verification of the contact force was carried out without an electric current. A power supply
was then connected with the current limited to I = 1 A and the magnitude of the voltage
drop V across the contacts was measured simultaneously. After measuring the voltage
drop, the power supply was briefly switched off and then on again. The measurements
were carried out 10 times in this way. After this cycle, the contacts were unloaded and the
sample material in both holders was rotated. After the contact force was applied again, the
measurement cycle was repeated.

A total of 5 contact positions for the same magnitude of contact force F were measured
using this sequence. Supply current I and voltage V were measured using a DAQ card and
LabView application with continuous recording of measured values. After the measuring
cycle, the contact force F was changed and the procedure was repeated in the total range of
loading F = {0.1, 0.5, 1, 2, 5, 10} N.

The waveform of the captured voltage drop V and current I during the measurement
for a contact force F = 5 N on the brass bars is shown in Figure 10. All the material samples
used were measured using the same procedure.

 

Figure 10. Time dependence of current, voltage and resistance during measurement, F = 5 N.

3. Results

The measured data were processed for each material and the results of the contact
resistance plotted on a graph RCO = KC F−n in logarithmic scale. The values of the coefficient
Kc and exponent n for all contact material combinations are shown in Table 8.

Table 8. Values of material-dependent coefficient KC and shape-exponent n.

Material
Combination

HOLM (n = 1/3) Experimental Values

KTE KEX n
(mΩ·Nn) (mΩ·Nn) (-)

Copper-Copper 0.213 0.51 0.43
Alumin-Alumin 0.499 4.93 0.40

Brass-Brass 0.776 1.95 0.39
Steel-Steel 2.344 13.4 0.47

The dependence of the contact resistance RSCu on the applied contact force F for
crossed copper bars is shown in Figure 11.

The black dashed line shows the dependence under pure elastic deformation of the
contact point using (7) with values of the resistivity and modulus of elasticity parameters
from Table 7. The red dashed lines indicate the range of contact resistance extracted from
Table 1, where a full plastic deformation of the contact area is assumed. The exponent n
here equals −1/2 and dependencies were derived from measurements on real contacts of
power electrical connections.

36



Sensors 2023, 23, 5867

 
Figure 11. Experimental evaluation of the KCu coefficient and exponent n for copper bars (The blue
cross represents the average value of the measured points).

Finally, the blue line corresponds to the experimentally determined parameters of
the coefficient KCuEX with associated exponent n. For lower contact forces F = 0.1 N and
0.5 N, there was a significant deviation in the measured values and these results were not
included in the overall result. Measurements at low contact forces F < 1 N were also very
sensitive to small vibrations and shaking, we decided to exclude them from all evaluations.
Thus, the blue line was obtained by interpolating the average values of the experimentally
measured resistances in the range of F = {1, 2, 5, 10} N.

Contact resistance RSAl measurements on aluminum crossed bars were relatively
difficult to perform, the results of which are shown in Figure 12. The experimentally
determined coefficient KAlEX reaches lower values when compared to the data in Table 1,
the exponent n adjusts the slope of the line more to the elastic form of deformation. The
blue line was obtained by interpolating the average values of the experimentally measured
resistances in the range of F = {1, 2, 5, 10} N.

 
Figure 12. Experimental evaluation of the KAl coefficient and exponent n for aluminum bars (The
blue cross represents the average value of the measured points).
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For small contact forces F < 1 N, there was also a significant variance in the measured
resistance values. In some measurements, the contact resistance even showed a value
of RC → ∞, although the force gauge indicated a load of F = 0.5 N. This is probably
due to the very hard oxides Al2O3 on the surface of the aluminum bars. Treatment with
technical grease immediately after finishing the contact surface did not help either. When
the measured bars were touched, there was no friction of the contact surfaces, but only
direct contact, thus the removal of the surface layers was ineffective and fully affected the
contact resistance value.

The results of the contact resistance RSCuZn measurements on brass-crossed bars are
shown in Figure 13. Compared to the measurements on aluminum bars, the experimentally
determined coefficient KCuZnEX is smaller, although the electrical conductivity of brass is
much lower. This is confirmed by the values obtained from the literature reported in [8] and
captured in Table 1. Here, the KCuZnEX coefficient reaches approximately 2.5 times lower
values than KAlEX for aluminum, and the surface layers break down significantly better.

Figure 13. Experimental evaluation of the KCuZn coefficient and exponent n for brass bars (The blue
cross represents the average value of the measured points).

The measurements of contact resistance RSSteel on steel crossed bars are shown
in Figure 14. Compared to the other types of measured samples, this is a very hard
material with the lowest electrical conductivity (12% IACS). The value of coefficient KSteelEX
shows better results than Table 1. The value of the exponent n is the closest to the plastic
deformation of the contact area of all tested contact materials.

Measurement of Fritting Voltage and Change of Contact Resistance with Current Loading

In the next step of the measurement, the contact materials were loaded with a higher
current value, which reached the magnitude of Imax = 120 A. The waveform and the overall
evolution of the voltage drop and the change of the contact resistance RS after load removal
were monitored.

The total measurement time was in the range of t = 15 s. There was an increasing
current in the first half and a decrease in the second half of the interval. Figure 15 shows
typical current and voltage waveforms recorded during the experiment on the crossed
copper bars. The contact force was chosen at a lower value, a little below F = 1 N. Figure 15
also shows a V-I plot highlighting the change in contact resistance before and after the
maximum load current is reached and showing the fritting at the contact location. The
voltage at the contacts rises rapidly at first. As the current increases, the temperature of the
contact spot becomes extremely high and the voltage drop grows.
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Figure 14. Experimental evaluation of the KSteel coefficient and exponent n for steel bars (The blue
cross represents the average value of the measured points).

Figure 15. Current and voltage waveform with V-I characteristic for copper bars.

A significant break in the voltage waveform appears at V = 140 mV. When the current
is decreased, the voltage then falls along a different trajectory with a lower slope. Propor-
tionally, the value of the contact resistance is reduced by about 2.65/0.82 = 3.2 times. No
welding of the contact surfaces occurred after the weights were removed.

The fritting voltage for aluminum bars reaches a higher value than for copper, approx-
imately V = 245 mV, see Figure 16. Around a current of I = 90 A, there is a small drop in
voltage and probably a final growth of the contact area.

Figure 16. Current and voltage waveform with V-I characteristic for aluminum bars.
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After the load current is reduced, the voltage falls along a lower curve to a final
value of 1.06 mΩ. Proportionally, the value of the contact resistance decreased by about
4.43/1.06 = 4.2 times. No signs of welding were observed after the weights were removed
and the contact surfaces were uncoupled.

During the measurement of brass bars, practically all experiments showed a slight
drop in the voltage curve in the range of V1 = 100 mV, but more often at V2 = 135 mV. The
voltage continued to increase with a slightly lower slope and the final fritting voltage value
was then VF = 220 mV. Occasionally a small peak occurred almost reaching a magnitude of
VP = 240 mV. A typical waveform of this can be seen in Figure 17.

Figure 17. Current and voltage waveform with V-I characteristic for brass bars.

When the current was further raised, the voltage on the contacts increased only very
slowly. After the load current was reduced, the voltage decreased with a lower slope to
the final value of the contact resistance of 1.26 mΩ. Proportionally, the value of the contact
resistance decreased about 4.69/1.26 = 3.7 times. After the weights were removed and the
contact surfaces were uncoupled, there was no sign of welding.

In the measurements of the steel cross bars, the voltage on the contacts increased
extremely fast already at 10% of the maximum current (I1 = 12 A), see Figure 18. At a
current of approx. I2 = 80 A there was a violent rise in voltage and subsequent spikes
reaching up to VP = 380 mV in the peak. The voltage spikes continued until the maximum
load current was reached without stabilization. The voltage spikes were also characterized
by a significant sound effect.

Figure 18. Current and voltage waveform with V-I characteristic for steel bars.

After the load current was switched off and the weights were unloaded, a significant
force had to be applied to separate the contact surfaces. From this, it was considered that
the welding voltage was achieved in the experiment. The V-I graph shows a significant
change in the slope of the voltage rise. Proportionally, the value of the contact resistance
decreased about 11.2/0.97 = 12 times.
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4. Discussion

Due to the lack of more comprehensive information regarding the design of the contact
loading system, we took our approach and designed a simple lever system according to
Dr. Holm’s schematics. The loading of the contacts is realized by calibrated weights and
the force is measured by a force gauge. As simple as the proposed design is, the overall
structural stiffness of the system is not optimal.

The design of the bar holders appears to be problematic, where applied forces F > 5 N
lead to the bending of the specimen and a reduction in the contact force. For smaller forces
F < 1 N, on the other hand, the influence of the connection and elasticity of the supply
wires causes very poor repeatability of the experiments. This is reflected, among other
things, by large deviations of the measured values in the case of smaller applied forces and
is evident in all tested samples. The difference between the average and the two extreme
minimum and maximum values reaches, for example, ±140% for copper bars and a load
force of F = 0.5 N and ±200% for a force of F = 0.1 N. In the case of aluminum bars, this
range of minimum and maximum resistance is smaller, but the contact resistance remains
almost constant at both applied forces F = 0.1 N and 0.5 N. The above, due to the design
limitations, was the main reason for the exclusion of contact resistance values at low values
of the load force. The coefficient KC was then determined from the contact resistance values
at load F > 1 N.

The use of a frame structure with a crossbeam and vertically acting force, e.g., through
a pneumatic cylinder, seems to be generally better than the originally designed system with
an aluminum rotating arm and weight. The frame-enclosed construction with a crossbeam
(a design well-known from pressing machines) provides better utilization of the applied
force at the contact point. Force measurement can be realized by a strain gauge, which
can be located under the holder at the bottom of the support. In the case of higher forces,
this solution offers compensation for frame deformation, as the strain gauge captures the
total resultant force. The expected improvement when using a frame construction is a
higher stability of the applied force and a reduction in vibrations and shaking caused by
the environment.

Furthermore, research in terms of design limitations has shown that measuring the
contact resistance only at selected values of the loading force provides incomplete informa-
tion regarding the elastic-plastic deformation transition of a-spot. Continuously increasing
the loading force and simultaneously measuring the contact resistance in synchronous
mode can extremely smooth the results.

The sample holder should be designed so that one side of the sample leans against
the base to eliminate its deflection. Otherwise, a part of the contact force is absorbed due
to the elasticity of the material. The initially designed mounting, where the sample must
be inserted through the holder, is also not optimal. The sample surface may be scratched
when being inserted through the holder. Due to its dimensions, it is also difficult to ensure
that the current is fed through a conductor with a sufficient cross-section so that it does not
affect the sample by its heating. If pads are used along the path of the force transmission to
the contact or force gauge to delimit the design tolerances, they must not be elastic (rubber)
but rigid, otherwise, the applied force can be absorbed.

Numerical simulation showed that if the supply conductors are attached to the sample
at one location, additional deformation of the current lines occurs inside the bar. This
deformation, if the sample is short, may further affect the entry of the current lines into the
contact point and increase the contact resistance. According to theoretical assumptions, the
current lines should be deformed only by the entry into the constriction area of the a-spot
without the influence of the current connecting method. It was found that the deformation
of the current lines depends on the dimensions of the test sample, most of all on the type
of material. The higher the electrical conductivity of the sample material, the faster the
imposed deformation decreases by the one-sided input of the load current. FEM simulation
models and analysis of the current field can illustrate this phenomenon very well.
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In the first part of the work, the basic identification of the material samples was carried
out by measuring the specific electrical resistance. Material types were selected which
are commonly used for the construction of electrical devices and whose conductivities
can be compared with catalog data or data available in the technical literature. Measure-
ment uncertainties were also evaluated for complete identification. The final combined
uncertainty with a coverage factor of k = 2 was then determined to obtain the resulting
specific resistivity of the material. Table 6 shows that the largest uncertainty contribution
(53%) is the measurement of the sample diameter D followed by the measurement of the
current magnitude (37%). The remaining 10% is then accounted for by the uncertainty of
the electrode voltage span and DC voltage measurements.

To reduce the uncertainty, the use of a micrometer with a high resolution, e.g., 0.1 μm,
seems more appropriate. The ovality of the sample should also be checked with a higher
density measurement. Similarly, the higher uncertainty in the current measurement can be
attributed to the use of an inexpensive multi-meter, which was only pre-calibrated in the
laboratory at a lower current value of I = 10 A. On the DC range, the longer measurements
showed current drift caused by the internal shunt resistor of the multi-meter. This led
generally to the need for long breaks during individual resistivity measurements. For
further use, the resistivity measurement has already been optimized and includes the
utilization of a calibrated shunt resistor and indirect current measurement using a 24-bit
DAQ card.

The main focus of the work was on the measurement of contact resistance as a function
of the applied force. All the materials tested showed an enormous influence of chemical
layers, which increase the overall contact resistance extremely. During the measurement,
the surface layers were not disturbed because the measuring system applies force only in
the direction of contact without sliding movement or vibration. This was the reason why
the material-dependent KC factor for Cu was significantly higher than the tabular values
used for the design of the power contacts. For power contacts, it is automatically assumed
that at least some sliding motion and intensive cleaning of the surface layers occurs when
the contact surfaces are coupled. Similarly, surface treatment in the form of brushing could
cause an increased contact resistance value.

The influence of the surface layer was extremely pronounced in the case of aluminum
bars. The material used is not the direct electrical grade of aluminum but is a structural
type with a lower electrical conductivity. During the measurements, it was often the case
that an infinite resistance RCO was measured even with a relatively large applied force
F > 1 N. No conductive interface formed and the surface layers were able to maintain the set
potential difference ΔV = 1 V. In many cases, this phenomenon occurred after the contact
force had been reduced and then re-applied. A partial improvement in the measurement
repeatability was achieved when the aluminum bars were resanded with fine sandpaper at
the holder-sample interface and immediately fastened. The tightening of the screws in the
holder had to be stronger than for the remaining samples. Overall, it was confirmed that
such a holder design is completely inappropriate. In the upgraded design, this solution
will be replaced by a holder with several fixing points around the circumference and a
tightening belt.

The measurement of the fritting voltage was performed at a lower value of contact
force, due to the maximum limits of the current source. With high contact forces or very
clean Cu contact surfaces, extremely high current values of I > 1000 A are needed to achieve
softening voltage. This is also shown in the R-V diagram of the reference by Dr. Holm
and other authors, who adopted it in agreement. For real contacts and safety reasons, the
voltage drop across the contacts must be many times lower than the softening voltage of
the contact material. The measurements performed at a lower contact force are then an
illustration of the classical fritting process of cleaning contact surfaces due to the passage
of an electric current.

For alloys such as brass, the grain size of the individual material components is
important. The grain size on the surface can be comparable to the size of the a-spot and
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can affect the contact connection. For example, for an applied force of F = 1 N, the a-
spot diameter is approximately 2a = 90 μm according to the parameters of Table 7. The
grain size of Cu without heat treatment is in the order of 50 μm. Thus there can be an
overlapping of Cu, Zn, and Pb components in the brass alloy and can cause either Zn + Zn
or Cu + Cu, or Cu + Zn to be in contact. Then, the breaks in the V-I curve that are close to
the softening voltage of Zn (0.1 V) and Cu (0.12 V) and the welding voltage of Pb (0.19 V)
are quite comprehensible.

The steel samples demonstrated significant fritting when low contact forces were
applied. The welding voltage was then probably reached just before the maximum load
current was reached. Compared to the other tested materials, a significant force (tearing)
had to be applied to separate the contact surfaces. This indicates the need for strong
contact forces in potential connections with steel conductors and, due to the hardness of
its surface, the use of large clamping forces in connections (typically ground rods and
grounding systems).

5. Conclusions

The purpose of the article was to provide basic information with a more detailed
description of the design of a test device for the validation of contact resistance of selected
materials used in the design of equipment in electrical engineering.

A set of measurements of specific electrical conductivity (resistivity) of selected ma-
terials was performed and as a result, these values were refined. Values of electrical
conductivity reported in the technical literature show a higher percentage of variance. The
measurements of this material parameter were made concerning the uncertainty determi-
nation with an expansion factor of k = 2. This type of measurement procedure was created
to validate newly developing materials in Al/Cu and rotary swaging combinations that
may have a high potential for use in electrical engineering.

The simulation part demonstrated the enormous influence of the deformation of the
current lines, neglecting the effect of the position of the input supply electrodes and the
method of mounting the measured sample. It was presented that both the material of the
holder and the material of the sample and its geometrical dimensions play a role in the
distribution of the deformation. Based on the simulation outputs, the overall shape and
dimensions of the contact holder were optimized.

The design limitations and flaws of the designed contact resistance measurement
system were also found. The knowledge gained from the use of the measurement system
will be further applied to the redesign of the new and improved frame structure. The newly
developed system will allow additional vertical movement to simulate the sliding effect in
the contacts. This could better simulate the real conditions under which the power contacts
are switched. This paper shows the importance of measuring the fundamental physical
properties of construction materials used in electrical engineering. Typically, the design of
devices considers, among other things, the resistance of conductive paths, which in turn
determines the power conversion losses and the efficiency of the system. By measuring
classical or newly developed materials, we can better search for the appropriate design
layout of modern electrical products.
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Abstract: Mineral oil (MO) is the most popular insulating liquid that is used as an insulating and
cooling medium in electrical power transformers. Indeed, for green energy and environmental pro-
tection requirements, many researchers introduced other oil types to study the various characteristics
of alternative insulating oils using advanced diagnostic tools. In this regard, natural ester oil (NEO)
can be considered an attractive substitute for MO. Although NEO has a high viscosity and high
dielectric loss, it presents fire safety and environmental advantages over mineral oil. Therefore, the
retrofilling of aged MO with fresh NEO is highly recommended for power transformers from an
environmental viewpoint. In this study, two accelerated aging processes were applied to MO for
6 and 12 days to simulate MO in service for 6 and 12 years. Moreover, these aged oils were mixed with
80% and 90% fresh NEO. The dielectric strength, relative permittivity, and dissipation factor were
sensed using a LCR meter and oil tester devices for all prepared samples to support the condition
assessment performance of the oil mixtures. In addition, the electric field distribution was analyzed
for a power transformer using the oil mixtures. Furthermore, the dynamic viscosity was measured for
all insulating oil samples at different temperatures. From the obtained results, the sample obtained
by mixing 90% natural ester oil with 10% mineral oil aged for 6 days is considered superior and
achieves an improvement in dielectric strength and relative permittivity by approximately 43% and
48%, respectively, compared to fresh mineral oil. However, the dissipation factor was increased by
approximately 20% but was at an acceptable limit. On the other hand, for the same oil sample, due to
the higher molecular weight of the NEO, the viscosities of all mixtures were at a higher level than the
mineral oil.

Keywords: mineral oil; natural ester oil; power transformer; dielectric properties measurement;
dynamic viscosity; condition assessment; mixture oil; accelerated aging; diagnostic process

1. Introduction

Power transformers have an intrinsic role in the electrical power network. Not only
at the generation stations as step-up substations but also at the consumers as step-down
substations. These power transformers may be dry or oil-type transformers. In the oil-type
power transformers, oil is used as an insulating and cooling medium [1,2]. The popular
insulating oil used in oil-filled transformers is mineral oil (MO). Mineral oil has significant
toxic effects when spilling into the soil and waterways that include the following. (1) MO
has low biodegradability with harmful environmental effects. This indicates that just
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a small portion of oil self-degrades after being released into the environment [3]. One
kilogram of oil leakage waste from a transformer renders 5 million liters of water unfit for
consumption [4]. (2) MO has low flash and fire points. Once a fire hazard occurs, polycyclic
aromatic hydrocarbons are released as combustion byproducts, which are toxic byproducts
with an extreme threat to the environment [5]. Further, burning MO releases toxic gases
into the environment [4] and produces heavy and dark smoke. (3) The cost of cleaning
up oil spills is often quite high; big environmental utilities spend millions of dollars each
year to do so in order to minimize their consequences. (4) MO has inadequate moisture
tolerance and poor performance at high temperatures. (5) MO is a non-renewable fossil
resource that might run out in the next several decades [6].

Due to the above-mentioned limitations of MO, great attention must be paid to re-
placing MO with an alternative oil that permits a higher degree of sustainability, is en-
vironmentally friendly, and has the same insulating and cooling properties [7]. In the
last two decades, there has been an ascension in the usage of natural ester oil (NEO) as a
strong alternative to mineral oil because of its high biodegradability [8], which means it
easily decomposes into the soil. Hence, many researchers are oriented to study the different
properties, characterizations, health index, and condition assessment of natural ester oil
using various optical spectroscopy techniques [9–12]. Moreover, the NEO properties have
been compared to that of MO [13,14]. On the other hand, there are some studies interested
in the properties of mineral oil mixed with another insulating liquid. Perrier et al. con-
cluded that a mixture of mineral oil with approximately 20% synthetic ester oil achieved an
improvement in the dielectric properties and the aging stability without viscosity degra-
dation compared to mineral oil alone [15]. Nadolny et al. studied the thermal properties
of different mixture ratios of mineral and ester oils. According to this study, the optimal
ratio of ester oil is 5% at which the heat transferability is highest and thus provides the best
cooling performance for the transformer [16]. Suwarno et al. concluded that an increase
in the percentage of ester contents in mineral oil provides an increase in the mixture’s
breakdown voltage, although the dissipation factor is slightly degraded [17]. In [18], 15%
and 20% ester oil ratios provided a better dielectric behavior than other samples in this
study. Toudja et al. reported that the measured charging current, resistivity, and mobility
of different samples show that a mixture of 85% mineral oil with 15% plant oil is the most
excellent mixture [19]. Dombek et al. presented that, with an increase in the ester contents
in synthetic ester/mineral oil mixtures, the flash point and fire point determined with
the open cup technique increased [20]. In [21], Beroual et al. reported that, under AC or
DC applied voltage, Jatropha methyl ester oil has a higher breakdown voltage than MO,
and the addition of this oil to MO extensively upgrades the breakdown voltage of the
obtained mixture. Further, Ref. [22] proposes a prediction model of the transformer oil
breakdown voltage in the existence of diverse barrier effects for point/plane gap systems
with an AC supply voltage using a Box–Behnken design. Recently, Dixit et al. investigated
the temperature distribution within the whole structure winding as well as the natural
cooling category distribution transformer underneath a retrofilling with natural ester [23].
In addition, a comprehensive literature review on the mixture of MO with other alternative
dielectric fluids such as natural or synthetic esters is presented [1]. This is helpful for utili-
ties, researchers, as well as transformer owners that are interested in ester liquids besides
retrofilling aspects.

As revealed in the above-mentioned literature, most of the existing studies have poor
condition assessment and diagnostic tools of the dielectric properties for power transformer
oil mixtures under aging processes. To solve this issue, this research work seeks to fill this
literature gap by improving the condition assessment and diagnostic performance of the
power transformer, specifically the properties of the oil inside that should be enhanced
to produce a good insulating and cooling medium under aging. Therefore, replacing or
retrofilling aged MO with fresh NEO is one of the approaches to improve power transformer
performance. Due to the presence of some mineral oils absorbed by the pressboard between
the transformer windings and at the bottom walls of the tank, the oil inside the tank after
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the replacement process is a mixture of fresh NEO with some quantities of aged mineral
oil. The remaining quantities of MO range between 7% and 20% [1,24,25]. In [24], the
breakdown voltage was evaluated for vegetable oil and synthetic oil mixed with MO. When
using 20% MO, the drop in the AC breakdown voltage was approximately 3% and 7%
for vegetable oil and synthetic oil, respectively. In [25], the AC breakdown strength of
vegetable oils mixed with 10% and 30% MO was investigated. It was found that there is
a slight decrement in AC breakdown strength after mixing with mineral oil compared to
pure vegetable oil. This decrement attained approximately 6% and 13% for coconut oil
and soybean oil, respectively, when mixed with 30% MO. Previous studies on transformer
retrofilling considered only the breakdown voltage for investigation. In addition, these
studies used MO in the fresh state, which does not represent the actual MO state during
the retrofilling process, where MO is usually aged when retrofilling.

Therefore, in this paper, the mixture of NEO with aged MO was investigated to repre-
sent the actual condition when retrofilling. Two percentages of aged MO were considered,
10% and 20%, at different aging periods. Two different aging periods were considered,
6 days and 12 days, simulated with an accelerated aging process to be equivalent to 6 years
and 12 years in the actual field service. The dielectric properties, breakdown strength, rela-
tive permittivity, and dielectric losses were sensed using a LCR meter and oil tester devices
for all prepared samples to evaluate the mixtures’ dielectric properties. Also, Weibull distri-
bution analysis was introduced to evaluate the probability of breakdown for the different
mixtures. The viscosity of all prepared samples was measured to investigate the dynamic
performance of the different mixtures. In addition, the physical mechanism is discussed
to present the dielectric and dynamic performance of ester oil mixed with mineral oil in a
power transformer. Finally, an electrostatic model of an oil-filled distribution transformer is
developed with COMSOL Multiphysics Software to illustrate the electric field distribution
inside the transformer in the case of refilling the transformer with natural ester oil (for the
best retrofilling oil sample).

2. Oil Specifications and Experimental Proceedings

In this section, the specifications of NEO and MO are presented. Then, the MO aging
process and the preparation of samples are described. Finally, the sensing system used for
evaluating the dielectric properties in the laboratory is detailed.

2.1. Oil Specifications

The obtained samples in this study were prepared by mixing fresh natural ester oil and
mineral oil with different percentages, noting that the NEO and MO are commercial types
and treated by the manufacturer. Moreover, all samples were treated with a vacuum oven
in the laboratory to remove the moisture before starting the experimental process. Table 1
presents the specifications of both oils based on the datasheets provided by the suppliers.

Table 1. Specifications of natural ester oil and mineral oil.

Characteristic Specification

Oil type MO NEO
Appearance Clear, transparent Clear, light green

Density at 20 ◦C 0.88 (kg/cm3) 0.92 (kg/cm3)
Flash point 140 (◦C) 325 (◦C)
Pour point −57 (◦C) −21 (◦C)

Electric strength >60 (kV) >60 (kV)
Viscosity at 40 ◦C 9.4 (mm2/s) <40 (mm2/s)

Total acidity <0.01 (mg KOH/g) <0.06 (mg KOH/g)
Water content <20 (ppm) <200 (ppm)
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2.2. Aging Process

In order to prepare aged mineral oil that simulates the aged oil in the power trans-
former in service, an accelerated thermal aging process is required [26]. This process was
carried out for the fresh mineral oil using a heating oven. At 120 ◦C, one day in the oven
is equivalent to 380 days, i.e., approximately one year in the field [27], where the base
operational transformer oil temperature is 60 ◦C and the aging rate of oil is doubled when
the temperature raises by 7 ◦C, according to the following Equations (1) and (2) [11]:

Aging accelerating factor =
120 ◦C−60 ◦C

7 ◦C
= 8.57 (1)

Time factor = 28.57 = 380 (2)

In this study, two different aging periods were considered. These periods were 6 days
and 12 days that were equivalent to 6 years and 12 years in the field. The obtained aged
mineral oil samples aged for 6 days and 12 days were called MO6D and MO12D, respectively.

2.3. Sample Preparation

The mineral oil was aged as mentioned in the previous subsection to simulate the
real field. The aged mineral oil was mixed with fresh natural ester oil after heating it in a
vacuum oven at 80 ◦C for 48 h to remove gas bubbles and moisture contents. A magnetic
stirrer was used to mix the two types of oils at 600 rpm for 30 min. The prepared oil samples
were left for 24 h before the measuring processes as shown in Figure 1.

Figure 1. Schematic diagram to illustrate the preparation process of the oil samples.

2.4. Dielectric Strength

The dielectric strength of the transformer oil is the most important characteristic that
indicates the quality of its insulation property. Consequently, when the dielectric strength
is high, it is an indication of a good quality transformer oil that reflects positively on
the transformer’s performance. Therefore, in this study, the prepared oil samples were
subjected to a breakdown test using the AC oil tester presented in Figure 2 (from 0 to
100 kV) to evaluate and sense the dielectric strength of each sample. The test proceeded
based on the IEC-60156 standard with a 2 kV/s voltage ramp rate and a 2.5 mm separation
distance between the mushroom-shape test electrodes. For each sample, ten results were
recorded and analyzed with special sensors to perform the Weibull distribution cumulative
probability function to provide all probabilities of AC breakdown strength with a small
number of tests [28]. The Weibull distribution cumulative probability function for the oil
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sample F(v) can be introduced as shown in Equation (3): v is the breakdown voltage in kV,
λ denotes the scale parameter in kV, and ξ represents the shape parameter [29].

F(v) = 1 − e−( v
λ )

ξ
(3)

 
Figure 2. AC breakdown tester for liquid insulations.

2.5. Dielectric Properties

Due to the presence of an electric field on the insulating oil, dielectric polarization
occurs for its molecules. The ability of polarization under the effect of the applied field can
be defined with the expression of the relative permittivity (εr) [30]. In the composite insula-
tion system of the oil-filled transformer (oil/paper), the greater the relative permittivity of
the insulating oil, the more uniform the electric field at the interface between the oil and
the insulating paper. Therefore, increasing the relative permittivity of the insulating oil is
preferable for good performance of the transformer [29]. On the other hand, there is another
parameter that indicates the insulation system quality. This parameter is the dissipation
factor of the insulating liquid (tan δ). A high value of the dissipation factor refers to the
presence of more existing contaminations and imperfections in the insulating oil [31,32].
Therefore, mitigation of the dissipation factor value provides a positive impact on the insu-
lation system. The relative permittivity and dissipation factor can be estimated from the
following Equations (4)–(7); Table 2 defines the different variables in the given equations.

εr = ε′ − jε′′ (4)

tan δ =
ε′′

ε′ (5)

ε′ =
dCp

εo A
(6)

ε′′ =
d

2π f εo ARp
(7)

In order to sense and evaluate the relative permittivity values as well as the dissipation
factor of the oil sample, the capacitance (Cp) and the resistance (Rp) of the oil sample must
be measured. The sensing system refers to the experimental measurements in the laboratory
used for evaluating the dielectric properties. In this study, the Agilent E4980A Precision
LCR meter was employed to sense and measure the Cp and Rp values using advanced
sensors built into the LCR meter under the adjustment of the equivalent circuit parallel
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model of the LCR meter. Figure 3 presents the LCR meter and the test cell that were used
in this test with 0.3 mm gap spacing and 38 mm electrode diameter under a wide range
of frequencies from 20 Hz to 1 MHz. After measuring the values of Cp and Rp of each
sample with the LCR meter, the value of Cp was applied in Equation (6) to evaluate the real
permittivity ε′, and the value of Rp was employed in Equation (7) to estimate the imaginary
permittivity ε′′. Thus, the obtained values of relative permittivity and the dissipation factor
were computed from Equations (4) and (5), respectively.

Table 2. Definitions of the variables of the relative permittivity (εr) and dissipation factor (tan δ) equations.

Variable Definition

ε′ Dielectric coefficient
ε′′ Dielectric loss
d Gap spacing between the test electrodes

Cp Oil sample capacitance
εo Permittivity of free space
A Test electrode cross-sectional area
f Frequency

Rp Oil sample resistance

 
Figure 3. LCR meter and the test cell used for the dielectric measurements.

2.6. Dynamic Viscosity Preparation

It is known that the viscosity of any liquid is the resistance of this liquid to flow. The
viscosity of the transformer oil is a very important property in oil-filled transformers for
providing a good heat-exchange process. Therefore, a lower viscosity of the oil results in a
higher circulation speed of the oil and better efficiency of the cooling system. In this study,
the Kinematic Viscosity Bath (KV3000) was used to measure the viscosity of the prepared
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oil samples. This device is used to sense and measure the flow of the liquid under gravity
or vacuum at specified controlled temperatures.

3. Results and Discussion

3.1. Dielectric Strength

The usage of natural ester oil in power transformers not only provides environmental
advantages over mineral oil but also provides higher dielectric properties. Figure 4 displays
the cumulative probability function for fresh MO and fresh NEO. As shown in Figure 4,
the dielectric strength of NEO is higher than that of MO by more than 50%. To study the
refilling of the transformer with fresh natural ester oil, six cases of oil testing measurements
were introduced in addition to the cases of fresh oils (MO and NEO). These cases are
presented in Table 3, where 90% and 80% of NEO mixed with 10% and 20% of aged MO,
respectively, at different aging periods are utilized. These percentages are determined based
on the expected remaining quantities of MO during the transformer retrofilling process, as
specified in previous studies [1,24,25].

Figure 4. Cumulative probability against breakdown voltage for fresh mineral oil (MO) and fresh
natural ester oil (NEO).

Table 3. Description of the oil-tested samples.

ID Description

Case (1) Pure mineral oil aged for 6 days (MO6D)
Case (2) Pure mineral oil aged for 12 days (MO12D)
Case (3) Mixture of MO aged for 6 days 10% + fresh NEO 90% (10% MO6D + 90% NEO)
Case (4) Mixture of MO aged for 6 days 20% + fresh NEO 80% (20% MO6D + 80% NEO)
Case (5) Mixture of MO aged for 12 days 10% + fresh NEO 90% (10% MO12D + 90% NEO)
Case (6) Mixture of MO aged for 12 days 20% + fresh NEO 80% (20% MO12D + 80% NEO)

Figure 5 indicates the cumulative probability function for the oil samples illustrated in
Table 3. In addition, Table 4 depicts the shape parameter (ξ), scale parameter (λ), breakdown
voltage (BDV) with an AC supply at 50% probability (BDV50%), and BDV at 10% probability
(BDV10%) for all insulating oil samples.
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Figure 5. Cumulative probability against breakdown voltage for several aged oil samples.

Table 4. Weibull distribution analysis results for all insulating oil samples.

Oil Sample ξ λ (kV) BDV 50% (kV) BDV 10% (kV)

Fresh MO 9.8 67 64.6 53.3
Fresh NEO 83.6 101 100.4 98.2

MO6D 9.3 32.4 31.2 25.5
MO12D 10.8 30.2 29.2 24.6

10% MO6D + 90% NEO 9.8 95.5 92 76
20% MO6D + 80% NEO 5.7 86.5 81.1 58.2

10% MO12D + 90% NEO 6.7 95.7 90.5 68.3
20% MO12D + 80% NEO 7.7 68.5 65.3 51.2

The aging of any insulating oil causes a degradation of its dielectric properties due
to the thermal stresses affecting the insulating oil bonds. From the obtained results, the
aging of mineral oil for 6 days and for 12 days caused a decrease in the breakdown voltage
at 50% probability from 64.6 kV to 31.2 kV and 29.2 kV, respectively, while the BDV at
10% probability decreased from 53.3 kV to 25.5 kV and 24.6 kV, respectively. On the
other hand, the obtained results show that, due to the increase in the ratio of NEO that
fills the transformer, the breakdown strength of the insulating oil inside the transformer
increased as presented in Table 4. Furthermore, the oil sample that has a higher BDV is
(10% MO6D + 90% NEO) as highlighted in Table 4. This sample achieved an improvement
in the BDV by 43% compared to MO and by 195% compared to MO6D, which was attributed
to this sample having a larger percentage of NEO and a lower aging period.

3.2. Dielectric Properties

The Agilent E4980A Precision LCR meter sensed and measured the capacitance and
resistance of the different oil samples to evaluate their dielectric parameters at a frequency
range from 20 Hz to 1 MHz at room temperature (25 ◦C). The changing of the dielectric
permittivity refers to the ionic and dipolar polarizations that occur via this range of fre-
quencies [33]. Figure 6 shows the relative permittivity versus frequency for fresh MO
and fresh NEO. As presented, the relative permittivity of NEO is higher than that of MO
for all frequency ranges. Regarding the dissipation factor that is shown in Figure 7, the
dissipation factor of MO is lower than that of NEO by approximately 0.074. On the other
hand, with regard to the longer period of aging for insulating MO, the relative permittivity
was enhanced, but the dissipation factor degraded. This result is similar to that obtained
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with the mixture of NEO and MO as summarized in Table 5. Moreover, Figures 8 and 9
illustrate the variation in relative permittivity and the dissipation factor with different
frequencies, respectively. The oil sample that has a higher BDV is (10% MO6D + 90% NEO)
as highlighted in Table 4 and mentioned in the previous subsection. Furthermore, the
sample of (10% MO6D + 90% NEO) achieved the best relative permittivity with a value
equal to 2.829 compared to all other oil samples. Even though the dissipation factor of this
oil sample is not the lowest, it is still under the acceptable value mentioned in IEC 60296.

Figure 6. Relative permittivity versus frequency for fresh mineral oil (MO) and fresh natural ester
oil (NEO).

Figure 7. Dissipation factor versus frequency for fresh mineral oil (MO) and fresh natural ester oil (NEO).

55



Sensors 2023, 23, 6440

Table 5. Dielectric properties for all insulating oil samples at a frequency of 50 Hz.

Oil Sample εr tan δ (%)

Fresh MO 1.914 0.146
Fresh NEO 2.685 0.220

MO6D 1.925 0.149
MO12D 2.026 0.166

10% MO6D + 90% NEO 2.829 0.179
20% MO6D + 80% NEO 2.720 0.197
10% MO12D + 90% NEO 2.814 0.169
20% MO12D + 80% NEO 2.716 0.191

Figure 8. Relative permittivity versus frequency for several aged oil samples.

Figure 9. Dissipation factor versus frequency for several aged oil samples.

3.3. Dynamic Viscosity Measurement

For the enhancement of the cooling property of the insulating oil due to its higher
circulation speed, a lower viscosity of the oil is necessary. Figure 10 shows the relationship
between viscosity and temperature for fresh NEO and MO. The test was carried out at
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temperatures of 25, 50, and 75 ◦C. It is clear that the viscosity of MO is lower than the
viscosity of NEO for all tested temperatures. This indicates that the cooling performance of
MO is better than that of NEO. This is because the main component of NEO is a triglyceride,
and its molecular weight is higher than that of the hydrocarbon chains of MO, so the NEO
kinematic viscosity is greater than that of MO [34].

Figure 10. The variation in fresh insulating oil viscosity with temperature increment.

Due to the aging of the mineral oil for 6 and 12 days, as introduced in Figure 11,
the oil viscosity increased by approximately 4% and 40%, respectively, compared with
fresh MO at 50 ◦C. On the other hand, due to the transformer retrofilling process with
NEO, the oil mixture sample that achieved the lowest viscosity is the sample of (20%
MO6D + 80% NEO). This sample provides better cooling performance due to a lower
aging period in addition to a lower ratio of NEO. However, the sample of (10% MO6D
+ 90% NEO), which achieves better dielectric performance as discussed in the previous
sections, provides a good viscosity value that is close to the viscosity value of the sample of
(20% MO6D + 80% NEO).

Figure 11. The variation in viscosity with temperature increment for all insulating aged oil samples.
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4. Physical Mechanisms

Regarding the dielectric strength of the insulating oils, the AC-BDV of insulating oil is
mainly related to the relative moisture contents. Therefore, the higher saturation moisture
content of mixed insulation oil is a major aspect that produces a higher AC-BDV than that
of MO at a similar absolute moisture content [35,36]. This concept can be an explanation for
the increasing AC-BDV as the percentage of NEO increases in the oil mixture and also with
a lower aging period as summarized in Table 4. The higher aging period of MO produces
lower dielectric properties for this oil. This can be attributed to the breaking of some MO
molecules due to the applied electric field during the transformer’s continuous operation.
From the obtained results, for 20% MO, the aging of MO for 12 days achieved an AC-BDV
of 65.3 kV, which is lower than 81.1 kV achieved at 6 days, while for 10% MO, the AC-BDV
was reduced from 92 kV to 90.2 kV from 6 days to 12 days aging, respectively. Note that
the supply of the measured breakdown voltage here is an AC supply; otherwise, from the
literature, the NEO performance under impulse waveforms or other fast transients tends to
be lower than that of MO, especially if used in barrier-style insulation or homogenous paper
oil insulation. Therefore, it can be interesting to study this performance in future work.

On the other hand, the relative permittivity and the dissipation factor of the mixed
insulating oil are not only dependent on the percentage of NEO but also on the aging
period as presented in Table 5. This dependency relates to the dipole polarization inside
the mixed oil [29]. Moreover, the ionic compounds in the aged oil may be dissolved in
NEO because of their polar nature; in addition, when the percentage of NEO is increased,
this effect becomes prevalent. The increasing dissipation factor of the mixed oil may be
due to the aged MO containing a high quantity of polar colloidal components and odorous
hydrocarbons [37].

Regarding the dynamic viscosity of the insulating oils, the lower viscosity of MO
for all ranges of temperature refers to a better coolant medium. This behavior may be
attributed to its lighter hydrocarbon molecular weight than that inside the mixed oil that
contains a large amount of NEO’s heavy triglycerides [34].

5. Electrostatic Modelling of Oil-Filled Transformer

In this section, an electrostatic model of a 1 MVA, 50 Hz, 22/0.4 kV step-down trans-
former is simulated using COMSOL Multiphysics Software. The aim of this simulation
is to evaluate the distribution of the electrostatic field inside the transformer when us-
ing the NEO–MO oil mixtures after the retrofilling process. The case of the oil mixture
(10% MO6D + 90% NEO) was considered for the electrostatic field analysis, as it exhibited
superior dielectric properties.

COMSOL software is utilized to resolve the desired non-uniform field via the numeri-
cal finite element method to effectively model the electrostatic field inside any part of the
transformer, specifically the sharp edges and interface points. The input parameters for
this model involve the measured r.m.s rates of the AC breakdown voltage followed by the
measured dielectric loss and permittivity of the prepared oil samples (NEO–MO mixture).
In addition, the other detailed model parameters of the transformer mentioned in Table 6
and the datasheet parameters of numerous oil types are extracted from real experimental
data. The computation of the two-dimensional (2D), axis-symmetric field distribution can
be exploited via the finite element method (FEM) through the interface area between the
winding and NEO–MO mixture. The mechanism of the COMSOL operation depends on the
field region that should first be divided into smaller triangle elements to shrink the energy
throughout the wide field area of interest by applying the numerical FEM [38]. Once a
stationary electric field is utilized for a liquid dielectric substance, the Equations (8) and (9)
deliver the electrical energy stored inside the full volume of the area under study, taking
into consideration the cylindrical model geometry as well as the Laplacian field Equation (8)
for static field [39].

∇2 V = 0 (8)
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→
E = −∇V (9)

where these equations should be utilized at the unknown potential nodes to compute the
electrostatic potential V; after that, the electric field strength E can be easily calculated with
Equation (9).

Table 6. Technical data for the modeled transformer [40].

Item Specs

Type Oil-filled
Standard specification IEC 60076

Rated output at 45 ◦C ambient (kVA) 1000
Method of cooling ONAN

Oil type Mineral oil
System of connection DYn-11

Turns ratio 22,000/400
Resistance/phase for primary RHV (Ω) 4.23

Resistance/phase for secondary RLV (Ω) 5.11 × 10−4

Permissible symmetrical S.C current at L.V side terminals for 2 s (kA) 62.55
Primary voltage at normal tapping (V) 22,000

Corresponding secondary voltage at no load (V) 400
Full load current at LV side ILV (A) 1443.4

Full load current at HV side IHV (A) 26.24
Efficiency at (100% −75%) rated output (%) 98.9–99.1

Iron losses (W) 1222
Copper losses (W) 9450

Temperature rise at rated output above 45 ◦C ambient temperature

At oil top level (◦C) 45
Winding temperature (◦C) 55

Core temperature (◦C) 55

Table 6 presents the technical data for the modeled transformer [40]. Based on that, the
building of an accurate model of the transformer is very difficult, so some simplifications
were considered in this work: Only one winding was considered, and the tank in the model
was considered to be a perfect cylinder equivalent to one-third of the real transformer
tank [41]. Moreover, an approximately 10% voltage drop across transformer windings
was considered due to the copper resistance of these windings that can slightly change
the electric field stress along the winding [40]. Hence, from Sections 2 and 3, all measured
parameters of the NEO–MO mixture are used as input data for the simulation model to
evaluate the distribution of the electrostatic field inside the transformer when using these
oil mixtures.

When COMSOL Multiphysics is started, the model navigator enables the user to begin
the modeling process and control all program settings. The space dimension is selected as
2D Axis-symmetric, and the application mode of electrostatic is adopted to begin working
on the considered model. The model was created based on the dimensions shown in
Figure 12. Moreover, Figure 13 presents the model after creation with the space dimension
selected as 2D Axis-symmetric. Due to the build of the model under the electrostatic
study [42], the AC voltage distribution inside all parts of the transformer can be obtained
as shown in Figure 14. Furthermore, the electric field distribution can be evaluated based
on the FEM using finer grid meshes as presented in Figure 15. Additionally, Figure 16
introduces the electric field distribution inside the modeled transformer, specifically at
lines AA’ and BB’ and at points a, b, and c (see Figure 13). From the obtained results, it is
clear that the electric field’s highest value points are concentrated between the low-voltage
(LV) and high-voltage (HV) windings. These stresses are due to the higher voltage of HV
winding compared to LV winding.
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Figure 12. Two-dimensional geometry of the studied model (all dimensions in mm).

Figure 13. View of geometry creation of the model on COMSOL Multiphysics with millimeter
dimensions for points (a, b, c) and line sections (AA’ and BB’).
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Figure 14. Model after the creation of the meshes for the finite element method solution (finer
meshes style).

Figure 15. AC potential distribution inside all transformer parts based on FEM.

To illustrate the values of the electric field in many locations on the insulating oil,
the distribution of the electric field is evaluated along the lines AA’ and BB’ presented in
Figure 13. The obtained electric field values along these lines are presented in Figure 17.
Based on the obtained results, along AA’ that lies midway between the HV and LV windings,
the higher electric field is presented nearly to the edges of the transformer windings at
vertical arc lengths of 310 mm and 905 mm with electric fields of 705 kV/m and 678 kV/m,
respectively. On the other hand, along BB’, the higher electric field is presented at a
horizontal arc length of 251 mm with an electric field of 706 kV/m. Hence, the highest
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value points of the electric field on the insulating oil are presented at the edges of the
transformer windings due to the direct interface between the transformer winding and
the insulating oil molecules in this region. Accordingly, the best insulating oil is (10%
MO6D + 90% NEO) from the transformer retrofilling point of view, which produces a good
insulation and cooling performance via these highest value points compared to the other
oil samples. Moreover, the transformer will have a longer lifetime, better performance,
and fewer technical problems. Moreover, Figure 18 introduces the electric field at points
a, b, and c (see Figure 13) that present a slight variation in the electric field due to the
voltage drop along the transformer windings. The obtained results concluded that the
electric field was varied at the selected points a, b, and c with values of 615, 636, and
660 kV/m, respectively, which do not exceed 10% variations in the electric field stress along
the transformer winding.

Figure 16. Electric field distribution inside the modeled transformer based on FEM.

Figure 17. Electric field inside the modeled transformer along (a) line AA’ and (b) line BB’.
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Figure 18. Electric field inside the modeled transformer at points a, b, and c.

6. Conclusions

This paper studied the dielectric properties and coolant behavior based on the dy-
namic viscosity of the transformer oil due to the replacement of worn-out mineral oil with
natural ester oil. The experimental setup, measurements, and electrostatic simulation were
introduced. From the above-mentioned results, the following remarks can be concluded:

• The mixing of NEO with aged MO leads to an enhancement in some characteristics of
the mixed insulating oil, such as the dielectric strength and relative permittivity.

• The aged mineral oil has degraded dielectric and coolant properties when compared
with the fresh mineral oil because of the electrical as well as thermal stresses on the oil
molecules and bonds.

• The larger the amount of NEO in the mixed insulating oil, the higher the BDV due to
the higher dielectric strength of the NEO that was mixed with the aged MO.

• The values of the dissipation factor for the mixed insulating oils exhibited a slight
increase, but their values were kept under acceptable limits.

• The relative permittivity values for the mixed insulating oils were increased due to
the increase in the percentage of NEO, which was due to the high dipole polarization
inside the mixed oil.

• The dynamic viscosity of MO is lower than that of NEO for all ranges of temperature.
This indicates that the cooling performance of MO is better than that of NEO.

• The electrostatic simulation of the oil transformer introduced the electric field on the
insulating oil with higher values at the edges of the transformer windings due to the
direct interface between the transformer winding and the insulating oil molecules in
this region. Also, the variation in electric field stress on the transformer winding was
taken into consideration for a more accurate model that did not exceed 10%.

• The best insulating oil (10% MO6D + 90% NEO) produces an optimal parameter for
insulation and cooling performance compared to the other oil samples. Moreover, the
transformer would have a longer lifetime, better diagnostic performance, and fewer
technical problems.

In future work, the oil mixture performance under impulse waveforms or other fast
transients will be investigated; in addition, the breakdown analysis at the paper/pressboard
oil interface will be studied.
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Abstract: System stability deterioration in microgrids commonly occurs due to unpredictable faults
and equipment malfunctions. Recently, robust control techniques have been used in microgrid
systems to address these difficulties. In this paper, for DC-islanded microgrids that have sensors
faults, a new passive fault-tolerant control strategy is developed. The suggested approach can be
used to maintain system stability in the presence of flaws, such as faulty actuators and sensors, as
well as component failures. The suggested control is effective when the fault is never recognized (or
when the fault is not being precisely known, and some ambiguity in the fault may be interpreted
as uncertainty in the system’s dynamics following the fault). The design is built around a derived
sufficient condition in the context of linear matrix inequalities (LMIs) and the attractive ellipsoid
technique. The ellipsoidal stabilization idea is to bring the state trajectories into a small region
including the origin (an ellipsoid with minimum volume) and the trajectories will not leave the
ellipsoid for the future time. Finally, computational studies on a DC microgrid system are carried
out to assess the effectiveness of the proposed fault-tolerant control approach. When compared
with previous studies, the simulation results demonstrate that the proposed control technique can
significantly enhance the reliability and efficiency of DC microgrid systems.

Keywords: sensor failure; fault-tolerant control; DC microgrids; attracting ellipsoid method

1. Introduction

Fault-Tolerant Control (FTC) is concerned with systems whose normal operation is
disrupted by a failure in actuators, sensors, or other system components. A component’s
malfunctioning can be complete, referred to as a failure [1–3], or partial, referred to as
fault [4]. This paper focuses on sensor faults.

Passive Fault-Tolerant Control (PFTC) or Active Fault-Tolerant Control (AFTC) can
be used to achieve FTC [4]. In the first case, a single controller is designed to stabilize the
system and provide the required performance regardless of the failure. This controller does
not need to be aware of the fault. AFTC, on the other hand, reconfigures the controller by
identifying and isolating the system fault. Many approaches have addressed fault detection
and isolation [5].

For example, the sliding-mode observers (SMOs) effectively handle the nonlinear
switch discontinuous term for fault detection and estimation. In linear and nonlinear
systems with progressive faults, they can handle disturbances, parametric fluctuations,
uncertainties, and unmodeled dynamics. It compensates for observer incompatibilities and
preserves system stability and reachability in a limited period [6]. Since uncertainties are
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inherently present, the fault reconstruction technique for matched faults and uncertainties
in [7] does not apply to a broad range of actual systems.

Furthermore, they calculated SMO improvements by practically tweaking LMIs ac-
cording to Lyapunov stability requirements. It lessens the impact of H-∞ criteria, improves
fault estimates, and substantiates efforts to address mismatched uncertainty and defects.
This study mathematically determined the period the sliding-mode observer would be
available and proved its stability. In [8], H-∞ FTC for actuator and sensor faults in wind
energy systems is provided. It makes use of Linear-Quadratic Regulator (LQR)-based state
feedback control to mimic variable wind speeds generated by stochastic affine models.
Event (fault) monitoring for smart grids is provided in [9].

Summarizing: the drawback of AFTC is that it produces a more complex controller.
Another disadvantage of AFTC is that fault identification is a challenging task, and in
the presence of external disturbances, fault detection algorithms cannot ensure reliable
detection. Despite these disadvantages, AFTC has advanced controllers that achieve better
performance than PFTC. A PFTC can be expressed as a robust control problem if the
sensor’s performance is bounded. This method is the focus of this paper.

More renewable energy sources have been integrated into the present power systems
as electricity consumption has increased rapidly. This trend has increased the appeal of
microgrids (MGs), which provide an effective technique for combining a variety of energy
resources (e.g., wind and solar energies) [10–12]. MGs are small-scale power networks
comprised of distributed generation (DG), devices for storage, and loads. DC MGs have
received increased attention in recent years as a result of the growing use of DC renewables
and loads [13–15]. The fundamental goals of DC MG control can be described as voltage
regulation, stability, and current sharing. In modern DC MGs, hierarchical control structures
are often used to meet these control objectives [16–18].

Control techniques have progressed from (1) centralized where, one controller is used
to stabilize the whole system; but requires measuring all the states; (2) decentralized control,
where a controller is installed for each DG and requires only the local information of its
DG scheme; to (3) distributed schemes, where the controller for each DG requires local and
neighboring DGs information [19,20]. It should be noted that the decentralized control is
the most reliable option because it does not require the pricey communication network
and time delay that centralized control does. Unlike the distributed control which requires
communication with neighbor agents, the decentralized control lacks communication. So,
this paper focuses on decentralized control.

To improve performance, some hierarchical control techniques have been introduced.
In order to track the local voltage reference of DC MGs under plug-and-play (PnP) MG
operation, decentralized control method has been presented in [20]. Accurate current
sharing has been achieved in [21] by using a secondary consensus-based controller. The
typical hierarchical control system, however, has its own limiting conditions because of the
complexity of two-layer control of DC MGs [22,23].

Therefore, recent studies [24,25] have considered the constrained communication
channel bandwidth, network packet loss, outside interference, and a noisy atmosphere. A
distributed secondary cooperative control strategy with adaptive event-triggering commu-
nication has been presented in [26]. With reduced communication effort, typical voltage
regulation, and appropriate load distribution are achieved. The issue brought on by con-
sidering the uncertainty of power loads in DC MGs has been discussed in [27]. To attain
satisfactory performance, the authors provided a technique for distributed secondary H∞
consensus. A sliding mode robust controller is incorporated in [28], which studies the
impacts of stochastic behavior.

In this paper, a new passive fault-tolerant control strategy is developed for DC-
islanded MGs that have voltage sensors’ faults. The suggested approach can be used
to maintain system stability in the presence of flaws, such as faulty actuators and sensors,
as well as component failures. The fault can be unknown to the control system and this
ambiguity can be translated as an uncertainty in the dynamics of the system following
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the fault. The proposed design solves the problem as a robust control problem via a new
sufficient linear matrix inequalities (LMI) condition. The invariant ellipsoid method is used
to tackle the uncertainty in sensor faults. Finally, the computational results are focused on a
DC MG system and are carried out to assess the effectiveness of the proposed fault-tolerant
control approach. Compared with previous studies, the simulation results demonstrate
that the proposed control technique can significantly enhance the reliability and efficiency
of DC MG systems.

The main contributions of this paper are as follows:

(1) A new decentralized voltage tracker design is introduced. The new design technique
is based on the Attracting Ellipsoid Approach that is a powerful technique in the
robust control theory.

(2) A decentralized state feedback with an integral control is proposed using the current
and voltage magnitude of each DG which are the DG states.

(3) To obtain the desired voltage reference tracking performance, it is proposed to use an
augmented state feedback controller. Analyzing system stability demonstrates that
the suggested controller tolerates sensor faults.

(4) Unlike the difficulties in active fault control (detection and fault evaluation), the
proposed robust control is much simpler (one controller), easy to implement, and can
cope with sensor fault which is never detected or partially known.

The remainder of this paper is organized as follows: Modeling of DC MG dynamics
is briefly discussed in Section 2. Additionally, Section 2 contains the sensor fault model
as well as a few more preliminary calculations. Section 3 details the design and analysis
of the proposed state feedback with integral control for voltage regulation. In Section 3,
the proposed control scheme simulation as well as a comparison with previous published
research are provided. Simulation validation of the proposed FTC scheme are detailed in
Section 4. Conclusions are provided in Section 5.

2. Problem Formulation and System Modeling

A DC MG comprised of N DGs connected by DC lines is investigated in this paper.
Figure 1 depicts the electrical structure of DG-i.

Figure 1. The electrical structure of DG-i.

Each DG has a DC voltage source, a converter, an RLC filter, and a resistive load RLi
as shown in Figure 1. It should be noted that the DGs reliability can be affected by the
stochastic and intermittent nature of renewable DC energy sources. In practice, there are
several options for energy storage systems to solve this problem. In these instances, the
sources might be roughly be operated in a steady-state mode. Renewable energy sources
are inherently intermittent. In this study, we assume that PVs include a battery storage
system to maintain the output voltage constant.
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The dynamic model of DG-i is constructed using Kirchhoff’s voltage and current laws
as follows: ⎧⎪⎪⎨

⎪⎪⎩
dVi
dt = 1

Cti
Iti − 1

Cti
ILi +

1
Cti

Iij
dIti
dt = − 1

Lti
Vi − Rti

Lti
Iti +

1
Lti

Vti

Lineij :
dIij
dt = − Rij

Lij
Iij +

1
Lij

Vj − 1
Lij

Vi

(1)

where Vi and Iti denote the DG-i capacitor voltage and output current, respectively. The
command to the converter is represented by Vti, Rti, Lti, and Cti are constants that represent
the filter’s electrical properties. Rij and Lij are the power line impedances connecting DG-i
and DG-j. Each DG-j’s capacitor voltage is represented by Vj.

It is assumed in (1) that the power lines connecting the DGs possess quasi-stationary
dynamics [20], i.e., dIij/dt = 0. This assumption is valid as the line inductance Lij in DC
systems is significantly small and thereby the line dynamics can be neglected.

⎧⎪⎪⎨
⎪⎪⎩

∴ Iij =
Vj−Vi

Rij
dIti
dt = − 1

Lti
Vi − Rti

Lti
Iti +

1
Lti

Vti
dVi
dt = 1

Cti
Iti − 1

Cti
ILi +

1
Cti Rij

Vj − 1
Cti Ri j

Vi

(2)

The islanded DC MG, shown in Figure 1, contains N DGs that can be modeled through
the following state-space equations in the same manner:

.
xi = Aiixi + Biui + Diwi, yi = Cixi = zi (3)

where xi = [Vi Iti ]
′, ui = Vti, yi = zi are states vectors, input, yi as the measurable outputs,

and assume that yi = xi. The output vector to be optimized is zi. The matrices Aij, Bi, are as
follows: ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Aii =

⎡
⎣− 1

Cti
∑
j

1
Rij

− 1
RiCti

1
Cti

− 1
Lti

− Rti
Lti

⎤
⎦

Aij =

[
1

RijCti
0

0 0

]

Bi =

[
0
1

Lti

]

Ci =

[
1 0
0 1

]
(4)

The external disturbance is:

Di = [Ai1 . . . Oii . . . AiN ], (5)

The system studied is chosen to be radial as most of the distribution networks are
radial. As illustrated in Figure 2, an islanded DC MG case-study system consists of six DGs.

Figure 2. A DC microgrid with six islanded DGs.

Tables 1 and 2 outline the electrical parameters of each distributed generation as well
as the distribution lines.
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Table 1. Microgrid parameters [20].

DGs
Parameters of the Buck Converter Shunt Capacitance

Ct (mF)
Load Parameter

R (Ω)
Power Rating

(W)Rt (Ω) Lt (mH)

DG1 7.22 72.2 25 160 1200
DG2 7.22 72.2 32 80 600
DG3 7.22 72.2 25 120 900
DG4 7.22 72.2 30 160 1200
DG5 7.22 72.2 18 100 800
DG6 7.22 72.2 12 120 900

Vdc (DC bus voltage)
100 V

fsw (Switching frequency)
40 kHz

fo (Nominal frequency)
50 Hz

Table 2. Parameters of distribution lines.

Line Impedance (Zij) Line Resistance (Rij) Line Inductance (Lij)

rij (Ω/m) Cable Length (m) Rij (Ω) lij (μH/m) Cable Length (m) Lij (μH)

Z12 0.05 180 9 1.8 180 324
Z23 0.05 240 12 1.8 240 432
Z34 0.05 300 15 1.8 300 540
Z45 0.05 240 12 1.8 240 432
Z56 0.05 264 13.2 1.8 264 475.2

The MG study system is discretized with sampling time Ts using Tables 1 and 2. The
discrete-time state equation is provided in the Appendix A.

It should be noted that graph theory can be used to solve non-radial networks, as
described in [29].

The overall MG discrete-time model is as follows using (3–5):

x(k + 1) = Ax(k) + Bu(k), y(k) = Cx(k), x(0) = x0 (6)

The vectors x, u, and y are the state, control, and measurement of dimensions n, m,
and l, respectively. Assuming all the states are available for state-feedback control, C = I.
The control objective aims to obtain the output tracking the input with a steady-state error
of zero. In addition, the controller must be decentralized which uses only local states.

The number of outputs that can track a reference input vector, yr, cannot be more than
the number of control inputs to maintain controllability. Consequently, the output equation
for the open-loop system shown in (6) can be rewritten as:

y(k) = Cx(k) =
[

C1
C2

]
x(k) =

[
y1(k)
y2(k)

]
(7)

where y1 ∈ Rh, h ≤ l denotes the vector of the outputs required to follow the reference
input vector yr. It is to be noticed that the controller is called a regulator if the input is
constant; otherwise, it is referred to as a tracker. This section describes the design of the
system’s decentralized tracker (6). The interconnected system (6) can be subdivided into N
subsystems.

With A =
{

Ai,j
}

, and B = blockdiagonl{B1, . . . , BN}, C = blockdiagonl{C1, . . . , CN}
subsystem #i is provided by:

xi(k + 1) = Aiixi(k) + Biui(k) + Dix(k), Di =
[
Ai1 . . . Oii . . . AiN

]
, yi(k) = Cixi(k)i = 1, .., N (8)

The dimensions of xi, ui are respectively ni, mi, n = ∑N
i=1 ni, m = ∑N

i=1 mi.
The decentralization of proposed control can be achieved by reducing the impact of

an external disturbance, Di x(k). The dynamics of the remainder of the system on a specific
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subsystem are represented by Equation (8), where the vector x is supposed to be an external
bounded disturbance w(k). The control decentralization can be performed by minimizing
the ellipsoid volume, as will be seen in the sequel.

It is worth noting that the MG model (6) does not have an integrator (it is a type 0
plant). As a result, for a step input, a steady-state error will occur. The output voltage
must precisely follow the reference voltage with no errors. To achieve tracking task for
subsystem i, a vector comparator, and an integrator zi are added which fulfill:

zi(k + 1) = zi(k) + Ts[yri(k)− y1i(k)] (9)

As a result, the augmented state space representation controls the open-loop system
of subsystem-i is:

{
x̂i(k + 1) = Âii x̂(k) + B̂iui(k) + D̂iw(k) + Îiyri(k),

yi(k) = Ĉi x̂i(k),
(10)

where x̂i =

[
xi
zi

]
, Âii =

[
Aii O

−TsC1i Ii

]
, B̂i =

[
Bi
O

]
, D̂i =

[
Di
O

]
, Îi =

[
O

Ts Ii

]
, Ĉi =

[
Ci 0

]
.

It is required to design the state feedback plus integral control provided by:

ui(k) = K̂i(k)x̂i(k) =
[
Ki KIi

]
x̂i(k) (11)

Matrix C is an identity matrix for this application.
Now the linear time-invariant dynamical system (10) when subject to sensor faults

becomes: ⎧⎨
⎩

x̂i(k + 1) = Âii x̂(k) + B̂iui(k) + D̂iw(k) + Îiyri(k),
yi(k) = Ĉi x̂i(k),

ysi(k) = diag[ϕi(k)]yi(k)
(12)

where vector yi(k) represents the system output, and ys(k) represents the measured out-
put with a sensor fault. The preceding description can be used to model systems with
multiplicative faults such as actuator, sensor, and component failures. For modeling the
multiplicative faults, the relevant system matrices should be multiplied by the appropriate
matrix.

ϕj(k) is the sensor function which represents the remaining function of the associated
sensor. For example, if a sensor ϕj(k) = 0.8, in which ϕj(k) denotes the remaining function
of the jth sensor, then the sensor is 80% functioning. In other words, ϕj(k) = 0 indicates the
sensor failure, while ϕj(k) = 1 indicates the sensor works properly. A faulted sensor will
then be such that 0 < ϕj(k) < 1. Consequently, it is a bounded sensor fault.

The control objective in addition to finding a decentralized dynamic tracker for each
DG, should also be robust against sensor fault.

3. Decentralized Passive Sensor Fault-Tolerant Control

Each DG-i is supplied with the proportional with integral controllers listed below, (11):

ui(k) = K̂i(k)x̂i(k) =
[
Ki KIi

]
x̂i(k) (13)

where Ki ∈ R1×2, KIi ∈ R1×1, and controllers, i = 1, . . ., N, are decentralized because the ui
computation only requires the DG-i state. The proposed system incorporates proportional
state feedback and integral control. It is completely decentralized by means of local states.
It avoids communication of bordering subsystems states as in the case of distributed control.
The proposed design is simple, contrary to centralized control, which has an expensive
communication network and associated delay, which reduces system stability. It should be
noted that the communication network in a centralized scheme is prone to failure, which
can lead to a total collapse of the control system.
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The invariant-set approach [30,31], and its reference applications [32–34], is an ap-
proach used for designing systems controllers that are disrupted by external disturbances
(perturbed systems). An invariant-set is one in which if an initial state vector x(0) begins
within it, the trajectory x(k) will not leave it for the future time k > 0. The invariant set is
approximated using a bounding ellipsoid because determining it mathematically is diffi-
cult. The invariant ellipsoid technique is employed in linear systems to suppress bounded
disturbance by decreasing the ellipsoid volume. In [30], the invariant ellipsoid approach is
employed to propose a novel strategy for minimizing the effect of external disturbances
on linear systems. When the initial state is outside of the ellipsoid, the ellipsoid is a set
that contains the origin and attracts the state trajectory. As a result, it is referred to as an
attractive ellipsoid. When the state trajectory arrives at the ellipsoid, it does not leave it
as time passes. As a result, the ellipsoid is referred to as an invariant ellipsoid. To reduce
the effect of external disturbances on the trajectory, the volume of the ellipsoid must be
reduced [31]. The goal of the MG voltage control challenge is to develop a controller that
allows the output voltage to track the reference voltage.

The tracker must also be long-lasting in the event of sensor faults. It should also lessen
the impact of disruptions on the output voltage. This is known as a disturbance-rejection
tracker.

In (10), w(k) reflects the bounded external disturbances that are subject to the constraint:

||w(k)||≤1, ∀k ≥ 0 (14)

The symbol ‖(.)‖ denotes the vector (.) Euclidean norm. Note that, the external
disturbance is L∞-bounded. To optimize z, the design goal is also to minimize the influence
of disturbance Dw on the output. It should be observed that the disturbance constraint
(14) has no effect on generality because the matrix D can always be scaled to satisfy (14).
Note that the normalization in constraint (14) results in simpler LMI condition than if
normalization is not carried out.

Ref. [30] considers the following problem. Given the discrete time system.

x(k + 1) = Ax(k) + Bu(k) + Dw(k), y(k) = Cx(k), subject to ‖w(k)‖ ≤ 1 (15)

The pairs (A, B) and (A, C) are assumed controllable, and observable respectively. The
state feedback controller u(k) = Kx(k), which stabilizes (14) and rejects the disturbance w(k)
in an ideal way (in terms of minimizing the bounding ellipsoid trace of the optimized
output, Ez = CPC′) is provided by the following theorem [30].

Notation. The superscript (.)’ represents matrix transposition throughout the paper, Rn denotes the
n-dimensional Euclidean space and Rn×m is the set of all n × m real matrices. For a symmetric P ∈
Rn×n, P > 0 indicates that it is positive definite. A symmetric matrix

[
Q + Z + Q′ + Z′ R

R′ P

]
is

denoted by
[
(Q + Z + ∗) R

∗ P

]

Theorem 1. Ref. [30]
Let P, Y be a solution of the minimization optimization problem.

minimizetrCPC′

Subject to the constraints:

⎡
⎣ −αP ∗ ∗

AP + BY −P ∗
0 D′ −(1 − α)I

⎤
⎦ ≤ 0, P > 0, α > 0
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For some 0 < α < 1. The minimization is carried out with respect to the matrix variables
P = P′, Y, and the scalar parameter α.

Moreover, the optimal state controller, stabilizing (15) and rejecting the disturbance, is
provided by:

K = YP−1

Note that the trace function is adopted due to its linearity; being synonymous to
the sum of squared semi-axes of the ellipsoid Ez. This latter condition will be employed
throughout the text to help reduce the problem of interest to standard semidefinite pro-
grams. The multiplicative term αP is the source of nonlinearity in the above theorem. After
fixing α, the above matrix equation becomes linear, making it simple to solve with the LMI
toolbox. The scalar α is iteratively updated to solve the minimization problem.

Theorem 1 can be used to solve the sensor FTC as follows. After the occurrence of
the sensor fault, the matrix Ci in (4) becomes one of the matrices diag

[
ϕi,j(t)

]
Ci, i = 1 . . . N,

j = 1, 2.
The effectiveness reduction in the sensors of DG-i is randomly selected as ϕi,1 =

diag[0.81 0.91], ϕi,2 = diag[0.91 0.63].
The design of sensor FTC for DG-i can be performed by replacing C in Theorem 1, by

diag
[
ϕi,j(t)

]
Ci, A by Âi, and B by B̂i. We obtain the following theorem.

Theorem 2. The sensor FTC of DG-i, i = 1, . . ., N, is obtained by solving the following optimization
problem:

minimize
{

maxj=1,2tr
{(

diag
[
ϕi,j(t)

]
Ci
)

Pi
(
diag

[
ϕi,j(t)

]
Ci
)′}, i = 1 . . . N

}
.

Subject to the constraints:

⎡
⎣ −αP̂i ∗ ∗

Âi P̂i + B̂iŶi −P̂i ∗
0 D′ −(1 − α)I

⎤
⎦ ≤ 0, P̂i > 0, α > 0

Moreover, the optimal sensor FTC is provided by:

K̂i = Ŷi P̂−1
i , i = 1 . . . N

Solving Theorem 2 (using Matlab LMI, yalmip, and sedumi), the proposed tracker is
provided in Table 3.

Table 3. The proposed tracker.

Controller α Ellipsoid Volume K, KI

1 0.05 1.6509 × 10−16 [−14.649 −45.078], 42.592
2 0.42 1.639 × 10−16 [−59.741 −74.988], 155.51
3 0.03 2.5792 × 10−16 [−24.598 −55.922], 22.399
4 0.1 2.6294 × 10−16 [−18.248 −43.158], 52.527
5 0.16 2.8791 × 10−16 [−98.091 −114.53], 108.91
6 0.42 5.9235 × 10−16 [−85.036 −86.043], 145.12

4. Simulation Validation

The system shown in Figure 2 is modelled using the Matlab/SimPower Systems
Toolbox. Robust stability, required response, and steady-state capabilities have all been
achieved as per the IEEE requirements [35].

The performance of the developed controllers is measured during the randomized
effectiveness of the sensor signal (sensor fault). The suggested planned controls are tested
in four different scenarios on the study system. Each of the four scenarios is played out
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by randomly selecting a sensor in a certain DG that has a failure level (reduction in the
effectiveness of the sensor signal in percentage).

Table 4 shows the random sensor faults choices applied to random DGs. The intro-
duced design is a proportional state-feedback system with integral control that is totally
decentralized by utilizing local states. Therefore, six controllers are designed, and their
gains are provided in Table 3. Note that Theorem 2 is only a sufficient condition so the
proposed controller is stabilizing the system for faults more severe than the design faults,
Table 4.

Table 4. Reduction in the effectiveness of the sensor signal in percentage.

Scenario Number Case DG Number Time (s)
Effectiveness of the

Sensor Signal

1
Case 1 DG1 at t = 7 s [0.8 0.6]
Case 2 DG5 at t = 8 s [0.9 0.7]

2 One case only Consecutive faults on DG2
and DG4

at t = 8 s
at t = 9 s

[0.8 0.65] (DG2)
[0.9 0.75] (DG4)

3 One case only
Simultaneous faults on

DG2 and DG4 (within the
design control range)

at t = 9 s
and

at t = 9 s

[0.8 0.65] (DG2)
[0.9 0.75] (DG4)

4 One case only
Simultaneous faults on

DG2 and DG4 (outside the
design control range)

at t = 9 s
and

at t = 9 s

[0.6 0.55] (DG2)
[0.5 0.35] (DG4)

To make a comparative study between the proposed technique and other techniques, a
completely decentralized auto-tuned control method is used to design six PI controllers for
the six DGs provided in Figure 2. The designed gains for the six auto-tuned PI controllers
are illustrated in Table 5.

Table 5. Auto-tuned PI controllers gains for the six DGs.

PI-Gains DG1 DG2 DG3 DG4 DG5 DG6

Kp 2.623101 1.554792 2.095479 1.958416 2.518254 2.428056
Ki 50.52526 23.36601 21.52614 21.11258 30.13315 54.55977

Remark 1. Summary of the proposed and auto-tuned control algorithms.
The proposed algorithm:

- For a given scalar α, the matrix equations in Theorem 2 become linear, solves them by
the Matlab LMI toolbox.

- Calculates the objective function {maxj=1,2tr{(diag
[
ϕi,j(t)

]
Ci)Pi

(
diag

[
ϕi,j(t)

]
Ci
)′},

i = 1 . . . N}.
- Updates α iteratively till the minimum of the objective function is obtained (the Matlab

command fminsearch can be used).

The auto-tuned algorithm:
The method of setting controller gains based on a study system model or data is known

as auto-tune PI. It tunes PI gains in a Simulink model using Simulink Control DesignTM.
The auto-tune PI controller operates using a linearization of the study system model. It
computes PI controller gains based on the obtained response to balance robustness and
performance.
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4.1. Scenario 1: The Sensor’s Effectiveness Reduction in one DG
4.1.1. Case 1: Sensor Failure in DG1

By constructing a random selection approach and picking a problem in one sensor at a
random deterioration level at a random time, we were able to choose the sensor in DG1
with 80% sensor effectiveness at t = 7 s, as shown in Table 4.

At t = 7 s, Figure 3 shows the DGs voltage during sensor effectiveness in DG1 is
degraded from 100% to 80%: Figure 3a,c for the conventional PI auto-tuned technique, and
Figure 3b,d for the proposed control technique.

Figure 3. The DGs voltage during sensor effectiveness in DG1 is degraded from 100% to 80%; (a,c) the
conventional PI-tuned; (b,d) the proposed control.

The fault impacts in the other five DGs are significantly severe in the auto-tuned
approach while, it is minimal in the proposed one, the effects are close to zero. Table 6
summarizes the implications of 80% sensor effectiveness in DG1 on the other five DGs for
both control techniques.

Table 6. Controller response parameters during sensor effectiveness fault 80% in DG1.

% of Voltage Dip during
Sensor Fault (%)

Control Response Parameters

% Overshoot (%) Settling Time (s) Steady State Error (%)

PI-Tuned Proposed PI-Tuned Proposed PI-Tuned Proposed PI-Tuned Proposed

Output
Voltage

DG1 39.12 19.35 ≈0.0 ≈0.0 2.312 0.482 0.012 ≈0.0
DG2 12.32 0.252 9.843 2.871 1.834 0.435 ≈0.0 ≈0.0
DG3 4.781 0.323 2.351 0.335 1.237 0.351 ≈0.0 ≈0.0
DG4 0.431 0.031 0.734 0.0213 1.051 0.336 ≈0.0 ≈0.0
DG5 0.219 0.0017 0.204 0.00123 1.047 0.271 ≈0.0 ≈0.0
DG6 0.078 0.00042 0.197 ≈0.0 1.039 0.123 ≈0.0 ≈0.0

The control parameters shown in Table 6 demonstrate the dead-beat, quick, and
zero steady-state performance of the proposed designed trackers for the six DGs and the
auto-tuned PI at 80% sensor effectiveness in DG1.

4.1.2. Sensor Failure in DG5

As shown in Table 4, selecting the sensor in DG5 with 90% sensor effectiveness at
t = 8 s using a random selection technique and a sensor fault at a random degradation level
and duration. At t = 8 s the voltage of the DGs is shown in Figure 4a,c for the traditional
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PI auto-tuned approach, and in Figure 4b,d for the suggested control technique, at a time
when the sensor effectiveness in DG5 decreased from 100% to 90%.

Figure 4. The DGs voltage during sensor effectiveness in DG5 is degraded from 100% to 90%; (a,c)
the conventional PI-tuned; (b,d) the proposed control.

The proposed technique has only slight effects on the other five DGs compared with
the auto-tuned method, which has a significant impact not only on the faulty sensor DG
but also on the remaining five DGs. Table 7 provides a concise summary of the impact that
each control technique had on the faulty sensor DG as well as the other five DGs.

Table 7. Controller response parameters during sensor effectiveness fault 90% in DG5.

% of Voltage Dip during
Sensor Fault (%)

Control Response Parameters

% Overshoot (%) Settling Time (s) Steady State Error (%)

PI-Tuned Proposed PI-Tuned Proposed PI-Tuned Proposed PI-Tuned Proposed

Output
Voltage

DG1 0.043 0.0044 0.047 ≈0.0 1.037 0.311 0.0005 ≈0.0
DG2 0.106 0.013 0.148 0.035 1.049 0.413 0.0008 ≈0.0
DG3 0.237 0.098 0.234 0.124 1.121 0.532 0.0009 ≈0.0
DG4 2.232 0.217 1.12 1.45 1.534 0.456 0.047 ≈0.0
DG5 12.07 9.841 ≈0.0 0.129 1.765 0.512 0.051 ≈0.0
DG6 2.354 0.221 1.17 0.892 1.627 0.488 0.0481 ≈0.0

4.2. Scenario 2: Successive Sensor’s Effectiveness Degrades in Two DGs

The sensor in DG2 was randomly picked with 80% effectiveness at t = 8 s while the
sensor in DG4 was randomly selected with 90% effectiveness at t = 9 s using a randomized
selection approach, as shown in Table 4.

Figure 5a,c depict the two successive sensor failures in DG2 and DG4 when the
conventional auto-tuned PI control method is utilized. While Figure 5b,d depict two
successive sensor errors in DG2 and DG4 when the proposed control method is operating.
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Figure 5. The DGs voltage during successive sensor’s effectiveness degrades in DG2 (80%) followed
by DG4 (90%); (a,c) the conventional PI-tuned; (b,d) the proposed control.

Since the proposed tracker approaches the fault problem as a disturbance, the fault
effects arising in neighboring DG1 and DG3 during the first fault occurrence in DG2 are
minimal, as shown in Figure 5b. Moreover, the proposed controls performed admirably
during the successive sensor failure in DG4 and its neighboring DGs.

Figure 5a,c show the effect on the faulty sensor DGs and their neighboring DGs when
the auto-tuned PI controllers are operating.

Table 8 presents a condensed overview of the influence that both control techniques
made on the six DGs caused by simultaneous faults in the sensors of DG2 and DG4.

Table 8. Controller response parameters during simultaneous 80% sensor effectiveness in DG2

followed by 90% sensor effectiveness in DG4.

% of Voltage Dip during
Sensor Fault (%)

Control Response Parameters

% Overshoot (%) Settling Time (s) Steady State Error (%)

PI-Tuned Proposed PI-Tuned Proposed PI-Tuned Proposed PI-Tuned Proposed

DG2 DG4 DG2 DG4 DG2 DG4 DG2 DG4 DG2 DG4 DG2 DG4 DG2 DG4

Output
Voltage

DG1 9.743 0.031 3.85 1.03 1.65 0.15 1.52 1.77 0.51 0.17 0.08 0.02 ≈0.0 ≈0.0
DG2 60.972 19.972 ≈0.0 1.45 2.47 0.37 1.67 1.96 0.57 0.37 0.09 0.08 ≈0.0 ≈0.0
DG3 9.534 0.0287 2.13 3.27 2.78 1.34 1.48 2.34 0.49 0.49 0.03 0.47 ≈0.0 ≈0.0
DG4 10.892 9.985 0.89 ≈0.0 0.51 1.73 1.29 5.92 0.31 0.52 ≈0.0 1.89 ≈0.0 ≈0.0
DG5 1.842 0.0224 0.72 1.13 0.37 0.46 1.15 3.46 0.26 0.34 ≈0.0 0.69 ≈0.0 ≈0.0
DG6 0.351 0.0169 0.19 0.78 0.03 0.23 1.07 1.78 0.19 0.24 ≈0.0 0.35 ≈0.0 ≈0.0

4.3. Scenario 3: Concurrent Sensor’s Effectiveness Degrades in Two DGs inside the
Designed Range

Using randomized selection, the sensor in DG2 was chosen at random with an ef-
fectiveness of 80% at t = 9 s, while the sensor in DG4 was selected at random with an
effectiveness of 90% at the same time, as shown in Table 4.

When the traditional auto-tuned PI control approach is applied, both DG2 and DG4
have concurrent sensor failures, which are shown in Figure 6a,c. Figure 6b,d show two
different sensor faults happening at the same time in DG2 and DG4 while the suggested
control technique is being applied.
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Figure 6. The DGs voltage during concurrent sensor’s effectiveness degrades in DG2 (80%) and in
DG4 (90%) concurrently; (a,c) the conventional PI-tuned; (b,d) the proposed control.

In Figure 6b,d the proposed controllers are tested against this scenario. The results are
much better than those for the conventional auto-tune PI controllers provided in Figure 6a,c.

Concurrent faults in the sensors of DG2 and DG4 are summarized in Table 9, which
provides an overview of the impact of both control strategies on all six DGs.

Table 9. Controller response parameters during concurrent 80% sensor effectiveness in DG2 and 90%
sensor effectiveness in DG4 inside the designed range.

% of Voltage Dip during
Sensor Fault (%)

Control Response Parameters

% Overshoot (%) Settling Time (s) Steady State Error (%)

PI-Tuned Proposed PI-Tuned Proposed PI-Tuned Proposed PI-Tuned Proposed

Output
Voltage

DG1 8.729 ≈0.0 0.4367 3.387 0.9219 0.6287 0.00781 ≈0.0
DG2 61.251 19.871 ≈0.0 2.031 0.9512 0.6529 0.1034 ≈0.0
DG3 8.5625 ≈0.0 0.4298 1.436 0.9037 0.6194 0.00651 ≈0.0
DG4 10.389 9.934 ≈0.0 1.865 4.672 0.468 0.6621 ≈0.0
DG5 1.9761 ≈0.0 0.311 0.461 3.473 0.211 0.1036 ≈0.0
DG6 0.8747 ≈0.0 0.2984 0.207 1.267 0.1057 0.01453 ≈0.0

4.4. Scenario 4: Concurrent Sensor’s Effectiveness Degrades in Two DGs outside the
Designed Range

To put the proposed system through rigorous testing. The suggested system is sub-
jected to two DG sensors operating concurrently with effectiveness values beyond the
planned control range.

This was accomplished by picking DG2 and DG4 at random, with sensor failure
effectiveness as shown in Table 4.

The proposed system operated perfectly and rejected the sensors’ disturbance success-
fully. The proposed trackers respond swiftly and sensor’s fault reflection to the neighboring
DGs is minimal, as shown in Figure 7a,b.
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Figure 7. The DGs voltage during concurrent sensor’s effectiveness degrades in DG2 (60%) followed
by DG4 (50%) outside the design range using the proposed control; (a) DG1, DG2, and DG3; (b) DG4,
DG5, and DG6.

The control response parameters for the six DGs are illustrated in Table 10.

Table 10. Controller response parameters during sensor effectiveness fault 90% in DG5.

% of Voltage Dip during
Sensor Fault (%)

Control Response Parameters

% Overshoot (%) Settling Time (s) Steady State Error (%)

Proposed Proposed Proposed Proposed

Output
Voltage

DG1 Proposed
≈0.0

39.8734
≈0.0

49.5439
≈0.0
≈0.0

Proposed
3.1046
2.2641
12.037
1.3474
2.0413
0.2281

Proposed
0.6387
0.7793
0.8367
0.8169
0.4536
0.1106

Proposed
≈0.0
≈0.0
≈0.0
≈0.0
≈0.0
≈0.0

DG2

DG3

DG4

DG5

DG6

5. Conclusions

The issue of FTC for DC microgrids is investigated in this paper. The introduced
technique for mitigating the impact of sensor faults is a passive FTC scheme. By considering
the microgrid under random sensors’ faults, conditions are obtained for PFTC to achieve
stability of the closed loop.

These conditions are derived in terms of LMIs for the proposed state feedback with
an integral voltage tracker. The results are obtained via modeling the sensors fault as a
norm-bounded type parameter uncertainty. The effects of such uncertainties on the system
performance are attenuated by minimizing the relevant attracting ellipsoid.

Results from the analysis and simulation studies reveal that the proposed controller
has satisfied performance even with the simultaneous faulty sensors and measurements.
DC microgrids are susceptible to a variety of failures and faults in practical applications.

Future research should investigate the impact of actuator faults and other types of fault
signals on the functioning of DC microgrids. In addition, it should be investigated if the
sensor FTC be viewed from another perspective (as if the system is under cyber-attack [36]).
Further study is needed in this direction.
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Appendix A

The DC microgrid’s state equation matrices:

A =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0.9951 0.03797
−0.01315 0.9046

0.004429 6.703 × 10−5

−2.971 × 10−5 −3.045 × 10−7
5.77 × 10−6 7.51 × 10−8

−2.601 × 10−8 −2.563 × 10−105

0.004429 8.58 × 10−5

−1.49 × 10−5 −1.954 × 10−7
0.998 0.0297

−0.006601 0.9045
0.002599 5.032 × 10−5

−8.736 × 10−6 −1.146 × 10−7

5.77 × 10−6 7.511 × 10−8

−1.738 × 10−8 −1.713 × 10−10

5.131 × 10−9 5.033 × 10−11

−1.743 × 10−11 −1.376 × 10−13

3.563 × 10−12 2.805 × 10−14

−4.869 × 10−15 −3.209 × 10−17

2.998 × 10−15 1.971 × 10−17

−4.563 × 10−18 −2.581 × 10−20

0.002599 3.931 × 10−5

−1.165 × 10−5 −1.194 × 10−7

3.466 × 10−6 3.523 × 10−8

−1.562 × 10−8 −1.202 × 10−10

3.208 × 10−9 2.458 × 10−11

−5.463 × 10−12 −3.37 × 10−14

3.374 × 10−12 2.075 × 10−14

−6.148 × 10−15 −3.165 × 10−17

0.998 0.03802
−0.008802 0.9044

0.002662 5.153 × 10−5

−1.785 × 10−5 −2.341 × 10−7

3.696 × 10−6 4.809 × 10−88
−8.35 × 10−9 −8.228 × 10−11

5.181 × 10−95 5.082 × 10−11

−1.176 × 10−11 −9.29 × 10−14

5.131 × 10−9 4.194 × 10−11

−1.743 × 10−11 −1.147 × 10−13
3.563 × 10−12 3.896 × 10−14

−9.712 × 10−15 −8.889 × 10−17
2.998 × 10−15 4.107 × 10−17

−6.826 × 10−18 −8.042 × 10−20

3.466 × 10−6 3.758 × 10−8

−7.83 × 10−9 −6.429 × 10−11
3.208 × 10−9 4.37 × 10−11

−5.463 × 10−12 −5.991 × 10−14
3.374 × 10−12 5.533 × 10−14

−4.611 × 10−15 −6.33 × 10−17

0.002662 4.295 × 10−5

−1.193 × 10−5 −1.304 × 10−7

0.9983 0.0317
−0.0131 0.9046

0.002772 4.472 × 10−5

−9.318 × 10−6 −1.019 × 10−7

5.827 × 10−6 6.321 × 10−8

−1.756 × 10−8 −1.442 × 10−10

3.696 × 10−6 6.68 × 10−8

−1.113 × 10−8 −1.524 × 10−10

0.002772 7.454 × 10−5

−1.858 × 10−5 −3.386 × 10−7

0.9971 0.05279
−0.006599 0.9047

0.004192 0.0001128
−1.88 × 10−5 −3.426 × 10−7

5.181 × 10−9 1.059 × 10−10

−1.176 × 10−11 −1.935 × 10−133
5.827 × 10−6 1.58 × 10−7

−2.626 × 10−8 −5.393 × 10−100
0.004192 0.0001692

−1.41 × 10−5 −3.854 × 10−7

0.9947 0.07908
−0.008787 0.9042

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
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B =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0.0002676
0.01318

0.0
0.0
0.0
0.0

0.0
0.0

0.0
0.0
0.0
0.0

0.0
0.0

0.0001049
0.006607

0.0
0.0

0.0
0.0

0.0
0.0

0.0
0.0

0.0
0.0
0.0
0.0

0.000179
0.00881

0.0
0.0

0.0
0.0

0.0
0.0

0.0
0.0
0.0
0.0

0.0
0.0

0.0002232
0.01318

0.0
0.0

0.0
0.0

0.0
0.0
0.0
0.0

0.0
0.0

0.0
0.0

0.0001865
0.006608

0.0
0.0

0.0
0.0
0.0
0.0

0.0
0.0

0.0
0.0

0.0
0.0

0.0003726
0.008809

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

C is a unit matrix.
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Abstract: The integration of renewable energy sources, electric vehicles, and other electrical assets
has introduced complexities in monitoring and controlling power networks. Consequently, numerous
grid nodes have been equipped with sensors and complex measurement systems to enhance network
observability. Additionally, real-time power network simulators have become crucial tools for
predicting and estimating the behavior of electrical quantities at different network components,
such as nodes, branches, and assets. In this paper, a new user-friendly model for Rogowski coils
is presented and validated. The model’s simplicity stems from utilizing information solely from
the Rogowski coil datasheet. By establishing the input/output relationship, the output of the
Rogowski coil is obtained. The effectiveness and accuracy of the proposed model are tested using
both simulations and commercially available Rogowski coils. The results confirm that the model is
simple, accurate, and easily implementable in various simulation environments for a wide range of
applications and purposes.

Keywords: instrument transformers; accuracy; Rogowski coil; modelling; uncertainty; industrial oriented

1. Introduction

In recent years, the network has undergone a significant revolution. On one hand, there
have been notable changes in electric assets. For instance, photovoltaic plants are becoming
increasingly common on the roofs of industrial, commercial, and private buildings [1,2].
The number of electric vehicles has rocketed in the last few years thanks to commercial
maneuvers and country-based incentives [3,4]. Electric scooters have also become a popular
means of private transportation, requiring a power supply for charging [5,6]. On the
other hand, monitoring techniques and associated software have been evolving. The
advancement and widespread adoption of artificial intelligence (AI) and machine learning
(ML) techniques have brought about significant changes in power system monitoring
techniques [7,8]. The common thread among all these developments is instrumentation.
The new assets can be monitored through sensors and distributed measurement systems
deployed throughout the power network. These sensors provide measurements for the
monitoring system and the learning algorithms used in ML. Therefore, it can be concluded
that sensors and instrumentation play a significant role.

Voltage and current measurements are the primary activities conducted at network
nodes and branches. However, numerous other quantities are also measured, such as
humidity, temperature, power, energy, pressure, etc. [9–11]. All these electrical and environ-
mental parameters are measured to obtain the most accurate health status of the grid. As a
result, studies and standards dedicated to sensors and instrumentation are published on a
daily basis. Regarding standards, the IEC 61869 series comprises fifteen main documents
that pertain to instrument transformers (ITs). Readers can refer to documents IEC 61869-1
and -6 [12,13] or the generic specifications applicable to ITs and low-power instrument
transformers (LPITs), respectively. In recent literature, a calibration technique associated
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with partial discharge measurement using a high-frequency current transformer (HFCT)
is described in [14]. ITs with digital output are calibrated in [15]. The authors in [16]
characterize a measurement chain that includes LPIT and the phasor measurement unit
(PMU). The aim in [17] is to accurately measure distorted signals, while [18] deals with
design solutions for ITs, and [19] focuses on failure investigation techniques to be applied
to ITs.

In this paper, the IT considered is the Rogowski coil. Due to its features, the Rogowski
coil is widely adopted in various applications beyond power systems. Consequently, Ro-
gowski coil modeling has been a research topic for the past few decades, and numerous
works can be found in the literature. For example, an electro-thermal model written in
VHDL-AMS language and based on finite element analysis (FEA) is described in [20].
In [21], the authors design a Rogowski coil from scratch for three-phase current measure-
ment in electric motors. A highly detailed model is presented in [22], relying on equations
that require the complete geometry of the device and the space in which it is installed. A
four-layer PCB-based Rogowski coil is designed in [23]. A simple model, although based
on several preliminary measurements, is detailed in [24]. The same authors introduced
a new testing signal, known as the sinc response, to be measured by the Rogowski coil
to obtain its input-output response [25]. The high-frequency behavior of the Rogowski
coil is studied in [26] using the classical lumped model, while [27] explores another high-
frequency modeling approach based on a black-box conceptualization of the Rogowski
derived from preliminary measurements on the device.

From the literature review, it becomes apparent that there is a lack of very simple
models that do not require extensive preliminary measurements. Furthermore, obtaining
information on the internal structure and design of the device is not always feasible. This
makes the modeling even more complicated and not generalizable for every commercial
Rogowski coil. To address this issue, this paper introduces a new and straightforward
method to obtain the frequency model of a commercial Rogowski coil. In practice, it is
common to purchase a device for various applications rather than designing a custom
Rogowski coil from scratch. The proposed model is based on a few inputs obtained from
the device’s datasheets, and a set of equations is developed to derive a transfer function
dependent on the cross-sectional shape. The lack of knowledge about commercial devices’
internal structure is an obstacle to many existing models. Subsequently, the obtained model
is implemented in the Matlab 2023a environment for preliminary efficacy testing. Finally,
the model is experimentally validated through measurements performed on commercial
Rogowski coils. The results clearly demonstrate the validity and accuracy of the frequency
model, confirming its potential for implementation in simulation environments such as
real-time power network simulators.

The remainder of this paper is structured as follows: Section 2 includes the theoretical
concepts and motivation behind the work. Section 3 is dedicated entirely to the model
description and contextualization. Model validation is presented in Section 4. Finally,
Section 5 concludes this paper and provides suggestions for future research.

2. Motivation and Background

2.1. The Rogowski Coil

The Rogowski coil (RC) is an LPIT for the measurement of AC and, with some ex-
pedients, also DC current. Manufacturers can refer to the standard IEC 61869-10 [28] for
designing details, testing procedures, and accuracy evaluation. RC is widely adopted for
power system applications due to its features. They are small, lightweight, and free from
iron cores, and often they can be opened to facilitate their installation. Considering other
current measurement solutions, e.g., inductive current transformers (CT), the RC features
become significant.

The RC working principle is quite simple, and it can be described looking at Figure 1.
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Figure 1. Picture of the Rogowski coil and its components.

A copper wire is wound around an iron-free insulating support. This prevents any
saturation behavior, typical of iron-core-based devices. The conductor, whose current IP
must be measured, is inserted inside the RC. Its output, a voltage, uS(t), is proportional to
the derivative of IP:

uS(t) = −M
dIP
dt

(1)

where M is the mutual inductance between the primary and secondary windings. The
input-output relationship of the RC raises some comments. On the one hand, being the
output voltage, it becomes easier to connect the RC to common analog-to-digital converters
(ADC) without any other element in the measurement chain. On the other hand, uS is
proportional to the derivative of the current and not to the current itself. Therefore, to
obtain the correct value of IP, an analog or digital integration step is required. As for
this paper, the integration system is not considered. The aim is to model the RC behavior
independently of the integration solution adopted (it might introduce many aspects to be
considered to obtain the input-output relationship of the RC).

2.2. Motivation

The need for RC models is supported by their massive adoption in several applications
in different fields. As previously mentioned, many models are already available; however,
their implementation is typically not straightforward. Therefore, the main goal of this paper
is to provide an easy-to-use modeling procedure to obtain the input-output relationship of
whatever commercial (or not) RC. The modeling procedure does not involve any prelimi-
nary electrical measurements on the RC but only external geometrical ones. Of course, the
availability of preliminary information is an added value for the modeling procedure.

The benefits of a simplified modeling procedure are several. For example, an a priori
estimate of the RC response would be possible without performing a time-consuming
laboratory measurement. Second, the use of digital simulators is spreading; hence, having
an accurate RC model would allow for the integration of realistic current measurements
inside the simulations. Finally, the optimum exploitation of a model is the creation of a RC
digital twin, which would help from the design to the implementation of the RC inside
each application.

3. The Modelling Procedure

The proposed modeling procedure starts with the geometrical measurements on the
RC and ends with the transfer function (TF) that correlates the frequency relation between
the output voltage and the input current. The procedure is summarized in the flowchart
depicted in Figure 2.
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Figure 2. Flowchart of the modeling procedure.

The first step is to measure the inner diameter 2a and the diameter of the cross-section
d. The frequency modeling procedure is developed for three cross-section geometries:
circular, square/rectangular, and oval. In the latter two geometries, an extra measurement
is needed, as explained in Figure 3. As for the oval case, commercial devices do not present
ideal oval shapes. Therefore, the geometry is often schematized, as shown in Figure 3.

Figure 3. Cross-section geometries.

The second step consists of extracting some information from the datasheet. The two
key parameters needed for the modeling are the accuracy class and the transformation ratio
(TR). Other typical parameters, given in the RC datasheet, are listed in Table 1. Note that
the TF also exploits the information about the rated burden. However, if not provided by
the manufacturer, the standard value of 2 MΩ given in [13] can be used.

Table 1. Typical parameters available in the RC datasheet.

Accuracy Class Linearity Error Resistance of the Windings Transformation Ratio

Max Current Bandwidth Temperature Class Rated Burden

The third step allows us to obtain the mutual induction, M starting from (1). Substitut-
ing the derivative over time with the angular speed ω = 2π f :

M =
TR50

ω
(2)
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where f is the generic frequency and TR50 is the rated transformation ratio (at 50 Hz). Once
M is found, it is possible to obtain the TR at each frequency of interest. For this assumption,
the parasitic parameters will be neglected.

The fourth step regards geometry. Using the quantities obtained in the first step, the
perimeter and the cross-section area of the RC can be calculated.

At this point, using consolidated expressions of the mutual inductance [29,30], the
number of turns of the RC can be obtained from the reversed formula. Note that, from a
practical perspective, the lack of knowledge of the number of turns is one of the limiting
factors of RC modeling. Hence:

Nrec =
2πM

dμlog
(

2a+2d
2a

) (3)

Ncir =
2M

μ
(

2a + d − 2
√
(a + b)a

) (4)

Nova =
2πM

μ
(

2a + d − 2
√
(a + b)a + h

π log
(

a+b
a

)) (5)

where μ is the overall permeability, and Nrec, Ncir, and Nova are the number of turns of the
rectangular, circular, and oval cross-section, respectively. They can be used to obtain, in
addition to the geometrical parameters, the length lw of the single coil, section Aw, and
radius rw of the wire used to wound the RC.

The last step is the calculation of the parasitic parameters of the RC:

Ci =
2επ2(2a + d)

log

(√
Ai
π

rw

) (6)

Lrec =
μdlog

(
a+d

a

)
N2

rec

2π
(7)

Lcir =
μN2

cir

(
2a + d − 2

√
(a + d)a

)
2

(8)

Lova =
μN2

ova

(
2a + d − 2

√
(a + d)a + h

π log
(

a+d
a

))
2π

(9)

where ε is the overall permittivity (to be fixed depending on the used material), C and L
are the parasitic capacitance and inductance, respectively. The suffix i is used to switch
among the cross-section parameters (Ai). As for the winding resistance, Rw, it can be
easily obtained with the second Ohm’s law, measured, or extracted from the datasheet. Of
course, there will be datasheets with extra information that can be used instead of some
parameter expressions. However, the proposed method has been generalized to avoid any
exceptional cases of missing (extra) inputs. A small note on permeability and permittivity
is necessary. The general notation has been used to highlight that, depending on the RC
adopted, the user may need to insert or not insert the relative permeability/permittivity.
Further tests on these specific parameters demonstrated an almost negligible effect of the
permittivity/permeability value on the accuracy parameters.

With the results from (2)–(9), the RC transfer function in the “s” domain can be
obtained as:

TF =
ZMs

ZCLs2 + s(L + RwCZ) + Rw + Z
(10)
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where Z is the rated burden, or better, the impedance of the measuring device connected in
cascade to the RC. The TF in (10) must be customized with the parameters associated with the
studied cross-section. To better contextualize the TF in (10), a schematic with the equivalent
circuit is depicted in Figure 4. All the symbols in the picture were previously described.

Figure 4. Schematic of the equivalent circuit of the RC.

4. Validation

In this section, two types of validations are presented. The first validation is obtained
by simulation, and the second by experimental measurements on commercial RCs.

4.1. Validation by Simulation

To verify the performance of the proposed method, two sets of tests are performed.
First, a frequency sweep test is simulated to assess the accuracy vs. frequency. Second, the
MonteCarlo method (MCM) is applied to quantify the effect of the sources of uncertainty
on the accuracy of the method.

4.1.1. Frequency Sweep

The simulation of the frequency sweep was run in the Matlab 2023 environment. A
sinusoidal signal with an amplitude of 1000 A and a 0◦ initial phase was generated for all
the frequencies from 50 Hz to 2500 Hz at 50 Hz steps. The frequency range was selected to
cover the power-quality frequency range. As for the acquisition details, the input currents
were simulated using a 200 ms window and a 50 kSa/s sampling frequency. Afterwards,
each signal was multiplied by the TF in (10) to obtain the RC response. By means of the
discrete Fourier transform (DFT), the goodness of the RC response was evaluated with the
typical parameters: ratio error ε and phase displacement Δϕ:

ε =
TR f IS f − IP f

IP f
100 (11)

Δϕ = ˆIS f − ˆIP f (12)

where TR f , IS f , and IP f are the transformation ratio, the rms of the secondary current, and the
rms of the primary current, respectively, evaluated at the generic frequency f . Analogously,
ˆIS f and ˆIP f are the phase angles of the secondary and primary currents, respectively.

The results of this first set of tests are listed in Table 2 and depicted in Figure 5. As for
the RC simulated, it is a rectangular cross-section, 0.5 accuracy class device.

From the results, it can be concluded that the estimation of the RC output is accurate
in all the PQ frequency ranges. In terms of absolute value, the results are aligned with the
accuracy class of the RC simulated. For the limits of ε and Δϕ, the reader can refer to [13],
which provides the maximum values allowed for each harmonic up to the 13th.
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Table 2. ε and Δϕ for each test signal.

Frequency (Hz) ε (%) Δϕ (mrad)

50 −0.01 3.2
100 −0.01 6.3
150 −0.01 9.5
200 −0.01 12.6
250 −0.01 15.8
300 −0.02 18.9
350 −0.02 22.1
400 −0.02 25.2
450 −0.02 28.4
500 −0.03 31.5
550 −0.03 34.7
600 −0.03 37.8
650 −0.04 41.0
700 −0.04 44.1
750 −0.05 47.3
800 −0.05 50.4
850 −0.06 53.6
900 −0.06 56.7
950 −0.07 59.9

1000 −0.08 63.0
1050 −0.08 66.2
1100 −0.09 69.3
1150 −0.1 72.5
1200 −0.11 75.6
1250 −0.11 78.8
1300 −0.12 81.9
1350 −0.13 85.1
1400 −0.14 88.2
1450 −0.15 91.4
1500 −0.16 94.5
1550 −0.17 97.7
1600 −0.18 100.9
1650 −0.19 104.0
1700 −0.2 107.2
1750 −0.21 110.3
1800 −0.23 113.5
1850 −0.24 116.6
1900 −0.25 119.8
1950 −0.26 122.9
2000 −0.28 126.1
2050 −0.29 129.2
2100 −0.3 132.4
2150 −0.32 135.5
2200 −0.33 138.7
2250 −0.35 141.8
2300 −0.36 145.0
2350 −0.38 148.1
2400 −0.39 151.3
2450 −0.41 154.4
2500 −0.43 157.6

4.1.2. Sources of Uncertainty

To further validate a method, it is good practice to locate and assess the sources of
uncertainty. For the proposed approach, the geometrical measures are those affected by
the measurement uncertainty. It is worth mentioning that many influence quantities and
many sources of uncertainty might affect the performance of RCs during normal operations.
However, the uncertainty analysis run in this paper is focused on the sources that directly
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affect the proposed procedure. Therefore, the quantities d, h (Figure 3), and 2a are those
corrupted by uncertainty in the MCM implementation. The MCM was implemented
with ten thousand iterations, assuming a uniform distribution for the probability density
functions associated with the quantities. Considering realistic measurement devices used
to measure lengths, the limits of the uniform distribution were fixed at 1%, 10%, and 20%
of the measured quantity. To consider the worst case, the measurement of the RC windings’
resistance was also considered. Therefore, the same percentages and distributions apply to
the resistance value Rw. The results of the MCM implementation are listed in Table 3. For
the sake of brevity, the case of the rectangular cross-section is considered.

Figure 5. ε and Δϕ for each test signal described in Table 2.

Table 3. Results of the uncertainty analysis.

Uncertainty
Considered (%)

Quantity μ l95% u95%

1 N (-) 1340 1309 1370
10 N (-) 1350 1054 1665
20 N (-) 1402 837 2092
1 C (F) 3.8 × 10−12 3.8 × 10−12 3.9 × 10−12

10 C (F) 3.9 × 10−12 3.4 × 10−12 4.3 × 10−12

20 C (F) 3.9 × 10−12 3.0 × 10−12 4.6 × 10−12

1 L (H) 4.3 × 10−4 4.2 × 10−4 4.4 × 10−4

10 L (H) 4.3 × 10−4 3.3 × 10−4 5.3 × 10−4

20 L (H) 4.5 × 10−4 2.7 × 10−4 6.6 × 10−4

For each quantity affected by uncertainty and for each percentage of uncertainty, the
table contains the mean value μ, the lower limit l95% and the upper limit u95% of the 95%
confidence interval. As expected, the spread of the results increases with the increase in
uncertainty associated with the length measurements. However, the parasitic parameters
are slightly affected by such a contribution. The most affected parameter is the number of
turns, which is already well estimated by the method. For the sake of clarity, in Figure 6,
the pdf of the parasitic capacitance C obtained running 10,000 Monte Carlo trials is plotted.
Considering that C is obtained from the combination of more than one random variable
affected by uncertainty, the resulting pdf is prone to a trapezoidal one.
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Figure 6. Probability density function obtained for C after 100,000 Monte Carlo trials.

4.2. Validation by Measurements

To assess the usefulness and applicability of the proposed approach, it is fundamental
to perform validation with commercial devices. To this purpose, three RCs, namely R1, R2,
and R3, were tested. Table 4 lists the characteristics of the RCs.

Table 4. Characteristics of the commercial RCs under test.

Feature R1 R2 R3

TR50 (mV/kA) 100 100 100
d (mm) 8 8 12
a (mm) 50 57 21.5
Rw (Ω) 256 381 22

Cross-Section Circular Circular Oval
Accuracy Class 0.5 1 1

Bandwidth 1 Hz to 100 kHz NA 20 Hz to 5 kHz
Operating Temperature −30 ◦C to 80 ◦C −20 ◦C to 85 ◦C −20 ◦C to 70 ◦C

Rated Current (A) 1000 10,000 1000

The RC were tested with the measurement setup depicted in Figure 7. It includes a
Fluke calibrator 6105A and its transconductance Fluke 52120A. They were used together
to generate the desired current a reference shunt to measure the input current injected
through the RCs. The shunt resistance is, after an accurate characterization, 1.02129 mΩ ±
0.00008 mΩ, up to 2500 Hz. A data acquisition board, NI 9238, whose characteristics are
given in Table 5, it was used to collect the three voltage signals from the RCs under test and
the reference signal coming from the reference shunt. In Figure 7, a color code is used to
distinguish between the current and the voltage signals.

Figure 7. The measurement setup used for the experimental measurements on the commercial RCs.
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Table 5. Main characteristics of the data acquisition board NI9238.

Converter 24-bit Voltage Range ±500 mV

Sampling Frequency 50 kSa/s/Ch Input Impedance >1 GΩ

Simultaneous Channels Yes Gain Error ±0.07%

Offset Error ±0.005% Input Noise 3.9 μV

The tests performed with the setup in Figure 7 are here described. The signals de-
scribed in Table 2 were generated with the Fluke plus transconductance and injected
through the reference shunt and the RCs under test. All tests were performed using a
primary current of 100 A. The load impedance is given in Table 5, and it is greater than 1
GΩ. This preliminary measurement allows the collection of the actual RC response. In fact,
the second part of the test consists of the combination of the injected signal (acquired from
the shunt) and the TFs obtained from the modeling approach. The result is an estimation of
the RC behavior at each frequency. To validate the estimation process, hence the proposed
modeling approach, the phase error (PE) and the percentage voltage difference (VD) indica-
tors are used. The PE is the difference in mrad between the phase displacement obtained
in simulation and the one obtained during the experimental measurements (it is not the
difference between absolute values; it would be meaningless). The VD, instead, is merely
the percentage difference between the voltage measured by the RC and the one estimated
by the method (using the rated current as the base of the ratio). The results, for the sake of
brevity, are listed in Table 6 for a comprehensive selection of frequencies.

Table 6. Results from the comparison of the actual and estimated RC behaviors.

Frequency (Hz)
R1 R2 R3

PE (mrad) VD (%) PE (mrad) VD (%) PE (mrad) VD (%)

50 2.92 0.4 −2.80 0.5 −4.41 1.8
250 14.36 1.2 −12.83 1.0 −15.88 4.2
550 31.39 2.7 −26.91 1.5 −33.66 8.9
850 48.34 4.6 −40.71 1.7 −51.73 13.5

1250 70.93 5.3 −59.10 0.8 −75.91 13.7
2500 141.77 15.8 116.92 −5.1 −151.31 22.8

According to the results, it is possible to appreciate how accurately the model can
estimate RC behavior. As expected, the accuracy drops when the frequency increases. This
is due to the higher uncertainty of the generation system and the lower number of samples
per period at those frequencies. However, for all RCs and at all frequencies, the obtained
errors are far below the limits given in [13]. The only exception is the VD at 2500 Hz. The limit
given in [13] is 20%. However, at this stage, and considering the amount of approximation
conducted in the simplified procedure, the results can be considered promising. It is worth
mentioning that, even if the results are all above the uncertainty limits (except one), the
goodness of the results is increased by the final application in which they are going to be
used. For example, applications with limited target uncertainty will benefit the most from
the proposed method.

5. Discussion

The obtained results trigger discussion on the proposed method. As a matter of fact,
the simulations performed and the experimental measurements provided encouraging
results. They were obtained by exploiting almost any input but those included in the
datasheet. The direct consequence is obvious. The model would provide far better results
if one or more measurements could be performed on the RCs. Furthermore, the modeling
approach can be improved if extra information is added to it. For example, imagine a RC
coil being characterized vs. temperature. Its results can be included in the model, which will
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differentiate its output depending on the working temperature. The same consideration can
be extended to any other influence quantity that may affect the RC operation. Therefore, the
chances of exploitation of the modeling approach are several, such as the simple laboratory,
the company that develops power system simulators, the metrological institute, etc.

6. Conclusions

This paper aims to provide a simplified modeling approach to be applied to Rogowski
coils. It is designed to be applied at all levels, with the flexibility to be improved depending
on the available information. The approach is then tested with both simulations and
experimental measurements. The results clearly confirm the validity of the approach and
pave the way for further studies needed for its improvement.
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Abstract: Outliers can be generated in the power system due to aging system equipment, faulty
sensors, incorrect line connections, etc. The existence of these outliers will pose a threat to the safe
operation of the power system, reduce the quality of the data, affect the completeness and accuracy of
the data, and thus affect the monitoring analysis and control of the power system. Therefore, timely
identification and treatment of outliers are essential to ensure stable and reliable operation of the
power system. In this paper, we consider the problem of detecting and localizing outliers in power
systems. The paper proposes a Minorization–Maximization (MM) algorithm for outlier detection and
localization and an estimation of unknown parameters of the Gaussian mixture model (GMM). To
verify the performance of the method, we conduct simulation experiments by simulating different
test scenarios in the IEEE 14-bus system. Numerical examples show that in the presence of outliers,
the MM algorithm can detect outliers better than the traditional algorithm and can accurately locate
outliers with a probability of more than 95%. Therefore, the algorithm provides an effective method
for the handling of outliers in the power system, which helps to improve the monitoring analyzing
and controlling ability of the power system and to ensure the stable and reliable operation of the
power system.

Keywords: outlier detection; the Minorization–Maximization algorithm; localization; power system

1. Introduction

With the rapid development of the power industry around the world, the scale of the
power system has gradually expanded, and its operation mode and network structure have
become more complex. The combination of power grids and modern information forms
smart grids, which pose greater challenges to the safety and reliability of power system
operations. In order to improve the operational efficiency and reliability of the power grid,
the dispatching system needs to collect complete and reliable real-time data for processing
to facilitate online analysis and decision control of advanced application software.

Power system state estimation is one of the core functions of the Energy Management
System (EMS) in the power system dispatching center [1–3]. Its function refers to the control
center to collect various measurement data through sensors and to estimate the current
operating state of the power system according to the measurement data. The safe and
economical operation of modern power grids depends on the EMS. The many functions
of the Energy Management System can be divided into two parts: online application
for real-time change analysis of the power grid and offline application for typical power
flow section analysis. Power system state estimation is the core of power system online
monitoring, analysis, and control functions and plays an important role in the intelligent
analysis of power grid dispatching. State estimation is the basis of most advanced software
for online applications, and the accuracy of the state estimation results is closely related
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to the accuracy of the subsequent analysis calculation results. Due to the continuous
improvement in the automation of the power system, the quality requirements for real-time
measurement data in state estimation are becoming higher and higher. In addition to the
measurement noise, there may be outliers in the obtained measurement data. Outliers [4–6]
can be caused by a variety of factors. The following are some common causes of outliers:

(1) Sensors can malfunction or fail, resulting in inaccurate or incomplete data collection,
resulting in outliers.

(2) Human factors, such as incorrect data entry, operational errors, etc., may cause data
anomalies.

(3) Natural disasters and emergencies, such as storms, earthquakes, fires, explosions, etc.,
may cause damage to electric power facilities and thus generate outliers.

(4) Factors such as power equipment failure, damage, data transmission, and processing
errors can lead to outliers.

The existence of outliers will cause the state estimation results to deviate significantly
from the actual operation of the system, and the performance of the estimator will be
seriously degraded, so the work of outlier detection becomes particularly important.

To solve the problem of outliers in measurement data, the traditional detection meth-
ods include weighted least squares (WLS) [7–9], residual search method [10,11], and non-
quadratic criterion method [12,13]. These methods are further elaborated on below. The
basic idea of the WLS is to adjust the weights of measurements by assigning larger weights
to relatively reliable and accurate measurements and smaller weights to measurements
that are relatively unreliable and affected by outliers. By adjusting the weights, the WLS
algorithm can reduce the effect of outliers on the fitted results and improve the accuracy
of the parameter estimates. However, it is important to note that the WLS algorithm has
some limitations when dealing with outliers. When the number of outliers is high or the
difference between the outliers and normal values is large, the WLS algorithm may not
be able to eliminate the effect of the outliers. The residual search method uses weighted
residuals and standard residuals to sort the measurement data. After eliminating the data
with large residuals, the state estimation is re-estimated to achieve the purpose of optimal
estimation. However, the disadvantage of this method is that the calculation amount is
large, and it is easy to have residual pollution and residual submergence, resulting in false
detection or missed detection. The strategy adopted by the non-quadratic criterion method
is to successively reduce the weight of suspicious data, rather than eliminating suspicious
data one by one. Re-estimation is avoided to reduce the amount of calculation. However,
this may lead to difficult consequences of convergence, and there is no guarantee that the
final estimate will be optimal. In summary, traditional outlier detection algorithms have
certain limitations in addressing outlier problems. Therefore, new methods have been
proposed to solve the problem of the presence of outliers.

In this paper, the Minorization–Maximization (MM) algorithm [14–20] is used to detect
outliers. Compared with traditional methods for detecting outliers, the MM algorithm
can detect outliers more accurately, especially for complex data distributions, and can
obtain better performance. The MM algorithm is an optimization algorithm whose basic
idea is to optimize the original function to be optimized indirectly by optimizing the
alternative function by finding an easier function to be optimized. In each iteration, the
algorithm optimizes the original function by transforming the original problem into a more
tractable problem through a series of derivations and transformations. The algorithm first
appeared in the field of online search in the 1970s [21], when Ortega and Rheinboldt first
mentioned the MM principle [22]. Later, de Leeuw proposed the first MM algorithm in a
multidimensional scale analysis, and Hunter and Lange named it the MM algorithm [23],
which has since been widely used in statistics. MM algorithms are an important tool in
optimization problems because of their conceptual simplicity, ease of implementation,
and numerical stability. Moreover, MM algorithms are provably convergent optimization
algorithms that are guaranteed to find either a globally optimal solution or a locally
optimal solution under certain conditions. Overall, the MM algorithm is a very important
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optimization algorithm with a wide range of application scenarios and excellent properties
that can effectively solve many practical problems.

This paper is divided into six main sections. First, in Section 2, the normal measure-
ment model and the measurement model containing outliers are described. Then, Section 3
introduces the basic principles of the MM algorithm, including the iterative process of the
MM algorithm, the objective function, and its optimization methods. In Section 4, this
paper further introduces the parameter estimation based on the MM algorithm, including
the application of the MM algorithm in anomaly detection and the specific implementation
method of parameter estimation. In Section 5, the convergence and complexity of the
algorithm are analyzed. In Section 6, the simulation results analysis of this paper are given,
and the superiority and feasibility of the anomaly detection method based on the MM
algorithm are proved through a detailed analysis of the experimental results. Finally, in
Section 7, the paper is summarized.

2. System Model

2.1. Measurement Model

The measurement vector z is a nonlinear function [24,25] of the state vector x and can
be expressed as

z = h(x) + e (1)

where e = [e1, e2, . . . , em]T ∈ Rm×1 is the measurement error vector, and e is assumed
to be the Gaussian measurement noise with zero mean and covariance σ2 , i.e., e ∼
N (0, σ2). h = [h1(x), h2(x), . . . , hm(x)]T ∈ Rm×1 , hi(x) is a nonlinear function relating
the ith measurement to the state vector x . An alternative expression for the nonlinear
relationship h(·) between the state vector and the measurement vector can be given by
the following:

Pi = Vi ∑
j∈Ωi

Vj(Gij cos θij + Bij sin θij) (2)

Qi = Vi ∑
j∈Ωi

Vj(Gij sin θij − Bij cos θij) (3)

Pij = V2
i (gsi + gij)− ViVj(gij cos θij + bij sin θij) (4)

Qij = −V2
i (bsi + bij)− ViVj(gij sin θij − bij cos θij) (5)

In this expression, Pi and Qi denote the active and reactive power injection at bus
i, respectively; Pijand Qij denote the real and reactive power flow from bus i to bus j,
respectively; Vi represents the voltage at bus i; θi denotes the phase angle at bus i; θij denotes
the phase difference between buses i and j; Gij + jBij represents the line conductance
between buses i and j; gij + jbij represents the conductance of the branch branch of bus i;
and Ωi is the set of buses associated with bus i.

In power system SE, the state vector, x, is usually composed of all nodes voltage am-
plitudes and their corresponding angles. The measurement vector, z, consists of active and
reactive power injection and flow, voltage, and current magnitudes obtained from SCADA.

The estimation of the state vector x can be iteratively solved using weighted least
squares (WLS); then,

xk+1 = xk + [HkT R−1Hk]−1HkT R−1(z − h(xk)) (6)
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where xk is the solution vector at the kth iteration; R = E[e · eT ] is the measurement error
covariance matrix; and H = (∂h(x)/∂x) is the measurement Jacobian matrix, that is

H(x) =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

∂Pi
∂θ

∂Pi
∂V

∂Qi
∂θ

∂Qi
∂V

∂Pij
∂θ

∂Pij
∂V

∂Qij
∂θ

∂Qij
∂V

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(7)

The weighted least squares iterative algorithm is a common method that is used to
estimate state vectors.

2.2. Measurement Model with Outliers

If the observations completely conform to the measurement model in (1), the estimation
x̂ can be obtained using WLS. However, when a few outliers exist in the measurement, the
estimation performance may be seriously degraded. Outliers are deviations or anomalies
in data that can be caused by a variety of factors, including sensor failures, communication
or human errors, power equipment failures, damages, and errors in data transmission or
processing. In the presence of outliers, the observations do not follow the model in (1)
exactly, but they can obey the following model:

z = h(x) + a + e (8)

where the vector a denotes the outliers contained in the observations.
Traditional outlier detection methods usually use normalized residuals obtained based

on weighted least squares to determine the presence of outliers in the data. However, this
method has limitations in facing residual contamination and residual flooding problems.
To overcome these problems, some improved outlier detection methods can be considered.

2.3. Gaussian Mixture Model for Measurements

Suppose that there are S outliers for M measurements of the measurement vector z. In
the measurement acquisition process, we perform outlier detection by acquiring L(L ≥ 1)
measurement vectors to determine whether there are outliers in the measurements. In
the presence of outliers, the noise characteristics of the data are altered. Therefore, the ith
measurement of the lth measurement vector zl is denoted as follows:

zi,l =

{
hi,l(x) + ei,l,1
hi,l(x) + ei,l,2

(9)

where ei.l,1 and ei.l,2 obey the Gaussian distribution, respectively, i.e., ei.l,1 ∼ N (μ1, σ2
1 ) and

ei.l,2 ∼ N (μ2, σ2
2 ). ei.l,1 denotes the measurement error vector in the absence of outliers.

ei.l,2 denotes the measurement error vector in the presence of outliers. Hence, the Gaussian
mixture model (GMM) [26–28] is introduced to represent the probability density of e, and
p(e) is given by

p(e) =
2

∑
k=1

πkN (e|μk, σ2
k ) (10)

where N (e|μk, σ2
k ) denotes the kth component in the mixture model and πk is the mixture

coefficient and satisfies
2

∑
k=1

πk = 1, 0 ≤ πk ≤ 1 (11)
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It is assumed that M represents the number of measurements and S represents the
number of outliers, hence π1 = (M − S)/M,π2 = S/M. The parameters that need to be
estimated in GMM are θ = [π1, π2, μ1, μ2, σ2

1 , σ2
2 ]

T . Then, the objective function of θ can be
written as

J(θ, (z − h(x)))
= ln p((z − h(x)); θ)

= ln(
2
∑

k=1
πkN ((z − h(x))|μk, σ2

k ))

=
M
∑

i=1

L
∑

l=1
ln(

2
∑

k=1
πkN ((zi,l − hi,l(x))|μk, σ2

k ))

(12)

When unknown parameters are estimated, we cannot use the maximum likelihood
method to derive the parameters that maximize the likelihood function as the single
Gaussian model (SGM) does. To solve this problem, the Minorization–Maximization
(MM) algorithm can be used. Through the MM algorithm, we can iteratively calculate the
parameters in GMM.

3. The Minorization–Maximization Algorithm

For all observation data, it is not known in advance which sub-distribution they belong
to. Each submodel has unknown parameters, and direct derivation cannot be calculated. It
needs to be solved with an iterative approach. Therefore, the Minorization–Maximization
algorithm can be used to solve the problem that unknown parameters are difficult to solve.

The MM algorithm is an iterative approach. The basic idea is to find a function that
is easier to optimize as a surrogate function for the objective function and to indirectly
optimize the objective function by optimizing the surrogate function. In each iteration, a
new alternative function is constructed based on the parameter estimates obtained from
the previous iteration. The new substitution function is then optimized to obtain the
parameter estimate in this iteration and to use it in the calculation of the next iteration.
Through continuous iteration, the estimated value of the parameter constantly approaches
the optimal solution of the objective function.

According to the basic idea of MM algorithm, the surrogate function should satisfy{
Q(θ|θ(s)) ≤ J(θ, (z − h(x)))
Q(θ(s)|θ(s)) = J(θ(s), (z − h(x)))

(13)

where θ(s) denotes the sth iteration of θ and the surrogate function Q(θ|θ(s)) is always
below the objective function J(θ, z). When θ = θ(s), the surrogate function Q(θ|θ(s))
is tangent to the function J(θ, z). Then, the surrogate function Q(θ|θ(s)) is maximized
to obtain

θ(s+1) = arg max
θ

Q(θ|θ(s)) (14)

as the (s + 1)th iteration of the θ. Finally, the maximum likelihood algorithm is used to
estimate the unknown parameters.

From the basic principles of the MM algorithm, the difficulty of using the MM algo-
rithm to estimate unknown parameters is in constructing a suitable function as a surrogate
function of the objective function. The construction of the surrogate function is described
in the next section.

4. Parameter Estimation of GMM

Constructing a suitable surrogate function is the key to estimating unknown parame-
ters using the MM algorithm. Tian et al. [17] propose a new Assembly and Decomposition
method (AD) to construct the surrogate function. Among them, technology is the basis
of the MM algorithm, which guides the construction of the surrogate function. The D
technique decomposes the objective function and then optimizes it.
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4.1. Construction of Surrogate Function

According to the AD method, Jensen’s inequality is used to construct a surrogate
function in the minorization step. Jensen’s inequality is given by the Equation (10), that is,

ϕ(
n

∑
i=1

αixi) ≥
n

∑
i=1

αi ϕ(xi) (15)

where we let ϕ(·) be a concave function, αi ≥ 0, and
n
∑

i=1
αi = 1. Therefore, the surrogate

function is expressed as

Q(θ|θ(s)) =
M

∑
i=1

L

∑
l=1

[
2

∑
k=1

wi,l,k ln
πkN ((zi,l − hi,l(x))|μk, σ2

k )

wi,l,k
]

=
M

∑
i=1

L

∑
l=1

2

∑
k=1

wi,l,k ln(πkN ((zi,l − hi,l(x))|μk, σ2
k ) + c(s)

(16)

where θ(s) represents the sth iteration of θ and the weight function wi,l,k is denoted as

wi,l,k =
π
(s)
k N ((zi,l − hi,l(x))|μ(s)

k , σ
2,(s)
k )

p((zi,l − hi,l(x)); θ(s))
(17)

where

p((zi,l − hi,l(x)); θ(s)) =
2

∑
k=1

πkN ((zi,l − hi,l(x))|μ(s)
k , σ

2,(s)
k ) (18)

Define Φ(s)
i,l,k = π

(s)
k N ((zi,l − hi,l(x))|μ(s)

k , σ
2,(s)
k ). By comparing the values of Φ(s)

i,l,k, the
following weight function is given.

w(s)
i,l =

{
1, Φ(s)

i,l,1 ≥ Φ(s)
i,l,2

0, Φ(s)
i,l,1 < Φ(s)

i,l,2

(19)

The weight function satisfies

wi,l,k ≥ 0,
2

∑
k=1

wi,l,k = 1 (20)

and

c(s) = −
M

∑
i=1

L

∑
l=1

2

∑
k=1

wi,l,k lnwi,l,k (21)

is a constant term independent of parameter θ.

4.2. Parameter Estimation of πk, μk, and σ2
k

The surrogate function in Equation (9) can be decomposed as

Q(θ|θ(s)) = M
∑

i=1

L
∑

l=1

2
∑

k=1
wi,l,k lnπk +

M
∑

i=1

L
∑

l=1

2
∑

k=1
wi,l,k ln(N ((zi,l − hi,l(x))|μk, σ2

k )) + c(s) (22)

where

J1
(s)(πk) =

M

∑
i=1

L

∑
l=1

2

∑
k=1

wi,l,k lnπk (23)

J(s)2 (μk, σ2
k ) =

M

∑
i=1

L

∑
l=1

2

∑
k=1

wi,l,k ln(N ((zi,l − hi,l(x))|μk, σ2
k )) (24)
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In the (s + 1)th iteration, the maximum likelihood estimation (MLE) of parameter θ
can be constructed by maximizing the surrogate function, that is

θ(s+1) = arg max
θ

Q(θ|θ(s)) (25)

The expansion of Equation (24) can be written as

J(s)2 (μk, σ2
k )

=
M

∑
i=1

L

∑
l=1

[wi,l,1 ln(N ((zi,l − hi,l(x))|μ1, σ2
1 )) + wi,l,2 ln(N ((zi,l − hi,l(x))|μ2, σ2

2 ))]

=
M

∑
i=1

L

∑
l=1

[wi,l,1(ln
1

(2πσ2
1 )

N
2
− (zi,l − hi,l(x)− μ1)

2

2σ2
1

) + wi,l,2(ln
1

(2πσ2
2 )

N
2
− (zi,l − hi,l(x)− μ2)

2

2σ2
2

)]

(26)

The partial derivative of the surrogate function with respect to unknown parameters
can be obtained

∂

∂πk
[J(s)1 (πk)] = 0 (27)

∂

∂μk
[J2

(s)(μk, σ2
k )] = 0 (28)

∂

∂σ2
k
[J2

(s)(μk, σ2
k )] = 0 (29)

and an iterative formula for the parameters can be obtained by solving the above equation,
as follows:

π
(s+1)
k =

M
∑

i=1

L
∑

l=1
wi,l,k

ML
(30)

μ
(s+1)
k =

M
∑

i=1

L
∑

l=1
(zi,l − hi,l(x

(s)))wi,l,k

M
∑

i=1

L
∑

l=1
wi,l,k

(31)

σ
2,(s+1)
k =

M
∑

i=1

L
∑

l=1
(zi,l − hi,l(x

(s))− μ
(s+1)
k )

2
wi,l,k

M
∑

i=1

L
∑

l=1
wi,l,k

(32)

Then, The detailed workflow for estimating GMM parameters based on MM algorithm
is shown in Algorithm 1.

Algorithm 1 GMM parameters are estimated based on the MM algorithm

Input: The measurements z;
Initialize: Iteration index s=0 for MM algorithm;convergence tolerance is δ; and maxi-

mum iteration number is Nmax
itr .Given the initial value θ(0) = [π

(0)
k , μ

(0)
k , σ2(0)]T

MM algorithm loop:

(1) Let s = 1 substitut the given initial value θ(0) into the iteration Formula (16) to
calculate θ(s).
(2) Substituting θ(s) into the iteration formula (16) to calculate θ(s+1).;
(3) If the convergence condition

∣∣∣J(θ(s+1), (z − h(x)))− J(θ(s), (z − h(x)))
∣∣∣ < δ or s +

1=Nmax
itr is satisfied, the MM algorithm is terminated.

Output:
{

π
(s+1)
k , μk

(s+1), σ
2,(s+1)
k

}
.
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5. Algorithm Analysis

5.1. Convergence Analysis

Since the MM algorithm is essentially iterative, the following inference is derived from
the question of whether this algorithm can guarantee convergence [29].

The convergence of the algorithm refers to the monotonic convergence of the MM
algorithm to some stationary point J∗ of the log-likelihood function J(θ, (z − h(x))). To
prove this inference, we first need to prove the detailed workflow of the MM algorithm
shown below.

J
(

θ(s+1); θ(s)
)
≥ J

(
θ(s); θ(s)

)
(33)

holds for any θ(s) in its parameter space. The proof is as follows: For a given a priori
position estimate x(s), it is easy to show that updates π

(s+1)
1 ,π(s+1)

2 ,μ1
(s+1),μ2

(s+1),σ2,(s+1)
1

and σ
2,(s+1)
2 for the Gaussian distribution are global optimal solutions to the corresponding

maxi- mization problems. Therefore, we can easily conclude that

J
(

θ
(s+1)
m , x(s); θ(s)

)
≥ J

(
θ
(s)
m , x(s); θ(s)

)
(34)

where the right-hand side is exactly J(θ(s); θ(s)).
The new estimate x(s+1) is obtained by minimizing

f (x) =
N

∑
i=1

2

∑
k=1

(zi − hi(x)− μ
(s+1)
k )

2

σ
2,(s+1)
k

wik (35)

using the BFGS quasi-Newton method with an initial guess set of x(s). The BFGS quasi-
Newton method [30–32] guarantees downhill progression toward the local minimum in the
Newton step of each iteration, so that the new estimate θ(s+1) does not make J(θ(s); θ(s))
decrease in the (s + 1)th iteration, that is

J
(

θ
(s+1)
m , x(s+1); θ(s)

)
≥ J

(
θ
(s+1)
m , x(s); θ(s)

)
(36)

where the left-hand side is identical to J(θ(s+1); θ(s)). Thus, (36) can be proved. This means
that the value of J(θ, (z − h(x))) increases monotonically with iteration. Since it is bounded
from above, convergence to some stationary point J∗ of the J(θ, (z − h(x))) is guaranteed.

5.2. Complexity Analysis

Complexity evaluation is often assessed using floating-point operations (FLOPs) as
a metric. Floating point arithmetic is a common metric for measuring the amount of
computation required to execute an algorithm. It can be used to compare the computational
complexity and efficiency of different algorithms. The computational complexity of the
MM algorithm under the Gaussian mixture model is shown as follows. We will first define
the floating point operations required for some basic operations.

(1) εadd: FLOPs for addition.
(2) εsub: FLOPs for subtraction.
(3) εmul : FLOPs for multiplication.
(4) εdiv: FLOPs for division.
(5) εexp: FLOPs for exponents.
(6) εpow: FLOPs for raising to a real power.
(7) εsqrt: FLOPs for square roots.
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Since the MM algorithm is an iterative algorithm, we analyze the s + 1th iteration.
Given a priori parameter estimation, the first step of the estimation is to evaluate the wi,l,k
of i = 1, 2, . . . , M, l = 1, 2, . . . , L and k = 1, 2. This requires a calculation:

zi,l − hi,l(x
(s)) (37)

for i = 1, 2, . . . , M, l = 1, 2, . . . , L .

φi,l,k =
π
(s)
k√

2πσ
2,(s)
k

· exp[
−(zi,l − hi,l(x(s))− μ

(s)
k )

2

2σ
2,(s)
k

] (38)

for i = 1, 2, . . . , M, l = 1, 2, . . . , L, k = 1, 2 .

wi,l,k =
π
(s)
k N ((zi,l − hi,l(x))|μ(s)

k , σ
2,(s)
k )

p((zi,l − hi,l(x)); θ(s))
(39)

for i = 1, 2, . . . , M, l = 1, 2, . . . , L, k = 1, 2 . Thus, Equation (37) requires MLεsub FLOPs,
Equation (38) requires 2((ML + 3)εmul + (ML + 1)εpow + MLεsub + MLεdiv + MLεexp)
FLOPs, and Equation (39) requires ML(1εsub + 1εadd + 1εdiv) FLOPs. Then,

π
(s+1)
k =

M
∑

i=1

L
∑

l=1
wi,l,k

ML
(40)

μ
(s+1)
k =

M
∑

i=1

L
∑

l=1
(zi,l − hi,l(x

(s)))wi,l,k

M
∑

i=1

L
∑

l=1
wi,l,k

(41)

σ
2,(s+1)
k =

M
∑

i=1

L
∑

l=1
(zi,l − hi,l(x

(s))− μ
(s+1)
k )

2
wi,l,k

M
∑

i=1

L
∑

l=1
wi,l,k

(42)

for i = 1, 2, . . . , M, l = 1, 2, . . . , L, k = 1, 2. It is easy to prove that Equation (40) requires
(NK− 1)εadd + 1εdiv + 1εsub FLOPs, Equation (41) requires 2(NKεmul +(NK− 1)εadd + εdiv)
FLOPs, and Equation (42) requires 2((NK + 1)εpow + NKεmul + (NK − 1)εadd + εdiv + εsub)
FLOPs. Define FL(θ) as the total number of FLOPS consumed in one MM iteration to
estimate θ. FL(θ) is equal to the total number of FLOPs consumed in Equation (37) through
Equation (42), that is

FL(θ) = (6ML − 5)εadd + (4ML + 3)εsub + (6ML + 6)εmul

+(4ML + 4)εpow + (3ML + 5)εdiv + 2MLεexp
(43)

6. Simulation

To validate the feasibility of using the MM algorithm to detect outliers, this paper
conducts a simulation analysis on the IEEE 14-bus system shown in Figure 1. Based on the
relevant data in the Matpower power system simulation package, a conventional power
flow calculation is performed, and the obtained system operation data are used as the
measurement data of the power system. The simulation parameters utilized throughout
the entire simulation process are summarized in Table 1, and the obtained experimental
results are shown as follows.
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Figure 1. IEEE 14-bus system.

Table 1. Simulation parameters.

Parameter Value

M 41
π1 0.8
π2 0.2
μ1 0
μ2 0.03
σ2

1 0.01
σ2

2 0.0025
Δ 10−6

Nmax
itr 100

In this study, simulation experiments containing 50 measurement vectors were an-
alyzed. Figure 2 shows the distribution of the 2050 measurement errors. When there
are outliers in the power system, part of the measurement error will change, assuming∣∣ai,l

∣∣ > 0, where ai,l denotes the component of the outlier vector a. Figure 3 shows the
distribution of the measurement errors in the presence of outliers. Subsequently, the MM
algorithm was used to classify the measurement errors and is presented in Figure 4.

Figure 2. The distribution of measurements errors.
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Figure 3. The distribution of measurement errors in the presence of outliers.

Figure 4. The distribution of measurements errors with MM algorithm.

To verify the convergence of the algorithm, it is assumed that M = 41, S = 8, and
L = 50. The Monte Carlo method was used to perform 1000 independent experiments
to detect the values of parameters θ = [π1, π2, μ1, μ2, σ2

1 , σ2
2 ]

T . The errors between the
mean of the estimated values and the actual values were calculated for each parameter.
As shown in Figure 5, as the number of iterations increases, the estimated mean values of
the parameters μ2 and σ2

1 gradually approach the true values, the error decreases, and the
values finally converged to 0.00102 and 0.00134 at the sixth iteration, respectively. And,
a variation in these errors was observed as the number of buses with outliers increased.
The error between the mean and true values of the parameter estimates obtained from
1000 independent experiments was calculated. The equations are given by

E(μ̂k) =

∣∣∣∣∣∣∣∣∣

N
∑

n=1
μ̂k,n

N
− μk

∣∣∣∣∣∣∣∣∣
(44)

E(σ̂2
k ) =

∣∣∣∣∣∣∣∣∣

N
∑

n=1
σ̂2

k,n

N
− σ2

k

∣∣∣∣∣∣∣∣∣
(45)
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and

E(π̂k) =

∣∣∣∣∣∣∣∣∣

N
∑

n=1
π̂k,n

N
− πk

∣∣∣∣∣∣∣∣∣
(46)

E(π̂1) =

∣∣∣∣∣∣∣∣∣

N
∑

n=1
π̂1,n

N
− π1

∣∣∣∣∣∣∣∣∣
(47)

Since π1 > 0,π2 > 0 and π1 + π2 = 1, then the error for π2 can be expressed as

E(π̂2) =

∣∣∣∣∣∣∣∣∣
π1 −

N
∑

n=1
π̂1,n

N

∣∣∣∣∣∣∣∣∣
(48)

where N = 1000 and μ̂k,n denotes the estimate of μ̂k obtained in the nth experiment. The
estimated mean is then obtained by summing μ̂k,n over 1000 independent experiments
and dividing by N. And, due to E(π1) = E(π2), the red line coincides with the blue
line in Figure 6. As shown in Figures 6–8, it is evident that as the number of buses with
outliers gradually increases, we clearly observe a gradual decrease in the error between
the estimated mean and the actual values of the parameters π2, μ2 and σ2. This is due
to the increasing number of outliers as a proportion of the overall measurements. In this
scenario, the estimated mean values of the parameters π2, μ2, and σ2 gradually increase,
getting closer to the true values, which leads to a gradual decrease in the error. In other
words, as the number of outlier buses increases, we observe a significant improvement in
the accuracy of the parameter estimates.
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Figure 5. The error of the parameter varies with the number of iterations.

As shown in Figure 9, we assume that outliers exist in the power measurements of
P3, Q3, P1−2, P2−3, P4−2, Q1−2, Q2−3, and Q4−2 among the 41 measurements. To detect
outliers, we conducted 1000 independent experiments and plotted Figure 10, showing
the results of outlier detection based on the experimental results. By observing Figure 10,
we can notice that the measurements in Q3,P1−2,P4−2, and Q4−2 are closer to the normal
measurements. As a result, a small amount of data has been mistakenly identified as normal
data. After applying the MM algorithm for outlier detection, we achieved an extremely
high detection rate of over 95%. This implies that the vast majority of outlier values can be
accurately detected.
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Figure 6. The error of parameter πk varies with the number of buses with outliers.
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Figure 7. The error of parameter μk varies with the number of buses with outliers.
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Figure 8. The error of parameter σk varies with the number of buses with outliers.

To validate the detection performance of the MM algorithm, WLS, and robust Z-
score [33] for different outlier strengths, we use the detection rate as a performance metric.
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Outlier strength is a metric used to quantify the degree of deviation of the outliers from the
normal measurements. The outlier strength is defined as

η =
‖a‖2
‖z‖2

(49)

where a ∈ Rm×1 is the outlier vector and z ∈ Rm×1 is the measurement vector. When
the outlier strength is greater, this means that the deviation of the outlier relative to the
normal measurement is greater and may have a more significant effect on the system. As
shown in Figure 11, when the outlier strength is low, the outliers are not easily detected.
However, the MM algorithm proposed in this paper outperforms WLS and robust Z-score
in terms of detection performance. This is due to the iterative optimization process of
the MM algorithm, which can gradually approach the optimal solution and shows good
convergence, stability, and robustness in practice. Since the MM algorithm uses probabilistic
models, it is better able to deal with outliers in the data and to reduce the impact of outliers
on the results. The MM algorithm can limit the impact of outliers and provide more accurate
parameter estimation, resulting in better performance in outlier detection. In contrast, WLS
may suffer from outliers, leading to biased parameter estimates. The robust Z-score is more
robust to outliers relative to the traditional Z-score, but MM algorithms are usually better
at robustness to outliers in the modeling process. As the strength of the outliers varies, the
false alarm rate also varies. As shown in Figure 12, the greater the strength of the outliers,
the easier the outliers are detected and the smaller the false alarm rate. When the strength
of the outliers is greater than 0.3, the false alarm rate decreases to less than 1%.
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Figure 9. Data distribution before and after outliers in IEEE 14-bus system.
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Figure 10. Outlier detection results.
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Figure 11. Comparison of detection performance at different outlier strengths.
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Figure 12. False alarm rate of MM algorithm for different outlier strengths.

7. Conclusions

Considering the impact of the presence of outliers on security in power systems,
the introduction of MM algorithms for outlier detection and localization is an effective
approach. The algorithm clusters and models the measurement errors using GMM and
solves the model parameters iteratively using the MM algorithm. The feasibility and
convergence of the MM algorithm in power systems are investigated through a simulation
analysis on an IEEE 14-bus system, and the performance is compared with the WLS and
robust Z-score at the same outlier intensity. The experimental results show that the MM
algorithm can efficiently identify outliers in the power system and its detection rate can
reach 95%. The results of this research emphasize the superiority of the MM algorithm
in power system outlier detection. Compared with WLS and robust Z-score, the MM
algorithm can model and detect outliers more accurately by introducing a probabilistic
model and an iterative optimization algorithm to improve the security and reliability of the
power system.
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Abstract: This paper presents an alternative approach to the Transformer Assessment Index (TAI)
by proposing a relatively simple rating method called the Exploitation Perspective Index (EPI).
The method provides two numerical indicators: the first reflects the overall technical condition
of the particular unit, and the second shows the condition of the unit in the context of the entire
fleet. The objective of the EPI method is to support the decision-making process regarding the
technical condition assessment of each of the transformers in the target population, considering not
only technical but also economic aspects of transformer maintenance. Application of the method
is described step by step, including input data, parametrization of the weights, and interpretation
of the output results it provides. The proposed method is evaluated by two representative use
cases and compared with two other methods. As a result, EPI confirms its applicability, and it has
already been successfully implemented by the electric power industry. EPI can be potentially freely
adopted for any transformer fleet, as well as for the specific situation of the utility, by adjusting the
relevant parameters.

Keywords: power transformer; high voltage; measurements; condition assessment; fault diagnostics

1. Introduction

One of the priorities for utilities is to provide uninterrupted power supply to end
users. The reliability of the electric power asset mainly depends on adequate maintenance
and diagnostics [1–4]. Power transformers are no doubt one of the key elements of the
entire power system, so their technical condition, especially faults, may directly affect
the reliability of the system. Condition assessment of transformers is based on various
measurement data, usually aimed at assessment of the insulation system and mechanical
condition [5–8], as well as the influence of physical factors like temperature [9–11], load,
and even weather [12]. Knowing the technical condition of a particular unit is only the first
step in the maintenance and risk management chain regarding the entire fleet. Adequate
management of the transformer fleet requires additional decision support tools, which
indicate the absolute technical condition of a given unit in the context of the entire fleet.
Such tools are called the Transformer Assessment Index (TAI) and may be implemented in
various ways, briefly discussed below [13].

In [14], the authors considered the unavailability of the data as one of the limitations
of TAI. In their opinion, such a situation may result in inadequate condition assessment of
a transformer due to limited data calculation. To solve this problem, the authors proposed
the application of parameter prioritization results to estimate the certainty level caused by
the data availability of a TAI. To demonstrate the proposed, method five scenarios were
used to calculate the certainty level. Validation of the proposed approach in the context
of its influence on TAI was performed on a 150 kV power transformer with six points of
measurement data. This problem was also raised by the same authors in [15], where a
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comparison of seven models to substitute unavailable data on paper insulation condition
was presented. The health index of 200 transformers with complete data was calculated,
and compared to the alternative models. The analysis showed that the optimized models
were based on multiple linear regression and an adaptive neuro-fuzzy inference system.
The problem of adjusting the weighting factor of TAI was raised in [16]. According to
the authors, one of the possible solutions to this problem is the involvement of many
experts, but usually such an approach leads to complexity in aggregating the results. As
a result, a novel method to implement the consensus for multiple experts in transformer
assessment index weighting factor de-termination based on the analytic hierarchy process
was proposed. Aman et al. in [17] proposed a novel method for assessing the overall health
condition of the transformer. A combination of the health index and the criticality index
was used to prioritize the strategic decisions on the transformer. The proposed method
divided the population into four groups, taking into account diagnostic indicators and the
critical operations of individual transformers. Consideration of the transformer’s apparent
and actual age and their potential influence on the assessment of its aging condition was
presented in [18]. The authors calculated the health index for 130 units and used them to
model the curve of the heath index decrease in the entire population. The apparent age
and aging condition of the transformer were then estimated using the proposed curve.
The apparent age problem also appeared in [19], where a novel method for assessing the
health index of transformers, considering the apparent age strategy, was proposed. The
method used four input factors for the evaluation process (DGA, oil quality, bushings
conditions, and equipment degradation). Apparent age was included in the method
mainly by hot spot temperature and load data. In [20], the authors investigated the
improvement of the TAI by using fuzzy logic methods. The integrated fuzzy model was
developed by combining the sub-models of fuzzy logic. The proposed solution yielded an
improved assessment of the transformer insulation condition. According to the authors,
this approach decreases the complexity of life estimation and health index evaluation of
power transformers. Another modeling approach regarding TAI was proposed in [21].
Zeinoddini-Meymand et al. analyzed the application of linear and nonlinear models to
evaluate TAI. The authors compared two nonlinear models (artificial neural network and
adaptive neuro-fuzzy inference system) with a multiple linear regression linear statistical
model. Furthermore, they proposed an extended data set to optimize the TAI calculation,
including 15 parameters (i.e., DGA and various oil properties). This study showed that an
adaptive neuro-fuzzy inference system-based model provided the best results. A newly
developed TAI was also proposed in [22]. A hierarchical health index model was established
based on statistical product and service solutions. The proposed method takes into account
the perspectives of transformer thermal, electrical, mechanical, and load. An interesting
aspect was raised by Benhmed et al. in [23], where the authors investigated feature selection
and classification techniques to reduce the complexities of TAI. Several filters and wrapper-
based feature selection methods were investigated. The performance of the proposed
approach is validated by evaluations of selected classification models. According to the
authors, their method reduced the optimum number of features by separating only the most
influential ones when calculating TAI. Furthermore, results showed that water content,
acidity, breakdown voltage, and furans were the most influential testing parameters in
calculating TAI. A novel health index, risk, and remaining lifetime estimation method for
power transformers is discussed in [24]. The method was based on a combination of three
selected models: a winding degradation physical model, a health index model based on
condition monitoring data combined with expert judgment, and a statistics-based end-of-
life model. Data from real-life transformers were used to validate the method. According
to the authors, this method allows for the identification of transformers in poor condition
and the follow-up and prioritization of transformers for maintenance and replacement.

Some of the current studies on TAI, apart from the assessment of the technical condi-
tion, also take into account economic aspects. In [25], the authors proposed an innovative
approach to the maintenance decision-making model, considering reliability and cost-
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effectiveness. This approach was based on a particle swarm optimization method, which
was used to optimize the proposed model and select the best maintenance strategy. The
performance of the proposed method was verified in two cases, which confirmed a signifi-
cant improvement in the maintenance strategy with this method. In [26], the authors used
a health index to assess the maintenance cost of transformers. This method is based on the
Markov model, which is used to predict the future state of the transformer. Future-state
distribution probabilities were used to estimate the maintenance cost of the selected unit,
according to the proposed maintenance policy model.

Further discussion and comparison of various contemporary approaches to TAI can
be found in [13,27,28].

Thus, this paper proposes an alternative technical condition index method for power
transformers called Exploitation Perspective Index (EPI). The objective of this method is
to provide a simple, universal, and personalized tool to provide a brief view of the entire
fleet as well as a particular transformer. The most relevant novelty regarding this method
is that it takes into account both the technical condition of the assessed transformer and
the economic aspect of the required maintenance. Furthermore, EPI provides two rating
scales in one rating procedure: absolute and relative. The absolute scale corresponds with
the current technical condition of the unit and its potential future exploitation perspective,
while the relative scale reflects the overall technical condition of the particular unit in the
context of the entire fleet. Finally, potentially, EPI can be freely adopted for any transformer
fleet as well as for the specific situation of the utility by adjusting the relevant parameters.

2. Proposed EPI Method

2.1. Requirements for the Proposed Method

This section raises some key assumptions the proposed EPI method should meet
regarding its functionality and range of applications. Most of the assumptions for EPI are
derived from typical requirements that similar methods should comply with. Most of these
requirements are grounded in applicable industry standards and common good practices
in the field of technical condition assessment of power transformers. However, it must be
emphasized that the EPI method is designed for a specific target transformer fleet, and as a
result, some of the requirements and proposed assumptions may apply strictly to this fleet.

• The objective of the EPI method is to support the decision-making process regarding
the technical condition assessment of each transformer in the target population;

• The method should yield a simple rating to show the overall technical condition of the
particular unit in the context of the entire fleet;

• The method should use the conclusions from periodical routine test results (instead of
raw measurement data) of the transformers typically performed in the fleet the EPI is
designed for;

• EPI should not analyze any of the raw measurement data, while it should rather use
an expert diagnosis (defects and other malfunctions detected on the grounds of the
routine tests) for further analysis;

• EPI should be a numerical value that corresponds with the current technical condition
of the unit and its potential future exploitation perspective (absolute rating scale);

• EPI should focus not only on technical but also economic aspects of transformer
maintenance;

• EPI should also reflect the overall technical condition and future exploitation perspec-
tive of the particular unit in the context of the entire fleet (relative rating scale).

2.2. Description of the Proposed Method
2.2.1. Input Data Initial Preparation

One of the crucial steps prior to the implementation of EPI is the initial preparation of
the input data. All of the inputs should be taken from the periodic transformer test reports.
It should be emphasized that EPI does not analyze any raw measurement data, so it does
not need any new technical rating criteria or testing procedures to be defined. It is assumed
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that experts or decision support systems identify potential defects and draw auxiliary
conclusions (based on the analysis of raw measurement data). Therefore, to prepare input
data for EPI, appropriate standardization of the transformer test report is required. To
address this point, it is proposed to include a predefined checklist in the conclusion section
of every report. The idea is not to influence any test procedures or diagnostic criteria, but
only to present the final conclusions in a categorized and predefined way. According to
this proposal, the supplementary task for the expert (or system) diagnosing the analyzed
transformer (in the test report) would be to mark the relevant defects/conclusions in
the attached checklist (simple binary criterion): mark it if applicable, and not to mark
it if not applicable (based on the analysis of the measurement results). Definitions and
interpretations of the proposed input parameters are provided in Table 1. This list contains
most (or even all) of the typical defects that may be identified in the transformer.

Table 1. Description of the input parameters.

Input Parameter Definition

1 Minor oil leaks
Visual inspection indicated minor oil leaks in the

transformer (other than 2, 11, 16, 17)—not
relevant from the exploitation point of view

2 Major oil leaks
Visual inspection indicated major oil leaks

relevant from the exploitation point of view
(main tank, primary seal)

3 Minor paint loss or corrosion
Visual inspection indicated minor paint loss or

corrosion, not relevant from the exploitation
point of view

4 Major paint loss or corrosion
Visual inspection indicated major paint loss or
corrosion, relevant from the exploitation point

of view

5 Damage to the thermometer or
invalid readings

Incorrect readings or damage to the upper oil
layer thermometer were found

6 low oil level Too low an oil level in the transformer
conservator, below the permissible level

7 Damage to the oil level gauge or
invalid readings

Incorrect, illegible readings, or damage to the oil
level gauge

8 Buchholz relay fault Damage or leaks or damage to the cables or lack
of oil in the gas-flow relay (Buchholz)

9 Cooling system malfunction
Abnormalities in the operation of the cooling
system (radiators, fans, control cabinet), other

than 16

10 Grounding connection faults Abnormalities in the connection and grounding
of the transformer

11 Desiccant faults (dehydrating
breather)

Abnormalities in the dehydrating system
(leakage, moisture in the cartridge)

12 OLTC drive malfunction Abnormalities in the operation of the PPZ drive

13 Bushing’s damage Visual inspection indicated mechanical damage
to the bushing (other than 17)

14 Signaling and controlling wiring
faults

Damage to the transformer’s secondary and
control circuits

15 Malfunction of the fiber optic
temperature measurement system

Damage/abnormalities in the operation of the
fiber-optic temperature measurement system of

the active part of the transformer

16 Oil leaks (cooling system) Oil leaks from radiators, pumps, valves or other
components of the transformer cooling system

17 Oil leaks (bushings) Oil leaks from bushings or their measuring taps

18 Moisture in the oil Level of moisture in oil exceeded the
allowed level

19 Aged oil Aging markers of the oil indicate reaching the
end of life or advanced aging process
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Table 1. Cont.

Input Parameter Definition

20 Partial discharges DGA results indicate PD

21 Overheating DGA results and/or fiber optic temperature
measurement results indicate overheating

22 Stray gassing DGA results indicate stray gasses

23 Aged cellulose
Aging markers of the cellulose insulation

indicate reaching the end of life or advanced
aging process

24 Moisture in solid insulation Level of moisture in solid insulation exceeded
the allowed level

25 Aged bushings Aging markers of the bushings indicate reaching
the end of life or advanced aging process

26 Windings deformation SFRA results indicate deformation of windings
27 Turn-to-turn short-circuits Test results indicate turn-to-turn short-circuits
28 Windings asymmetry Test results indicate winding asymmetry
29 Winding discontinuity Test results indicate winding discontinuity

30 OLTC defects
OLTC time of non-simultaneous operation
and/or head’s own time exceed the criteria

values, and/or discontinuity on any tap detected

31 Magnetic circuit defect Test results indicate a defect in the
magnetic circuit

2.2.2. Implementation of EPI

EPI is a relatively simple, dimensionless rating method for transformers that considers
not only their technical condition but also an economic aspect of the required maintenance.
The proposed rating procedure is based on the results of actual periodic routine tests of
the transformer. EPI uses 2 types of data as input parameters (Table 2): defects (DEF)
and auxiliary conclusions (AC). Furthermore, it also considers the transformer age. As
described in Section 2.2.1, EPI does not analyze any raw measurement data, instead using
conclusions from the periodic transformer test report as input. It is quite different from
other methods discussed in Section 1 and makes this method unique in this regard. The
procedure for determining the EPI consists of summing up the weights assigned to all DEF
and AC, respectively, indicated for a given unit (Table 2). It follows that theoretically, the
minimum possible value of the EPI is equal to 0—in a situation where an assessed unit
has no identified defects and failures, and thus no maintenance recommendation has been
generated for it. Therefore, the maximum value of the EPI is theoretically limited by the
sum of the weights of all DEF and AC (but it is a theoretical case rather than a real-life
scenario). A general flowchart of the EPI method is presented in Figure 1.

A general formula to calculate the EPI for a selected transformer tr is presented in (1):

EPItr = ∑
i

Di, (1)

where

Di =

(
d1· ki·mi

Str
+ d2·ni·Ptr

)
·100, (2)

is a single weight related to a specific i-th input parameter of the analyzed transformer,
according to Table 1. Equation (2) consists of two fundamental parts related to the economi-
cal and technical aspects of the assessed unit, respectively. These formulas are empirically
based on the experience of authors and industry experts; they also correspond to industry
standards and recommendations in this regard [13].
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Table 2. Complete catalog of all possible input parameters for EPI and their proposed default
values, Di.

i Input Parameter
AC

Di i Input Parameter
DEF

Di

1 minor oil leaks (not within the main tank) 1 18 moisture in the oil 6.0
2 major oil leaks (main tank, primary seal) 2.0 19 aged oil 7.0
3 minor paint loss or corrosion 1.0 20 partial discharges (based on DGA) 7.0
4 major paint loss or corrosion 2.0 21 overheating 5.0

5 damage to the thermometer or
invalid readings 0.1 22 stray gassing 0.2

6 low oil level 1.0 23 aged cellulose 60.0

7 damage to the oil level gauge or
invalid readings 1.5 24 moisture in solid insulation 20.0

8 Buchholz relay fault 0.4 25 aged bushings 5.0
9 cooling system malfunction 2.0 26 windings deformation 25.0
10 grounding connection faults 0.5 27 turn-to-turn short-circuits 50.0
11 desiccant faults (dehydrating breather) 0.1 28 windings asymmetry 3.0
12 OLTC drive malfunction 2.5 29 winding discontinuity 6.0
13 bushing’s damage (visual) 3.0 30 OLTC defects 2.0
14 signaling and controlling wiring faults 2.5 31 magnetic circuit defect 38.0

15 malfunction of the fiber optic
temperature measurement system 2.0

16 oil leaks (cooling system) 1.0
17 oil leaks (bushings) 1.0

 

Figure 1. General flowchart of the EPI method.

First, the economical-related part uses d1, ki, mi, and Str for calculation. Str is an
estimated value (price) of the new transformer meeting the same requirements as the
assessed one (equivalent). Despite Str having the same value for all input parameters
(within the same assessment process), it may change over time, so it should be updated
regularly. Estimated repair/replace/maintenance costs related to the i-th parameter are
defined as mi. This parameter has different values for every input parameter, as they require
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different maintenance procedures (and consequently costs). Its value may also vary over
time, so it should be updated if necessary. Both Str and mi should be expressed in the same
currency. ki can be defined as the economical weight of the i-th input parameter. Primarily,
it should consider the age of the transformer (its depreciation), as usually some extended
overhaul of the old units may not be rational from an economic point of view. Furthermore,
ki can also consider some other aspects that may be important from an economic point of
view, e.g., possible transport costs of the transformer, availability of specific components at
a given moment, etc. The default value of ki for this EPI method is 1. In order to include
the age of the transformer, one of the commonly proposed normalized aging (or loss of
life, etc.) curves may be used [29–31], or it may be assigned on the basis of the experience
and exploitation history regarding the particular utility. The d1 is an additional factor that
depends on the general economic situation of the owner of the transformer. Its default
value is 1, and if needed, it can adjust the relative importance of the economic aspect,
depending on the specific market situation at a given time (the higher the d1, the greater
the influence of the economic aspect on the final EPI value).

The second part of (2) is related to the technical aspect of the analyzed transformer and
uses d2, ni, and Ptr for calculation. Ptr represents the relative priority index of the assessed
unit in the entire population. The default value of Ptr is 1—lower priority represents values
below 1, and higher priority represents values greater than 1. The higher the value of Ptr,
the greater the influence of the technical aspect on the final EPI rating. The importance of
a specific input parameter from the transformer exploitation point of view is reflected in
ni. Its value theoretically can vary from 0 to 1, where 0 means “problem irrelevant to the
exploitation perspective” and 1 means “decommissioning of the unit/unable to operate
and repair”. The d2 is an additional factor that depends on the general technical situation
of the owner of the transformer. For example, it can reflect the current availability of
certain resources (spare parts, spare units, repair crews, the possibility of stoppage, etc.).
Its default value is 1, and if needed, it can adjust the relative importance of the technical
aspect depending on the specific situation at a given time (the higher the d2, the greater
the influence of the technical aspect on the final EPI value). Figure 2 illustrates the EPI
calculation process for a given transformer.

 

Figure 2. Flowchart of initialization of parameters for EPI calculation of the specific transformer.

Multiplication by 100 in (2) is not relevant from the EPI method point of view. However,
in this case, it was included at the request of the utility this method was developed for to
make the interpretation of the EPI somewhat similar to the “transformer wear percentage”.
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To illustrate the step-by-step calculation of Di, moisture in the oil (D18) will be used below
as an example, as it is one of the most common defects in oil transformers. Starting with
the first part of (2), d1 is set to 1 (default value), as the general economic situation of the
owner is normal. The estimated value of m18/Str is about 0.02, assuming that oil refining is
recommended (if replacement of the oil is recommended, then it will be about 0.04), and
the new unit value is approximately 1 mln € (typical 31 MVA unit). k18 is set to 0.5, as the
economical relative aspect of this defect is rather minor (typical procedure of oil treatment
is needed, which is commonly available and does not require any additional costs), and the
age of the transformers is assumed as the mean of the fleet. So, the final value of the first
part of (2) is now 0.01. For the second part of (2), d2 is set to 1 (default value), as the general
technical situation of the owner of the transformer is normal. n18 is set to 0.05, as this is a
typical defect that, if controlled and fixed, does not significantly affect the exploitation of
the transformer. The priority of the transformer is set to the default value, Ptr = 1. So, the
final value of the second part of (2) is now 0.05. Finally, adding two parts and multiplying
by 100 gives the value of D18 = 6.

Table 2 presents a complete catalog of all possible input parameters for EPI and
their proposed default values Di assigned for the transformer population the EPI method
was designed for. These values were calculated using (1) and (2), and specific values or
parameters of (2) are mainly based on the experience of the authors, the suggestions and
requirements of the owner of the fleet, and the specificity of the target user market. They
also consider contemporary transformer exploitation guides, the expertise of the authors,
and specialists from the utility in such a way as to reflect the importance of the indicated
problems in the analyzed transformer and also take into account economic aspects, such
as repair costs, carrying amounts, etc. [32,33]. As a result, proposed Di values are not
universal and should be adjusted to the specific fleet in which this system is to be used.
However, the weights proposed in this study can be used as a starting point or reference in
any case.

2.2.3. Absolute Rating Scale

The proposed EPI method allows for two types of transformer evaluation: absolute
and relative. The absolute scale is based on a typical three-point rating and uses strictly
assigned boundaries for each rating (Table 3). After determining the value of the EPI,
a given transformer unit is classified into one of three groups, divided in terms of its
current technical condition and operational measures necessary to implement, aimed at
ensuring its further trouble-free operation [33]. The first group includes transformers whose
technical condition does not raise any major objections or requires only minor operational
procedures that do not really affect the safety of their further operation. In practice, these
are transformers for which no defects and faults have been shown, or only these that do
not pose a direct threat to further trouble-free operation of a given transformer have been
shown. The first group will include units for which the EPI parameter is less than 10—this
group has been labeled Does not require significant operational/investment procedures and may
be marked as green (in line with the usual practice in this regard [13]).

Table 3. Absolute EPI rating scale.

Rating EPI Group

1 <10 Does not require significant operational/investment procedures
2 10–50 Required maintenance/investments
3 >50 Significant operational/investment measures required

The second group is labeled Required maintenance/investments, and may be marked as
yellow. It includes the transformers in relatively good but not perfect technical condition. It
means that in order to ensure their continued reliable operation, it is recommended (some-
times even necessary) to implement in the near future some specific measures necessary for
the safety of this unit. Failure to implement the procedures may, in the near future, result in
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an emergency shutdown of the transformer or its damage. The values of the EPI parameter
that result in assigning a given transformer to this group range from 10 to 50.

The last, third group are classified units in the worst technical condition, indicating
a relatively high probability of failure or requiring immediate key operational measures,
without which their further operation may be at risk or even impossible. This group is
labeled Significant operational/investment measures required and may be marked as red.

2.2.4. Relative Rating Scale

Regardless of the absolute scale, EPI supports the relative evaluation scale of the
assessed transformers in the context of the entire population (EPI%). The idea of the EPI% is
to indicate the technical condition of the assessed unit compared to the rest of the population.
It requires gathering the EPI for all units in the population in one table. This table is used
to calculate the percentile of the EPI for the entire population. As a result, the user obtains
statistical information (EPI%), which shows what percentage of all units are in better and
worse technical condition than the analyzed one. Such information complements the
absolute EPI results, which may not be fully informed, especially regarding the perspective
of the entire population. Moreover, the use of percentiles enables one to easily evaluate
the conventional rating scale (absolute scale)—one only needs to select adequate percentile
boundaries for each scale (i.e., in the case of a typical 5-grade rating, percentiles can be
selected as follows: 0–20, 20–40, 40–60, 60–80, 80–100). In fact, this approach yields dynamic
rating scales, as the boundaries are defined in a relative way (percentiles)—as a result, the
absolute values of the boundaries will dynamically change as new data (new EPI) feeds
the database. In practice, gathering the EPI of all transformers in the population may be
very difficult (time consuming) or even impossible to achieve over a rational time horizon.
Thus, alternatively, some representative sample of the population may be assigned with
respect to the technical condition (and age) structure of the entire population (Figure 2).

3. Results and Discussion

This section shows the verification of the EPI method based on real-life scenarios in
comparison with two other methods. The first method (HI1) was an industry standard
transformer condition assessment method, which uses a table-based health index (scoring
matrix). It means that diagnostic criteria are predefined and divided into several relevant
categories and have the same values (boundaries) for the entire population. Each category
has a 5-level rating scale (0–4 points), and the final rating is a simple sum of the ratings
of all categories (Table 4). The higher the rating, the worse the technical condition of
the transformer. In this study, seven categories were used for HI1: oil, solid insulation,
windings, core, OLTC, bushings, and others (so the final HI1 value is between 0 and 28).
Further details on the HI1 method can be found in [13].

Table 4. Scoring matrix for the HI1 method.

Rating HI1 Technical Condition

0 0–4 As new condition. Minimal Signs of ageing or deterioration

1 5–10 Good condition. Reliable operation expected for a
lengthy period

2 11–16 Acceptable condition with significant signs of aging or
deterioration. Consider condition-based maintenance

3 17–22 Poor Condition. Repair or replacement should be considered
within the short term

4 23–28 Very Poor condition. High likelihood of failure.

The second method (HI2) employed an algorithm that used advanced oil diagnostics.
In particular, it can be read as an improved standard method that uses three main diagnostic
categories: basic diagnostics, active parts, and aging processes. Also, HI2 uses a number of
predefined weights, which must be applied to different input parameters prior to the final

121



Sensors 2023, 23, 8681

rating calculation. Finally, the higher the rating, the worse the technical condition of the
transformer. The final HI2 value is between 0 and 100%, which is divided into three states
describing the technical condition of the diagnosed transformer (Table 5). More details on
HI2 are presented in [34].

Table 5. Scoring matrix for the HI2 method.

Rating HI2 Technical Condition

0 0–27 Good
1 27–57 Average
2 57–100 Poor

To illustrate the performance of this method, a specific transformer population was
used—this population is a property of the utility the EPI method was designed for. The
population consists of over 1500 units; their rated powers vary between 10 and 80 MVA; and
their typical rated voltages are 115/16.5 kV (sometimes there are units with secondary rated
voltages of 22 kV, 6 kV, or three-winding units). It was not practically possible to analyze the
technical condition (to perform routine tests) of all of the units in the accepted time frames,
so a representative sample was used instead. The selected sample statistically reflects the
technical condition, age structure, and working conditions of the entire population and
consists of 300 units (Figure 3).

 
(a) (b) 

Figure 3. Rated power (a) and age structure (b) of the representative transformer population.

For these units, a complete routine test was performed, the results of which were
used to evaluate the EPI method. Figure 4 shows the normalized histograms of EPI results
compared with the HI1 and HI2 methods. According to EPI, it is noticeable that two groups
are dominant: units in very good technical condition (EPI < 20, which covers over 40% of
the population) and units in quite bad technical condition (EPI > 60, which covers another
approx. 40% of the population). The remaining units are in moderate technical condition
(20 < EPI < 60). According to the presented method, the percentile value for a given EPI
read from Figure 3 is called EPI%. According to HI1, almost 70% of the population is in
relatively good condition (HI1 > 10). It is a typical situation with this kind of method. As it
uses several categories, poor conditions related to only one category may be masked by
relatively good results in other categories, and the final assessment may not be relevant
in such a case. Comparing HI2 and EPI, the results are quite similar. However, in the
case of HI2, it is also characteristic that most of the units were assessed as in good or
average condition (HI2 < 57). This is probably the result of HI2 not taking into account the
economic aspects of the transformer’s technical condition and using only three diagnostic
categories. On the other hand, HI1 and HI2, contrary to EPI, use raw measurement data to
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assess the transformer, which requires fixed diagnostic criteria. As a result, some specific
malfunctions or defects may not be detected and included in the final assessment.

 
(a) (b) 

 
(c) 

Figure 4. Histogram of technical condition assessment results in the analyzed population using
different methods: (a) EPI, (b) HI1, and (c) HI2.

3.1. Use Case Tr1

This section describes an exemplary use case of the EPI method for the transformer
in moderate conditions. In this case, the assessment was performed for a two-winding
40 MVA unit, 115/22 kV, which was manufactured in 2014 (Tr1). Table 6 presents an expert
diagnosis and EPI results compared to HI1 and HI2 for Tr1. The diagnosis was based on the
complete measurement data and visual inspection checklist issued after routine periodic
tests. Expert diagnosis was used by the EPI to perform the assessment.

Table 6. Expert diagnosis and EPI results for Tr1.

Expert Diagnosis
i

(According
to Table 1)

Di
(According to

Table 1)
EPI/EPI% HI1 HI2

Moisture in the oil 18 6
12 34Moisture in solid

insulation 24 20 26/45%
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Tr1 was detected with two typical defects: moisture in the oil and in the solid insulation.
These defects are quite common and usually do not imply any serious consequences, as
long as they do not exceed specific thresholds. In this case, EPI is the sum of D6 and D20
according to Table 1, which is 26. According to the proposed absolute EPI rating scale
(Table 2), Tr1 has a rating of two, and is classified as Required maintenance/investments. To
know the value of EPI% (in the proposed relative rating scale), a percentile distribution of
the entire population must be known. In this case, the value of EPI% for Tr1 is 45%, which
means that 45% of units in this population are in better technical condition than Tr1, and
55% are in worse condition (Figure 5). Results for HI1 and HI2 are quite similar to those for
EPI. As the analyzed case is rather typical, both methods show that this transformer is in
moderate condition and that some maintenance is needed in the near future.

Figure 5. Percentile plot of EPI results in the analyzed population.

3.2. Use Case Tr2

This section presents the second exemplary use case of the EPI method for a trans-
former in poor technical condition. In this case, the EPI was performed for a three-winding
40 MVA unit, 115/33/16.5 kV, which was manufactured in 1976 (Tr2). Table 7 presents
an expert diagnosis and EPI results for Tr2. As in the case of the analysis presented in
Section 3.1, the diagnosis was based on the complete measurement data and visual inspec-
tion checklist issued after routine periodic tests. Additionally, in this case, the value of
ki was set to 1.1 considering the age of Tr2. These data were used by the EPI method to
perform the assessment.

Tr2 was detected with 12 types of faults: minor oil leaks, minor and major paint
loss or corrosion, cooling system malfunction, desiccant fault, oil leaks from the cooling
system, moisture in the oil, aged cellulose, aged oil, moisture in the solid insulation,
winding asymmetry, and OLTS defects. Some of these faults are trivial and do not affect
the exploitation perspective of the transformer, but some might be read as serious and
potentially imply the possibility of serious consequences for the safe exploration of the
transformer. In this case, EPI resulted in 108 (considering ki = 1.1). According to the
proposed absolute EPI rating scale (Table 2), Tr2 has a rating of three and is classified as
Significant operational/investment measures required. According to the relative rating scale, the
EPI% for Tr2 is 96%, which means that 96% of units in this population are in better technical
condition than Tr2, and only 4% are in worse condition (Figure 5). According to HI1, Tr2
was assessed as in poor condition. In this case, a very poor condition was expected, as this
unit had a number of serious defects. Unfortunately, the sensitivity of HI1 is deficient in
this case, and some serious issues are masked. As a result, HI1 may provide an optimistic
indication of the transformer’s condition. According to HI2, the score of Tr2 is 87, and it
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was the worst score in the analyzed population. On the other hand, EPI indicated that 4%
of the population is in worse condition than Tr2. The economic aspect allowed the EPI to
be more sensitive and accurate regarding this scenario.

Table 7. Expert diagnosis and EPI results for Tr2 (ki = 1.1).

Expert Diagnosis
i

(According
to Table 1)

Di
(According to

Table 1)
EPI/EPI% 1 HI1 HI2

minor oil leaks (not within the
main tank) 1 1

116/96% 1 21 87

minor paint loss or corrosion 3 1
major paint loss or corrosion 4 2
cooling system malfunction 9 2

desiccant faults (dehydrating
breather) 11 0.1

oil leaks (cooling system) 16 1
moisture in the oil 18 6

aged oil 19 7
aged cellulose 23 60

moisture in solid insulation 24 20
windings asymmetry 28 3

OLTC defects 30 2
1 considering ki = 1.1.

4. Conclusions

This paper presents an alternative approach to the transformer assessment index. The
EPI method was proposed and discussed. EPI is a relatively simple, dimensionless rating
method for transformers. The proposed rating procedure is based on the results of actual
periodical routine tests of the transformer, which makes it universal and easy to adopt for
any transformer fleet. The method was designed for one of the European utilities where it
has already been successfully implemented. As a result, its performance was verified in
practice on 300 units of transformers. It was also compared with two different methods,
and two representative use cases were described in this paper to confirm its usefulness.
Regarding the presented study, some further conclusions may be drawn, as follows:

• EPI provides an absolute rating scale that corresponds with the current technical
condition of the unit and its potential exploitation perspective;

• Simultaneously to the absolute rating scale EPI also provides a relative rating scale,
which reflects the overall technical condition of the particular unit in the context of the
entire fleet;

• Application of the EPI absolute rating scale requires gathering EPI for a representative
sample of the population (ideally for all units in the population);

• EPI not only reflects the technical but also economic aspects of transformer maintenance;
• EPI can be potentially freely adopted for any transformer fleet, as well as for the

specific situation of the utility, by adjusting the relevant parameters.

Apart from the advantages of the EPI mentioned above, some challenges and potential
difficulties in application should be highlighted. Proposed Di values are not universal and
should be adjusted to the specific fleet in which this system is to be used, so implementation
of EPI needs time, several optimization iterations, and expert knowledge. However, the
weights proposed in this study can be used as a starting point or reference in any case.
Furthermore, as EPI uses expert conclusions as input, it is also prone to any mistakes
within the expert assessment. In the author’s opinion, one promising solution would be
the integration of the EPI with one of the decision support expert systems designed for
power transformers.
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Abstract: In order to address the challenges of low recognition accuracy and the difficulty in effective
diagnosis in traditional converter transformer voiceprint fault diagnosis, a novel method is proposed
in this article. This approach takes account of the impact of load factors, utilizes a multi-strategy
improved Mel-Frequency Spectrum Coefficient (MFCC) for voiceprint signal feature extraction, and
combines it with a temporal convolutional network for fault diagnosis. Firstly, it improves the
hunter–prey optimizer (HPO) as a parameter optimization algorithm and adopts IHPO combined
with variational mode decomposition (VMD) to achieve denoising of voiceprint signals. Secondly,
the preprocessed voiceprint signal is combined with Mel filters through the Stockwell transform.
To adapt to the stationary characteristics of the voiceprint signal, the processed features undergo
further mid-temporal processing, ultimately resulting in the implementation of a multi-strategy
improved MFCC for voiceprint signal feature extraction. Simultaneously, load signal segmentation
is introduced for the diagnostic intervals, forming a joint feature vector. Finally, by using the Mish
activation function to improve the temporal convolutional network, the IHPO-ITCN is proposed to
adaptively optimize the size of convolutional kernels and the number of hidden layers and construct a
transformer fault diagnosis model. By constructing multiple sets of comparison tests through specific
examples and comparing them with the traditional voiceprint diagnostic model, our results show that
the model proposed in this paper has a fault recognition accuracy as high as 99%. The recognition
accuracy was significantly improved and the training speed also shows superior performance, which
can be effectively used in the field of multiple fault diagnosis of converter transformers.

Keywords: converter transformer; current; fault diagnosis; improved hunter–prey optimization;
multi-strategy improved MFCC; voiceprint signal

1. Introduction

In order to ensure the secure and reliable operation of converter transformers, which
serve as intermediate devices for AC-DC power transmission technology, it is essential
to conduct research on fault diagnosis. This research aims to enhance the accuracy and
speed of fault identification, helping to promptly detect internal defects and prevent the
further escalation of accidents. Unlike regular power transformers, converter transform-
ers operate in a unique AC-DC working environment, which implies a higher level of
harmonic currents. Consequently, this complexity in operational characteristics presents
challenges in employing conventional fault diagnosis methods designed for traditional
power transformers [1,2].

The converter transformer, in the process of operation with the core and windings,
produces vibration because of electric power and other factors, and thus mechanical wave
propagation through the transformer oil and rigid connection to the box. The resulting

Sensors 2024, 24, 757. https://doi.org/10.3390/s24030757 https://www.mdpi.com/journal/sensors128



Sensors 2024, 24, 757

vibration and voiceprint signals contain a large amount of state information based on
the vibration signal monitoring means that are widely used in the online monitoring of
power equipment [3,4]. In the vibration signal acquisition process, the deployment loca-
tion requirements of sensors are strict. Smaller deviations will interfere with the results.
The noise detection method is used as a non-contact measurement; its sensor installation
is convenient for solving the problem of high spatial sensitivity. At the same time, the
voiceprint signal acquisition device has a wide frequency range to meet the monitoring
requirements of different specifications of the transformer [5,6]. Numerous scholars both
domestically and internationally have conducted research in this area, achieving promising
results. In reference [7], four voiceprint emission feature spectra were constructed, and
a lightweight fault diagnosis model was established to diagnose loose winding faults in
transformers. Reference [8], based on the no-load operation of transformers, employed
MFCC for voiceprint feature extraction, introduced Principal Components Analysis (PCA)
to remove redundant features, and ultimately utilized the Vector Quantization (VQ) algo-
rithm for accurate identification of loosened iron core faults. Reference [9] extracted features
of on-load tap changers using Mel spectrograms and combined them with convolutional
neural networks to recognize mechanical faults. However, the abovementioned voiceprint
emission recognition techniques are based on traditional MFCC, which involves a cumber-
some process of frame segmentation, windowing, and Fourier transformation to overcome
spectral leakage issues. Furthermore, due to the inherent limitations of single-channel
signal sources, the practicality of fault diagnosis using voiceprint emission signals is mostly
limited to single-fault diagnosis.

To address the issue of the single-fault feature, reference [10] utilized Complete
Ensemble Empirical Mode Decomposition (CEEMD) and short-time Fourier transform
(STFT) to obtain temporal and spectral information about the signals. Deep fault fea-
tures were then extracted using a deep fused convolutional neural network (DFCNN).
Similarly, reference [11] proposed a mixed algorithm called high-order singular value
decomposition (HOSVD)–high-order alternation least square (HOALS) to extract multi-
dimensional features for pattern recognition. Furthermore, reference [12] combined the
fusion multiscale convolutional neural network (F-MSCNN) to fuse sound and vibration
features, leveraging the learning of multi-scale features for subsequent classification.
Reference [13] proposed a real-time fault diagnostic method for hydraulic systems using
data collected from multiple sensors in order to overcome the lack of information con-
tained in a single sensor. Reference [14] processed signals from multiple sensors, thereby
expanding the number of samples to enhance the diagnostic performance. However,
most of the existing studies are based on single or homogeneous signals. They focus on
extracting multidimensional features from different angles without considering multiple
signal sources. The above diagnostic models do not start from different types of signal
sources and ignore the correlation between different signals, making it difficult to extract
deep information effectively from faults.

Existing approaches on data-driven fault classification mostly rely on artificial intel-
ligence algorithms to analyze historical data and extract fault features, and the selection
of parameters during the model training process has a crucial impact on the accuracy
and convergence speed of fault classifiers. Reference [15] proposed a novel expectation
maximization-unscented particle filter-Wilcoxon rank sum test (EM-UPF-W) method for
data-driven techniques, which adaptively estimates noise variables with the help of the
EM algorithm. References [16,17] used an artificial intelligence optimization algorithm for
the adaptive optimization of machine learning parameters to avoid the human experience
of parameter selection, but the existing artificial intelligence optimization is prone to the
problem of local optimal stagnation, which has an impact on the final convergence speed
and accuracy of the model.

Given this context, this article is focused on the division of current signals into intervals,
combining voiceprint signals to achieve fault diagnosis in converter transformers. It
overcomes the inherent limitations of single signal sources and conducts research on multi-

129



Sensors 2024, 24, 757

fault diagnosis. The IHPO method is proposed to effectively address the local optimization
problem, serving as a subsequent parameter optimization algorithm. VMD is employed for
noise reduction, while the S-transform is utilized as a time-frequency conversion method.
The improved MFCC technique based on multiple strategies is employed for feature
extraction. ITCN is utilized for accurate fault identification, offering a novel approach for
fault diagnosis in converter transformer systems. Furthermore, a specific 800 kV converter
station was taken as a case study to validate the effectiveness of this integrated model.

The main contributions of this article are summarized as follows:

• This paper aims to counteract the problems of the traditional hunter–prey optimization
algorithm, which easily falls into the local optimum, and of which the traversal of
population initialization is not strong. It is improved via the introduction of SPM
chaotic mapping and the Levy flight strategy, which is used for the adaptive selection
of parameters in the fault diagnostic model to avoid the interference of the human
experience selection.

• Multi-strategy improved MFCC is proposed for extracting voiceprint signals from
converter transformers. Compared with the traditional voiceprint signal feature
extraction method, the proposed approach incorporates the characteristics specific to
the voiceprint signals of electric power equipment. It overcomes the interference of
redundant information and demonstrates enhanced feature extraction capabilities.

• This paper introduces load signals to segment the operational intervals of converter
transformers, realizes fault diagnosis through multiple types of signal sources,
and proposes the improved multi-strategy MFCC and IHPO-VMD-ITCN fault
diagnostic models. The experimental results demonstrate that the proposed fault
diagnostic methods exhibit significant improvements in terms of both accuracy and
calculation speed.

2. Analysis of Vibration Mechanism of Converter Transformer

Similarly to traditional power transformers, the vibration of converter transformers is
induced by the electromagnetic forces in the windings and the expansion and contraction
of the core due to magnetic hysteresis. These vibrations propagate through the transformer
oil and rigid connections to the enclosure. However, owing to the complex environment
resulting from the dual impact of alternating and direct currents, the vibration excitations
are often characterized by multiple harmonic frequencies, leading to intricate vibration
patterns in different areas.

2.1. Winding Vibration Mechanism Analysis

In accordance with the principles of high-voltage transmission, the current in converter
transformers is accompanied by harmonic currents, including the 6k + 1(k = 1, 2, 3, . . .)th
harmonic current at 50 Hz. This is manifested in Equation (1).

i = ∑ Iαm cos(αω1t + Φα) (1)

where Iαm is the amplitude of each harmonic current, Φα is the phase angle of each harmonic,
and ω1 is the angular frequency of the 50 Hz current.

The interaction between currents of varying frequencies and magnetic fields generates
axial and radial electromagnetic forces is expressed in Equation (2). The windings vibrate
under the influence of these electromagnetic forces.

Fa = k f a(∑ Iαm cos(αω1t + Φα))
2

Fr = k f r(∑ Iαm cos(αω1t + Φα))
2 (2)

where k f a and k f r represent the axial and radial electromagnetic force coefficient and Fa
and Fr represent the winding axial and radial electromagnetic force.
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Based on the motion differential equation, the acceleration of winding vibration can
be represented by Equation (3):

aa = kaa(∑ p1 Iαm
2 cos(2αω1t + ϕ1) + ∑2 p2 Iα1m cos((α1 + α2)ω1t + ϕ2)

+∑2 p3 Iα1m Iα2m cos((α1 − α2)ω1t + ϕ3))
ar = kar(∑ p1 Iαm

2 cos(2αω1t + ϕ1) + ∑2 p2 Iα1m cos((α1 + α2)ω1t + ϕ2)
+∑2 p3 Iα1m Iα2m cos((α1 − α2)ω1t + ϕ3))

(3)

where ∑2 is the sum of multiplication of different harmonics, kaa and kar are the axial and
radial acceleration coefficients, p1, p2, and p3 are the calculation parameters, α1, α2 are the
number of harmonics, and ϕ1, ϕ2, and ϕ3 are the acceleration phase angles.

From Equation (3), it can be observed that under the influence of the 6k1 + 1
(k1 = 1, 2, 3, . . .)th harmonic, apart from the 100 Hz component, there is also a signifi-
cant presence of the 100k1Hzth harmonic in the vibration of the converter transformer.
When the natural frequency of the windings is close, resonance can easily occur, leading to
a deviation of the dominant vibration frequency from 100 Hz.

2.2. Core Vibration Mechanism Analysis

The vibration of the core is primarily induced by magnetostriction. Furthermore, the
excitation voltage of the converter transformer contains numerous harmonic components.
Taking the influence of harmonic voltages into account, the vibration of the core can be
represented by Equation (4):

a = d2(�L)
dt2 = ka(∑ 2Uαm

2 cos(2αω1t + ϕα) + ∑2 q1 cos((α1 + α2)ω1t + (ϕα1 + ϕα2))

+∑2 q1 cos((α1 − α2)ω1t + (ϕα1 − ϕα2))
(4)

Among them:

q1 =
(α1+α2)

2Uα1m Uα2m
α1α2

q2 =
(α1−α2)

2Uα1m Uα2m
α1α2

(5)

where Uαm is the amplitude of each voltage harmonic, �L is the magnetostrictive deforma-
tion of the silicon steel sheet, and ka is the saturation flux coefficient.

From Equation (4), it can be observed that the dominant frequency of the core vibration
is primarily at 100 Hz. The influence of harmonics introduce a significant presence of the
100k1 Hz harmonic components. However, nonlinearities in the core and other factors may
lead to deviations in vibration.

2.3. Fault Voiceprint Characterization of Converter Transformers

Similarly to ordinary power transformers, converter transformers are mainly com-
posed of iron core, windings, and rigid connectors. When the iron core ages or experiences
transportation and installation before operation, iron core loosening may occur. If the
condition of iron core loosening is not promptly addressed, it will continue to accumulate,
ultimately leading to iron core loosening failure. Iron core loosening failure results in a
decrease in the fastening force between the silicon steel sheets of the iron core, thereby
increasing the air gap between the stacked pieces. This causes a significant rise in the
amplitude of iron core vibration acceleration, leading to changes in the intrinsic frequency
of vibration and altering the voiceprint characteristics of the transformer. Similarly, during
operation, the converter transformer is constantly subjected to the impact of electric power.
In the event of a short-circuit fault, the intensification of electric power can prompt the
occurrence of winding loosening faults. This leads to an aggravation of axial vibration,
a significant increase in vibration acceleration amplitude, and changes in the vibration
frequency distribution, resulting in alterations to the voiceprint characteristics of the trans-
former. When the converter transformer is running under bias magnetic conditions, the
current signal can be regarded as the superposition of a DC component and Equation (1);
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according to Sections 2.1 and 2.2 of the core and winding vibration mechanism analysis,
it can be observed that, at this time, the vibration frequency of the converter transformer
changes significantly.

In summary, when a fault occurs in the converter transformer, its core and winding
vibration change significantly. The fault voiceprint signal generated under these conditions
differs from that of normal operation. Therefore, the fault diagnosis of the converter
transformer can be realized by adopting a machine learning algorithm for effective feature
extraction of the voiceprint signal.

2.4. Characterization of Voiceprint Pattern Changes under Operating Conditions

The voiceprint signal and vibration signal, originating from the same source, exhibit a
strong correlation. Based on the analysis in Sections 2.1 and 2.2, this study delves into the
vibration characteristics of converter transformers during operation.

This study focuses on 28 converter transformers in a specific 800 kV converter station.
Among them, there are 12 transformers per pole and 4 transformers on standby. The
parameters of certain converter transformers are presented in Table 1.

Table 1. Parameters of converter transformer.

Parameters
Numerical Value

Pole II High-End Y/D
Converter

Pole I High-End Y/Y Converter

Model number ZZDFPZ-412300/600 kV ZZDFPZ-412300/750/800
Rated capacity/MVA 412.3 412.3

Net side IN/A 933 933
Valve side IN/A 2357 4083

Operating frequency/Hz 50 50
Cooling method OFAF OFAF

The voiceprint signal acquisition system for the converter transformers is illustrated
in Figure 1, and on-site acquisition photos are presented in Figure 2. We employed a
combination of HS14401 capacitive sound sensors with a sampling frequency of 16 kHz
along with a DHDAS dynamic signal acquisition instrument. Each converter transformer
is equipped with three voiceprint acquisition devices, positioned on both sides and at a
45-degree angle, 0.5 m away from the enclosure. The data were collected in the outdoor
substation environment under normal operating conditions, which may include noise
interference. The voiceprint acquisition system was configured to collect voiceprint signals
every 30 min, with each collection lasting for 60 s. Electrical parameters within the converter
station were recorded every 30 min to ensure synchronization between the voiceprint
signals and electrical parameters.

We selected time-length 0.1 s converter transformer in-operation voiceprint slices as
the object of study. The time-domain and frequency-domain characteristics are illustrated
in Figure 3. The main frequency of the converter transformer is 400 Hz, accompanied
by a significant number of harmonics. This is attributed to the proximity of the winding
intrinsic frequency to 400 Hz and the resonance of the converter transformer 100k1 Hz
component, resulting in a deviation of 100 Hz compared to ordinary power transformers.
This deviation corresponds to the theoretical analysis mentioned above.

The vibration characteristics of converter transformers vary under different operat-
ing conditions. In a no-load converter transformer, the core winding resonance becomes
prominent. Under heavy load, the dominant vibration shifts to winding [18–20]. To
facilitate a more precise quantitative analysis, this article focuses on the high-end Y/D
converter transformer of pole II. The main objective is to analyze the main frequency
change pattern of voiceprint characteristics concerning the magnitude of current. The
results are depicted in Figure 4. Under no load, the main frequency of the converter
transformer is 200 Hz, indicating the core vibration stage. At the rated voltage, when
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the valve side current is less than 0.2IN , the main frequency alternates between 200 Hz
and 400 Hz. During this period, the core winding dominance alternates. However,
when the current exceeds 0.23IN , the main frequency stabilizes at 400 Hz, signifying the
dominance of winding vibration.

voiceprint sensorconverter transformers

voiceprint sensor

voiceprint sensor Data 
Acquisition 

Device

 

Figure 1. Voiceprint data acquisition system.

Figure 2. On-site acquisition.
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Figure 3. (a) Time domain characteristics; (b) frequency domain characteristics.
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Figure 4. Characteristics of the main frequency of the voiceprint signal of the converter transformer
with the variation in current.

Based on the information provided, a strong correlation exists between the electrical
signals and voiceprint features of converter transformers. The division of converter
transformers into three interval states, as illustrated in Table 2, allows for a phased
approach to fault diagnosis. This approach proved effective in overcoming the issue of
overlapping between core faults and winding faults, ultimately enhancing the accuracy
of fault identification.
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Table 2. Acousto-electric signal correlation analysis.

Operational State No-Load (I) Load (II) Load (III)

Current and voltage signals U = 1 I = 0 U = 1 I < 0.23 U = 1 I > 0.23
Voiceprint signal main frequency/Hz 200 200/400 400

Conclusion Iron core vibration dominated The core windings alternately dominate Winding vibration dominant

3. Description of Fault Diagnosis Algorithms

3.1. Improved Hunter–Prey Optimization Algorithms

The hunter–prey optimization algorithm is a new intelligent optimization algorithm
proposed by Naruei et al. in 2021 [21]. In this algorithm, the hunter adjusts its position
to obtain the best hunting position, while the prey moves to a safe position to avoid the
hunter’s attack, and the safest position of the prey is the optimal solution of the problem to
be optimized. This article proposes an improvement of the HPO algorithm by introducing
the Levy flight strategy and SPM chaotic mapping. The modifications are briefly described
as follows.

(1) Initialization: The conventional HPO algorithm achieves population initialization
using Equation (6), as described below:

xi = rand(1, d)× (ub, lb) + lb (6)

wherein xi represents the positions of hunters or prey, d represents the problem
dimensionality, and ub, lb represent the upper and lower bounds of the problem.

We chose Strongly Perturbed Mix (SPM) chaotic mapping for initializing the pop-
ulation, as shown in Figure 5. In comparison to circle mapping, the SPM demonstrates
enhanced randomness and tergodicity, effectively addressing the issue of local clustering
of individual hunters and prey [22]. The expression for SPM chaotic mapping is given by
Equation (7).

xi+1 =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

mod( x(t)
η ) + μ sin(πx(t) + r, 1),

0 ≤ x(t) ≤ η

mod( x(t)/η
0.5−η ) + μ sin(πx(t) + r, 1),

η ≤ x(t) ≤ 0.5
mod( 1−x(t)/η

0.5−η ) + μ sin(π(1 − x(t)) + r, 1),
0.5 ≤ x(t) ≤ 1 − η

mod( 1−x(t)
0.5 ) + μ sin(π(1 − x(t)) + r, 1),

1 − η ≤ x(t) ≤ 1

(7)
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Figure 5. (a) SPM chaotic mapping value distribution; (b) circle chaotic mapping value distribution.

In Equation (7), the parameter η ⊆ (0, 1), μ ⊆ (0, 1) is typically chosen within the
range of (0.4, 0.3).

(2) Optimization strategy: Hunters select prey that are far away from the group as
their search targets, while the prey continuously move to evade hunter attacks and
maximize their chances of survival. The position update for hunters and prey can be
described by Equations (8) and (9), respectively.

xi,j(t + 1) = xi,j(t) + 0.5[(2CZPpos(j) − xi,j(t))+
(2(1 − C)Zμ − xi,j(t))]

(8)

wherein xi,j(t + 1) represents the position of the ith hunter in the jth dimension at the
(t + 1)th iteration, xi,j(t) represents the position of the ith hunter at the tth iteration,
Ppos(j) represents the position of the prey in the jth dimension, C = 1 − 0.98t/T
represents the balance parameter between exploration and exploitation, and Z is an
adaptive parameter.

xi,j(t + 1) = Tpos(j) + CZ cos(2πR1) · (Tpos(j) − xi,j(t)) (9)

wherein Tpos(j) represents the global best position and R1 represents a random number
within the range of [−1, 1].

It is challenging to overcome local optima solely by introducing SPM chaotic mapping.
However, the utilization of the Levy flight strategy allows for a quick escape from local
optima. The implementation approach is depicted in Equation (10).

Levy(s) ≈ λβ(Γ(λ)) sin(πλ
2 )

π
· 1

s1+λ
(10)

wherein Γ(λ) =
∫ ∞

0 tz−1e−tdt and the value of β is set to 1.5.
In practical applications, the Mantegna method is commonly used to generate random

step lengths following a Levy distribution, as described in Equations (11) and (12).

S =
μ

|v| 1
β

(11)
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μ ∼ N(0, σ2), v ∼ N(0, 1)

σ =

{
Γ(1+β) sin( πβ

2 )

βΓ( 1+β
2 )2

β−1
2

} 1
β (12)

In the IHPO optimization algorithm, if the change in fitness values is continuously
less than 0.001, the Levy flight strategy aids in escaping local optima. This generates the
candidate solution for the next iteration, as shown in Equation (13).

xt+1
i = xt

i + θ ⊕ Levy(β) (13)

In the equation, ⊕ denotes element-wise multiplication, θ is a random number uni-
formly distributed in the range [0, 1], and β is equal to 1.5.

The pseudocode used to improve the hunter–prey optimization algorithm is as follows
in Algorithm 1:

Algorithm 1 Improve hunter–prey optimization

Input: HPO Parameters
Output: TargetScore, Best pos, Convergence curve
1: Initialize Hppos
2: Evaluate fitness of each HPpos
3: Set Target as the best HPpos, TargetScore as its fitness
4: for t = 2 to Max_iteration do
5: Update c
6: Update kbest
7: for i = 1 to N do
8: Generate random numbers
9: if rand < B then
10: Calculate xi and dist
11: Set SI as HPpos(idxsortdist(kbest))
12: Update HPpos(i,:) using formula with levy, l, c, z, SI, xi
13: else
14: for j = 1 to dim do
15: Calculate v and rr
16: Update HPpos(i,j) using formula with z(j), rr, Target(j), HPpos(i,j)
17: end for
18: end if
19: Clip HPpos(i,:) values to be within bounds of lb and ub
20: Evaluate fitness of HPpos(i,:)
21: if HPposFitness(i) < TargetScore then
22: Update Target and TargetScore
23: end if
24: end for
25: Store TargetScore in Convergence curve(t)
26: end for

To validate the superiority of the IHPO algorithm, this article compares its per-
formance with traditional optimization algorithms using the test function described in
Equations (14) and (15). The results are depicted in Figure 6.

f1(x) = −20 exp(−0.2

√
1
n

n
∑

i=1
x2

i )−

exp( 1
n

n
∑

i=1
cos(2πxi)) + 20 + e

(14)

f2(x) =
1

4000

n

∑
i=1

(x2
i )−

n

∏
i=1

cos(
xi√

i
) + 1 (15)
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Figure 6. (a) Comparison of the optimization performance of the measurement function (14);
(b) comparison of the optimization performance of the measurement function (15).

According to Figure 6a,b, it can be observed that the IHPO optimization algorithm
converges to values of 8.9 × 10−16 and 0, respectively. The convergence speed of the
IHPO algorithm is significantly higher than that of other traditional algorithms, achieving
superior convergence values with the fewest number of iterations.

3.2. Variational Mode Decomposition

During the process of collecting transformed voiceprint signals, there is often a signifi-
cant amount of noise interference. In order to ensure the accuracy of fault diagnosis, this
article adopts the VMD algorithm for denoising processing, aiming to restore the original
voiceprint signal as faithfully as possible.

The VMD algorithm constructs a variational problem and solves it [23,24]. Firstly, the
original signal is decomposed into k modal components, denoted as μk(t). The energy
spectrum is obtained through Hilbert transformation. f (t) is made equal to each modal
component μk(t) as a constraint condition, and the Lagrange multiplier λ(t) and penalty
factor α are introduced to transform it into a variational problem, as shown in Equation (16).⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

min
{μk}{ωk}

{
K
∑
k
‖∂t[(δ(t) +

j
πt ) ∗ μk(t)]e−jωkt‖

2

2

}

L
μk ,ωkλ

= α
K
∑
k
‖∂t[(δ(t) +

j
πt ) ∗ μk(t)]e−jωkt‖

2

2

+‖ f (t)− K
∑

k=1
μk(t)‖

2

2
+

〈
λ(t), f (t)− K

∑
k=1

μk(t)
〉

(16)

In Equation (16), * represents the convolution operation, μk(t) is the k-th modal
component, ωt is the central frequency, δ(t) is the impulse function, ∂t represents the partial

derivative with respect to t, and
〈

λ(t), f (t)− K
∑

k=1
μk(t)

〉
denotes the inner product.

The alternating direction multiplier method is used to solve the variational problem to
find the optimal values of μk(t), ωk, which is realized in the following steps.

(1) Initialize the parameters μk(t), ωk, λ, set the loop n = n + 1, and iteratively update
the parameters according to Equations (17)–(19).

(2) Update μk(t).

μ̂n+1
k (ω) =

f̂ (ω)− k−1
∑

i=1
μ̂n(ω) + λ̂n(ω)

2

1 + 2α(ω − ωn
k )

2 (17)

In Equation (17), μ̂n+1
k (ω), f̂ (ω), λ̂n(ω) are the Fourier transforms corresponding to

μn+1
k , f (t), λn.
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(3) Update ωk.

ωn+1
k =

∫ ∞
0 ω

∣∣∣μ̂n+1
k (ω)

∣∣∣2dω∫ ∞
0

∣∣∣μ̂n+1
k (ω)

∣∣∣2dω

(18)

(4) Update λ.

λ̂n+1 = λ̂n + τ[ f̂ (ω)−
K

∑
k=1

μ̂n+1
k (ω)] (19)

(5) Determine convergence.
K
∑

k=1
‖μ̂n+1

k − μ̂n
k ‖

2
2

‖μ̂n+1
k ‖2

2

< ς (20)

by setting ς > 0.
(6) Determine whether the iteration condition is satisfied; if not, return to step (2).

3.3. Multi-Strategy Improvement of MFCC for Dimensionality Reduction Extraction of
Voiceprint Features

As a common speech feature extraction method, MFCC is widely used in the field
of speech recognition [25]. Considering that spectral leakage in the Fourier transform is
very likely to occur, the S-transform is used as a time-frequency conversion method, and
combined with the characteristics of the stationary energy of the converter voiceprint signal,
it undergoes processing in the medium time to obtain the improved MFCC method to
realize the voiceprint signal feature extraction.

3.3.1. S-Transform

The S-transform employs the Gaussian window function with adaptive adjustment of
time and frequency parameters, replacing the fixed window function of the Fourier trans-
form and the scale parameter window function of the wavelet transform. This approach
exhibits higher-frequency characteristics at low frequencies and effectively improves the
shortcomings of the Fourier transform [26].

The result of signal x(t) after S-transformation is shown in Equation (21).

S(τ, f ) =
∫ +∞

−∞
x(η)w(η − τ, f )e−j2π f ηdη (21)

where f is the frequency, η is the time variable of x(η), τ is the time component after S-
transformation, and w(η − τ, f ) is the Gaussian window function for adaptive adjustment,
as shown in Equation (22):

w(η − τ, f ) =
| f |√
2π

e−
(t−η)2 f 2

2 (22)

3.3.2. Multi-Strategy Improvement MFCC

In the field of audible sound recognition, given that the human ear exhibits varying
sensitivities to the perception of each frequency band and the perception of the normal
frequency band is nonlinear, Mel filtering is typically employed to transform the spectral
information of voiceprint into Mel spectrum under Mel scale. The relationship between the
normal frequency scale and the Mel frequency scale is expressed as in Equation (23):

Mel(k) = 2595 × lg(1 + f /700) (23)

where f is the frequency on the regular scale and k is the frequency scale on the Mel scale.
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In the domain of power equipment fault diagnosis, low-frequency information within
1000 Hz frequently incorporates numerous fault characteristics. Consequently, the uti-
lization of Mel filters can adjust voiceprint information to varying degrees, enhance low-
frequency information, and filter high-frequency information and compress it. The equal-
height Mel filter bank function is expressed in Equation (24):

H(m) f =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

0, f < x(m − 1)
f−x(m−1)

x(m)−x(m−1) , x(m − 1) ≤ f ≤ x(m)
x(m+1)− f

x(m+1)−x(m)
, x(m) < f ≤ x(m + 1)

0, f > x(m + 1)

(24)

where m is the filter bank number and the number of filters in this paper is set to 26;
therefore, the range of m is 0 < m < 26, the center frequency of the Mel filter. The formula
for the calculation of x(m) is:

x(m) = (N
fs
)Mel−1(Mel( fmin)+

m Mel( fmax)−Mel( fmin)
M+1

(25)

where fs is the sampling frequency, fmax, fmin represent the frequency range of the Mel
filter bank, N is the number of S-transform samples, and M is the number of Mel filters.

The improved MFCC feature extraction method is distinguished from MFCC by the
simpler operations of frame splitting and window adding. The specific steps are as follows:

(1) Framing: the S-transform has a high time complexity, so in order to save time, the
original signal is framed with a fixed frame length.

(2) S-transform: the S-transform is performed on each frame by Equation (16) to obtain
the time-frequency matrix A(t, f ).

(3) The spectral information is sought, as shown in Equation (26).

F( f ) =

t
∑

i=1
|A(t, f )|2

t
(26)

where A(t, f ) is the time-frequency matrix, t is the time corresponding to the S-
transform matrix, and f is the frequency.

(4) Bandpass filtering is performed, as in Equation (27).

Mel(m) = ln(
N−1

∑
k=0

|F( f )|Hm( f )) (27)

where Mel(m) is the Mel filter output and Hm( f ) is the filter bank.
(5) A discrete cosine transform is performed as in Equation (28) to obtain the first set of

voiceprint characterization coefficients f eat1.

C(i) =
m

∑
j=1

Mel(m) cos(
πi(m − 0.5)

26
) (28)

(6) We perform first-order and second-order differentiation operations on f eat1 to obtain the
second and third sets of parameters f eat2, f eat3 of the improved MFCC eigenvectors.

(7) We splice the three sets of parameters to form the feature vector IMFCC = [ f eat1, f eat2, f eat3].

Compared with the human speaking voice, power equipment voiceprint signal char-
acteristics tend to be stationary; the feature vector obtained above contains a large amount
of redundant information between the frames, so the use of mid-time features as shown
in Equation (29) is more in line with the characteristics of stationary power equipment
voiceprint features, reducing the interference of the heterogeneous long frames and having
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a stronger generalization [27], The multi-strategy improvement MFCC flowchart is shown
in Figure 7.

MIMFCC =

N
∑

i=1
IMFCCi

N
(29)

where IMFCCi is the ith frame signal feature and N is the number of medium-time signal
frames and denotes MIMFCC is the medium-time feature vector.

 
Figure 7. Multi-strategy improvement of MFCC flowchart.

3.4. Improved Temporal Convolutional Neural Networks

Time convolutional networks have good sequence information processing capabilities.
In comparison to traditional architectures such as convolutional neural networks, this
network achieves deeper networks by incorporating skip connections of residual blocks,
effectively integrating shallow features into the depths for improved accuracy [28,29]. To
simplify the network’s complexity, cavity convolution is employed to expand the sensory
field, and the causal cavity convolution is calculated as shown in Equation (30):

F(t) =
k−1

∑
i=0

f (i)xt−di (30)

where d is the void coefficient, k is the convolution kernel size, and f (i) is the ith element of
the convolution kernel.

The traditional TCN residual module introduces nonlinearity through the Relu acti-
vation function. However, when the input is negative, the zero-gradient problem occurs,
leading to the offset phenomenon. This, in turn, limits the learning efficiency and effective-
ness of the TCN. Setting the output mean of the activation function to zero serves a dual
purpose: it reduces the gradient vanishing problem and mitigates the impact of weight
initialization. Additionally, the output of the activation function with zero-mean facilitates
the propagation of information between the different layers of the network, resulting in bet-
ter learning dynamics. This helps the network learn complex features and representations
more efficiently. To a greater extent, it can enhance the network’s learning performance.
Therefore, the Mish activation function is used to replace the traditional Relu function, as
in this equation:

F(x) = mish(x) = x × tanh(ln(1 + ex)) (31)

As depicted in Figure 8, compared with other activation functions, although the Tanh
function has an absolute 0-mean value, it is prone to gradient vanishing due to the range of
[−1, 1]. The Mish activation function is a better trade-off between the 0-mean value and
the gradient vanishing problem [30].
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Figure 8. Activation function 0-mean comparison.

The improved TCN architecture is illustrated in Figure 9 (k = 2, d = 1, 2, 4), where each
residual module contains two causal convolutional layers. The network’s performance is
enhanced through the incorporation of the Mish activation function, weight normalization,
and dropout.

Dilated Causal Conv

WeightNorm

Mish

Dropout

Dilated Causal Conv

WeightNorm

Mish

Dropout

1 1 
ConV

(optional)

+

Residual block (k, d)

Input

Hidden

Output

Hidden

Residual block (2, [1, 2, 4])

Figure 9. Improve temporal convolutional neural network architecture.

The improved TCN pseudocode is shown in Algorithm 2:
Algorithm 2 improved Temporal Convolutional Network

Input: Input sequence X with length T, Number of residual blocks K, Stack size S, Number of output channels C, Filter size
f, Initial dilation value d0, Learning rate η
Output: Probability distribution over classes
1: Initialize all model parameters
2: Set learning rate to η
3: Set initial dilation value to d0
4: for k = 1 to K do
5: for s = 1 to S do
6: for c = 1 to C do
7: Apply causal convolution to input sequence X with dilation d
8: Apply activation function (e.g., Mish) to the output
9: Apply weight normalization to the output
10: Update output sequence O
11: end for
12: end for
13: Stack the output sequence O with the input sequence X as the new input
14: Increase the dilation value d exponentially
15: end for
16: Apply a fully connected layer to the final output sequence O
17: Apply softmax function to obtain probability distribution over classes
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3.5. Multi-Strategy Improved MFCC-IHPO-VMD-ITCN Combined Fault Diagnosis Modeling

Converter transformer voiceprint signals are mainly concentrated in the low-frequency
band. Considering the operating patterns of the converter transformer, a combined
voiceprint–electric feature vector is adopted to overcome the problem of interference
between core and winding vibrations. The accurate identification of converter transformer
faults is achieved through a diagnostic process from denoising through feature extraction
to pattern recognition. The diagnostic workflow is illustrated in Figure 10.

 

Figure 10. Multi-strategy improved MFCC-IHPO-VMD-ITCN fault diagnosis modeling.

The VMD is optimized based on IHPO to obtain the proprioceptive voiceprint signal.
The selection of the decomposition number k and the penalty factor α has a significant
impact on the decomposition result. It is prone to over-decomposition or loss of band
information. Therefore, the minimum envelope entropy shown in Equation (32) is selected
as the fitness function. IHPO is utilized to select the optimal [k, α] to overcome the inherent
defects of VMD decomposition.

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

Fitness = min( f (i))

f (i) = − N
∑

i=1
p(i) · log 10(p(i))

p(i) = a(i)/
N
∑

i=−1
a(i)

(32)

where N is the number of Intrinsic Mode Function (IMF) components, f (i) is the en-
velope entropy after Hilbert adjustment, p(i) is the normalized form, and a(i) is the
envelope signal.

Through the normalization of the load signal combined with the construction of
multi-strategy improved MFCC for converter voiceprint and electric joint feature vector,
multi-channel signal fault diagnosis is achieved.
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Optimizing ITCN based on IHPO involves fine-tuning key parameters like kernel size
(k) and dilation factor (d) for expansion convolution, which are crucial in determining the
receptive field size and training accuracy. Utilizing Equation (33) as the fitness function
enables adaptive optimization of ITCN to find optimal values for (k) and (d) that maximize
the performance.

Fitness = (1 − accTrain)× 100 (33)

where accTrain is the training set accuracy.

4. Calculus Analysis

4.1. Noise Reduction Processing for Voiceprint Signals

The voiceprint signals collected from outdoor substations are susceptible to significant
transient and continuous noise interference, which inevitably affects the accuracy of fault
diagnosis. Therefore, performing noise reduction processing is crucial.

Based on the given information, the optimization algorithm has a population size of 25
and a dimension of 2. The upper limit is denoted as ua = [25, 3000], while the lower limit
is denoted as ub = [1, 500]. Through 20 iterations, the fitness function changes are shown
in Figure 11. In comparison to the HPO and HHO algorithms that converge to 3.208 and
3.2141, respectively, the proposed IHPO optimization algorithm in this study demonstrates
better convergence performance.
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Figure 11. Comparison of fitness function values of different optimization algorithms.

It reaches the optimal solution within five iterations, with a significantly smaller final
fitness value of 3.194. The optimal values obtained are k = 16 and α = 1246. The results of
the IMF decomposition using IHPO-VMD are shown in Figure 12.
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Figure 12. (a–d) Component IMF1–IMF16 after IHPO-VMD decomposition.

This article compares the results of IHPO-VMD with manually selected values of k
and α to validate the superiority of IHPO-VMD. Taking k = 16 and α = 1000 as an example,
the first two decomposition results are shown in Figure 13a. When the value of α is too
small, it results in a wide bandwidth, causing severe mode mixing between the 400 Hz and
500 Hz components, as well as between the 600 Hz and 1000 Hz components. In contrast,
Figure 13b shows that IHPO-VMD avoids the mode mixing problem.
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Figure 13. (a) Empirically selected VMD decomposition results; (b) IHPO-VMD decomposition results.
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By calculating the correlation coefficients of the 16 IMF components, noise reduction
processing can be achieved by setting a threshold using Equation (34). The correlation
coefficients of each component are illustrated in Figure 14. Through the establishment of a
threshold value, C = 0.212, the IMF1–IMF4 components can be recombined to derive the
voiceprint signal of the converter transformer.⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

C =

√
n
∑

i=1
(ρi−ρ)2

k

ρk =

n
∑

i=1
(xi,k−xk)(yi−y)√

n
∑

i=1
(xi,k−xk)

2
√

n
∑

i=1
(yi−y)2

(34)

where ρi is the correlation coefficient of the ith order IMF component, ρ is the mean value, k
is the number of components, x is the IMF component; y is the original signal; and n is the
number of sampling points.
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Figure 14. Correlation coefficients of components.

4.2. Joint Feature Vector Extraction

Based on the 1 s denoised voiceprint data, a frame length of 25 ms was chosen to
generate an enhanced MFCC feature vector with a size of [36× 39]. In this representation,
36 denotes the number of frames, and 39 signifies the dimensionality of the feature
vector, as depicted in Figure 15a. The voiceprint signal of the converter transformer
demonstrates stability, exhibiting high redundancy between frame numbers. To miti-
gate complexity, a mid-term feature vector of 250 ms was constructed, as depicted in
Figure 15b, where the feature vector changes from [36 × 39] to [4 × 39]. This leads to a
notable reduction in its complexity.

  
(a) (b) 

Figure 15. (a) Traditional MFCC features; (b) multi-strategy improved MFCC features.
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Based on the provided information, feature extraction from the load signal was carried
out using per-unit value to construct a joint voiceprint–electric feature vector of size [4× 40].
The iron core faults and winding faults in the converter transformer exhibit strong random-
ness, with distinct characteristic spectra corresponding to different loosening conditions. As
analyzed in 2.3 and Table 1, iron core fault diagnosis is accomplished in Stage I, while wind-
ing fault diagnosis is achieved in Stage III. Through the separation of voiceprint features
of the iron core and winding based on the load signal, a joint voiceprint–electric feature
vector is constructed. In Stage II, the fault is defined as either an iron core or winding fault.
However, this stage represents an unmonitorable phase, and determining whether a core
failure or a winding failure is challenging for maintenance personnel. The fault diagnosis
is conducted in stages to precisely identify iron core loosening faults, winding loosening
faults, and DC bias faults. This approach effectively overcomes the limitation of existing
research focusing on single fault diagnosis, providing a more comprehensive diagnostic
capability. The spectral characteristics of typical defects in the converter transformer section
are illustrated in Figure 16.
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Figure 16. (a–c) are the typical defective spectral characteristics of the converter transformer.

4.3. Description of Experimental Objects and Measurement Points

The converter transformer, operating at a high voltage level and featuring a complex
structure, plays a crucial role in high-voltage DC transmission technology. Utilizing the
original model for fault diagnosis studies involves significant expenses and requires exten-
sive equipment. Therefore, in this study, we sourced fault data from the signal detection
system of an 800 kV converter station mentioned above. This system not only enables
real-time storage of fault data but also allows for historical playback. To diversify fault
samples, we used the monitoring system to collect fault signals from other converter sta-
tions to build a sample library. In this article, we collected fault signals from converter
transformers experiencing DC bias, core loosening, winding loosening, and normal states.
Both acoustic and current signals were collected through historical playback. The dataset
was constructed following the method outlined in Section 4.2, involving division into the
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training sets and the test sets to ensure the effectiveness of deep learning [31], as shown in
Table 3.

Table 3. Combined model training program.

Operational State Serial Number Training Sets/Each Test Sets/Each

Normal 0 180 20
Iron core loosening 1 180 20
Winding loosening 2 180 20

DC bias 3 180 20
Core or winding fault 4 180 20

The IHPO parameters were set as follows: the number of populations is 30, the
maximum number of iterations is 50, the epoch of parameter optimization is 50, the upper
limit is ua = [16, 6], and the lower limit is ub = [1, 1]. Adaptive optimization of the
convolution kernel size k and the expansion factor d was realized, and the change in fitness
value is shown in Figure 17, which converged to 0.082 after 21 iterations and gave outputs
of k = 16 and d = 3.
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Figure 17. Change in fitness function.

The optimized results of IHPO were used as the input for ITCN, configuring the model
with an epoch set to 100 and a batch size of 32. As illustrated in Figure 18a, this integrated
model demonstrated stable convergence, achieving 100% accuracy after 88 epochs. To
validate the training accuracy of the model, it was tested using a validation set, and
the prediction results are depicted in Figure 18b, with a test accuracy of 99%. Through
this analysis, the combination model, which utilizes current signals and incorporates
audio–electric joint features, successfully mitigated interference between faults, affirming
the feasibility of this combined model.
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Figure 18. (a) Model identification results; (b) model testing set prediction results.
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4.4. Comparative Analysis of Combined Forecasting Methods

To assess the performance of the combined model, in this article, we conducted a
comparison with the IHPO-TCN model utilizing voiceprint–electric joint feature vectors
and the IHPO-ITCN model based on audio feature vectors. The results are presented
in Figure 19a. Upon comparing a (1) and a (2), it is evident that a (1) exhibits superior
convergence, reaching 99.91% accuracy as epoch increases, surpassing a (2) in stability. This
validates the superiority of model (a). In contrast, model a (3) achieves lower accuracy,
converging to 95.41% after 94 epochs. The test set prediction results for the a (3) model are
depicted in Figure 19b, with a test accuracy of 94%. Notably, mixed interference between
core loosening and winding loosening faults is observed. In conclusion, the IHPO-ITCN
model based on audio-electric joint feature vectors demonstrates significant superiority
compared to the other models analyzed.
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Figure 19. (a) 1 IHPO-ITCN based on joint voiceprint–electric feature vectors, (a) 2 IHPO-TCN based
on joint voiceprint–electric feature vectors, (a) 3 IHPO-ITCN based on voiceprint feature vectors;
(b) prediction results of the voiceprint feature model testing set.

A comparison of training time and accuracy of different feature signal fault recognition
models is shown in Table 4. In the comparison experiments, the number of training sets
and test sets are shown in Table 3, and the parameter settings of each model are also equal.
Compared with traditional MFCC, MFCC’s multi-dimensional improvement strategy de-
creased training time by 26 s and increased accuracy by 2.82%. These results validate the
superiority of the improved MFCC in feature extraction. Due to changes in feature dimen-
sions, the training time of feature vectors constructed by the voiceprint signals’ combined
load is longer. Compared with traditional MFCC features, traditional MFCC combined
load features have a longer training time of 5.6 s but an accuracy improvement of 5.95%.
Similarly, multi-strategy improvement MFCC combined load features have a training time
increase of 1.1 s but an accuracy improvement of 4.33% compared to single multi-strategy
improvement MFCC features. This verifies that although load signal intervention prolongs
a certain training time, it effectively improves the accuracy of fault classification. For the
diagnostic model proposed in this article, the accuracy ultimately converges to 100% and
the training time is shorter, thus confirming the superior performance of the model.

Table 4. Comparison of training time and accuracy of different feature signal fault recognition
models.

Characteristic Signal Type Training Time/s Convergence to Maximum Accuracy/%

Traditional MFCC 50.6 92.85
Multi-strategy improvement MFCC 24.6 95.67

Load + multi-strategy improvement MFCC 25.7 100
Load + traditional MFCC 56.3 98.8
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In order to further substantiate the superiority of TCN in inverter voiceprint fault
diagnosis, in this article, we conducted a comparative analysis with traditional machine
learning algorithms, ensuring consistency in dataset determination, epochs, and other pa-
rameters used for the comparison method. The hyperparameter settings of the comparison
model are provided in Table 5.

Table 5. Contrasting model hyperparameter settings.

Contrast Model Activation Function Batch Size Learning Rate

TCN Relu 16 0.001
CNN Relu 16 0.001
LSTM Relu 16 0.001
GRU Relu 16 0.001

The recognition results of different machine learning models are presented in Table 6:
Utilizing the load joint multi-strategy to improve MFCC parameters as fault features to
construct a dataset, the four machine learning algorithms show good results in training time
and test set recognition accuracy, further verifying the effectiveness of the fault diagnosis
model in feature extraction. However, when compared with CNN, although TCN has a
training time of 1.9 s longer, it excels in capturing deep features, leading to a 3% higher
recognition accuracy. In contrast to TCN, the training times of GRU and LSTM are 2.2 s and
2.7 s longer, respectively, with accuracy reductions of 7% and 5%, confirming the superiority
of TCN in this diagnostic model.

Table 6. Comparison model recognition results.

Contrast Model Training Time/S Test Set Accuracy/%

TCN 25.7 99
CNN 23.8 96
LSTM 27.9 92
GRU 28.4 94

5. Conclusions

This paper proposes a fault diagnosis method that combines the multidimensional-
improvement strategy of MFCC with adaptive VMD-ITCN and incorporates the influ-
ence of load signals. This method significantly enhances recognition accuracy and is
applicable in the field of fault diagnosis for converter transformers. Our experimental
results demonstrate that the application of IHPO for optimizing VMD and ITCN has sig-
nificant benefits, such as improved convergence and the avoidance of parameter-related
impacts on fault diagnosis models. The introduction of load signals divides the entire
operational process of the converter transformer into three stages, diagnosing core faults
in Stage I and winding faults in Stage III. The effectiveness of the proposed model was
verified using a sample dataset from an 800 kV converter station. This model exhibits
superior performance in terms of recognition accuracy and training speed, providing
a new approach for maintenance personnel to promptly and accurately detect internal
defects in converter transformers.

The fault diagnosis model proposed in this article is based on a data-driven back-
ground, which achieves fault classification through row analysis of historical data of
converter transformers. Therefore, the number of fault categories and samples is relatively
small. In future research, we will collect fault data of converter transformers in different
scenarios and expand the types of faults. The idea of transfer learning, as described in
reference [32,33], can also be introduced to further improve the generalization of diagnostic
models. On the other hand, we will consider establishing an accurate mathematical model
from a model-driven perspective to simulate fault signals and achieve fault diagnosis.
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Abstract: The accurate measurement and the investigation of electromagnetic transients are becoming
more important, especially with the increasing integration of renewable energy sources into the
power grid. These sources introduce new transient phenomena due to the extensive use of power
electronics. To achieve this, the measurement devices must have a broadband response capable of
measuring fast transients. This paper presents a capacitive electric field sensor-based measurement
system to measure transient overvoltages in high-voltage substations. The concept and design of
the measurement system are first presented. Then, the design and concept are validated using
tests performed in a high-voltage laboratory. Afterwards, two different calibration techniques are
discussed: the simplified method (SM) and the coupling capacitance compensation (CCC) method.
Finally, three recorded transients are evaluated using the calibration methods. The investigation
revealed that the SM tends to overestimate the maximum overvoltage, highlighting the CCC method
as a more suitable approach for calibrating transient overvoltage measurements. This measurement
system has been validated using various measurements and can be an efficient and flexible solution
for the long-term monitoring of transient overvoltages in high-voltage substations.

Keywords: capacitive electric field sensor; capacitive divider; high-voltage measurement system;
switching transients; transient overvoltages

1. Introduction

Transient overvoltage events are one of the major causes of dielectric failures in substa-
tion equipment [1,2]. These events are caused by switching operations, lightning discharges,
and short circuits, among others [3]. With the increasing integration of renewable energy
sources into the electric power system, the system dynamics are changing, and new tran-
sient phenomena are occurring [4–6]. Investigating their effects on substation equipment
and accurately measuring the transients becomes even more important.

The required frequency bandwidth of the measuring device depends on the transient
being measured. In high-voltage substations, voltage measurement is often carried out
using capacitive voltage transformers (CVT) or inductive voltage transformers (IVT). Al-
though these devices provide accurate measurements at nominal frequency, their outputs
deviate significantly at higher frequencies [7–11]. Consequently, this characteristic restricts
their application for measuring fast transients.

To overcome the limitations of voltage transformers, specific techniques have been
proposed in the literature [10–16]. Most of these methods focus on correcting the distorted
output voltage. However, these approaches often require complex filtering techniques
or the installation of additional devices. Another strategy to measure transients is to use
voltage sensors connected to the measurement tap of transformer bushings [17–21]. While
this technique has high accuracy and wide bandwidth, its use is limited to transformer bays.

Using electric field sensors for voltage measurement is another solution that has
been the subject of research and further improvement [22–33]. In [25–28], the authors
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propose voltage calculation through inversion or integration of the measured electric field.
However, these methods require complex algorithms to solve matrix inverse operations
or numerical integration of the spatial electric field. This results in low accuracy and long
computation time [25,28]. In [29], the voltage is calculated from the rate of change in the
electric displacement field, using a differential self-integration D-dot sensor. However, this
sensor is a near-field device positioned on the ceramic casing of the conductor, exhibiting
inflexibility and a potential galvanic risk. Another investigated technique involves voltage
measurement based on a differentiating/integrating (D/I) concept [30–32], utilizing a
capacitive pick-up electrode composed of a parallel plate capacitor with a grounded bottom
plate. The primary drawback of this method is its low accuracy due to the neglect or
inaccurate estimation of coupling between the outer phases. In [33], various alternative
methods for measuring transients using unconventional transducers are discussed. One of
these methods employs a coupling plane as an electric field sensor; however, the author
provides only a brief overview of the technique.

This paper presents a measurement system based on capacitive electric field sensors to
measure transient overvoltages in a high-voltage substation. Two prior publications [34,35]
have briefly outlined the system’s concept, major components, and its field application.
In [34], the measurement system monitored switching transient overvoltages during the
energization of a 420 kV transmission line. The primary aim was to investigate the failure of
a surge arrester during a switching operation. In [35], the authors evaluated some measured
transient overvoltages in the frequency domain. The analysis revealed that the transients
contain significant high-frequency components (>>1 kHz), making traditional IVT or CVT
unsuitable for accurately measuring them.

This study extensively discusses the concept and design of the measurement system,
introduces an improved calibration method, and provides a statistical analysis of signals
measured during a one-year measurement campaign. Section 2 outlines the system’s
concept and design. Section 3 reports the results of the validation performed in a high-
voltage laboratory. Section 4 describes the aspects of the measurement system installation
in a high-voltage substation and discusses two calibration methods. Section 5 presents the
statistical analysis of all recorded transients and evaluates three of them using the different
calibration methods. Finally, Section 6 presents the conclusions of the study.

2. Concept and Design of the Measurement System

A measurement system based on capacitive electric field sensors has been developed
to measure transient overvoltages in substations. Figure 1 shows its schematic diagram.

Figure 1. Schematic diagram of the transient overvoltage measurement system.

The capacitance C1 represents the stray capacitance between the coupling plane (CP)
and the high-voltage connection (HV) if the measurement device is installed under a sub-
station busbar or on the base of a disconnector (see Figure 2). The user-defined capacitance
C2 is connected between CP and ground and is chosen based on the desired voltage ratio.
There is also a stray capacitance between the CP and ground (around 30 pF), but it is much
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smaller than C2 and can be neglected. Therefore, considering both capacitances C1 and C2,
the measurement system has a capacitive divider whose voltage ratio is given by:

Vin
Vout

=
C1 + C2

C1
(1)

where Vin is the voltage between HV and ground, and Vout is the divider’s output voltage.

Figure 2. Three-dimensional model of the measurement setup for calculation of stray capacitance C1.

Equation (1) is used to calculate the expected voltage ratio, considering the maximum
voltage expected in a transient overvoltage (Vin-max) and the maximum output voltage
suitable for the measurement system (Vout-max). In this study, Vin-max is considered as
1 MV and Vout-max as 20 V. Thus, the theoretical voltage ratio is 50,000:1. To accurately
determine this voltage ratio, the capacitances C1 and C2 must be known. However, C1 is a
stray capacitance that changes according to the layout where the measurement system is
installed. Therefore, this capacitance is estimated using the finite element method (FEM) in
CST Studio Suite® version 2021 [36]. The three-dimensional model of the setup is shown in
Figure 2.

The three sensors are installed, one on each base of a three-phase disconnector. The
electric field can be assumed to be quasi-static considering the steady-state voltage. As
a result, it exhibits the characteristics of an electrostatic field [25]. Therefore, the stray
capacitance C1 is calculated using the electrostatic solver in CST Studio.

The CST Studio model uses the technical drawing of the substation as the reference.
The distance between phases is 4.50 m. The disconnector base is made of metal and has a
height of 2.75 m. The moving contact of the disconnector is 3.75 m long and has a radius of
0.05 m. The insulators are modeled as ceramic porcelain with a relative permittivity ε = 6, a
relative permeability μ = 1, a height of 3.35 m, and an outer radius of 0.13 m. The sensor’s
CP is 0.10 m above the base of the disconnector. It has a length, width, and height of
0.40 m, 0.40 m, and 0.04 m, respectively. All the metal parts are modeled as perfect electric
conductors (PEC), with the voltage of the moving contact set at 242.5 kV. The sensors and
bases are grounded.

According to the electrostatic simulation, the calculated capacitances, C1B, and C1C are
0.766 pF, 0.772 pF, and 0.776 pF, respectively. The difference between C1A and C1C arises
from the inherent approximation within the FEM. To achieve a voltage ratio of 50,000:1,
the capacitance C2 should be 38.6 nF, based on the average of the calculated C1 values.
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Additionally, there is a coupling between each sensor and the adjacent phases. This topic
will be discussed in Section 4.

2.1. The Capacitive Divider Setup

After estimating the capacitance C1 and defining the voltage divider requirements,
the capacitive divider setup (CDS) is designed and assembled. The CDS comprises a CP
and an electronic circuit mounted in an IP65 metal enclosure. The CP is an aluminum
plate connected to the electronic circuit through an external terminal. Figure 3 shows the
CP (a) and the metal housing (b) of the electronic circuit. The housing has four external
connectors: one 4 mm connector for the CP, one N-connector for the measurement coaxial
cable, one waterproof 2-pin connector for the DC source, and one ground connector.

(a) (b)

Figure 3. External components of the CDS. (a) Coupling plane; (b) metal housing with connections.

Inside the metal housing, the CP connects to the capacitors constituting C2. Specif-
ically, six 8.3 nF temperature-stable SMD capacitors are connected in parallel to achieve
a capacitance of 49.8 nF. If the output of the voltage divider is directly connected to a
measurement instrument using a long coaxial cable, the cable’s capacitance influences
the voltage ratio of the measurement system. Consequently, a line driver is employed to
decouple the capacitive divider from the coaxial measurement cable.

The line driver uses a JFET input operational amplifier [37] with a slew rate of 60 V/μs,
a bandwidth of 14 MHz, and a supply voltage of ±20 V. The circuit board also has additional
internal buffered converters [38] to ensure voltage stability. A 15 m coaxial cable connects
the line driver output to a power quality monitor. Figure 4 shows the electronic circuit of
the CDS (a) and the six parallel capacitors of C2 (b).

2.2. The Power Quality Monitor

A power quality monitor [39] is installed in a control cabinet to read and record the
measured transient signals. It measures high-frequency harmonics and transients at a
sampling rate of 1 MS/s. It has eight channels with synchronous sampling: four channels
with 4 mm connectors with an input impedance of 10 MΩ and an input range from −600 V
to +600 V; and four channels with BNC connectors with an input impedance of 1 MΩ and
an input range from −50 V to +50 V. The transients recorded by the power quality monitor
PQM-800 are stored internally and can also be uploaded to a monitoring cloud.
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(a) (b)

Figure 4. Electronic circuit of the CDS. (a) Top view; (b) parallel capacitors of C2.

The control cabinet also includes an LTE router for sending the recorded transients to
the monitoring cloud and a 24 V DC power supply for the CDS, as shown in Figure 5.

Figure 5. The control cabinet with the power quality monitor.

3. Tests in the High-Voltage Laboratory

Three CDSs are assembled for monitoring transient overvoltages in the substation.
Prior to installation, the devices are tested in the high-voltage laboratory of the University
of Stuttgart, where the following tests are conducted:

• Measurement of C2 capacitances;
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• Accuracy assessment (measurement of divider ratio and stray capacitances C1);
• Lightning impulse test;
• Measurement of the CDS bandwidth.

The capacitances C2 of the CDSs, formed by temperature-stable multilayer ceramic
capacitors (MLCC), are measured using a multimeter. The values obtained for the devices
MD1, MD2, and MD3 are 49.94 nF, 50.76 nF, and 50.53 nF, respectively.

3.1. Accuracy Assessment Using AC Voltage

The accuracy of the three CDSs is assessed by measuring the voltage ratio and the stray
capacitance C1 of the setup built in the high-voltage laboratory. Despite differences from
the configuration in Figure 2, it is still possible to evaluate the linearity of the measurement
system response since C1 is the only parameter that changes based on the layout. The
measurements are performed individually with an input voltage range from 13 kVrms to
76 kVrms. Figure 6 shows the schematic diagram (a) and the setup (b) for measuring the
accuracy of the CDSs.

(a) (b)

Figure 6. Measurement of the accuracy of the CDSs. (a) Schematic diagram; (b) test setup.

The input high voltage Vin is measured using a standard capacitive divider with a
ratio of 3060:1. Both signals, the output of the standard divider and the output of the CDSs
(Vout), are evaluated with a 70 MHz oscilloscope with a sampling rate of 1 GS/s. The stray
capacitance C1 is then calculated from Equation (1) using the measured values of C2, Vin,
and Vout. Figure 7 shows the measured values of voltage ratio (a) and stray capacitance C1
(b). Ten measurements are conducted for each device, with the input voltage ranging from
13 kVrms to 76 kVrms.

The median voltage ratios for devices MD1, MD2, and MD3 are 69,892:1, 71,503:1,
and 70,574:1, respectively. The average voltage ratios are 69,859:1, 71,535:1, and 70,610:1.
Distinct voltage ratios are expected due to the dependence of the ratio on C1 and C2 and
the different capacitances C2 among the CDSs.

The stray capacitance C1 should ideally have a unique value for a given configuration.
However, variations are observed in the measurements of the three units, potentially
attributed to sensor sensitivity or slight misalignment of the devices during measurements.
Considering the average value of C1 for each unit, the maximum error observed is 0.29%
for devices MD1 and MD2, and 0.46% for device MD3.
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Figure 7. Measurement results. (a) Voltage ratio; (b) stray capacitance C1.

The accuracy of the measurement devices is assessed by analyzing the voltage ratio
measured for each device. The ratio error is calculated as follows:

ε =
(k r Vout − Vin)

Vin
× 100% (2)

where kr is the average of the measured voltage ratios for each device. The results are
given in Table 1, which shows a linear behavior of the measurement devices concerning the
applied voltage. The maximum error observed is 0.29% for devices MD1 and MD2, and
0.46% for device MD3, relative to their average voltage ratios.

Table 1. Ratio error considering the average of the measured voltage ratios.

Device MD1 Device MD2 Device MD3

Input
Voltage

Vin
(kV)

Meas.
Voltage

kr-MD1 Vout
(kV)

Ratio
Error

ε
(%)

Input
Voltage

Vin
(kV)

Meas.
Voltage

kr-MD2 Vout
(kV)

Ratio
Error

ε
(%)

Input
Voltage

Vin
(kV)

Meas.
Voltage
kr−MD3

Vout
(kV)

Ratio
Error

ε
(%)

13.92 13.90 −0.15 13.16 13.16 0.03 13.46 13.49 0.17
20.20 20.19 −0.03 20.69 20.75 0.29 20.72 20.69 −0.13
28.09 28.01 −0.28 28.61 28.69 0.26 27.82 27.82 0.02
35.80 35.91 0.29 34.58 34.48 −0.28 35.19 35.30 0.33
41.31 41.43 0.28 41.31 41.20 −0.26 41.31 41.38 0.16
47.12 47.08 −0.08 47.43 47.50 0.15 47.43 47.59 0.34
53.55 53.65 0.19 55.39 55.30 −0.16 54.47 54.37 −0.18
60.59 60.50 −0.15 62.12 62.02 −0.16 62.42 62.14 −0.46
67.63 67.62 0.00 68.54 68.60 0.08 68.85 68.63 −0.32
76.19 76.15 −0.06 76.50 76.54 0.05 76.19 76.26 0.08

3.2. Lightning Impulse Test

The lightning impulse test is the next evaluation performed in the high-voltage labora-
tory. The standard IEC 60060-1 [40] defines a lightning impulse as a double exponential
waveform characterized by a front time T1 of 1.2 μs ±30% and a tail time T2 of 50 μs ±20%.
The impulse generator can deliver switching and lightning impulse voltages up to 1 MV
and a total energy of 30 kJ. Figure 8 illustrates the schematic diagram (a) and test setup (b).
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(a) (b)

Figure 8. Lightning impulse test. (a) Schematic diagram; (b) test setup.

The applied impulse voltage is measured using a standard capacitive divider. Its
output and the output from device MD1 are evaluated using an oscilloscope with a band-
width of 1 GHz and a sampling rate of 10 GS/s. Figure 9 shows the measurement of the
lightning impulse, where the output voltage from unit MD1 is multiplied by the voltage
ratio measured for this configuration, which is 20,434:1.

0 20 40 60 80 100
Time ( s)

0

50

100

150
Vin
20,434 Vout

Figure 9. Lightning impulse response of device MD1.

The applied lightning impulse has a front time of 1.22 μs and a tail time of 51.48 μs,
whereas device MD1 exhibits a front time of 1.17 μs and a tail time of 54.35 μs. Both signals
meet the criteria of IEC 60060-1 and demonstrate similarity. Therefore, the measurement
device can accurately reproduce a lightning impulse signal.

3.3. Measurement of the CDS Bandwidth

The measurement of the CDS bandwidth is performed using a 120 pF ceramic capacitor
to simulate the stray capacitance C1. Although the typical stray capacitance is less than 1 pF,
a higher value is chosen to improve the signal-to-noise ratio of the measurement. Using
a Rohde & Schwarz ZVRE vector network analyzer (VNA) [41] with a frequency range
from 9 kHz to 4 GHz, the measurement assessed the Vout/Vin ratio over a frequency range
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spanning from 10 kHz to 10 MHz. Figure 10 shows the test setup (a) and the obtained
measurement results (b).

(a) (b)

104 105 106 107

Frequency (Hz)

–58

–56

–54

–52

–50

–48

Figure 10. Bandwidth measurement of device MD1. (a) Test setup; (b) measurement result.

The frequency response measurement shows a constant ratio of −49.8 dB up to
1.2 MHz, with the 3 dB frequency at 5.6 MHz. It indicates that the measurement de-
vice has a broadband response and can measure fast transients. However, the power
quality monitor limits the bandwidth of the measurement system to a frequency range of
up to 500 kHz, which is still sufficient to measure fast transients.

4. Installation and Calibration

The measurement system was installed in a high-voltage substation for a one-year
measurement campaign. The CDSs were mounted on the bases of a three-phase discon-
nector in a transmission line bay. Devices MD1, MD2, and MD3 were installed in phases
A, B, and C, respectively. The control cabinet was placed on the concrete base of a circuit
breaker, approximately six meters from the devices. Figure 11 shows a CDS (a) and the
control cabinet (b) installed in the substation.

The value of the stray capacitance C1 depends on the distance and layout. Additionally,
there is a coupling between the adjacent phases and the sensor, influencing its output
voltage Vout, as illustrated in Figure 12.

Figure 12 shows only the coupling capacitances between the CDS installed in phase
A and the three high-voltage connections. The same happens with the CDSs installed in
phases B and C. To mitigate cross-coupling effects in the measurement, it is necessary to
calibrate the measurement system. Two calibration techniques are examined:

• Simplified method (SM);
• Compensation of coupling capacitances (CCC).

4.1. Calibration Using the Simplified Method

The first calibration method compares the voltage values measured by the CDSs with
the AC voltage from a substation divider at 50 Hz. In this case, the primary voltage mea-
sured by a capacitive voltage transformer serves as the reference. During the installation,
the RMS value of the primary phase voltage was 238.45 kV, assuming a balanced three-
phase system. The RMS voltages measured by the CDSs for phases A, B, and C were 2.03 V,
1.68 V, and 1.89 V, respectively. Therefore, the calculated voltage ratios for devices MD1,
MD2, and MD3 are 117,461:1, 141,932:1, and 126,162:1, respectively. The voltage ratios can
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be set directly in the power quality monitor. Figure 13 shows the reference primary voltage
(Vin) and the measured voltage (Vmeas) considering the calculated voltage ratio.

(a) (b)

Figure 11. Measurement system installed in the substation. (a) CDS on the base of a disconnector;
(b) Control cabinet on the concrete base of a circuit breaker.

Figure 12. Coupling capacitances between a CDS and adjacent phases.

In phase B, the reference and measured voltages are in phase. It happens due to the
symmetrical influence of phases A and C on the device installed in phase B. However, the
measured voltage of phase A is delayed by 14.14◦ with respect to the reference voltage of
the same phase due to the influence of phases B and C. Similarly, the measured voltage of
phase C leads the reference voltage by 13.12◦ due to the influence of phases A and B.

This calibration method is generally suitable for measuring steady-state voltages. It is
straightforward to implement directly in the power quality monitor. However, the coupling
between the measurement devices and adjacent phases may introduce notable errors when
measuring electromagnetic transients, as will be shown in Section 5.
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Figure 13. Comparison between the reference and measured voltages.

4.2. Compensation of the Coupling Capacitances

Given the constraints of the simplified method, especially in measuring transient
overvoltages, a post-processing calibration method is developed. This method considers
the coupling capacitances between the sensors and the high-voltage connections of the
three phases to reconstruct the primary voltages from the measured output voltages.

This calibration method also requires the information of the steady-state primary
voltage during the installation of the measurement system. The same primary voltage mea-
sured by a CVT and the corresponding output signals of the CDSs are used. The primary
voltages are considered symmetrical, with the same amplitude and a phase difference of
120◦. Therefore, the primary phase voltages are expressed in phasor notation as:

V1A = Vp ∠ 0◦

V1B = Vp ∠ 120◦

V1C = Vp ∠− 120◦
(3)

where Vp is the peak voltage measured by the CVT, in this case 337.22 kV.
Given the schematic diagram shown in Figure 12, an equivalent circuit for the mea-

surement device installed in phase A is established to calculate the output voltage as a
function of the primary voltage. The resulting equivalent circuit is presented in Figure 14.

Figure 14. Equivalent circuit representing the measurement device installed in phase A.
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Applying Kirchhoff’s current law for node 1, the current I2A can be calculated as:

I2A = I1A + IBA + ICA (4)

where

I2A = jωC2A·V2A

I1A = jωC1A·(V1A − V2A)

IBA = jωCBA·(V1B − V2A)

ICA = jωCCA·(V1C − V2A)

(5)

Substituting the equations from (5) into Equation (4), the output voltage V2A is calcu-
lated as:

V2A =
1

(C2A + C1A + CBA + CCA)
(C1A·V1A + CBA·V1B + CCA·V1C) (6)

The capacitance C2A has a value of approximately 50 nF, which is much higher than
the stray capacitances C1A, CBA, and CCA, usually less than 1 pF. Therefore, Equation (6)
can be simplified as:

V2A =
1

C2A
(C1A·V1A + CBA·V1B + CCA·V1C) (7)

The same concept and simplifications can be applied to the devices installed in phases
B and C. Then, the output voltages are calculated as:

⎡
⎢⎢⎣

V2A

V2B

V2C

⎤
⎥⎥⎦ =

⎡
⎢⎢⎢⎣

C1A
C2A

CBA
C2A

CCA
C2A

CAB
C2B

C1B
C2B

CCB
C2B

CAC
C2C

CBC
C2C

C1C
C2C

⎤
⎥⎥⎥⎦
⎡
⎢⎢⎣

V1A

V1B

V1C

⎤
⎥⎥⎦ (8)

Equation (8) describes a linear system wherein the coefficient matrix depends on the
stray capacitances and the user-defined capacitances C2. Since the stray capacitances have
a unique value for a particular layout, there is only one physical solution for this system.
However, all stray capacitances are unknown, leading to nine unknown parameters. The
symmetry in the sensor installation reduces the number of unknown parameters, yet even
in this scenario, the system may not be entirely determined.

Assuming identical influences of phases A and C on the sensor installed in phase B,
CAB is equal to CCB, and V2B has the same phase as V1B in steady-state voltage calibration.
Additionally, the influence of phase B on the sensors in phases A and C is assumed to be
the same, resulting in CBA being equal to CBC. The summarized assumptions are as follows:

CBA = CAB = CCB = CBC (9)

As previously stated, the linear system has mathematically infinite solutions, even with
the assumptions outlined in (9). One potential approach, explored in other works [30–32],
is to neglect the coupling capacitance between the outer phases, i.e., to consider CCA and
CAC equal to 0. However, this choice may result in substantial errors when evaluating
transient overvoltages. An alternative is to assign values obtained from FEM simulation to
these parameters. Upon defining CCA, all parameters can be calculated by formulating the
equations presented in (8), considering the assumptions given in (9).

The measurement system is calibrated using five distinct values of CCA, ranging from
0 to 0.2 pF, to assess the impact of coupling between the outer phases. The values have
been chosen so that the calculated parameters are of the same order of magnitude as those
obtained in the FEM simulation. The calculated parameters are shown in Table 2.
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Table 2. Set of stray capacitances calculated from different CCA values.

Param.
Set No.

CCA
(pF)

CAC
(pF)

C1A
(pF)

C1B
(pF)

C1C
(pF)

CBA
(pF)

CAB
(pF)

CCB
(pF)

CBC
(pF)

1 0.000 0.018 0.476 0.473 0.452 0.121 0.121 0.121 0.121
2 0.050 0.068 0.526 0.523 0.502 0.171 0.171 0.171 0.171
3 0.100 0.118 0.576 0.573 0.552 0.221 0.221 0.221 0.221
4 0.150 0.168 0.626 0.623 0.602 0.271 0.271 0.271 0.271
5 0.200 0.218 0.676 0.673 0.652 0.321 0.321 0.321 0.321

A transient overvoltage is reconstructed using the five parameter sets from Table 2.
Figure 15 shows the signals from phase C, where the maximum overvoltage occurred.
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Figure 15. Transient overvoltage reconstruction with different calibration parameters. (a) Response
of phase C; (b) zoomed waveforms on the region of maximum overvoltage.

In the scenario where CCA is not considered (parameter set 1), the reconstructed signal
exhibits a maximum overvoltage of 843 kV. Conversely, when CCA is 0.20 pF (parameter
set 5), the reconstructed signal reaches only 665 kV. This difference of 178 kV represents
21.1%. Therefore, neglecting the coupling capacitance between the outer phases may lead
to substantial errors in reconstructing the primary voltage. The question that arises is how
to compute the correct coupling capacitances.

Based on the established principle of parallel plate capacitors, some configurations
yield a capacitance inversely proportional to the distance between the electrodes. Hence,
the initial investigation aimed to establish this correlation for the specific layout where the
measurement system was installed. However, this relationship could not be established.

Then, an investigation is conducted to determine if the stray capacitances exhibit an
inverse proportionality to the square of the distance, represented as follows:

C1A ∝ 1
dAA

2

CBA ∝ 1
dBA

2

CCA ∝ 1
dCA

2

(10)

where dAA, dBA, and dCA are the distances from the CDS installed in phase A to the high-
voltage connections of phases A, B, and C, respectively.
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Based on the information presented in (10) and considering that the permittivity and
electrode area are identical for all phases, three normalized ratios can be calculated:

C1A
CBA

=
(

dBA
dAA

)2
∴ C1A

CBA
.
(

dAA
dBA

)2
= 1

CBA
CCA

=
(

dCA
dBA

)2
∴ CBA

CCA
.
(

dBA
dCA

)2
= 1

C1A
CCA

=
(

dCA
dAA

)2
∴ C1A

CCA
.
(

dAA
dCA

)2
= 1

(11)

If the assumption that the capacitance is inversely proportional to the square of the
distance is accurate, a set of stray capacitances satisfying the equations in (11) can be
identified. Figure 16 shows the normalized ratios for different parameters, represented by
the stray capacitance CCA.

0.00 0.05 0.10 0.15 0.20
Capacitance CCA (pF)

0

1

2

3

4
C1A / CBA
CBA / CCA
C1A / CCA
Refer. = 1

Figure 16. Normalized ratios according to different values of stray capacitances.

When the capacitance CCA is 0.061 pF, the three normalized ratios become equal to 1.
It indicates that a specific set of parameters satisfies the three equations given in (11). The
parameters for the layout of this case study are presented in Table 3.

Table 3. Set of stray capacitances calculated for the specific layout.

CCA
(pF)

CAC
(pF)

C1A
(pF)

C1B
(pF)

C1C
(pF)

CBA
(pF)

CAB
(pF)

CCB
(pF)

CBC
(pF)

0.061 0.079 0.537 0.534 0.513 0.182 0.182 0.182 0.182

The correlation between the stray capacitances and the square of the distance has
been demonstrated for the layout where the measurement system was installed. However,
further investigation is necessary to confirm its validity for other configurations. If this cor-
relation cannot be clearly established, alternative solutions include neglecting the coupling
capacitance between the outer phases or estimating it using FEM simulations.

5. Measurement Results

The measurement system has been installed in the substation for one year, recording
transients associated with transmission line switching and other disturbances. This section
outlines the reconstruction of three transient signals using the calibration methods discussed
in Section 4 and provides a statistical analysis of the recorded transients.
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5.1. Comparison of Calibration Methods

As detailed in Section 4.1, the calibration provided by the simplified method is appro-
priate for measuring steady-state voltages. However, it may lead to significant errors when
reconstructing transient signals. Therefore, the recommended approach is to utilize the
method outlined in Section 4.2, which compensates for coupling capacitances. Nevertheless,
calculating the coupling capacitances can be challenging, and a simplification can be made
by considering the coupling capacitance between the outer phases as neglectable.

To assess the dissimilarities in the reconstruction of real transient signals, three tran-
sients are evaluated using the following methods and parameters:

• Simplified method (SM);
• Compensation of coupling capacitances (CCC) with CCA = 0 pF;
• Compensation of coupling capacitances (CCC) with CCA = 0.061 pF.

The first transient (also shown in Section 4) occurs due to the energization of the
transmission line. Figure 17 shows the reconstructed signals for phase C (most critical).

(a) (b)

0 10 20 30 40 50 60
Time (ms)

–600

–300

0

300

600

900

1200
VC-SM

VC-CCC / CCA = 0 pF

VC-CCC / CCA = 0.061 pF

4.9 5.3 5.7 6.1 6.5 6.9
Time (ms)

450

550

650

750

850

950

1050
VC-SM

VC-CCC / CCA = 0 pF

VC-CCC / CCA = 0.061 pF

Figure 17. Transient overvoltage reconstruction—line energization. (a) Response of phase C;
(b) zoomed waveforms on the region of maximum overvoltage.

The signal reconstructed using the CCC method with a CCA of 0.061 pF is considered
the reference. The maximum voltage of this signal is 761 kV. Ignoring the CCA in the CCC
method results in a maximum voltage of 843 kV, representing a difference of 82 kV or 10.8%.
The signal reconstructed with the simplified method has a maximum voltage of 1000 kV,
indicating a difference of 31.4%.

The second signal is also a transient that occurs during the energization of the transmis-
sion line. The signal reconstruction of phase C, where the maximum negative overvoltage
happened, is shown in Figure 18.

Considering again the signal reconstructed using the CCC method with a CCA of
0.061 pF as reference, the maximum negative voltage is −813 kV. Employing the CCC
method with neglected CCA results in a maximum negative voltage of −916 kV, representing
a difference of 103 kV or 12.7%. The signal reconstructed using the simplified method has
a maximum negative voltage of −1107 kV, representing a difference of 294 kV or 36.2%.
Therefore, the simplified method evidently overestimates the maximum overvoltage of the
analyzed transients, whereas the difference ranging from 10% to 13% when ignoring CCA
may or may not be considered acceptable, depending on the evaluation’s objective.

The third evaluated transient was recorded during the de-energization of the trans-
mission line. The reconstructed signals are shown in Figure 19.
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Figure 18. Transient overvoltage reconstruction—line energization. (a) Response of phase C;
(b) zoomed waveforms on the region of maximum negative overvoltage.
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Figure 19. Transient overvoltage reconstruction—line de-energization.

The most significant difference between the reconstructed signals is observed in phase
B. The simplified method indicates a difference of up to 148 kV compared to the CCC
method with a CCA of 0.061 pF. Moreover, the CCC method with neglected CCA and CCC
method with a CCA of 0.061 pF have a maximum difference of approximately 30 kV. For
this signal, no critical voltage level for equipment operation is identified. Consequently,
the utilization of the simplified method would not compromise the evaluation.

5.2. Statistical Analysis of Transient Signals

During the one-year measurement campaign, the measurement system recorded
142 transient events. Table 4 shows the classification of these transients.

Table 4. Number of transient events recorded by the measurement system.

Line
Energization

(No. of Events)

Line
De-Energization
(No. of Events)

External
Disturbance

(No. of Events)
Total

27 28 87 142
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Sixty-one percent of all recorded transients originate from external disturbances,
such as circuit switching in the same substation or other perturbations in the power
system. These signals are transients that return to the previous steady-state within a few
milliseconds, meaning that there is no change in the state (closed/open) of the transmission
line. The transmission line underwent 28 de-energizations and 27 energizations during
the one-year period. This difference occurs because the line was energized when the
measurement system was installed and de-energized when the system was removed.

The most critical transient overvoltages occurred during the energization of the trans-
mission line. Therefore, a statistical analysis of the maximum voltage of the recorded
transients is performed and the results are presented in Figure 20.
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Figure 20. Maximum voltage measured during the energization of the transmission line.

The median of the maximum voltage registered for phases A, B, and C are 482 kV,
637 kV, and 479 kV, respectively. The maximum overvoltages are 654 kV, 820 kV, and
813 kV, respectively. Therefore, the maximum registered overvoltage, measured in phase B,
represents about 2.4 times the rated peak voltage. Figure 21 shows the transient signal with
the highest maximum (negative) overvoltage.
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Figure 21. Transient signal with the maximum measured overvoltage.
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6. Conclusions

Accurately measuring and investigating electromagnetic transients is gaining impor-
tance with the increasing integration of renewable energy sources into the power grid. This
paper introduces a measurement system based on capacitive electric field sensors capable
of accurately measuring fast transients due to its broadband response. The measurement
system was installed in a high-voltage substation for one year, recording 142 transient
events. The installation process is straightforward and does not require de-energizing
the bay.

Calibration is essential for measuring transient overvoltages using the proposed
measurement system. This paper discusses two techniques: the simplified method and the
CCC method. The simplified method can measure steady-state voltages, but it has been
proven inaccurate for measuring transients. On the other hand, the CCC method, which
accounts for the coupling capacitances between the measurement devices and the three
phases, is the most appropriate for reconstructing transient overvoltages. All coupling
capacitances were successfully calculated based on the layout and simplifications. However,
neglecting the coupling capacitance between the external phases is acceptable if no relation
between the layout (distances) and the calculated capacitances can be established. This
study found that neglecting it resulted in a difference between 10% and 13%.

Finally, the study demonstrates that the proposed measurement system serves as an
efficient and flexible solution for the long-term monitoring of transient overvoltages in a
high-voltage substation, especially for fast transients requiring broadband measurement.
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Abstract: The development of digital techniques in control engineering leads to the creation of
innovative algorithms for measuring specific parameters. In the field of electric power engineering
these parameters may be amplitude, phase and frequency of voltage or current occurring in the
analyzed electric grid. Thus, the algorithms mentioned, applied in relation to the quoted parameters,
may provide precise and reliable measurement results in the electric grid as well as ensure better grid
monitoring and security. Signal analysis regarding its identification due to the type of interference is
very difficult because the multitude of information obtained is very large. In order to indicate the
best method for determining errors in measuring synchronous parameters of the measured current or
voltage waveforms, the authors propose in this paper a new form of one error for all testing functions,
which is called an equivalent error. This error is determined for each error’s value defined in the
applicable standards for each of selected 15 methods. The use of the equivalent error algorithm is very
helpful in identifying a group of methods whose operation is satisfactory in terms of measurement
accuracy for various types of disturbances (both in the steady state and in the dynamic state) that
may occur in the power grid. The results are analyzed for phasor measurement unit (PMU) devices
of class P (protection) and M (measurement).

Keywords: equivalent error; PMU; RBF; DFT; synchrophasors; phase and amplitude estimation

1. Introduction

The power system consists of devices which are responsible for the generation, trans-
mission, distribution, storage, and utilization of electricity. The main task the power system
must ensure is supplying the energy to consumers in a continuous and uninterrupted
manner, simultaneously minimizing the financial costs. Therefore, the power system must
meet technical requirements that will ensure safe use and the required quality and relia-
bility in the supply of electricity. Nevertheless, ensuring stability in energy supply forces
the system supervision by measuring the technology providing network monitoring and
real-time system status assessment [1]. The power system under operation is vulnerable
to disturbances that may spread in a short time and cover a large area of the system.
Therefore, their elimination usually involves identifying the place of their occurrence, the
type of disturbance and selected parameters of the disturbance’s characteristic values.
Continuous and reliable supervision over the operating status of the power system, in
order to ensure power security, is carried out by many systems, including, first of all, the
Wide Area Measurement System (WAMS), which has phasor measurement units (PMUs)
located at selected points of the power system. At the point of installation, PMUs measure
instantaneous values of current or voltage based on the measurements of the phasor angle,
magnitude, frequency, and rate of change of frequency (ROCOF) [2]. The PMU devices
are installed in the power stations, the choice of which depends on the availability of the
measurements being able to be conducted in a given station. In most applications, phasor
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data are obtained from locations with large distances from the PMU, which is why commu-
nication connections and data concentrators play an important role in collecting the data.
PMU devices are synchronized by GPS (Global Positioning System) usually at one-second
intervals [2–4]. They can determine the instantaneous phase angle of the phasor as the
angle of the phasor relative to the coordinate system rotating with the rated frequency
of the power system, synchronized with the Universal Time Clock (UTC) from the GPS
system and mark each estimated value with a time stamp from the GPS system. The
quantities calculated and marked in this way are called synchrophasor parameters, while
the measurements are called synchronous measurements. The synchronous measurements
in the WAMS, performed under the supervision of GPS devices, generate a synchronization
error resulting from the accuracy of the GPS system, which is approximately 1 μs. In the
synchronous measurements, this error corresponds to an angle shift of 0.018◦ or 0.0314 rad,
which approximately generates a measurement error of about 0.03% [5–7].

As was mentioned above, the sinusoidal nature of voltages and currents in electricity
transmission in a dynamic power system causes significant distortions in voltage and
current waveforms (including, for example, voltage or current fluctuations, waveform
distortions, and increases in voltage or current values) [8–11]. Signal oscillations can
contribute to the sudden load changes, switching phenomena in transmission lines and,
finally, even the blackout event. Therefore, accurate measurement of currents and voltages
with an appropriately fast response time ensures the proper functioning of the modern
power system (even small oscillations resulting from the structure of the power system
may lead to a wide area blackout [9]). Thus, an important task in terms of protection and
control of the power system operation is to ensure reliable and precise measurements of
network parameters and then analyze them in a proper, fast time manner. Without a doubt,
the main criterion for this goal is the obtainment of a high measurement accuracy.

When it comes to the PMU devices, determining the phasor parameters is possible
using various algorithms, wherein an innovative algorithms are most often used. Obviously,
the applicable standards impose appropriate requirements in the form of permissible
measurement error values of synchrophasor parameters for disturbances, taking into
account the class P (Protection) and class M (Measurement) of PMU devices operation.
This is performed to assess the effectiveness and suitability of the measurement algorithm
used and to check its sensitivity to an interference in input signals in the form of higher
harmonics, aperiodic components, out-of-band interferences, range of frequency, or changes
of frequency. The possibility of using various measurement algorithms for estimation of
the amplitude, angle, and frequency of the synchrophasor means that a large number of
results are obtained during this task. The solutions associated with protection, control, and
monitoring of electric power systems introduce a variety of the parameters, on the basis of
which the above-mentioned research is realized [3].

The literature reports dealing with this problem are very extensive, because the multi-
tude and diversity of solutions influence the choice of a calculation method that adapts to
the selected task in a specific phasor application. Phasor parameters for PMU devices can
be determined based on the use of different methods. The algorithms used in determining
phasor parameters include, first of all, methods based on Fourier Transform (FT) [12–20],
which are very popular due to the speed and accuracy of data processing and the simplicity
of application. In determining the phasor parameters, the Monte Carlo (MC) method [21]
is also applied in the analysis of real data. In turn, the Wavelet Transform (WT) method
and the Hilbert Transform (HT) method are used to detect the disturbances: noise and
harmonics [22]. In the literature, the Mean Squared Error (MSE) method can also be found
to be suitable to solve the problem of determining the synchrophasor parameters, most
often in the form of Weighted Least Squares (WLS) [23,24] or Recursive Least Square (RLS)
in matrix calculations [25], the Phase Lock Loop (PLL) method [3,26], the Quadrature Filter
(FQ) [1,5–7] or the Kalman Filter (KF) [27]. Currently, methods based on Artificial Neural
Networks (ANNs) are becoming increasingly popular, including network models described
already in 1987 by R. Lippmann: the Hopfield network or Hamming network [28], Con-
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volutional Neural Network (CNN) used to identify events in extracts of complementary
features [29], a Machine Learning (ML)-based method used for fault location [25], Radial
Basic Function (RBF), Linear Neural Network (LNN), and Feedforward Neural Network
(FNN), all presented in [1–4,9–11,30–32], or the physics-aware pruned neural network
(P2N2), based on the topology of the physical network and used to design connections
between different hidden layers of a neural network model in order to improve the accu-
racy of voltage estimation in the distribution system [30]. Methods combining classical
algorithms with neural networks are gaining more and more popularity in analyzing pha-
sor parameters. An example may be the Discrete Wavelet Transform (DWT) combined
with Deep Neural Networks (DNNs). This is because they provide greater accuracy of
calculations and quick feedback regarding the verification of a disturbance or its location
in the power network [33]. As mentioned above, the measurement requirements have
been specified in the standards for two different performance classes: class P and class
M. The first one is used when the application requires a quick response, while the second
one is used when the response speed is not critical and the measurement precision can be
increased at its expense. Since the number of results to be analyzed is very large, choosing
the correct algorithm to analyze them is a concern in this area. However, due to the fact
that there are several dozen or even several hundreds of different algorithms which are
able to be chosen, it may be difficult to analyze so many obtained data results.

Hence, in order to indicate a method that ensures the highest accuracy and reliability
of measurement for many testing functions, mainly from the point of view of development
of security technology and control process, the authors propose a new, innovative algorithm
called the method of equivalent error. The first approach to present it was the authors’
earlier work [4], where information on how to determine synchrophasor errors and the
permissible values were specified. Herein, the work is focused on methods that meet the
requirements for measurement errors in relation to the values of permissible errors specified
in the applicable standards. Thus, the paper compares equivalent errors determined for six
error values defined in [5–7] depending on the type of testing function (for 106 or 182 test
functions for the classes P and M, respectively) for each of the fifteen selected methods.
In other words, the aim of the paper is to present the method, called by the authors the
method of equivalent error, which is necessary when analyzing a large number of results
obtained from the algorithms of estimation of the amplitude, phase, and frequency of the
synchrophasor, e.g., by PMU devices in the WAMS. Specifically, as an original approach,
which has not been proposed yet, the authors define one equivalent error for all static and
dynamic test functions excluding those functions with a step magnitude or functions with
a step phase (functions from 1 to 98 for class P and functions from 1 to 174 for class M)
and one equivalent error only for functions with a step magnitude or functions with a step
phase (functions from 99 to 106 for class P and functions from 175 to 182 for class M). Based
on the above, two equivalent errors determine the total error equivalent to clearly indicate
the method, which provides the smallest total error equivalent for all test functions (which
correspond to a disturbance that may appear in the power system).

The organization of the paper is as follows. Section 2 presents the requirements im-
posed on the estimation methods of phasor parameters of the signal model used as well as
a new equivalent error algorithm. Section 3 presents the numerical results for the P and M
class in relation to the analyzed population of the functions, while Section 4 discusses the
simulation results. Conclusions are given in Section 5.

2. Methodology of the Studies

2.1. The Permissible Errors of Phasor Parameters

Phasor in relation to a current or a voltage signal is a vector rotating in the coor-
dinate system with the electrical power system’s nominal frequency. In this regard, a
synchrophasor is a phasor with a UTC timestamp in every sample [5–7].

Standards [5–7] define, in general, two types of signals of static and dynamic types
applied for PMU devices of the P (protection) and M (measurement) class. As was men-
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tioned above, class P is used in the area of protection that requires a quick response and
simultaneously permits less precise measurements, particularly when the basic waveform
of the voltage or current signal has a frequency different from 50 Hz. In turn, the M class
devices are applied in the situation when the most important issue is measurement accuracy
and when a longer delay than for the P class is tolerable. Different sequences of the testing
functions are proposed for each of the above mentioned classes, which were described in
detail in [4]. For all of these functions, the errors must be estimated by the PMU devices, as
per IEEE Standards [5–7].

The testing functions implemented in the authors’ simulations refer to all types of
disturbances described in [5–7] and were described in [4]. Additionally, for static and
dynamic signals, IEEE Standards [5–7] impose requirements in the form of permissible
errors. For the purposes of implementing their own method, called the equivalent error,
the authors conducted appropriate tests that meet the requirements [5–7] of permissible
errors for

(a) All testing functions excluding step functions:

- Total vector error (TVE),
- Frequency error (FE),
- The rate of change of frequency error (RFE)

(b) All testing functions for step functions:

- Response time of TVE (RT-TVE),
- Delay time (DT),
- Overshoot/Undershoot value (OV).

The definition of the above quantities (TVE, FE, RFE, RT-TVE, DT, OV) was presented
in the authors’ earlier article [4].

Definitions of the synchrophasor errors according to Standards [5–7], as well as the
method of analyses of synchrophasor parameters for each functions, are described in detail
in [4].

Appropriate tests for the selected 15 synchrophasor parameter estimation methods,
taking into account the limitations for the obtained errors specified in the standards [5–7],
were carried out for one continuous signal successively containing all testing functions,
where one testing function lasts 1 s of the waveform analyzed. The exceptions are dynamic
functions with a positive and negative ramp frequency, where the frequency range is ±2 Hz
for P class and the frequency changes (increases/decreases) for 4 s.

In addition, at the beginning of testing, a signal with a frequency value equal to the
value of the initial frequency will be fed for 0.4 s, and a signal with a frequency value equal
to the value of the final frequency will be given for 0.6 s at the end of testing. The total
duration of the signal is 5 s.

However, in the case of the M class, where the frequency range is ±5 Hz, the frequency
will change (increase/decrease) for 10 s. Additionally, at the beginning of the test, a signal
with a frequency value equal to the initial frequency will be given for 0.4 s, and at the end
of the test, for 0.6 s a signal with a frequency value equal to the value of the final frequency
will be given. In total, this signal will last 11 s.

2.2. The Estimation Algorithm of the Phasor Parameters

A new algorithm for determining the total equivalent error for each of the fifteen
analyzed methods, in accordance with the procedure described in [4], was applied in the
studies. The equivalent error algorithm proposed by the authors aims to determine, for
each of the six synchrophasor errors (TVE, FE, RFE, RT_TVE, DT, OV) obtained according
to the procedure explained in [4], the equivalent synchrophasor error (TVEz, FEz, RFEz,
RT_TVEz, DTz, OVz) for each of the fifteen tested methods. Based on the obtained results,
the total equivalent error is determined, indicating the method that results in the smallest
total equivalent error (Er_tot), defined in Section 3.
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The algorithm can be used in class P and class M devices, because it meets the require-
ments imposed by applicable standards [5–7].

Testing of the algorithm is conducted by means of computer simulations using the
Matlab program (version R2024a), and its aim is to calculate measurement errors which are
compared with permissible errors and on this basis the equivalent errors are determined.

2.3. The Phasor Magnitude and Phase Angle Estimation Algorithms

With respect to the guidelines set out in the applicable standards [5–7], simulations for
static and dynamic signals were performed. For the synchrophasor frequency estimation,
the zero-crossing method was used (described in [3,4]) as one of the most frequently
considered algorithms in terms of its calculation simplicity and accuracy.

Based on the literature analysis, the authors presented various measurement algo-
rithms used for amplitude and phase estimation of the synchrophasor: Orthogonal Com-
ponents [19] (denoted as method 1), Fast Fourier Transform (DFT) [12,33] (method 2),
Orthogonal Components with a single delay equal 1 [19] (method 3), Orthogonal Compo-
nents with a single delay equal 64 [19] (method 4), Orthogonal Components with a double
delay equal 1 [19] (method 5), Orthogonal Components with a double delay equal 21 [19]
(method 6), Correlation with sine/cosine functions [19] (method 7), Convolution with
orthogonal functions [19] (method 8), Least Square Method [1–4,34] (method 9), Quadra-
ture Filter [5–7] (method 10), DFT method for non-nominal frequency [12] (method 11),
Phase Locked Loop [35] (method 12), and methods based on artificial neural networks for
estimating the initial amplitude of the synchrophasor: RBF [1–4,11,32,36,37] (method 13),
FNN [32,38] (method 14), and LNN [32,38] (method 15). These methods met all require-
ments regarding the accuracy of signal magnitude identification in the assumed range of
frequency, phase, and size changes.

For each of the methods analyzed in the article, allowing with sufficient accuracy the
magnitude, phase, and frequency of the synchrophasor, an algorithm was used to introduce
corrections to the results of the initial estimation of the magnitude and phase (described
in [4]).

For the purposes of testing in accordance with [5–7], the linear phase FIR filter was
used, which introduces a constant group delay, so that the difference between the input
and output signals is linearly related to the frequency of the input signal. In order to
compensate the filter delay, appropriate correction factors [4] were implemented for the
estimated output signal phase and compensation for the magnitude estimation obtained as
a result of using ANN methods. In the case of amplitude, piecewise linear approximation
with a step of 1 Hz was implemented.

The first ANN method—the RBF method, presented in [3,4,11]—is universally appli-
cable in many applications due to its quick learning process, correct generalization of data,
and relatively simple network structure [36,37].

The second ANN method—the Feedforward Neural Network (method 14)—is an
example of a network which consists of multiple layers, where the first of these has a
connection from the network input, each subsequent layer is a connected from the previous
layer, and the last layer generates the network’s output. The Feedforward Neural Network
can be used for input to output mapping, but a more specialized feedforward network can
found applicable in fitting and pattern recognition.

The third ANN method—the Linear Neural Network (method 15)—is a type of net-
work which characterizes the linear transfer function; therefore, their output can be of any
value. Most commonly is applicable to solve problems described linearly, because a neuron
can be trained by linear approximation of a non-linear function [38]. The advantage of this
network is the fact that the information obtained at the output is close to the expected goal.

The neural networks analyzed herein underwent the training process for the same
signal values: constant angle values (equal to 0), frequency (50 Hz), and a magnitude
varying from 0.1 pu to 2.0 pu, with a step of 0.1 pu.
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In the tested RBF, FFN, and LNN networks, samples from the neighborhood of the
extreme learning signal were used as the learning function. Then, after verifying whether
the above conditions were met, network training was carried out. The number of the
tests performed allows us to conclude that each of the three tested ANN types provide
adequate accuracy. Additionally, it can be noticed that even when the ANN network has
the angle and frequency values unchanged during training, the estimation for the input
signal magnitudes with any frequency, amplitude, or phase parameters is correct. An
important aspect is to retain as many samples as were in the learning process, which are
from the learning signal neighborhood and are extreme for each tested input signal.

An additional condition that each of the three tested ANN methods meets is the use
of 128 samples, which is equivalent to no more than half of each measurement window.
However, the number of samples from the previous window is 30 for the analyzed functions
with a frequency smaller than 50 Hz.

For the purposes of conducting appropriate tests, it was assumed that the reporting
frequency will always be FS = 50 frames/s. This means that the estimated parameters
of the synchronizer should be obtained from the signal with a maximum length of 0.02
s regardless of the current network frequency. One waveform period is analyzed for a
network frequency of 50 Hz or above and for a network frequency of less than 50 Hz the
result should be obtained by analyzing less than one mileage period. Tests of algorithms
for processing instantaneous values of current or voltage for the synchrophaser parameters
and subsequent verification were carried out only with the help of computer simulations in
the Matlab application [32].

When choosing the above quoted methods, the possibility of their implementation
in a real power system was guided. The selected methods represent various families of
algorithms in the time domain but have not been tested due to the property of amplifying
noise or interference other than those described in the standard [5–7]. In the article, the
phasor errors, TVE, FE, RFE, OV, DT, RT, for all 15 methods were determined in accordance
with the guidelines in the IEEE C37.118.1 standard. The actual phasor values may differ
from those obtained from PMU measurements in both amplitude and phase.

3. Analysis of the Results for TVE Value

The analyses considered 15 methods of estimating the synchrophaser parameters, and
for each method, six error values defined in the respective standard are determined for
106 (class P) or 182 (class M) test functions. Analyzing such a large number of results in
order to choose the best method is very difficult. As an example, the TVE value results for
testing functions are presented for class P and class M (Figure 1).

For each class, four methods with the smallest TVE values were selected, i.e., three
classic methods and one method based on neural networks. Because the results obtained
for method 13 and method 15 are practically the same, method 13 (as the first) was selected
for analysis.

From the comparison of the obtained results presented in Figure 1, it can be concluded
that the smallest TVE errors for all testing functions described in [5–7] are provided by
method 13 (RBF). For only functions with a step phase change of ±π/10 and with a step
occurring in the middle of the measurement window (denoted as 105 to 106 for the P
class and functions 181 to 182 for the M class in Figure 1), the errors obtained by this
method are large (amounting to respectively: 17.9192 and 16.9530 for both classes). From
classic methods presented in this article and denoted as 1 to 12, the lowest TVE errors were
obtained using method 2.

It is difficult to analyze the results for each of the 15 methods containing all tested
functions and six types of estimation errors, TVE, FE, RFE, RT-TVE, DT, and OV, for each
class (P and M); therefore, a new form of one error is defined, called an equivalent error.
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Figure 1. The TVE graphs for subsequent functions.

The definition of equivalent error for the TVE, FE, and RFE values for all functions
except functions with a step magnitude or functions with a step phase, described in [5–7],
are expressed in the following formulas:

TVEz = ∑

174
98

j=1

(
TVEj − TVEdj

TVEdj
RT − TVEj

)
, (1)

where TVEj is the error TVE for the jth function, TVEdj is the permissible error values TVE
for the jth function, and RT − TVEj is the duration of magnitude, e.g., TVE, for the jth
function above the permissible value.

FEz = ∑

174
98

j=1

(
FEj − FEdj

FEdj
RT − FEj

)
, (2)

where FEj is the error FE for the jth function, FEdj is the permissible error values FE for the
jth function, and RT − FEj is the duration of magnitude, e.g., FE, for the jth function above
the permissible value.

RFEz = ∑

174
98

j=1

(
RFEj − RFEdj

RFEdj
RT − RFEj

)
, (3)
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where RFEj is the error RFE for the jth function, RFEdj is the permissible error values RFE
for the jth function, and RT − RFEj is the duration of magnitude, e.g., RFE, for the jth
function above the permissible value.

Based on the determination of the above equivalent errors, TVEz (Equation (1)), FEz
(Equation (2)), and RFEz (Equation (3)), a total equivalent error Er1 (Equation (4)) has been
determined for each method to clearly indicate which method generates the smallest errors

Er1 = ∑j TVEz + FEz + RFEz, (4)

A similar procedure for determining equivalent errors for RT-TVE, DT, and OV errors
defined by the standard [5–7] for functions with a step magnitude or functions with a step
phase was used for all the considered methods:

RT − TVEz = ∑

182
106
j = 175
j = 99

(
TVEj − TVEdj

TVEdj
RT − TVEj

)
, (5)

DTz = ∑

182
106
j = 175
j = 99

DTj, (6)

where DTj is the value DT for the jth function.

OVz = ∑

182
106
j = 175
j = 99

(
OVj − Aj

Aj
RT − OVj

)
, (7)

where OVj is the value OV for the jth function, Aj is the maximum unit amplitude, which
is 1.1 for overshoot or 0.9 for undershoot, the amplitude of the angle is ±π/18, after step
for the jth function, and RT − OVj is the time OV jth function more than the value Aj.

For RT − TVEz (Equation (5)), DTz (Equation (6)), and OVz (Equation (7)) equivalent
errors, the total equivalent error Er2 (Equation (8)) has the form

Er2 = ∑j RT − TVEz + DTz + OVz, (8)

Based on Er1 (Equation (4)) and Er2 (Equation (8)) errors, a total equivalent error
Ertot (Equation (9)) was determined for all functions specified in [5–7] and each method
individually:

Ertot = ∑
j

Er1 + Er2 (9)

4. Equivalent Error Results

Three equivalent errors: TVEz (Equation (1)), FEz (Equation (2)), and RFEz (Equation (3)),
are identified for each of the 15 methods tested for all testing functions, excluding functions
with a step magnitude or functions with a step phase. The results are presented in Table 1 for
both class P and M.
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Table 1. Equivalent error values for TVE, FE, RFE values.

Method
Number

Equivalent Error

P Class M Class

TVEz FEz RFEz TVEz FEz RFEz

1 8.914 44.68 0.3348 427.9 1617 3.046
2 7.562 44.68 0.3348 168.7 1617 3.046
3 6.451 44.68 0.3348 421.4 1617 3.046
4 1.329 44.68 0.3348 383.0 1617 3.046
5 6.480 44.68 0.3348 422.0 1617 3.046
6 6.090 44.68 0.3348 427.0 1617 3.046
7 0.9379 44.68 0.3348 381.0 1617 3.046
8 0.9460 44.68 0.3348 381.2 1617 3.046
9 40.30 44.68 0.3348 629.5 1617 3.046

10 8.164 15.128 15.31 43.15 3.215 62.34
11 0.4843 39.19 0.6746 306.7 2849 8.223
12 574.3 46.13 10.76 2743 331.8 74.69
13 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
14 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
15 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

Based on the above results, it can be concluded that for both class P and class M, the
smallest TVEz, FEz, and RFEz errors were obtained for methods 13, 14, and 15, and the
largest were obtained for method 12. Additionally, the TVEz, FEz, and RFEz results for
class M are several times higher compared to class P for classical methods (from 1 to 12).
The results for methods 13, 14, and 15 remain unchanged.

For functions with a step magnitude or functions with a step phase, the results ob-
tained by 15 methods tested for RT − TVEz (Equation (5)), DTz (Equation (6)), and OVz
(Equation (7)) are shown in Table 2 for both classes. An analysis of the results obtained
indicates that the lowest values of replacement errors are obtained using method 2 and
methods 13, 14, and 15 for both classes. The results of replacement errors obtained for
classes P and M are very similar.

Table 2. Equivalent error values for RT-TVE, DT, and OV values.

Method
Number

Equivalent Error

P Class M Class

RT−TVEz DTz OVz RT−TVEz DTz OVz

1 9.041 0.3347 1.090 9.041 0.3347 1.090
2 0.0000 0.08000 0.0000 0.0000 0.08000 0.0000
3 8.473 0.3346 1.044 8.473 0.3346 1.044
4 8.626 0.3346 1.061284 8.626 0.3346 1.061
5 8.475 0.33467 1.044366 8.475 0.3346 1.044
6 8.551 0.3347 1.053475 8.551 0.3347 1.053
7 8.860 0.3364 1.090922 8.860 0.3364 1.091
8 8.860 0.3364 1.172316 8.860 0.3364 1.172
9 8.860 0.3377 1.069 8.858 0.3377 1.069

10 1.310 0.1681 0.0000 2.819 0.7762 0.0377
11 4.076 0.0008 0.4361 4.076 0.0008 0.4361
12 118.0 0.0008 3.877 118.0 0.0008 3.877
13 0.6574 0.1995 0.02048 0.6574 0.1995 0.02048
14 0.6592 0.1995 0.02048 0.6592 0.1995 0.02048
15 0.6574 0.1995 0.0205 0.6574 0.1995 0.0205

Because any type of disturbance may appear in the power grid, the total equivalent
error Er_tot (Table 3) was defined for all 106 functions of class P and 182 functions of class
M for each method. Additionally, the results of the Er_1 (for functions 1–98 for P class
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and 1–174 for M class) and Er_2 (for functions 99–106 for P class and 175–182 for M class)
are presented in Table 3 presented for each method. Analyzing the obtained results, only
neural network methods 13, 14, and 15, to a small extent, are susceptible to disturbances in
the form of a step phase (described in [5–7]) that may appear in the power system.

Table 3. Value equivalent errors for Er_1, Er_2, and Er_tot for the P and M class of the PMU devices.

Method
Number

Equivalent Error

P Class M Class

Er_1 Er_2 Er_tot Er_1 Er_2 Er_tot

1 53.93 10.47 64.39 2048 10.47 2059
2 52.57 0.0800 52.65 1789 0.0800 1749
3 51.46 9.852 61.32 2042 9.852 2051
4 46.34 10.02 56.36 2003 10.02 2013
5 51.49 9.854 61.35 2042 9.854 2052
6 51.10 9.939 61.04 2047 9.939 2057
7 45.95 10.29 56.24 2001 10.29 2012
8 45.96 10.37 56.33 2001 10.37 2012
9 85.31 10.27 95.57 2250 10.27 2260

10 38.59 1.479 40.07 108.7 3.632 112.3
11 40.35 4.513 44.86 3164 4.513 3168
12 631.2 121.9 753.1 3149 121.9 3271
13 0.0000 0.8774 0.8774 0.0000 0.8774 0.8774
14 0.0000 0.8792 0.8792 0.0000 0.8792 0.8792
15 0.0000 0.8774 0.8774 0.0000 0.8774 0.8774

5. Discussion and Conclusions

The paper presents a comparison of twelve methods, known from the literature, used
in the estimation of the synchrophasor magnitude, phase, and frequency by PMU devices
of the WAMS, with three methods based on artificial neural networks. In total, 15 different
methods of synchrophasor parameter estimation were considered. All the calculations
were carried out using the Matlab application. In order to indicate the usefulness of the
method developed by the authors, simulations were performed for all testing functions in
relation to disturbances defined in the applicable standards. This resulted in 106 testing
functions for class P and 182 for class M. As a result, 25,920 error values were obtained
for the selected functions, which did not allow for an unambiguous indication of the best
method. Hence, it was decided to define own substitute errors for each error type, which
reduced the number of errors to six. Finally, the optimal solution turned out to be the
author’s equivalent error method.

The research showed that the proposed method is characterized by the effectiveness,
simplicity of the calculation process, accuracy, and acceptable speed of obtaining the answer.
In order to indicate the potential of the equivalent error method, appropriate simulations
were performed, and the results for the TVEz, FEz, and RFEz values are presented in Table 1,
while the results for the RT-TVEz, DTz, and OVz values are presented in Table 2. In order to
indicate the method generating the smallest error for the obtained results, the error was
divided into the equivalent error Er_1 (the sum of errors TVEz, DTz, and OVz) and the
equivalent error Er_2, which is the sum of errors RT-TVEz, DTz, and OVz. Based on these
two errors, the total equivalent error Er_tot was determined for each method, and the results
are presented in Table 3. The effectiveness of the solutions obtained using the equivalent
error method for functions excluding those functions with a step magnitude or functions
with a step phase is optimal in terms of methods 13, 14, and 15, as the methods generating
the smallest errors, and method 12, generating the highest error values (Tables 1 and 3).
For functions with a step magnitude or functions with a step phase, the interpretation of
the results in Tables 2 and 3 indicates method 2 as generating the lowest error values. For
this group of functions, methods 13, 14, and 15 provide higher error values compared to

182



Sensors 2024, 24, 4619

method 2, which only proves their sensitivity to this type of disturbance, but the values of
equivalent errors obtained by them do not exceed 1%.

Defining the total equivalent error (Er_tot) was intended to uniquely indicate, among
the 15 methods tested, the method (or group of methods) that provides the lowest error
value. The analysis of the results presented in Table 3 clearly indicates that only methods
13, 14, and 15 generate a total equivalent error not exceeding 1%. Also, the differences in
Er_1, Er_2, and Er_tot obtained using the methods based on artificial neural networks are
negligibly small.

Thus, the form of the total equivalent error proposed in the paper may be stated to be
successfully used for the following applications:

• In PMU devices applied in the power system (due to the reliability and precision of the
results of the analysis of the measurements of network parameters, mainly current and
voltage) for the purposes of developing protection technologies and control processes;
in the optimization of the safety margin of system operation; or in the estimation of
system operation or protection algorithms in the transmission networks,

• As a criterion for selecting a method that would work equally well for measurements
made at the beginning and at the end of a long line, because it eliminates higher har-
monics well from the input signals and estimates the amplitude and phase parameters
with sufficient accuracy in the case of functions with a magnitude modulation and the
frequency changing in a specific range, or in the case of the functions with a phase
modulation and the frequency changing in a specific range, gives good responses for
any signal starting angle.

On the basis of the obtained values of the total equivalent error, it can be concluded
that the smallest total equivalent error for the M and P class functions was obtained for
algorithms based on ANN—the value of the total equivalent error was the same for all
the three methods analyzed. Thus, each of them is similarly useful in estimating the
synchrophasor parameters used in the PMU devices of the WAMS.
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