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Preface

This Special Issue, organized by Dr. Junhui Wang (Mount Sinai Hospital, Toronto, Canada),

Dr. Jing Sun (Capital Medical University, Beijing China), and Dr. Hongxing Wang (Xuan Wu

Hospital), aims to present the recent advances in neuroinflammation research on preclinical and

clinical areas, especially focusing on, but not limited to, neurodegenerative diseases. In vivo and

in vitro studies related to advances in conception, technology renovation, novel models, etc., which

could be applied to study the role of neuroinflammation in neurodegenerative diseases, are especially

welcome. In addition to research articles, reviews or mini reviews covering the recent progress

of the neuroinflammatory role in neurodegenerative diseases are encouraged too. Case reports

presenting some rare glia-related conditions (neuroinflammation) from clinical settings with imaging

or neuropathology patterns are also welcome to be submitted.

This Special Issue collated 10 articles from multifaced subjects of neuroscience and broadened

the deep understanding of the role of neuroinflammation in multiple neurological diseases. We have

no doubt that this Special Issue will benefit both researchers and clinicians in this field.

Finally, we sincerely express our gratitude to the Editorial Office of Brain Sciences for their

generous support, especially Mr. Eric Yu. We would also like to thank all the authors of the submitted

articles for their willingness to submit their research to our Special Issue.

Junhui Wang, Hongxing Wang, and Jing Sun

Editors
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Recent research in neuroscience has shown significant advancements in relation to
neuroinflammation, especially its role in neurological diseases, including neurodegener-
ative diseases. Over-activated central nerve system (CNS) “immune cells”—astrocytes
and microglial cells with their subsequent cytokines and chemokines—are, sine qua non,
fundamental mechanisms of pathogenesis in many neurological diseases [1]. Neuroinflam-
mation acts as a double-edged sword in the CNS. While working as a defense response
against brain insults by removing toxic agents and minimizing the detrimental effects, a
prolonged battle in the process of inflammation will result in the development of chronic
neuroinflammatory conditions, such as neurodegenerative diseases [2]. Therefore, we are
facing a dilemma in pinpointing the role of neuroinflammation in the pathological or even
physiological processes of the CNS. The primary goal of this Special Issue, titled “Advances
in Neuroinflammation”, is to investigate the recent advances in neuroinflammation research
in both preclinical and clinical areas, in particular, but not limited to, neurodegenerative
diseases. We collected and published five research and five review papers from distin-
guished scientists in the field; each publication addresses the role of neuroinflammation in
neurological diseases from the novel perspective of the authors, presenting possible new
direction for future study in the field.

In the review papers, the authors aim to decipher the possible role and importance
of neuroinflammation in CNS diseases, especially neurodegenerative diseases. For years,
contradictory findings have existed concerning the association between both aberrant
apolipoprotein E (APOE)-ε4 and serum lipids and the occurrence of Alzheimer’s disease
(AD) [3,4]. In the first paper, Xu et al. performed a meta-analysis to investigate the rela-
tionship of apolipoprotein E alleles and serum lipids with; they found that the elevated
total cholesterol (TC) and low-density lipoprotein (LDL) levels showed considerable het-
erogeneity between patients with AD and healthy controls. Higher TC and LDL levels
were found in APOEε4 allele carriers compared with non-carriers, and the difference was
more significant in patients with AD compared to healthy controls. Their results supported
the hypothesis that the APOEε4 allele might lead to the development of AD through
influencing lipid metabolism (Contribution 1).

As mentioned above, neuroinflammation is closely related to the onset of many
neurological diseases. However, the underlying mechanisms have not yet been fully
deciphered. Balistreri et al. presented a review paper to discuss the recent progress in
this field, focusing on the important roles of peripheral and infiltrated monocytes and
clonotypic cells, the gut–brain axis, the apelinergic system, the endothelial glycocalyx of
the endothelial component of neuronal vascular units, non-coding RNA and other types of
gene expression, etc., in the development of neurological diseases. This review illustrated
the complex neuroinflammatory reactions and novel mechanisms proposed by the authors,
significantly adding valuable information to the comprehension of the complex etiological
link between neuroinflammation and neurological diseases (Contribution 2).
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AD is a detrimental CNS disease with immense complexity in terms of its mechanisms,
which is a major obstacle in understanding its pathogenesis. The third paper, authorized
by prestigious scientist Weaver Donald, proposed that neuroinflammation was the central
player in unifying 30 different risk factors of AD; this review identified 30 risk factors for
AD and extended the analysis to further identify neuroinflammation as a unifying player
presented in all of these risk factors. In this review, the author claimed that the dysfunction
of the neuroimmune–neuroinflammation axis was central to all 30 identified risk factors.
Though the nature of the neuroinflammatory involvement varies in different conditions, the
activation of glial cells and the release of pro-inflammatory proteins are common pathways
shared by all these risk factors. While discussing a very novel point of view, this review
article provided further evidence of the importance of neuroinflammatory mechanisms in
the etiology of AD (Contribution 3).

In another review paper, Yang et al. detailed the role of astrocytes in Amyotrophic Lateral
Sclerosis (ALS) and emphasized the importance of the non-cell-autonomous role of astrocytes
in this detrimental CNS disease. According to this paper, astrocytes can play a pivotal role
in ALS development via participating in calcium homeostasis imbalance, mitochondrial
dysfunction, abnormal lipid and lactate metabolism, glutamate excitotoxicity, etc. This review
systemically outlined the possible contributions of reactive astrocytes in the pathogenesis of
ALS. More importantly, comprehensive evidence is provided stating that astrocytes could be
the potential therapeutic target for the treatment of ALS (Contribution 4).

Glioblastoma, as the most common and malignant brain tumor, usually presents with
high morbidity and mortality [5]. Extreme complication of the tumor microenvironment is
a formidable challenge in advancing glioblastoma therapy for the medical community, and
neuroinflammation is characterized by a variety of resident or infiltrating inflammatory
cells—key players in creating this complexity. In their review paper, Li et al. pointed out
that neuroinflammation not only builds a unique tumor environment for glioblastoma cells
to develop and grow, but also played important roles in regulating tumor aggressiveness
and treatment resistance; they also emphasized that the anti-tumor microenvironment
interventions, such as anti-inflammation, could be used as potential therapeutic tools
against glioblastoma in the future (Contribution 5).

Chronic idiopathic demyelinating polyneuropathy (CIDP) is an acquired, immune-
mediated neuropathy with very limited treatment options thus far [6]. Recently, subcuta-
neous immunoglobulins (SCIgs) have been employed in clinical setting as a maintenance
therapy for CIDP. In the first research article of this Special Issue, Alonge et al. retro-
spectively explored electrophysiological and efficacy data from 15 patients who received
the SCIg treatment. They reported that SCIg maintenance therapy could preserve nerve
function in CIDP with good efficacy and safety properties. Electronystagmography can be
used to evaluate treatment effectiveness and was a useful instrument for the follow-up and
prognostic assessment of CIDP. This study further strengthened evidence in relation to the
efficacy of SCIg maintenance therapy in CIDP (Contribution 6).

Sleep deprivation could adversely impact immune function, cognitive memory, learn-
ing ability, etc. Studies have revealed that sleep deprivation can lead to inflammatory
responses in the CNS. Li et al. investigated the protective role of dexmedetomidine, an
anesthetic compound, in sleep deprivation by focusing on its possible anti-inflammatory
role in the CNS. In a sleep deprivation mouse model, the authors claimed that dexmedeto-
midine could significantly improve anxiety-like behaviors in the sleep-deprived mice and
could attenuate inflammatory responses and oxidative stress in the CNS by inhibiting the
activation of the p38/MSK1/NFκB pathway (Contribution 7).

Epidermal growth factor receptor (EGFR) gene deficits and the subsequent activation
of the EGFR signaling pathway promote the genesis of gliomas [7]. However, whether
factors exist within the microenvironment that can lead to EGFR activation is currently
unknown. In a clinical study on glioma, Zhou et al. probed the association between the
EGFR and IFN-γ pathways and their possible synergistic effects on survival prediction and
immune escape in glioma patients. Their study concluded that cytokine IFN-γmight be
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an upstream trigger of EGFR signaling activation, and EGFR-related and IFN-γ-related
signatures could be jointly used to stratify patients into well-defined risk groups. High-risk
patients tended to have a poorer prognosis and a more inhibitory microenvironment. They
claimed that these patients might be more suitable for immune checkpoint blockade (ICB)
therapy or other immunotherapeutic approaches (Contribution 8).

In a clinical study of insomnia, Wang et al. investigate the clinical efficacy of biofeed-
back on insomnia and its potential neural mechanisms. They found that a biofeedback
treatment based on alpha power and prefrontal EMG could relieve insomnia and ameliorate
anxiety and depression. The underlying mechanism may be attribute to increased alpha
power, decreased beta and theta power, and decreased EMG power (Contribution 9).

The last study in this Special Issue, authored by Li et al., used a mendelian random-
ization (MR) method to investigate the causal effect of circulating inflammatory proteins
on multiple sclerosis (MS) by digging into the data from a large-scale genome-wide as-
sociation study (GWAS). They reported that 91 circulating inflammatory proteins were
closely associated with the onset and progression of MS. They claimed that this study
provided new insights into the relationship between circulating inflammatory proteins
and MS, and discussed the possibility of using these circulating inflammatory proteins as
potential biomarkers and therapeutic targets for MS in the future (Contribution 10).

In a nutshell, the above studies in our Special Issue pinpoint the importance and
complexity of neuroinflammation from multiple perspectives, and strengthen the idea
that neuroinflammation plays a very important role in a variety of neurological diseases,
especially neurodegenerative diseases. In general, our Special Issue highlights the urgency
to further investigate the inflammatory role in disease genesis with continuous research by
using diverse new tools and technologies.

Author Contributions: Conceptualization, J.W.; writing—original draft preparation, J.W.; writing—
review and editing, J.S. and H.W. All authors have read and agreed to the published version of
the manuscript.

Conflicts of Interest: The authors declare no conflicts of interest.
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Clinical and Neurophysiological Follow-Up of Chronic
Inflammatory Demyelinating Polyneuropathy Patients Treated
with Subcutaneous Immunoglobulins: A Real-Life Single
Center Study
Paolo Alonge, Vincenzo Di Stefano , Antonino Lupica , Massimo Gangitano *, Angelo Torrente ,
Antonia Pignolo , Bruna Maggio, Salvatore Iacono , Francesca Gentile and Filippo Brighina

Neurology Unit, Department of Biomedicine, Neuroscience, and Advanced Diagnostics (BiND),
University of Palermo, 90129 Palermo, Italy
* Correspondence: massimo.gangitano@unipa.it

Abstract: Background: chronic idiopathic demyelinating polyneuropathy (CIDP) is an acquired,
immune-mediated neuropathy characterized by weakness, sensory symptoms and significant reduc-
tion or loss of deep tendon reflexes evolving over 2 months at least, associated with electrophys-
iological evidence of peripheral nerve demyelination. Recently, subcutaneous immunoglobulins
(SCIg) have been introduced in clinical practice as a maintenance therapy for CIDP; nevertheless,
electrophysiological and efficacy data are limited. Methods: to evaluate SCIg treatment efficacy, we
retrospectively reviewed data from 15 CIDP patients referring to our clinic, receiving SCIg treatment
and who performed electrophysiological studies (NCS) and clinical scores (MRC sumscore, INCAT
disability score and ISS) before starting the treatment and at least one year after. Results: NCS showed
no significant changes before and during treatment for all the nerves explored. Clinical scores did not
significantly change between evaluations. Correlation analysis evidenced a positive correlation of
cMAPs distal amplitude with MRC sumscore and a trend of negative correlation with the INCAT
disability score. Conclusions: SCIg maintenance therapy preserves nerve function in CIDP with
a good efficacy and safety. Treatment effectiveness can be assessed with ENG, which represents a
useful instrument in the follow-up and prognostic assessment of CIDP.

Keywords: CIDP; SCIg; cMAP; SNAP; ISS; INCAT; MRC; subcutaneous immunoglobulin

1. Introduction

Chronic idiopathic demyelinating polyneuropathy (CIDP) is an acquired, immune-
mediated polyradiculoneuropathy evolving over 2 months at least [1]. The typical form is
characterized by sensory symptoms (e.g., paresthesia, sensory loss), distal muscle weakness
and reduced or absent deep tendon reflexes, with a distal and symmetrical involvement
that progresses proximally [2]. Cranial nerves and the autonomic system are usually spared
in CIDP. However, there are also atypical forms in which some of the classical symptoms
are absent (e.g., motor CIDP or sensory CIDP) or an asymmetrical or focal involvement is
observed [3]. Electrophysiological findings play a key role in the diagnosis and monitoring
of CIDP: according to the EAN/PNS (European Academy of Neurology/Peripheral Nerve
Society) diagnostic criteria, the demonstration of peripheral nerve demyelination in two or
more nerves is required for a defined diagnosis [4]. Electrophysiological variables have
been also extensively used in clinical trials to evaluate the response to treatment and the
progression of the disease [5,6].

There are several therapeutic options for CIDP, which include intravenous immunoglob-
ulin (IVIG), plasma exchange (PEX) and glucocorticoids. After an induction therapy, most
patients require a maintenance therapy with periodic IVIG administration, PEX procedures

Brain Sci. 2023, 13, 10. https://doi.org/10.3390/brainsci13010010 https://www.mdpi.com/journal/brainsci5
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or immunodepressants (steroids, rituximab) to prevent relapses and progression [4,7,8].
Subcutaneous immunoglobulin therapy (SCIg) has been used as an alternative to IVIG
in primary immunodeficiencies for over thirty years. Compared to IVIG, which are ad-
ministered every 3–4 weeks, SCIg are administered in smaller doses; hence, the frequency
of administration is higher (once or twice weekly). Evidence shows that, while the SCIg
efficacy is similar to IVIG, patients usually report a lower incidence of side effects (e.g.,
headache, local reactions in injection site, renal and cardiac impairment) and a better quality
of life; this is attributed to the lower peak serum dose reached by SCIg compared to IVIG
(61%); another advantage is that SCIg therapy does not require an intravenous access.
Hence, SCIg is commonly administered at home [9,10]. Recently, SCIg has been introduced
in clinical practice as a maintenance therapy even for CIDP; nevertheless, data on the
efficacy of SCIg and electrophysiological data are limited.

2. Materials and Methods
2.1. Study Procedures

The study was conducted in accordance with the Declaration of Helsinki and approved
by the Ethics Committee Palermo I, University of Palermo (Protocol code 07/2020; 13 July
2020). In this study, we present a retrospective evaluation of the efficacy of SCIg treatment
in a population of CIDP patients using electroneurography (ENG) and clinical scores.

2.2. Patient Demographics

We reviewed data from patients referring to our clinic (“Policlinico Paolo Giaccone di Palermo”
–“Centro per la Diagnosi e Cura della Malattie Neuromuscolari Rare”) from January 2014 to Septem-
ber 2022.

Inclusion criteria:
Patients accessing our clinic were enrolled in the presence of the following criteria:

− Age >18 years;
− Diagnosis of definite CIDP according to the EAN/PNS 2021 criteria;
− Treatment with SCIg;
− Evaluation with apposite clinical scales (INCAT, ISS, MRC) and nerve conduction studies.
− Exclusion criteria:
− Lack of infomed consent to participation;
− Diagnosis of probable or possible CIDP according to the EAN/PNS 2021 criteria;
− Lack of response to IVIg.

2.3. Clinical Assessment

The inflammatory neuropathy cause and treatment (INCAT) disability score is cal-
culated by summing a score measuring arm impairment (0 = no upper limb problems;
5 = inability to use either arms for purposeful movements) and another measuring leg
impairment (0 = walking unaffected; 5 = restricted to wheelchair). The INCAT score can
range from 0 (no disability) to 10 (maximum disability) [11].

Similarly, the INCAT sensory sumscore (ISS) evaluates sensory impairment by measur-
ing pinprick sensation, vibration sensation and two-point discrimination at arms and legs.
It is calculated by adding scores obtained by all four limbs and it ranges from 0 (normal
sensation) to 20 (severe sensory deficit) [12].

The Medical Research Council (MRC) sumscore measures strength by applying the
MRC 5-point system (0 = no movement; 5 = movement completed against full resistance)
to six muscle groups (abduction of the arm, flexion of the forearm, extension of the wrist,
flexion of the leg, extension of the knee, dorsal flexion of the foot) of both sides. It ranges
from 0 (minimum strength) to 60 (maximum strength) [13].

The INCAT disability score, the ISS and the MRC sumscore were developed specifically
to evaluate patients affected by inflammatory polyneuropathies and have been used in
several clinical trials to estimate the efficacy of treatments and the clinical progression of
the disease over time.
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2.4. Nerve Conduction Studies (NCS)

Sensory nerve action potentials (SNAPs) and compound muscle action potentials
(CMAPs) were recorded, analyzing distal latencies (dL), negative peak amplitudes (dA) and
conduction velocities (CV). We investigated median and ulnar nerves for the upper limbs
and peroneal, tibial and sural nerves for the lower limbs, according to standard procedures
(i.e., bipolar surface stimulating electrodes delivering rectangular pulses 0.1–0.5 ms in
duration with recording electrodes placed over the recording site, with a ground electrode
placed between the recording electrodes and stimulation site). In particular, the study
protocol was defined as follows:

For upper-limb SNAPs: stimulation at wrist and registration from II digit (medial
nerve) and V digit (ulnar nerve);

For upper-limb CMAPs: stimulation at the wrist and elbow and recording from
abductor pollicis brevis (APB) for median nerve; stimulation at the wrist and elbow 4 cm
distal from the medial epicondyle of the humerus and recording from the abductor digiti
minimi (ADM) muscle for the ulnar nerve;

For lower-limb SNAPs: stimulation at the posterior-lateral calf, recording from the
lateral malleolus for the sural nerve;

For lower-limb CMAPs: stimulation at the medial malleolus and popliteal fossa,
recording from the abductor hallucis brevis (AHB) muscle for the tibial nerve; stimulation
at the anterior ankle and popliteal fossa, recording from the extensor digitorum brevis
(EDB) muscle for the peroneal nerve.

2.5. Statistical Analysis

Neurophysiological variables (continuous) and clinical scores (discrete) were com-
pared using the Mann–Whitney test to detect changes between the evaluations before and
during therapy. Correlations between clinical scores and neurophysiological variables
(cMAPs and SAPs distal amplitude) were evaluated using Pearson’s r value. Significance
was set at 0.05 for all the analyzed variables. Data are presented as a median ± interquartile
range, except for correlations, which are presented as a mean value ± standard deviation.
All the analyses were performed with JASP (version 0.16.2; computer software).

3. Results

Out of 19 patients, 3 were lacking a baseline electrophysiological evaluation and 1
did not reach a 1-year follow-up. Fifteen patients were included in the final analysis
(9 males, 56 ± 13 years; see Table 1 for population characteristics). Thirteen patients (87%)
showed a typical CIDP phenotype, while two showed an atypical pattern (motor CIDP).
Five patients out of fifteen did not have an evaluation with the mentioned clinical scales
before and/or after treatment start; therefore, analysis on clinical scores and correlations
were performed on the remaining 10 patients. Evaluations during SCIg treatment (both
clinical and neurophysiological) were performed after a median interval of 16 months
(IQ 13–19) from the start. Median time between ENG evaluations was 37 months (IQ range
29–42). The median time between clinical evaluations was 35 months (IQ range 10–20; see
Figure 1 for histogram of follow-up time). Before starting SCIg as maintenance therapy,
nine patients (60%) were treated with prednisone; nine patients (60%) received IVIg as a
maintenance therapy; one patient (6%) was treated with cyclophosphamide; and one (6%)
with azathioprine.

At baseline, the median nerve (both motor and sensitive) was tested in 60% of patients,
the ulnar (both motor and sensitive) nerve in 60%, the peroneal motor nerve in 60%, the
tibial nerve in 73.3% and the sural nerve in 20%. Repeat testing was conducted in 100%
of patients for all the nerves, except for the sural nerve, which was tested in 66% of the
patients at follow-up.

NCS showed no significant changes before and during treatment for all the nerves
explored (Table 2); a trend of worsening was observed for dA (11.9 vs. 4.3 uV; p = 0.078) and
CV (44.46 vs. 32.13 m/sec; p = 0.17) registered from the right sensitive median nerve, while
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CV registered from the right peroneal nerve improved at follow-up (29.82 vs. 44.78 m/sec;
p= 0.15).

Table 1. Clinical data in our cohort of CIDP patients treated with SCIg. Chronic inflammatory de-
myelinating polyneuropathy, CIDP; intravenous immunoglobuline, IVIg; subcutaneous immunoglob-
ulins, SCIg.

Patient
Code

Age
(Years) Sex

Duration
of Disease
(Months)

CIDP
Phenotype

Previous
Maintenance

Therapy

Duration
of SCIg

Treatment
(Months)

SCIg
Dosage

(Monthly)

Other
Conditions

001 64 M 90 Motor
CIDP IVIg 84 60 g Diabetes mellitus

Osteopenia

002 59 F 21 Typical Prednisone 19 80 g -

003 52 F 204 Motor
CIDP

Prednisone
IVIg 33 80 g -

004 74 M 31 Typical Prednisone
IVIg 13 120 g Atrial fibrillation

005 80 M 336 Typical IVIg
cyclophosphamide 16 30 g -

006 48 F 20 Typical Prednisone 15 60 g -

007 48 M 21 Typical Prednisone 18 60 g -

008 44 M 72 Typical Prednisone 13 80 g -

009 44 F 36 Typical Azathioprine 14 80 g -

010 61 M 48 Typical IVIg 13 80 g -

011 48 M 20 Typical Prednisone 17 120 g -

012 73 M 96 Typical IVIg 30 100 g
Peripheral

arterial disease,
diabetes mellitus

013 60 M 84 Typical Prednisone
IVIg 13 80 g Dyslipidemia

014 73 F 76 Typical IVIg 15 60 g
HCV-related
hepatopathy,
osteoporosis

015 55 F 50 Typical Prednisone
IVIg 21 60 g -
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Table 2. Electrophysiological data. Time 1: pre-SCIg; time 2: during SCIg; N: number of patients; Dx:
right nerve; Sn: left nerve; dL: distal latency; dA: distal amplitude; SAP: sensory action potential;
cMAP: compound motor action potential; CV: conduction velocity; SD: standard deviation.

Time N Mean SD p

SAPs median Dx dL (ms) 1 9 2.319 1.122
0.774

2 10 2.340 1.845

SAPs median Dx dA (uV) 1 9 11.867 15.890
0.078

2 10 4.370 7.170

SAPs median Dx CV (m/s) 1 9 44.467 20.205
0.175

2 10 32.130 23.677

cMAPs median Dx dL (ms) 1 10 4.640 2.118
0.291

2 12 5.342 1.718

cMAPs median Dx dA (mV) 1 10 4.430 2.113
0.339

2 12 3.692 2.190

cMAPs median Dx CV (m/s) 1 10 39.540 15.752
0.947

2 12 39.942 12.487

SAPs median Sn dL (ms) 1 6 2.000 1.698
0.810

2 9 2.367 2.170

SAPs median Sn dA (uV) 1 6 2.133 1.900
0.904

2 9 7.022 11.782

SAPs median Sn CV (m/s) 1 6 29.583 25.443
0.626

2 9 24.211 25.225

cMAPs median Sn dL (ms) 1 9 5.011 2.913
0.837

2 10 4.650 1.828

cMAPs median Sn dA (mV) 1 9 4.078 2.100
0.513

2 10 5.260 3.364

cMAPs median Sn CV (m/s) 1 9 37.189 15.430
0.842

2 10 40.250 14.481

SAPs ulnar Dx dL (ms) 1 6 1.797 1.059
0.301

2 10 2.367 1.603

SAPs ulnar Dx dA (uV) 1 6 16.933 20.476
0.703

2 10 9.370 11.741

SAPs ulnar Dx CV (m/s) 1 6 44.150 23.869
0.444

2 10 32.360 25.265

cMAPs ulnar Dx dL (ms) 1 9 3.452 1.896
0.250

2 9 4.100 1.429

cMAPs ulnar Dx dA (mV) 1 9 4.956 2.220
0.690

2 9 4.511 2.723

cMAPs ulnar Dx CV (m/s) 1 9 45.267 20.194
0.354

2 9 40.011 14.217

SAPs ulnar Sn dL (ms) 1 4 2.100 1.490
0.864

2 8 2.357 1.221

SAPs ulnar Sn dA (uV) 1 4 3.250 2.575
0.865

2 8 8.588 14.304
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Table 2. Cont.

Time N Mean SD p

SAPs ulnar Sn CV (m/s) 1 4 33.025 23.085
1.000

2 8 34.112 23.129

cMAPs ulnar Sn dL (ms) 1 5 5.320 3.214
0.224

2 9 3.644 1.696

cMAPs ulnar Sn dA (mV) 1 5 2.800 2.623
0.317

2 9 4.456 2.706

cMAPs ulnar Sn CV (m/s) 1 5 32.160 17.373
0.257

2 9 42.889 14.089

cMAPs peroneal Dx dL (ms) 1 10 7.530 5.707
0.967

2 9 6.078 2.621

cMAPs peroneal Dx dA (mV) 1 10 1.990 1.959
0.870

2 9 1.756 1.490

cMAPs peroneal Dx CV (m/s) 1 10 29.820 14.193
0.156

2 9 44.789 21.443

cMAPs peroneal Sn dL (ms) 1 5 4.160 3.010
0.881

2 3 5.233 4.546

cMAPs peroneal Sn dA (mV) 1 5 1.480 1.462
1.000

2 3 1.567 1.845

cMAPs peroneal Sn CV (m/s) 1 5 33.940 21.367
0.453

2 3 24.533 21.804

cMAPs tibial Dx dL (ms) 1 11 5.709 3.901
0.526

2 10 6.160 3.382

cMAPs tibial Dx dA (mV) 1 11 3.818 3.919
0.526

2 10 4.630 8.823

cMAPs tibial Dx CV (m/s) 1 11 33.318 16.021
0.549

2 10 26.500 20.007

cMAPs tibial Sn dL (ms) 1 6 5.717 2.927
0.470

2 6 3.600 3.109

cMAPs tibial Sn dA (mV) 1 6 3.133 3.840
0.378

2 6 1.733 2.229

cMAPs tibial Sn CV (m/s) 1 6 49.817 24.108
0.229

2 6 27.183 24.222

SAPs sural Dx dL (ms) 1 3 2.200 2.066
1.000

2 2 1.450 2.051

SAPs sural Dx dA (uV) 1 3 9.400 10.054
0.554

2 2 2.650 3.748

SAPs sural Dx CV (m/s) 1 3 29.767 30.003
1.000

2 2 25.850 36.557

SAPs sural Sn dL (ms) 1 2 1.350 1.909
1.000

2 3 1.767 1.537
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Table 2. Cont.

Time N Mean SD p

SAPs sural Sn dA (uV) 1 2 6.000 8.485
1.000

2 3 7.333 6.351

SAPs sural Sn CV (m/s) 1 2 22.200 31.396
0.554

2 3 35.033 30.679

The median scores before the start of the therapy were 3 (IQ range 3–4) for the INCAT
disability score, 10 (IQ range 8–10) for ISS and 54 (IQ range 47–58) for the MRC sumscore.
The scores did not significantly change at follow-up (Table 3).

Table 3. Clinical scores. Time 1: pre-SCIg; time 2: during SCIg; MRC: Medical Research Council
sumscore; ISS: INCAT sensory scale; SD: standard deviation.

Time N Mean SD p

MRC
1 9 53.111 6.660

0.85
2 9 51.889 7.688

ISS
1 9 8.444 3.609

0.32
2 9 6.111 5.183

INCAT disability score
1 9 2.667 1.803

0.36
2 9 3.333 2.121

Correlation analysis (Table 4) evidenced a positive correlation of cMAPs distal ampli-
tude with an MRC sumscore (r = 0.2; p = 0.05) and a trend of negative correlation with the
INCAT disability score (r = −0.156; p = 0.15).

Table 4. Pearson’s correlations.

Variable SAPs dA cMAPs dA

MRC sumscore Pearson’s r - 0.21

p-value - 0.05

ISS Pearson’s r −0.05 -

p-value 0.78 -

INCAT disability score Pearson’s r −0.12 −0.15

p-value 0.54 0.15
SAP: sensory nerve action potential; cMAP: compound muscle action potential; dA: distal amplitude.

4. Discussion

Only a few studies reported electrophysiological data of CIDP patients undergoing
SCIg treatment. The PATH study, which is the largest trial to evaluate SCIg efficacy in CIDP,
reported no significant changes in nerve conduction variables after six months in 115 pa-
tients, equally divided in two treatment regimens (0.2 g/kg/week vs. 0.4 g/kg/week),
while the placebo group (57 patients) showed a slight worsening of proximal motor laten-
cies and conduction velocities in median, ulnar and peroneal motor nerves. Cirillo et al.
reported how SCIg therapy is effective in preserving nerve function in the long term in a
population of 14 patients, which also showed an improvement of CMAP amplitude and
CVs after 48 months of treatment [14–16].

Our data provide additional support that SCIg maintenance therapy is effective in
preventing nerve function deterioration in CIDP patients, confirming the findings of the
aforementioned studies. The absence of cMAP amplitude improvement in our population
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could be due to the shorter median follow-up time after the start of therapy compared
to the study of Cirillo et al. However, an improvement was seen in single patients (see
Figure 2; a block conduction on motor median nerve resolved after treatment in patient
001). Furthermore, we confirmed the presence of a positive correlation between cMAPs am-
plitude and MRC sumscore, suggesting that ENG variables could hold a role as prognostic
factors to estimate treatment efficacy and duration time.
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Figure 2. Patient 001 motor medial nerve conduction before (upper image) and during (lower image)
SCIg therapy. The conduction block resolves with treatment. dLAT: distal latency; CV: conduction
velocity; AMP: amplitude (mV); DUR: duration (msec).

There were no differences between patients with typical and atypical CIDP phenotype
in our population. However, the number of patients with atypical characteristics in our
population was too small to draw conclusions from our findings. Considering that atypical
phenotypes are reported to respond poorly to immunoglobulin treatment [17], further
studies are required to investigate whether the efficacy of SCIg treatment changes in
atypical CIDP.

A relevant strength of this study is the long follow-up of our cohort of CIDP patients
compared to previous studies. Indeed, prolonged therapy with SCIg was safe and provided
stable disease burden and neurophysiological data. Moreover, an improvement in the MCV
of peroneal nerves support the idea that the demyelinating process and inflammation in
CIDP recede from this treatment; also, stable CMAP amplitude on motor nerves confirm
that no more significant axonal loss happens during SCIg treatment in CIDP. Another
relevant point is the use of neurophysiological variables to assess treatment efficacy. Despite
being cheap, easily reproducible and easy to perform, ENG has been seldom used as a
long-term follow-up technique in clinical studies. We suggest that neurophysiological
examination could provide more detailed information on SCIg treatment efficacy compared
to clinical scores.

Our study has some limitations; first, the small size of the population analyzed; second,
the lack of a homogenous protocol of ENG testing and clinical follow-up among patients,
which reduces the significance of our data; and third, the absence of a control group (i.e.,
with IVIg administration).

5. Conclusions

Our data strengthen the evidence on the efficacy of SCIg maintenance therapy in CIDP.
Indeed, no patients presented a worsening of symptoms during maintenance treatment
with SCIg and there was good safety. Nerve conduction studies are a useful instrument
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not only in the diagnostic process, but also in the follow-up and prognostic assessment
of CIDP.
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Abstract: (1) Background: Sleep deprivation (SD) triggers a range of neuroinflammatory responses.
Dexmedetomidine can improve sleep deprivation-induced anxiety by reducing neuroinflammatory
response but the mechanism is unclear; (2) Methods: The sleep deprivation model was established
by using an interference rod device. An open field test and an elevated plus maze test were used
to detect the emotional behavior of mice. Mouse cortical tissues were subjected to RNA sequence
(RNA-seq) analysis. Western blotting and immunofluorescence were used to detect the expression
of p38/p-p38, MSK1/p-MSK1, and NFκBp65/p- NFκBp65. Inflammatory cytokines were detected
using enzyme-linked immunosorbent assay (ELISA); (3) Results: SD triggered anxiety-like behav-
iors in mice and was closely associated with inflammatory responses and the MAPK pathway (as
demonstrated by transcriptome analysis). SD led to increased expression levels of p-p38, p-MSK1,
and p-NFκB. P38 inhibitor SB203580 was used to confirm the important role of the p38/MSK1/NFκB
pathway in SD-induced neuroinflammation. Dexmedetomidine (Dex) effectively improves emotional
behavior in sleep-deprived mice by attenuating SD-induced inflammatory responses and oxidative
stress in the cerebral cortex, mainly by inhibiting the activation of the p38/MSK1/NFκB pathway;
(4) Conclusions: Dex inhibits the activation of the p38/MSK1/NFκB pathway, thus attenuating
SD-induced inflammatory responses and oxidative stress in the cerebral cortex of mice.

Keywords: dexmedetomidine; sleep deprivation; neuroinflammation; p38 MAPK; oxidative stress

1. Introduction

Sleep is critical for health and normal brain function. Sleep deprivation (SD)—defined
as inadequate sleep below baseline requirements—is known to affect overall health and
wellness. SD reduces immune function, cognitive memory, and learning ability and disrupts
emotional health, thereby affecting the daily life activities of individuals [1–4]. SD impairs
the functioning of the sympathetic nerve system, leading to metabolic dysregulation [5].
In addition, SD triggers a range of neuroinflammatory responses that modulate immune
function by increasing the release of pro-inflammatory cytokines such as interleukin-1β (IL-
1β), interleukin-6 (IL-6), tumor necrosis factor (TNF-α), and C-reactive protein (CRP) [6,7].
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Growing evidence suggests that SD-induced anxiety behaviors should be closely related
to the activation of astrocytes and microglia in the central nervous system (CNS), leading
to increased levels of proinflammatory markers and nerve damage [6,8–10]. Although
neuroinflammatory responses and oxidative stress are both key factors related to the
adverse effects of SD, little is known about the regulatory mechanisms that mitigate these
factors [11].

Dexmedetomidine (Dex) is a potent and selective agonist of α2-adrenergic receptors
that has seen widespread clinical use since its approval by the US Food and Drug Adminis-
tration in 1999. Dex exerts protective effects on the nervous system, maintains anesthetic
activity, and attenuates immune suppression without causing respiratory depression [12].
Dex has been shown to have neuroprotective effects both in vivo and in vitro [13–15] and
these effects are increasingly considered to have clinical implications. Because Dex sedation
is closer to the characteristics of natural sleep [16], Dex is often used to improve the sleep
quality of perioperative patients and critically ill patients [17–21]. Previous studies have
shown that dexmedetomidine can improve the emotional behavior [22] and cognitive
dysfunction [23] caused by sleep deprivation but the mechanism is not clear. Recent studies
have shown that mice deprived of acute rapid eye movement (REM) sleep for 3 days show
increased expression of IL-17A and IL-17f and activation of the p38 MAPK pathway in
the hippocampus [24]. In addition, the p38 signaling pathway is involved in SD-induced
activation of the NLRP3/pyroptosis axis [25]. Therefore, we hypothesized that Dex might
alleviate the anxiety behaviors of sleep-deprived mice by reducing the inflammatory re-
sponse through the p38 MAPK pathway. In this study, we investigated the effects of Dex on
the inhibition of inflammatory response pathways in sleep-deprived mice. We evaluated
Dex-induced improvements in emotional behavior in sleep-deprived mice. Our results
provide support for the use of Dex in the treatment of sleep disorder-related diseases.

2. Materials and Methods
2.1. Induction of SD

The animal model of SD was established (ZL-013, Anhui Yaokun Biotechnology Co.,
Ltd., Hefei, China) [6]. Male C57BL/6 J mice were placed in a transparent Plexiglas cylinder
(400 mm × 390 mm) and allowed to move, feed, and drink water freely. The cylinder
contained a horizontal bar at the bottom that rotated in a random direction at a speed
of 5 rpm. The duration of SD was 7 days, with only 4 h of sleep per 24 h (during the
last 4 h of the light period). Specifically, the sleep disruption bar was rotated for 20 h
per day, and the rotation was halted during 15:00–19:00 each day to allow the mice to
sleep. This was continued for 7 days. The procedures of Experiment 1, Experiment 2,
and Experiment 3 are shown in Figure 1A. Experimental protocols were approved by the
Medical Experimental Animal Administrative Committee of Air Force Medical University
(No. IACUC-20210963) and strictly followed the Guidelines from the National Institute of
Health (U.S.) regarding the care and use of animals for experimental procedures. Every
effort was made to minimize the number of animals for experiments and any pain or
discomfort they experienced.
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Figure 1. Establishment of the sleep deprivation models. (A) Single-day sleep deprivation model
with 4 h of sleep every 24 h (during the last 4 h of the light phase) in Experiment 1, Experiment 2, and
Experiment 3. (B) Seven-day sleep deprivation model.
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2.2. Experimental Animals and Pharmacological Treatments

Male C57BL/6 J mice aged 8–10 weeks were used in the experiments. All animals
were purchased from the Animal Research Center of the Air Force Medical University.
The mice were reared under controlled conditions (ambient temperature, 23 ◦C; 12-h
photoperiod with illumination during 7:00–19:00) and were provided with water and food
ad libitum. In Experiment 1, mice were randomly divided into two groups: the control cage
(CC) group and the sleep deprivation (SD) group. In Experiment 2, mice were randomly
divided into four groups: the control cage (CC) group and the sleep deprivation (SD)
group, the sleep deprivation and SB203580 (SD+SB203580; daily intraperitoneal injection
of 0.5 mg/kg SB203580 [26] for 6 days) group, and the sleep deprivation and vehicle
(SD + vehicle; intraperitoneal injection of vehicle equal in volume to SB203580) group.
SB203580 (0.5 mg/kg) was purchased from MedChemExpress Co., Ltd. (Shanghai, China).
The vehicle was 0.1% DMSO. In Experiment 3, the animals were divided into four groups:
the control cage (CC) group, the sleep deprivation (SD) group, the sleep deprivation
and dexmedetomidine (SD + Dex; daily intraperitoneal injection of 100 µg/kg Dex for
6 days) group, and the sleep deprivation and saline (SD + saline; intraperitoneal injection
of saline equal in volume to Dex) group [22,23]. Dex was purchased from Yangtze River
Pharmaceutical (Group) Co., Ltd. (Taizhou, China). Mice were anesthetized with an O2
−2% isoflurane mask before specimen collection.

2.3. Open-Field Experiment

In a quiet environment, the mice were introduced into a 50 cm × 50 cm open field from
a fixed position and allowed to move freely. Their activities and movements were recorded
for 10 min and the data were extracted for analysis. After each test, the field was cleaned of
feces and urine stains and wiped with alcohol before another mouse was introduced. The
central area was set as the target area, we mainly analyzed the duration of mice in the target
area. The average speed of movement of the mice was used to judge whether the model
and treatment affected the movement ability of the mice. The behavioral experimental
data were recorded using Supermaze software, which was provided by Shanghai XinRuan
Information Technology Co., LTD (Shanghai, China).

2.4. Elevated plus Maze Experiments

In a quiet environment, the mice were gently placed in the center of an elevated
plus maze (arm width, 5 cm; arm length, 35 cm; closed arm height, 15 cm; maze height,
approximately 40–55 cm above the ground). The mice were oriented to face the open
arm and were allowed to roam, and their activities were recorded for 5 min. After each
test, the maze was cleaned of feces, urine stains, and other debris and wiped with alcohol
before another mouse was introduced. The open arm was set as the target area, we mainly
analyzed the duration of mice in the target area. The average speed of movement of
the mice was used to judge whether the model and treatment affected the movement
ability of the mice. The behavioral experimental data were recorded using Supermaze
software, which was provided by Shanghai XinRuan Information Technology Co., Ltd.
(Shanghai, China).

2.5. mRNA Sequencing

RNA sequencing was performed on mice cortical tissue. Total RNA was isolated
from each sample using the standard TRIzol protocol (Invitrogen, Carlsbad, CA, USA).
RNA quality was examined using gel electrophoresis and with a Nanodrop spectropho-
tometer (Thermo, Waltham, MA, USA). Strand-specific libraries were constructed using
the TruSeq RNA sample preparation kit (Illumina, San Diego, CA, USA). The libraries
were sequenced by Genergy Biotechnology Co., Ltd. (Shanghai, China) using the Illumina
Novaseq 6000 instrument.

The raw data were processed in Perl and the data quality was checked with FastQC
v0.11.2. The mapped genome data were annotated using the GFF3 file provided by
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Huang et al. [27]. The expression level of transcripts was evaluated by calculating the
fragments per kilobase of the exon model per million mapped reads (FPKM) in Perl. soft-
ware was used to screen differentially expressed genes between different groups. The
thresholds for determining DETs were p < 0.05 and absolute fold change ≥ 2. Then, the
identified DETs were used for functional annotation and pathway enrichment analysis
using the Gene Ontology (GO) and Kyoto Encyclopedia of Genes and Genomes (KEGG)
databases, respectively. Significantly enriched pathways were determined at p < 0.05 and
at least two related genes were included.

2.6. Immunohistochemical Assays

Mouse brain tissue was fixed with 4% formaldehyde for 24 h, transferred to a 30%
sucrose solution until the tissue sank, was frozen and then sectioned into 10-µm-thick slices.
The tissue sections were fixed on slides, which were washed three times with PBS solution
for 5 min each time, blocked with blocking solution at 25 ◦C for 90 min, and incubated
with primary antibody anti-p-p38, 1:200, CST, 4511; anti-p-NFκBp65, 1:200, CST, 3033T;
anti-Iba1, 1:1000, Servicebio, GB12105) at 4 ◦C overnight. The slides were washed three
times with PBS solution for 5 min each time and incubated with the secondary antibody
for 1 h away from the light at room temperature. Next, the slides were washed three times
with PBS solution for 5 min each time and stained with DAPI. After a final wash with PBS,
an anti-quenching agent was added dropwise to mount the slide.

2.7. Western Blotting

After deep anesthesia, the mice were sacrificed by decapitation and the cerebral cortex
tissue was collected. The cortical tissue was lysed using a high-throughput tissue grinder
and lysis mixing buffer (RIPA+PMSF+ protease inhibitors), and the samples were left
on crushed ice for 10 min. After centrifugation at 12,000 r/min for 15 min at 4 ◦C, the
supernatant was separated according to the manufacturer’s instructions, and the sample
protein concentration was determined by the BCA Protein Assay kit (BOSTER, Wuhan,
China). The same amount of protein was separated using electrophoresis on SDSPAGE gel
(BOSTER, Wuhan, China) and transferred to a PVDF membrane at constant pressure. The
membranes were blocked with 5% skim milk for 120 min at room temperature and washed
with TBST. The membranes were cut according to different molecular weight proteins
and the corresponding primary antibodies (anti-p38: CST, 8690; anti-p-p38: CST, 4511;
anti-MSK: CST, 3489S; anti-p-MSK: CST, 9595S; anti-NFκBp65: CST, 8242; anti-p-NFκBp65:
CST, 3033T; anti-GAPDH: BOSTER, A00227-1) and the membranes were placed in antibody
diluent using primary antibody diluent (BOSTER, Wuhan, China) diluted at a ratio of 1:1000
and incubated at 4 ◦C overnight. The next day, the membranes were washed three times
with TBST for 5 min each time and incubated with the corresponding secondary antibody
(BOSTER, Wuhan, China) for 2 h at room temperature. Finally, all target membrane bands
were imaged using a gel imaging system (Bio-Rad, San Francisco, CA, USA) and the gray
value of the target band was analyzed using Quantity one software.

2.8. Enzyme-Linked Immunosorbent Assay (ELISA)

The concentrations of TNF-α, IL-1β, IL-6, and IL-10 in the cortical tissue of mice were
measured using ELISA kits (BOSTER, Wuhan, China) according to the manufacturer’s in-
structions. The concentrations of COX2 and iNOS in the cortical tissue were measured using
ELISA kits (Elabscience Biotechnology, China) according to the manufacturer’s instructions.

2.9. Superoxide Dismutase Activity

Superoxide dismutase (SOD) activity in the cortical brain tissue was measured using
an SOD assay kit (Beyotime, Shanghai, China) per the manufacturer’s instructions.
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2.10. Data Analysis

All data are presented as the mean ± standard error of the mean (SEM). The data
were analyzed in SPSS (version 26.0, IBM Corp., Armonk, NY, USA). All data were tested
for normal distribution and homogeneity of variance. Between-group differences were
analyzed with a Student’s t-test. Multi-group comparisons were performed with one-
way analysis of variance (ANOVA). The Least Significant Difference (LSD) was used for
multiple comparisons of data that met the homogeneity of variance in the one-way analysis
of variance. Statistical significance was indicated at p < 0.05. The data were visualized with
GraphPad Prism 8.3.0 (GraphPad Software, Inc., San Diego, CA, USA).

3. Results
3.1. Effect of SD on Emotional Behavior in Mice

We evaluated the effect of SD on the emotional behavior of mice using the open-field
and elevated plus maze experiments. In the open-field experiment, mice in the SD group
spent significantly less time in the open central area than mice in the CC group (p < 0.01).
Similarly, in the elevated plus maze experiment, mice in the SD group spent significantly
less time in the open arm than mice in the CC group (p < 0.01). The movement speed of
the mice did not change significantly, indicating that this SD model triggers anxiety-like
emotional behavior in the mice without affecting their mobility (Figure 2). Results for
non-target zones are presented in the Supplementary Material (Supplementary Figure S1).
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Figure 2. Effects of sleep deprivation on emotional behavior in mice. (A) Representative track plot of
mice in the open-field test. (B,C) Results of the open-field test. CC, n = 8; SD, n = 8. (D) Representative
track plot of mice in the elevated plus maze experiment. (E,F) Results of the elevated plus maze
experiment. CC, n = 8; SD, n = 8. Data shown are mean ± SEM. Data were analyzed by one-way
ANOVA (B,C,E,F).; ## p < 0.01 vs. CC; NS, no significance.
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3.2. Effect of SD on the Transcriptome of the Prefrontal Cortex

To further investigate the molecular mechanisms of SD-induced anxiety-like emotional
behavior in mice, we performed a transcriptome sequencing analysis of mouse prefrontal
cortex tissue. SD led to the upregulation of 297 genes and downregulation of 578 genes
(Figure 3A). The results of enrichment analysis showed that these differentially expressed
genes (DEGs) were strongly associated with neurogenic inflammation, substance abuse,
pathological neuralgia, and mood disorders (Figure 3B). The top 50 DEGs with respect
to degree of interaction were extracted using cytoHubba to generate a protein–protein
interaction (PPI) network (Figure 3C). KEGG-based functional enrichment analysis of the
top 50 DEGs revealed that the DEGs were closely associated with amoebiasis, hepatitis
C, and the MAPK pathway. In particular, the Tnf/Nras/Map3k6 genes were significantly
enriched in the MAPK pathway. GO-based Biological Process (GOBP) analysis showed
that the DEGs were closely associated with epithelial cell proliferation, positive regula-
tion of acute inflammatory responses, and negative regulation of cytokine production.
A GO-based Molecular Function (GOMF) analysis indicated that the DEGs were closely
associated with motor activity, protein–hormone receptor activity, and protein tyrosine
kinase activity. Transcriptome sequencing of the prefrontal cortex of the mouse brain indi-
cated that, compared with CC mice, SD mice showed differential gene expression closely
associated with the MAPK pathway (Figure 3).

3.3. Effect of SD on the Activation of the p38/MSK1/NFκB Pathway

To investigate whether the p38/MSK1/NFκB pathway is involved in the molecular
mechanism of SD leading to anxiety-like mood changes in mice, we analyzed the prefrontal
cortex tissues of mice with immunofluorescence staining for p-p38, p-NFκBp65, and IBA1
(a marker of microglia activation). The results showed that the prefrontal cortex tissues of
SD mice had more numerous activated microglia than those of CC mice. In addition, the
expression of p-p38 and p-NFκBp65 was higher in SD mice, and some of the fluorescently
labeled cells were co-localized with activated microglia (Figure 4A,B). Western blotting
experiments were performed to confirm whether SD activated the p38/MSK1/NFκB
pathway and the results indicated no differences in total expression levels of the proteins
(p38, MSK, and NFκBp65) in the prefrontal cortex tissues of SD vs. CC mice. However, the
expression levels of their respective phosphorylated (activated) forms—p-p38, p-MSK, and
p-NFκBp65—were significantly higher (p < 0.01) in SD mice, indicating that the SD model
promotes the activation of the p38/MSK1/NFκB pathway (Figure 4C).

3.4. Effect of SD on the Activation of the p38/MSK1/NFκB Pathway

To investigate whether the p38/MSK1/NFκB pathway is involved in the molecular
mechanism of SD leading to anxiety-like mood changes in mice, we analyzed the prefrontal
cortex tissues of mice with immunofluorescence staining for p-p38, p-NFκBp65, and IBA1
(a marker of microglia activation). The results showed that the prefrontal cortex tissues of
SD mice had more numerous activated microglia than those of CC mice. In addition, the
expression of p-p38 and p-NFκBp65 was higher in SD mice, and some of the fluorescently
labeled cells were co-localized with activated microglia (Figure 4A,B). Western blotting
experiments were performed to confirm whether SD activated the p38/MSK1/NFκB
pathway and the results indicated no differences in total expression levels of the proteins
(p38, MSK, and NFκBp65) in the prefrontal cortex tissues of SD vs. CC mice. However, the
expression levels of their respective phosphorylated (activated) forms—p-p38, p-MSK, and
p-NFκBp65—were significantly higher (p < 0.01) in SD mice, indicating that the SD model
promotes the activation of the p38/MSK1/NFκB pathway (Figure 4C).
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Figure 3. Effects of sleep deprivation on the transcriptome of the prefrontal cortex in mice.
(A) Volcano map (a) and scatter map (b) showed differentially expressed genes (DEGs) in the pre-
frontal cortex of SD vs. CC mice (n = 4). (B) DEGs disease annotation analysis in the prefrontal cortex
of SD vs. CC mice. (C) Top 50 DEGs in the prefrontal cortex of SD vs. CC mice. (D) KEGG-based
enrichment analysis of the top 50 DEGs in the prefrontal cortex of SD vs. CC mice. (E) GO-based
Biological Process analysis of the top 50 DEGs. (F) GO-based Molecular Function analysis of the top
50 DEGs.
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Figure 4. Effects of sleep deprivation on the activation of the p38/MSK1/ NF-κB pathway.
(A) Immunofluorescence in cells co-labeled with p-p38 (red) and IBA1 (green). (B) Immunofluorescence
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in cells co-labeled with p-NFκBp65 (red) and IBA1 (green). The white dashed arrow points to a higher
magnification of the area in the white box. Scale bars: low magnification, 400 µm; high magnification,
50 µm. (C) (a) Western blot analysis of proteins in the p38/MSK1/NFκB pathway in the prefrontal
cortex of mice; (b–d) Expression levels of phosphorylated proteins after standardization with respect
to total protein expression; (e,f) Total protein expression after standardization with respect to GAPDH
expression. CC, n = 8; SD, n = 8. Data shown are mean ± SEM. Data were analyzed by one-way
ANOVA (b–d,f,g). ## p < 0.01 vs. CC; NS, no significance.
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Figure 5. SB203580 inhibits the activation of the p38/MSK1/NF-κB pathway. (A) Immunofluores-
cence in cells co-labeled with p-p38 (red) and IBA1 (green). (B) Immunofluorescence in cells co-labeled
with p-NFκBp65 (red) and IBA1 (green). The white dashed arrow points to a higher magnification
of the area in the white box. Scale bars: low magnification, 400 µm; high magnification, 50 µm.
(C) (a) Western blot analysis of proteins in the p38/MSK1/NFκB pathway in the prefrontal cortex
of mice; (b–d) Expression levels of phosphorylated proteins after standardization with respect to
total protein expression; (e–g) Total protein expression after standardization with respect to GAPDH
expression. CC, n = 8; SD, n = 8. Data shown are mean ± SEM. Data were analyzed by one-way
ANOVA (b–d,f,g). ## p < 0.01 vs. CC; # p < 0.05 vs. CC; * p <0.05 vs. SD; NS, no significance.
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3.5. SB203580 Ameliorates Oxidative Stress and Inflammatory Reactions in the Prefrontal Cortex
of Sleep-Deprived Mice

ELISA was used to detect the secretion of inflammatory markers and the expression
of oxidative stress-related factors in the cortical tissues of mice. These data were used to
evaluate the effects of SB203580 on oxidative stress and inflammatory responses in the
prefrontal cortex of SD mice. The levels of pro-inflammatory factors (IL-1β [F = 5.488], IL-6
[F = 4.462], and TNF-α [F = 5.255]) in the cortical tissues of mice were significantly higher in
the SD group than in the CC group (p < 0.01) and lower in the SD + SB203580 group than in
the SD + Vehicle group (p < 0.05). However, there were no statistically significant differences
in levels of the anti-inflammatory factor, IL-10 [F = 1.243] (p > 0.05). The expression levels of
oxidative stress-related factors (iNOS [F = 5.508] and COX-2 [F = 18.643]) were significantly
higher in the SD group than in the CC group (p < 0.01) and lower in the SD + SB203580
group than in the SD + Vehicle group (p < 0.05). Total SOD activity [F = 11.883] in the
cerebral cortex tissue was significantly lower in the SD group than in the CC group (p < 0.01)
and higher in the SD + SB203580 group than in the SD + Vehicle group (p < 0.05). Taken
together, this suggests that SB203580 alleviates the SD-induced increase in inflammatory
responses and oxidative stress in mice (Figure 6).
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Figure 6. SB203580 alleviates oxidative stress and inflammatory responses in the prefrontal cortex of
sleep-deprived mice. (A–F) ELISA to detect the expression of IL-1, IL-6, TNF-α, IL-10, iNOS, and
COX-2 in the prefrontal cortex of mice (n = 8). (G) SOD activity (n = 8). Data shown are mean ± SEM.
Data were analyzed by one-way ANOVA (A–G). ## p < 0.01 vs. CC; # p < 0.05 vs. CC; ** p < 0.01 vs.
SD + Vehicle; * p < 0.05 vs. SD + Vehicle; NS, no significance.

3.6. Effect of Dex on Anxiety-like Behaviors in Sleep-Deprived Mice

Dex improves memory impairment [23] and mood disturbances [22] in sleep-deprived
mice by attenuating inflammatory responses. Since Dex has known sedative effects, we
determined whether it could improve anxiety-like emotional behaviors in the SD model.
The effect of Dex on emotional behavior in sleep-deprived mice was evaluated using the
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open-field and elevated plus maze experiments. In the open-field experiment [F = 4.880],
SD mice spent less time in the central square than CC mice (p < 0.01). In contrast, mice in the
SD + Dex group spent more time in the central square than mice in the SD + saline group
(p < 0.05). In the elevated plus maze experiment [F = 10.523], time spent in the open arms
was significantly lower in the SD group than in the CC group (p < 0.01) but higher in the
SD + Dex group than in the SD + saline group (p < 0.05). These results indicated that Dex
effectively improves anxiety-like behaviors in SD mice. There was no significant change
in movement speed between groups, indicating that Dex does not affect the mobility of
mice (Figure 7). Results for non-target zones are presented in the Supplementary Material
(Supplementary Figure S1).
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Figure 7. Effects of dexmedetomidine on anxiety-like behaviors in sleep-deprived mice.
(A) Representative track plot of mice in the open-field test. (B,C) Results of the open-field test
(n = 8). (D) Representative track plot of mice in the elevated plus maze test. (E,F) Results of the
elevated plus maze test (n = 8). Data shown are mean ± SEM. Data were analyzed by one-way
ANOVA (B,C,E,F). NS, no significance; ## p < 0.01 vs. CC; * p < 0.05 vs. SD + saline.

3.7. Dex Acts by Inhibiting the Activation of the p38/MSK1/NFκBp65 Pathway

To investigate whether Dex acts by inhibiting the activation of the p38/MSK1/NFκB
pathway, we first performed immunofluorescence staining for p-p38, p-NFκBp65, and
IBA1 in the prefrontal cortex tissues of mice in each group. The prefrontal cortex tissues
of SD mice had more numerous activated microglia than those of mice in the CC group.
The expression levels of p-p38 and p-NFκBp65 were higher in SD mice, and some of the
fluorescently labeled cells co-localized with the activated microglia. The SD + Dex group
had fewer activated microglia and fewer p-p38- and p-NFκBp65-positive cells than the
SD + saline group (Figure 8A,B). Western blotting analysis showed no between-group
differences in the total expression levels of the p38 [F = 0.737], MSK [F = 0.568], and
NFκBp65 [F = 0.167] proteins in the prefrontal cortex tissues of mice (p > 0.05). However,
the expression levels of the phosphorylated forms of these proteins (p-p38 [F = 52.053],
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p-MSK [F = 36.140], and p-NFκBp65 [F = 10.855]) were significantly higher in the SD group
than in the control group (p < 0.01) and significantly lower in the SD + Dex group than in
the SD + saline group (p < 0.05) (Figure 8C).
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Figure 8. Dexmedetomidine inhibits the activation of the p38/MSK1/NF-κB pathway. (A) Im-
munofluorescence in cells co-labeled with p-p38 (red) and IBA1 (green). (B) Immunofluorescence in
cells co-labeled with p-NFκBp65 (red) and IBA1 (green). The white dashed arrow points to a higher
magnification of the area in the white box. Scale bars: low magnification, 400 µm; high magnification,
50 µm. (C) (a) Western blot analysis of proteins in the p38/MSK1/NFκB pathway in the prefrontal
cortex; (b–d) Expression levels of phosphorylated proteins after standardization with respect to
total protein expression; (e,f) Total protein expression after standardization with respect to GAPDH
expression. CC, n = 8; SD, n = 8. Data shown are mean ± SEM. Data were analyzed by one-way
ANOVA (b–d,f,g). ## p < 0.01 vs. CC; # p < 0.05 vs. CC; * p < 0.05 vs. SD + saline; NS, no significance.

3.8. Dex Ameliorates Oxidative Stress and Inflammatory Reactions in the Prefrontal Cortex of
Sleep-Deprived Mice

ELISA was used to detect the secretion of inflammatory markers and expression of
oxidative stress-related factors in the cortical tissues of mice. These data were used to
evaluate the effects of Dex on oxidative stress and inflammatory responses in the prefrontal
cortex of SD mice. The levels of pro-inflammatory factors (IL-1β [F = 9.289], IL-6 [F = 4.523],
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and TNF-α [F = 8.018]) in the cortical tissues of mice were significantly higher in the SD
group than in the CC group (p < 0.01) and lower in the SD + Dex group than in the SD
+ saline group (p < 0.05). However, there were no statistically significant differences in
levels of the anti-inflammatory factor, IL-10 [F = 1.121] (p > 0.05). The expression levels of
oxidative stress-related factors (iNOS [F = 9.649] and COX-2 [F = 6.804]) were significantly
higher in the SD group than in the CC group (p < 0.01) and lower in the SD + Dex group
than in the SD + saline group (p < 0.05), with the difference in iNOS levels being highly
significant (p < 0.05). Total SOD activity [F = 52.316] in the cerebral cortex tissue was
significantly lower in the SD group than in the CC group (p < 0.01) and higher in the
SD + Dex group than in the SD + Saline group (p < 0.05). Taken together, this suggests that
Dex alleviates the SD-induced increase in inflammatory responses and oxidative stress in
mice (Figure 9).

Brain Sci. 2023, 13, x FOR PEER REVIEW  15  of  18 
 

higher in the SD group than in the CC group (p < 0.01) and lower in the SD + Dex group 

than in the SD + saline group (p < 0.05), with the difference in iNOS levels being highly 

significant (p < 0.05). Total SOD activity [F = 52.316] in the cerebral cortex tissue was sig‐

nificantly lower in the SD group than in the CC group (p < 0.01) and higher in the SD + 

Dex group than in the SD + Saline group (p < 0.05). Taken together, this suggests that Dex 

alleviates the SD‐induced increase in inflammatory responses and oxidative stress in mice 

(Figure 9). 

 
(A)  (B)  (C)  (D) 

 
(E)  (F)  (G) 

Figure 9. Dexmedetomidine alleviates oxidative stress and inflammatory responses in the prefrontal 

cortex of  sleep‐deprived mice.  (A–F) ELISA  to detect  the expression of  IL‐1,  IL‐6, TNF‐α,  IL‐10, 

iNOS, and COX‐2 in the prefrontal cortex of mice (n = 8). (G) SOD activity (n = 8). Data shown are 

mean ± SEM. Data were analyzed by one‐way ANOVA (A–G). # p < 0.05 vs. CC; ## p < 0.01 vs. CC; 

* p < 0.05 vs. SD + saline; NS, no significance. 

4. Discussion 

REM SD protocols (or paradoxical SD protocols) are the most frequently used meth‐

ods of SD [28]. The modified multiple platform (MMP) method [11,29,30] is a common 

form of REM SD that overcomes the shortcomings of unstable experimental animal pop‐

ulations. However, the animals are still affected by stress from movement restriction, re‐

sulting  in  environmental  confounding  factors. Researchers  have  recently developed  a 

novel SD protocol for mice, consisting of a cylinder and built‐in bar. The mice are allowed 

to move freely in the cylinder with ad libitum access to food and water. To induce SD, the 

bar inside the cylinder is rotated continuously at a constant speed [31]. This type of SD 

neither  isolates  the mice nor restricts  their mobility. The results showed  that this sleep 

deprivation model  induced  anxiety‐like behaviors  in mice  (Figure  2), which was  con‐

sistent with previous findings [10,32]. 

Evidence from human studies suggests that the prefrontal cortex (PFC) plays an im‐

portant role in sleep [33] and anxiety [34]. The impairment of PFC activity after sleep dep‐

rivation is closely related to the anxiety induced by sleep deprivation and can predict the 

Figure 9. Dexmedetomidine alleviates oxidative stress and inflammatory responses in the prefrontal
cortex of sleep-deprived mice. (A–F) ELISA to detect the expression of IL-1, IL-6, TNF-α, IL-10,
iNOS, and COX-2 in the prefrontal cortex of mice (n = 8). (G) SOD activity (n = 8). Data shown are
mean ± SEM. Data were analyzed by one-way ANOVA (A–G). # p < 0.05 vs. CC; ## p < 0.01 vs. CC;
* p < 0.05 vs. SD + saline; NS, no significance.

4. Discussion

REM SD protocols (or paradoxical SD protocols) are the most frequently used methods
of SD [28]. The modified multiple platform (MMP) method [11,29,30] is a common form of
REM SD that overcomes the shortcomings of unstable experimental animal populations.
However, the animals are still affected by stress from movement restriction, resulting
in environmental confounding factors. Researchers have recently developed a novel SD
protocol for mice, consisting of a cylinder and built-in bar. The mice are allowed to move
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freely in the cylinder with ad libitum access to food and water. To induce SD, the bar inside
the cylinder is rotated continuously at a constant speed [31]. This type of SD neither isolates
the mice nor restricts their mobility. The results showed that this sleep deprivation model
induced anxiety-like behaviors in mice (Figure 2), which was consistent with previous
findings [10,32].

Evidence from human studies suggests that the prefrontal cortex (PFC) plays an
important role in sleep [33] and anxiety [34]. The impairment of PFC activity after sleep de-
privation is closely related to the anxiety induced by sleep deprivation and can predict the
degree of anxiety amplification [35]. Moreover, it has been demonstrated that the activation
of microglia in the PFC underlies anxiety-like behaviors in sleep-deprived mice [10]. There-
fore, to further investigate the molecular mechanisms underlying SD-induced anxiety-like
emotional behaviors in mice, we performed transcriptome sequencing analysis using the
prefrontal cortex tissue of mice. Several DEGs with strong interactions were significantly
enriched in the MAPK pathway and were closely associated with positive regulation of
acute inflammatory response and negative regulation of cytokine production (Figure 3).
Further validation of the sequencing results revealed that SD leads to the activation of
the p38/MSK1/NFκB pathway (Figure 4). The MAPK family includes ERK1/2, JNK, p38,
and ERK5. Of these, JNK and p38 can be activated by intracellular and extracellular stress
(including changes in environmental factors such as UV, heat, and hyperosmotic stress)
and inflammatory cytokines [36]. As mentioned above, the p38 MAPK pathway appears
to be a key link between pathological microglia activation and deleterious inflammation
in CNS disease [37]. MSK1 and 2 are two related kinases that are activated downstream
of p38 and Erk1/2 [38], and MSK1 can prolong the activation of NFκB [39]. The p38
and ERK-MAPK signaling pathways are involved in the SD-induced activation of the
NLRP3/pyroptosis axis [25]. Insufficient sleep also induces other pro-inflammatory factors
such as IL-1β and TNF-α, which can activate p38 MAPK and are involved in the inhibition
of neural precursor cells [24]. Our results confirmed that SD leads to the activation and
phosphorylation of p38 and MSK1, further leading to NFκB activation, oxidative stress, and
inflammatory responses. We further confirmed the important role of the p38/MSK1/NFκB
pathway in SD-induced neuroinflammatory response using the p38 inhibitor SB203580
(Figures 5 and 6).

Recent studies have shown that Dex can alleviate lung injury in septic mice by regulat-
ing the p38 MAPK signaling pathway [40]. Dex also alleviates lipopolysaccharide-induced
apoptosis in hippocampal neurons by reducing the level of inflammatory factors (such as
IL-1β, TNF-α, and IL-6) through phosphorylation of the p38 MAPK pathway [41]. These
lines of evidence demonstrate that Dex plays a neuroprotective role by modulating the p38
MAPK pathway. Dex attenuates the SD-induced exacerbation of postoperative immuno-
suppression [29] and improves memory impairment [23] and depression in sleep-deprived
mice by attenuating the inflammatory response [22]. Our results showed that Dex amelio-
rated anxiety in SD mice by inhibiting the activation of the p38/MSK1/NFκB pathway in
microglia (Figures 7 and 8).

Long-term SD (e.g., due to short sleep duration or sleep disorders) can lead to chronic
systemic low-grade inflammation. It is also associated with several diseases with inflam-
matory aspects such as diabetes, atherosclerosis, and neurodegeneration [7]. Astrocytic
phagocytosis of synaptic elements (mainly the presynaptic components of large synapses)
is increased after both acute and chronic SD (compared with sleep and wakefulness).
Moreover, low levels of sustained microglia activation can lead to abnormal responses to
secondary injury. Thus, chronic SD initiated by the microglia may render the brain vulnera-
ble to further injury [9]. In the present study, we found that microglia activation was caused
by SD (Figure 4) and inhibited by Dex (Figure 8). The cytokines IL-1β and TNF-α are
both involved in the regulation of sleep homeostasis [42,43]. Animal studies have shown
that most pro-inflammatory cytokines promote NREM sleep, whereas anti-inflammatory
cytokines reduce NREM sleep; in addition, the inhibition of the activity of certain inflam-
matory cytokines improves sleep quantity and quality [7]. Recent studies have shown that
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MMP-induced sleep deprivation for 72 h increases the levels of pro-inflammatory cytokines
(IL-1β, IL-6, and TNF-α) and reduces the levels of anti-inflammatory cytokines (IL-4 and
IL-10) in rat hippocampal tissue [44]. MMP-induced sleep deprivation for 20 h per day for
7 days resulted in increased levels of TNF-a, IL-1β, and IL-6 in mice. Similar results were
obtained in the present study, where SD led to increased secretion of the pro-inflammatory
factors IL-1β, IL-6, and TNF-α (but had no effect on IL-10 levels; Figure 9). Dex has been
shown to ameliorate SD-induced decreases in short-term memory and spatial learning
in rats by inhibiting the SD-induced production of inflammatory mediators (TNF-α and
IL-6) [23]. Dex also inhibits the production of TNF-α, IL-1β, and IL-18, the phosphorylation
of ERK1/2 and P38, and the activation of caspase-1, and reduces pyroptosis [45]. These re-
sults are consistent with the findings of this study, where we show that Dex administration
reduced the SD-induced secretion of pro-inflammatory factors.

One of the functions of sleep is to promote antioxidant mechanisms. This may be an
adaptive response to sleep deficiency/deprivation, which can induce oxidative stress [28].
Recent findings suggest that the duration of sleep fragmentation is a major factor in the
development of anxiety-related behaviors and that these effects are mediated through
oxidative stress in the brain [46]. Chronically sleep-deprived rats exhibited reduced SOD
activity in the hippocampus and brainstem [47]. In contrast, acutely sleep-deprived rats
(6 h) exhibited reduced glutathione (GSH) levels in the cortex, brainstem, and forebrain
and enhanced glutathione peroxidase (GPx) activity in the hippocampus and cerebellum
after mild treatment [48]. These findings are consistent with the results of the present study
(Figure 9G). However, studies on other SD animal models have not reported any changes
in oxidative stress markers or antioxidant capacity in the peripheral blood or brain regions
after SD [49,50]. These inconsistencies may be associated with the different methods and
durations of sleep deprivation and the mouse strains used in the SD experiments.

The present study has some limitations. On one hand, we found that the effect of
SB203580 on anxiety behavior was not statistically significant (Supplementary Figure S2).
The possible reason was that the duration of inhibitor use was not enough. We refer to
previous literature [26] using SB203580 for up to 14 days. Another possible reason is that
there are other important signaling pathways in the anxiety behavior caused by SD, which
is also the direction of our future research. On the other hand, only male mice were used in
this experiment and we did not test for any between-sex differences in the ameliorating
effects of Dex on emotional behavior in sleep-deprived mice. However, many drugs
are known to have sex-dependent effects [51], and the associations between stress, sleep
deprivation, and inflammation appear to be stronger in females than in males. Although
sex is typically considered a confounder, future studies should investigate differences
between the sexes in a more systematic manner [52].

5. Conclusions

In summary (Figure 10), the present study demonstrates that a novel sleep deprivation
instrument can trigger anxiety-like behaviors in mice. Transcriptome sequencing and other
experiments confirmed that SD leads to the activation of the p38/MSK1/NFκB pathway.
In addition, Dex inhibits the activation of the p38/MSK1/NFκB pathway, thus attenuating
SD-induced inflammatory responses and oxidative stress in the cerebral cortex of mice.
These insights provide a theoretical basis for using Dex in the treatment of patients with
insomnia and insomnia-induced mood disorders. Moreover, we provide potential research
targets for further investigation of the molecular mechanisms underlying the Dex-induced
improvement of SD-induced anxiety-like emotional behaviors.
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Figure 10. Mechanism of Dex in relieving anxiety caused by sleep deprivation. In this study, a mouse
model of sleep deprivation was established using an interference rod device, which induced anxiety
in mice. The mechanism may be related to the activation of the P38/MSK1/NFκB signaling pathway
in the damaged cortex of SD mice. At the same time, microglia are significantly activated and central
inflammation ensues (the schematic is shown with red arrows). Dexmedetomidine can inhibit the
inflammatory response, inhibit the activation of the P38/MSK1/NFκB signaling pathway, and finally
alleviate the anxiety-like behavior of SD mice (the schematic is shown with blue lines).
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Abstract: Glioma is the most common primary malignant brain tumor. The poor prognosis of
gliomas, especially glioblastoma (GBM), is associated with their unique molecular landscape and
tumor microenvironment (TME) features. The epidermal growth factor receptor (EGFR) gene is one
of the frequently altered loci in gliomas, leading to the activation of the EGFR signaling pathway
and thus, promoting the genesis of gliomas. Whether there exist factors within the TME that can
lead to EGFR activation in the context of gliomas is currently unexplored. In total, 702 samples
from The Cancer Genome Atlas (TCGA) and 325 samples from The Chinese Glioma Genome Atlas
(CGGA) were enrolled in this study. Gene signatures related to EGFR signaling and interferon-γ
(IFN-γ) response were established via the LASSO-COX algorithm. Gene Set Enrichment Analysis
(GSEA) and Gene Ontology (GO) analysis were applied for function exploration. Kaplan–Meier
(KM) curves and single sample GSEA (ssGSEA) of immune cell subpopulations were performed to
analyze the prognosis and TME characteristics of different subgroups. Moreover, Western blotting
(WB) and flow cytometry (FCM) demonstrated the correlation between IFN-γ and EGFR signaling
activation and the subsequent induction of programmed death ligand 1 (PD-L1) expression. An EGFR
signaling-related risk score was established, and a higher score was correlated with poorer prognosis
and a more malignant phenotype in gliomas. Biological function analysis revealed that a higher
EGFR-related score was significantly associated with various cytokine response pathways, especially
IFN-γ. Long-term (7 days) exposure to IFN-γ (400 ng/mL) induced the activation of EGFR signaling
in the u87 cell line. Next, an IFN-γ response-related risk score was established; the combination
of these two scores could be used to further reclassify gliomas into subtypes with different clinical
features and TME features. Double high-risk samples tended to have a poorer prognosis and more
immunosuppressive TME. Additionally, FCM discovered that the activation of EGFR signaling via
EGF (100 ng/mL) could trigger PD-L1 protein expression. This research indicates that IFN-γ, an
inflammatory cytokine, can activate the EGFR pathway. The combination of EGFR signaling and
IFN-γ response pathway can establish a more precise classification of gliomas.

Keywords: glioma; EGFR; IFN-γ; tumor microenvironment; classification

1. Introduction

Glioma is the most common primary malignant brain tumor, accounting for approx-
imately 80–85% of malignant brain tumors in adults [1]. It possesses high heterogeneity
and consists of multiple subtypes of tumor cells. Each cell subtype is genetically and func-
tionally different with a unique immunological landscape, such as differences in microglia
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or macrophage composition and T cell infiltration [2,3]. Its striking cellular heterogeneity,
combined with its aggressive nature, contributes broadly to the failure of immunotherapy
and molecular targeted therapies. According to the fifth edition of the World Health Orga-
nization classification of tumors of the central nervous system (WHO CNS5) [4], the median
survival time of glioblastoma (GBM) did not exceed 15 months, with surgical resection,
radiotherapy, and chemotherapy [5].

Epidermal growth factor receptor (EGFR) is a transmembrane tyrosine kinase located
on the chromosome band 7p12. Amplification of EGFR has been observed in approximately
34–39% of GBMs [6–9], which always leads to the overexpression of EGFR and subsequent
activation of downstream signaling pathways. Given the important role of EGFR amplifica-
tion in glioma progression, EGFR amplification has been incorporated as one of the criteria
for molecular classification of GBM in the WHO CNS5 classification [4]. Activation and au-
tophosphorylation of EGFR result in the recruitment of downstream pathway proteins [10].
The downstream pathways of EGFR signaling not only contribute to DNA synthesis and
cell proliferation [11] but also exert an influence on the tumor microenvironment (TME).
For instance, EGFR signaling has been implicated in promoting macrophage infiltration
within the tumor, via the chemokine ligand 2 (CCL2) [12]. Moreover, studies have shown
that the activation of EGFR induces the secretion of programmed death ligand 1 (PD-L1)
to inhibit the function of T cells [13]. In summary, studies reveal that EGFR signaling can
reshape the TME [14], while the role of TMEs and cytokines in the activation of EGFR
signaling remain unclear.

Interferon-γ (IFN-γ) is an important component within the TME that exhibits a dual
role in glioma progression. First, this cytokine demonstrates the ability to directly inhibit the
proliferation and invasion of glioma cells [15,16]. Second, IFN-γ in the TME is necessary for
immune cells to maintain their tumor-killing activity. Studies have shown that the absence
of IFN-γ in chimeric antigen receptor (CAR) T cells may hamper the in vivo antitumor
activity and the activation of host immune cells [17]. Additionally, the presence of the IFN-γ
receptor signaling pathway within GBMs is essential for CAR T therapy [18]. Furthermore,
compared to adjuvant therapy alone, neoadjuvant programmed cell death protein 1 (PD-1)
blockade is associated with the upregulation of IFN-γ-related gene expression to elevate the
antitumor activity [19]. Thus, IFN-γ is an important cytokine induced by immunotherapy.
However, various immunotherapies have failed to improve glioma clinical outcomes. It
is noteworthy that IFN-γ also serves as a significant inducer of PD-L1 expression in the
TME. The increased PD-L1 expression, in turn, leads to T cell dysfunction and apoptosis,
thus contributing to the suppression of inflammatory responses and facilitating tumor
immune evasion [13,20].

Studies have reported some communication between the IFN-γ and EGFR signaling
pathways. In A431 cells, an epidermoid carcinoma cell line, IFN-γ induced a rapid and
reversible tyrosine phosphorylation of EGFR [21]. In ovarian cancer cell lines, although
IFN-γ reduced cell proliferation by 30–40%, it strikingly increased the EGFR expression,
including cell surface receptors and total cellular receptors [22]. However, in a breast
cancer cell line MDA468, IFN-γ inhibited cell proliferation while reducing the number of
available EGFR binding sites, without any change in the EGFR affinity [23]. As for glioma,
no studies have reported that IFN-γ stimulation could directly modulate EGFR expression
or EGFR activity. Since IFN-γ can both inhibit the malignant phenotype of glioma cells and
maintain the killing activity of immune cells, and EGFR serves as an important factor in
glioma progression, it is necessary to explore the effect of IFN-γ on EGFR in gliomas. The
relationship between these two factors is instructive for glioma treatment. For example, if
IFN-γ can increase EGFR activity, IFN-γ may upregulate PD-L1 expression by elevating the
activity of the EGFR pathway. Therefore, inhibition of the EGFR pathway may somewhat
reduce PD-L1 expression caused by IFN-γ stimulation, thus enhancing the tumor-killing
activity of infiltrated immune cells.

This research aimed to explore the relationship between IFN-gamma and EGFR in the
context of gliomas, followed by an investigation of their effects on the TME. The analysis of
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RNA sequencing data sourced from the Cancer Genome Atlas (TCGA) and The Chinese
Glioma Genome Atlas (CGGA) databases revealed a noteworthy correlation between the
activation of the EGFR pathway and IFN-γ pathway, and the activation of these two
pathways significantly affected the immune infiltration and the immune checkpoint gene
expression within the TME. To validate this finding, experiments were conducted using the
U87 cell line, followed by validating the results that IFN-γ can activate the EGFR pathway
and activation of the EGFR pathway can upregulate PD-L1 expression. The results further
support the notion that inflammatory molecules within TME could potentially influence
the specific molecular mechanisms underlying tumor progression. Through our current
research, we provide the promising possibility of a combination of immunotherapy and
EGFR-targeted medicine in gliomas.

2. Methods
2.1. Samples and Datasets

RNA sequencing data and corresponding clinical information of 702 glioma sam-
ples from TCGA-GBM and TCGA-LGG (https://portal.gdc.cancer.gov/, accessed on
1 May 2023) and 325 glioma samples from CGGA-325 (https://www.cgga.org.cn, accessed
on 1 May 2023) were retrospectively enrolled in this study. TCGA mainly covers European
and American races. Therefore, we selected CGGA, the largest glioma database in China,
to validate the results obtained from TCGA. All samples with RNA sequencing data and
clinical data were enrolled without selection. Clinical information included age, gender,
histology, WHO grade, overall survival, chromosome 1p19q codeletion status, and isoci-
trate dehydrogenase (IDH) mutation status. Overall survival was estimated from the date
of diagnosis to the date of last follow-up or the date of death. These two cohorts were
independent with no patients overlapping, and were widely used in glioma research due
to comprehensive data. In total, 186 EGFR signaling pathway-related genes were obtained
from the Genecards Database (https://www.genecards.org/, accessed on 1 May 2023) [24].

This study was conducted based on data from publicly available database sources and
based on experiments using cell lines. Ethical approval was therefore not required.

2.2. Construction of EGFR-Related and IFN-γ-Related Prognostic Gene Signatures

In total, 186 EGFR signaling pathway-related genes were obtained from the Genecards
Database. In all the following processes, genes were selected based on statistical significance,
namely p-value less than 0.05. To analyze whether expression, a continuous variable, had
an effect on survival, univariate Cox regression analysis was performed in the TCGA and
CGGA cohorts separately. Genes with significantly different expression patterns based on
EGFR amplification status in IDH1-wildtype GBMs were screened out. In total, 23 genes
that were retained in the results of all the above processes were selected.

A risk model was established using the TCGA dataset, after which the parameters
obtained from this risk model were substituted into the CGGA dataset for validation. To
prevent overfitting in the generation of a risk model with too many variables, the least
absolute shrinkage and selection operator (LASSO) machine learning algorithm [25] was
employed to dimensionally downscale the 23 genes. To find independent prognostic factors
in the presence of multiple variables, multivariate Cox regression analysis was used for the
remaining 9 genes. Finally, 4 genes that independently affected prognosis were retained
and used to construct a risk model. The risk score for all patients was determined by
summing the regression coefficients of the selected genes multiplied by the corresponding
expression values.

For the IFN-γ-related risk score, the process was similar to that just used for EGFR.
In total, 200 IFN-γ response genes were involved, followed by selection via multivariate
Cox regression analysis, LASSO, and univariate Cox regression analysis to construct IFN-γ-
related prognostic gene signatures. In summary, 4 genes and 8 genes were used to establish
EGFR-related and IFN-γ-related prognostic gene signatures, respectively.
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2.3. Biological Function and Signaling Pathway Analysis

Patients from both datasets were divided into high-risk and low-risk groups based
on the median risk score as a threshold. Pearson correlation analysis was conducted to
determine genes that were positively correlated with the risk score (R > 0.4, p < 0.05). The
two variables were considered to be relatively strongly correlated when the R-value was
greater than 0.4, and genes selected for the ensuing pathway enrichment could not be too
few, with 0.4 used as the cut-off criterion. The TCGA and CGGA cohorts were analyzed
separately. The correlation results were used individually for Gene Set Enrichment Analysis
(GSEA). The intersection of positively correlated gene sets from the two cohorts was taken
for gene ontology (GO) analysis. This was due to the different data entry requirements of
GSEA and GO, where GSEA requires a gene set with correlation coefficients, while GO only
requires a gene set containing the gene name. The database of all pathway enrichments
came from the MSigDB database version 7.2. The pathway enrichment was conducted
using the ClusterProfiler R package [26]. This package is conducive to enrichment analysis
based on a given gene set. PROGENy was used to calculate the pathways activity score
(N = 11) [27]. The PROGENy algorithm can infer the activation of 11 tumorigenesis-related
signaling pathways based on gene expression.

2.4. Comprehensive Analysis of Immune and Molecular Characteristics

The ssGSEA method was used for immune cell infiltration and inflammation activ-
ity [28]. Also, the ESTIMATE R package was used to evaluate the purity of gliomas and the
proportion of infiltrating immune cells and stromal cells [29].

2.5. Cell Culture for Western Blot (WB) and Flow Cytometry (FCM)

The GBM cell line u87 was collected from the Institute of Biochemistry and Cell Biology,
Chinese Academy of Science, and was cultured in Dulbecco’s modified Eagle’s medium
(DMEM, Corning, NY, USA) supplemented with 10% fetal bovine serum (FBS, Gibco,
Grand Island, NY, USA) and 1% penicillin–streptomycin (Gibco). To analyze the function
of IFN-γ on EGFR signaling activation, the u87 cell was exposed to IFN-γ (400 ng/mL,
PeproTech, Cranbury, NJ, USA) for 7 days. Next, total protein was extracted for WB assay,
and whole-cell lysates were prepared on ice in RIPA buffer. A microplate spectropho-
tometer (Infinite M200 PRO, Tecan, Männedorf, Switzerland) was used to determine the
protein concentration via Coomassie Brilliant Blue. An amount of 40 mg of total protein
from cell lysates was loaded on a 10% SDS-PAGE gel and then transferred to the PVDF
membrane (Merck Millipore, Burlington, MA, USA). After 5% skimmed milk closure, the
primary antibody was diluted with 1X TBST (Tris-buffered saline with Tween-20). Primary
antibodies included EGFR (Abcam ab52894, 1:1000), p-EGFR (Abcam ab32430, 1:1000), and
glyceraldehyde 3-phosphate dehydrogenase (GAPDH) (Proteintech 60004-1-Ig, 1:10,000).
The membrane was incubated with primary antibodies at 4 ◦C overnight and then with
horseradish peroxidase-conjugated secondary antibodies (ZSGB-BIO, Beijing, China) for
1 h at room temperature. The ECL Western Blotting Detection System (Bio-Rad, Hercules,
CA, USA) was used to visualize protein signals. GAPDH was used as the loading control
to quantify relative protein levels. Additionally, for flow cytometry (FCM) analysis, after
exposure to Epidermal Growth Factor (EGF) (100 ng/mL for 48 h), 1 × 105 u87 cells in EGF
treatment and negative control (NC) groups were harvested and washed twice before PD-
L1 antibody (BioLegend, PE anti-human PD-L1, No. 393608) staining for 30 min. Unbound
antibodies were then washed out by PBS, and PD-L1 protein expression on the tumor cell
surface was tested by FCM.

2.6. Statistical Analysis

All statistical analyses were performed using R software (version 4.1.1; https://www.r-
project.org/, accessed on 1 May 2023), a free software environment for statistical calculation
and graphics. The log-rank test and Kaplan–Meier method were used to evaluate survival
time and calculate survival differences, which were conducted via R package survival [30].
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The correlation between risk score and gene expression was tested using Pearson correlation
analysis. The continuous variables between the two groups were compared using Student’s
t-test. For categorical variables, Fisher’s exact and Chi-square tests were used for group
comparison. A p-value of less than 0.05 was considered statistically significant.

3. Results
3.1. Establishment of an EGFR Pathway-Related Prognostic Gene Signature

A total of 186 genes involved in the EGFR signaling pathway were included based
on information obtained from the Genecards Database. First, 74 prognosis-related genes
were identified using the univariate Cox regression. Among these genes, 23 genes that
showed significant differences in expression based on the EGFR gene amplification status
were sorted out (Figure 1A). In total, 4 final candidate genes, MAP3K14, RHOC, STAT1,
and VAV3 (Figure 1B–D) were determined using the LASSO algorithm and subsequent
multivariate Cox regression analysis. The risk score was constructed using these genes and
their corresponding Cox regression coefficients via the formula: 0.23 × MAP3K14expr +
0.21 × RHOCexpr + 0.20 × STAT1expr + 0.23 × VAV3expr. Moreover, there was a significant
difference in the expression of four candidate genes and the risk score between the EGFR
amplified group and the non-amplified group (p < 0.05, Figure 1E). The overall process of
constructing EGFR-related signatures is demonstrated in Supplementary Figure S1.

1 
 

 
Figure 1. The establishment of EGFR pathway-related prognostic gene signature. (A). The screening
process of the 23 EGFR pathway-related prognostic genes; (B,C). LASSO coefficient profiles of
the remaining 23 genes; (D). Multivariate Cox regression analysis of the remaining 9 genes in the
TCGA cohort; (E). The 4 left genes and the risk score distribution in the EGFR amplification and
non-amplification groups (* means p < 0.05; ** means p < 0.01; **** means p < 0.0001).
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3.2. Clinic Pathological Features Related to the EGFR Pathway-Related Prognostic Gene Signature
in Gliomas

To investigate the clinical and pathological relevance of the gene signature, the correla-
tion between risk score and various clinicopathological factors was evaluated in this study.
Figure 2A,B illustrates the ordering of patients based on the risk score in both datasets.
The results revealed that risk score was positively associated with age at diagnosis, and
lower risk score was significantly associated with low-grade gliomas, IDH mutation, and
chro 1p/19q codeletion. This suggests that the EGFR pathway-based signature predicts the
malignant phenotype. For further evaluation of the correlation between this gene signature
and patient survival time, all glioma patients were classified into high-risk or low-risk
groups according to the median cut-off point. Compared to the high-risk group in the
TCGA set, the low-risk group had a significantly better prognosis (log-rank p < 0.0001,
Figure 2C). To enhance the practicality of clinical application for individual glioma patients,
a nomogram model was developed, which incorporated prognostic factors including risk
score to predict overall survival at 1, 3, and 5 years (Figure 2E). The model demonstrated
that the nomogram had superior predictive ability and could facilitate clinical decision-
making. In addition, the above conclusions were validated in the CGGA independent
cohort (Figure 2D,F).

 

2 

 
 Figure 2. The risk score distribution and prognosis prediction of EGFR pathway-related risk score.

(A,B). The expression pattern of risk score and 4 genes in glioma samples in the TCGA set (A) and
the CGGA set (B); (C,D). Kaplan–Meier curves present risk score is negatively related with prognosis
in the TCGA set (C) and the CGGA set (D); (E,F). The model, including risk score, demonstrates that
the nomogram possesses superior predictive ability and can facilitate clinical decision-making in the
TCGA set (E) and the CGGA set (F) (**** means p < 0.0001, NS means no significance).
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3.3. Biological Processes and Signaling Pathway Analysis

Principal component analysis (PCA) of the transcriptome demonstrated that high-risk
and low-risk groups had different transcriptomic expression profiles in the TCGA cohort
(Figure 3A). The CGGA cohort had a similar PCA result (Figure not shown). Given that
the transcriptome tumor underlies biologic characteristics, for example, higher oncogene
transcription leads to a more malignant phenotype, the PCA result suggests that high-risk
and low-risk groups may have different biological profiles.

 

3 

 

Figure 3. The biological function of EGFR pathway-related prognostic gene signature. (A). There is
separation between the high-risk and low-risk groups in the TCGA cohort; (B). The 315 overlapped
genes positively associated with risk score (R > 0.4, p < 0.0001) between the TCGA and CGGA sets;
(C). BP analysis indicates that risk score is positively related with multiple cytokines pathways; (D,E).
GSEA reveals the relationship between risk score and IFN-γ response pathway in the TCGA set
(D) and the CGGA set (E); (F). WB assay demonstrates that long-term exposure to IFN-γ (400 ng/mL,
7 days) can trigger the activation of EGFR pathway in u87 GBM cell line; (G,H). Heatmap of signaling
pathway activity scores by PROGENy in the TCGA set (G) and the CGGA set (H).

To further explore the distinct biology, Pearson correlation analysis between risk score
and other genes in whole genome gene profiling was conducted. In total, 315 positively
correlated genes (R > 0.4, p < 0.05), intersecting with the TCGA and CGGA populations,
were selected for GO analysis (Figure 3B). Biological process (BP) analysis pointed out that
multiple cytokine-related pathways were positively correlated with the EGFR pathway-
related risk score, especially IFN-γ-related signaling (Figure 3C). GSEA analysis in the
TCGA and CGGA cohorts showed that the gene signature was enriched in IFN-γ response
signaling in both cohorts (Figure 3D,E). The long-term exposure to IFN-γ (400 ng/mL,
7 days) triggered the activation of the EGFR pathway in the u87 GBM cell line (Figure 3F),
which provided further evidence for the findings obtained by pathway enrichment.

Finally, NF-κB, JAK-STAT, and TNFα signaling pathways were significantly activated
in the high-risk group (Figure 3G,H). All the results revealed that the EGFR pathway-
related prognostic gene signature was linked with various malignant pathways and tumor
malignant behaviors.
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3.4. Establishment of an IFN-γ-Related Prognostic Gene Signature

Based on the results of the pathway analysis, the combination between the EGFR-
related signature and the IFN-γ response pathway was investigated. The process of
setting the EGFR-related risk score was repeated, but based on 200 IFN-γ response genes
(Figure 4A–C). In total, eight genes were left to construct an IFN-γ-related prognostic gene
signature. The overall process of constructing IFN-γ-related signatures is demonstrated in
Supplementary Figure S2. Next, the combined function of the above two signatures was
explored. Prognostic analysis subsequently revealed distinct survival outcomes among
these patient groups. The patients with low scores exhibited the most favorable prognosis,
those with high and low scores displayed intermediate prognosis, and those with high
scores demonstrated the poorest prognosis in both the TCGA and CGGA RNA-seq sets
(Figure 4D,E, p < 0.0001). This indicated that the combination of these two signatures had a
strong prognostic predictive power. Notably, a strong positive correlation was observed
between the EGFR-related signature and the IFN-γ-related signature (Figure 4F,G; TCGA:
R = 0.88, p < 0.0001; CGGA: R = 0.30, p < 0.0001). To further explore this relationship, glioma
patients were stratified based on the median values of both scores. The majority of the
patients exhibited either high or low scores in both signatures, and only a small proportion
of patients displayed a combination of high and low scores (Figure 4H).

 

4 

 
Figure 4. The establishment of IFN-γ response pathway signature and the relationship between EGFR
pathway-related and IFN-γ response pathway prognostic gene signature. (A,B). LASSO coefficient
profiles of IFN-γ response genes; (C). Multivariate Cox regression analysis of the selected genes in the
TCGA set; (D,E). The combination of EGFR pathway-related and IFN-γ response pathway signatures
can divide glioma samples into 4 groups with distinct prognosis in the TCGA set (D) and the CGGA
set (E); (F,G). The relationship between the above two signatures in the TCGA set (F) and the CGGA
set (G); (H). The majority of patients exhibit either high or low scores in both signatures, with only a
small proportion of patients displaying a combination of one high and one low score in the TCGA
and CGGA sets.
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3.5. Immune Cell Infiltration and Inflammatory Profiles Related to the Gene Signature

The TME characteristics of gliomas were assessed using the ESTIMATE algorithm [29].
The results showed that in the TCGA dataset, a higher score was observed in the patients
with high scores (Figure 5A), while immune and stromal scores were also higher in the
patients with high scores (Figure 5B,C). The patients with low scores had higher tumor
purity (Figure 5D), which predicted a better prognosis [31]. Similar results were found
in the CGGA dataset (Figure 5E–H). For the distribution of immune cell subsets, various
immune cells were enriched in the high-risk group, such as memory CD4+ and CD8+ T
cells (Figure 6A). However, exhausted T cells and regulatory T cells were also enriched in
the high-risk group. Additionally, high-risk patients expressed higher levels of immune
checkpoint molecules (Figure 6B), such as PD-1, PD-L1, and IDO1, which further suggests
stronger immunosuppression in the high-risk group. To further validate the results, flow
cytometry (FCM) was used to analyze the protein expression of PD-L1 on the surface of the
u87 cell line. The result revealed that EGF (100 ng/mL, 48 h), an agonist of EGFR signaling,
could remarkably upregulate PD-L1 protein expression (Figure 6C).

 

5 

 Figure 5. Differences among immune phenotypes of combination of the two signatures in terms
of four glioma immune microenvironment signatures. (A–D). The comparison of the ESTIMATE,
immune and stromal scores and tumor purity among distinct groups in the TCGA cohort; (E–H). The
validation of above results in the CGGA cohort.
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6 

 Figure 6. Immune cell infiltration and inflammatory profiles related to the gene signatures. (A). The
distribution of various immune cell subpopulations in distinct groups; (B). The distribution of
immune checkpoint molecules in different groups; (C). The flow cytometry verifies the activation of
EGFR pathway via EGF (100 ng/mL 48 h) can upregulate PD-L1 expression on the surface of u87 cell
line (*** means p < 0.001).

4. Discussion

Recently, the discovery of the lymphatic system in the central nervous system (CNS)
has challenged the notion that CNS is an immune-privileged site [32,33], and an increasing
number of studies have focused on the crosstalk between glioma progression and the
TME. The transmitters, chemokines, and cytokines within the TME could not only enhance
tumor progression and invasion, as well as immune evasion but also enhance resistance
to therapy [14]. For instance, CCL2 overexpression could reduce TMZ-induced apoptosis
by activating AKT signaling, thus leading to TMZ resistance [34]. The activation of the
oncogenic pathway in glioma cells could alter cell secretion and thus TME composition. The
EGFR pathway plays a key role in the secretion of multiple cytokines and the infiltration
of immune cells. EGFR variant III (EGFRvIII) could potentiate IL-1β and IL-6 secretion
in GBM cells [35]. For immune cell composition, activation of EGFR signaling could
induce CCL2 expression and then elevate the infiltration of tumor-associated macrophages
(TAMs) in the TME [12]. It has been found that EGFR-induced changes in the TME can in
turn increase the malignant phenotype or drug resistance of glioma cells, which further
illustrates the potential therapeutic benefit of targeting EGFR. As a result, it is necessary to
have a deeper understanding of the modulation of the EGFR pathway, and the upstream
regulation mechanism of EGFR signaling in gliomas remains unclear.

In this study, a comprehensive analysis of RNA-seq data from TCGA and CGGA was
conducted to construct an EGFR pathway-related prognostic gene signature, including four
genes (MAP3K14, RHOC, STAT1, and VAV3), with a good prediction for clinical outcomes.
All the above four genes were reported to be oncogenic in gliomas. Guo et al. discovered
that VAV3 can regulate GBM cell proliferation, invasion, and cancer stem-like cell self-
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renewal [36]. In addition, RHOC was reported to be involved in the downstream of EGFR
signaling, and knock-down RHOC can inhibit EGF-induced VEGF expression [37]. More-
over, STAT1 plays a key role in the glioma malignant phenotype, and STAT1 downregula-
tion can inhibit the aggressiveness of GBM cells by regulating the epithelial–mesenchymal
transition (EMT) [38]. Furthermore, MAP3K14 can promote cell invasion by regulating
mitochondrial dynamics and trafficking [39]. Based on PROGENy (Figure 3G,H), this
signature related to four genes can reflect the activation of the EGFR signaling pathway.

There was a positive correlation between the activation of the EGFR-related pathway
and the activation of the IFN-γ response pathway. This correlation may be explained by
the fact that the downstream of the EGFR and IFN-γ receptors have some overlapping
with each other. In hepatocellular carcinoma cells, EGF and IFN-γ both activated PD-L1
expression via the MAPK signaling pathway, which can be blocked by the MEK inhibitor
selumetinib [40]. In melanoma, IFN-γ activated the JAK-STAT-IRF1 pathway, resulting in
IRF1 binding to PD-L1 promoter [41]. As for EGFR signaling, it triggered the activation
of STAT transcription factors [11]. Research has reported that EGF could induce STAT1
expression to exacerbate the IFN-γ-mediated PD-L1 axis in EGFR-positive cancer cell lines,
excluding glioma, and blockade of EGFR by afatinib inhibited EGF- and IFN-γ-mediated
PD-L1 expression [42]. This downstream overlapping provides a plausible explanation for
the positive correlation between the IFN-γ-related and EGFR-related risk scores.

Notably, this study revealed that IFN-γ can indeed upregulate the phosphorylated
form of EGFR, indicating that this pro-inflammatory cytokine can serve as an upstream
inducer of the EGFR pathway in gliomas. Moreover, the results verified that activation of
EGFR can upregulate PD-L1 expression, and thus, the upregulation of EGFR activity may
be one of the pathways by which IFN-γ stimulates PD-L1 expression. Although IFN-γ has
been reported to lead to increased EGFR activity in other cancer types [21,22], it is notable
that this relationship persists in glioma, a CNS tumor with an immune microenvironment
completely different from that of peripheral solid tumors. This direct relationship is
expected to be one of the therapeutic targets. For example, IFN-γ is one of the indicators
that rise in immune cell therapy. Given the dual nature of IFN-γ effects, if its ability to
promote PD-L1 expression is inhibited, the efficacy of immune cells can be raised in theory.
Based on the findings, inhibition of EGFR may help achieve this goal, which provides a
preliminary theoretical basis for the combination of immune cell therapy and EGFR-targeted
drugs. A study reported that the blockade of EGFR by afatinib resulted in decreased STAT1
and IRF-1 levels, and disabled the IFN-γ-STAT1-mediated PD-L1 axis in vitro and in vivo
for oral cancer and lung cancer [42]. Whether this result can be reproduced in gliomas
deserves to be explored in future studies.

In total, 1027 glioma samples were divided into four groups based on EGFR and
IFN-γ related signatures. This shows that the combination of two risk scores could predict
immune infiltrating cells within the glioma TME. Patients in the high-risk group exhibited
low-purity tumors and increased infiltration of immune cells, which indicates that high-risk
gliomas induce more immune responses and attract more immune cells to infiltrate due to
their greater proliferation and invasion properties. However, it is also important to note
that the highest level of inhibitory immune cell infiltration and the highest level of immune
checkpoint molecular expression were also observed in the high-risk group. This indicates
a strong immunosuppressive TME, which can be reflected by significantly more exhausted
T cells in the high-risk group. High activation of these two pathways in the high-risk
group may contribute to the high expression of immune checkpoints such as PD-L1. High
activation of EGFR may also lead to a more suppressed TME [12,43]. This paradoxical
observation suggests that the host has a potentially strong immune response to high-risk
gliomas, but it is inhibited by stronger immunosuppressive mechanisms, which highlights
the need to reverse the inhibitory TME to unleash the full potential of the intrinsic antitumor
immune response. Therefore, from the perspective of immune cell infiltration, it can be
speculated that high-risk patients may exhibit a more effective antitumor immune response
when receiving immunotherapy, as long as the inhibitory TME is adequately modulated.
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The combination of EGFR and IFN-γ related scores is helpful for clinical decision-
making. If a patient has a high-risk score, it suggests that this patient may have a poorer
prognosis, and a more aggressive treatment should be taken. In addition, as discussed
earlier, patients with high-risk scores may be good candidates for immunotherapy when
the TME is adjusted. Based on the findings, EGFR-targeted drugs may be a good choice for
patients with high-risk scores to have their TME modulated. Thus, patients with high-risk
scores may be well suited for a combination of immunotherapy and EGFR-targeted agents,
which is currently rarely investigated in gliomas and deserves further exploration.

There are several limitations in this research. First, preliminary in vitro experiments
were only conducted to validate the activation of EGFR by IFN-γ. The specific mechanism
by which IFN-gamma leads to the elevation of phosphorylated EGFR was not explored,
which is important for elucidating the clear interaction between the two and deserves
further investigation in vitro and in vivo in future studies. Second, the expression of
immune checkpoint molecules and immune cell content in the TME was calculated by RNA
expression data. Future studies could validate the conclusions at the protein level using
patient specimens and immunostaining techniques.

In conclusion, this study provides novel insights into the relationship between IFN-γ-
related and EGFR-related pathways in glioma patients. Moreover, the results demonstrate
that IFN-γ could be an upstream inducer of EGFR signaling activation. Based on this
relationship, EGFR-related and IFN-γ-related signatures were jointly used to divide the
glioma patients. High-risk patients tended to have poorer prognosis and more inhibitory
TME. Therefore, these patients may be more suitable for immune checkpoint blockade
(ICB) therapy or other immunotherapeutic approaches, which warrants further validation
for a clinical cohort in a follow-up study.

Supplementary Materials: The following supporting information can be downloaded at: https://
www.mdpi.com/article/10.3390/brainsci13091349/s1, Supplementary Figure S1. The process of
constructing EGFR-related signature. Supplementary Figure S2. The process of constructing IFN-γ
response-related signature.
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Abstract: Insomnia, often associated with anxiety and depression, is a prevalent sleep disorder.
Biofeedback (BFB) treatment can help patients gain voluntary control over physiological events
such as by utilizing electroencephalography (EEG) and electromyography (EMG) power. Previous
studies have rarely predicted biofeedback efficacy by measuring the changes in relative EEG power;
therefore, we investigated the clinical efficacy of biofeedback for insomnia and its potential neural
mechanisms. We administered biofeedback to 82 patients with insomnia, of whom 68 completed
10 sessions and 14 completed 20 sessions. The average age of the participants was 49.38 ± 12.78 years,
with 26 men and 56 women. Each biofeedback session consisted of 5 min of EMG and 30 min of EEG
feedback, with 2 min of data recorded before and after the session. Sessions were conducted every
other day, and four scale measures were taken before the first, fifth, and tenth sessions and after the
twentieth session. After 20 sessions of biofeedback treatment, scores on the Pittsburgh Sleep Quality
Index (PSQI) were significantly reduced compared with those before treatment (−5.5 ± 1.43,t = −3.85,
p = 0.006), and scores on the Beck Depression Inventory (BDI-II) (−7.15 ± 2.43, t = −2.94, p = 0.012)
and the State-Trait Anxiety Inventory (STAI) (STAI-S: −12.36 ± 3.40, t = −3.63, p = 0.003; and STAI-T:
−9.86 ± 2.38, t = −4.41, p = 0.001) were significantly lower after treatment than before treatment.
Beta and theta power were significantly reduced after treatment, compared with before treatment
(F = 6.25, p = 0.014; and F = 11.91, p = 0.001). Alpha power was increased after treatment, compared
with before treatment, but the difference was not prominently significant (p > 0.05). EMG activity
was significantly decreased after treatment, compared with before treatment (F = 2.11, p = 0.015). Our
findings suggest that BFB treatment based on alpha power and prefrontal EMG relieves insomnia as
well as anxiety and depression and may be associated with increased alpha power, decreased beta
and theta power, and decreased EMG power.

Keywords: biofeedback; insomnia; EMG; EEG; alpha power

1. Introduction

Insomnia has significant long-term health consequences [1], with prevalence ranging
from 4–36% among teens to 9–50% among adults [2], and comorbid insomnia-related
conditions such as depression and anxiety are common in patients [3]. The American
Academy of Sleep Medicine clinical practice guidelines and the European guidelines for
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treating insomnia recommend cognitive behavioral therapy (CBT-I) as the first-line treat-
ment for chronic insomnia in adults [4]. If CBT-I is unavailable or ineffective for adult
insomnia, benzodiazepines (BZDs), non-BZD receptor agonists, melatonin receptor ago-
nists, antidepressants, and antipsychotics should be considered. However, these drugs will
produce side effects [5], emphasizing the need for more non-pharmaceutical interventions
for insomnia.

The disruption of hyperarousal, cortical activation, cognition, and somatic dysfunction
are common clinical features of insomnia [6]. Hyperarousal can be detected by elevated
cortisol levels, heightened muscle tension, high heart rate (HR) variability (HRV), and
self-reporting. Increased high-frequency electroencephalography (EEG) activity (beta and
gamma), decreased delta activity, and increased rapid eye movement EEG in states of
excessive arousal are EEG indicators [7]. Therefore, changing the above indicators through
different interventions is not only expected to have therapeutic effects on insomnia but can
also be used to monitor the effectiveness of the interventions.

Biofeedback (BFB) is a non-invasive behavioral therapy that helps patients gain volun-
tary control over physiological events. Previous research has shown that BFB treatment can
benefit disorders such as epilepsy [8], migraine [9], stroke [10], chronic insomnia [11,12],
anxiety [13], attention-deficit/hyperactivity disorder [14,15], autism spectrum disorder [16],
and major depression [17]. As a BFB method, neurofeedback training allows individuals
to independently adjust specific brain activities, thereby changing their cognitive func-
tions [18]. BFB is based on the idea that autonomic responses may be conditioned by
instrumentation and includes biological monitors and sensors such as electromyography
(EMG), EEG, electrodermal activity, skin temperature, HR, HRV, and end-tidal carbon
dioxide [19]. Relative power may be a more stable and sensitive method for detecting
non-rapid eye movement EEG signals in patients with insomnia [20]. Alpha signals are
observed when a person is awake, calm, prepared, meditating, or relaxed [21]. Increasing
alpha power can reduce symptoms of anxiety and depression [22] and improve working
and episodic memory [23]. Increased forehead muscle tone is considered a sign of psy-
choemotional tension or stress [24]. EMG feedback reduces muscle tension and arousal
associated with some types of insomnia and promotes sleep onset [11]. Initial pressure
in insomniacs correlated positively with improved sleep, based on EMG findings [25]. In
fact, some patients with insomnia can be treated using BFB to reduce muscle tension in the
center of the forehead [26]. Therefore, the combination of the increased alpha frequency
band of EEG and decreased frontal EMG power caused by BFB treatment can further
increase the effectiveness of BFB in treating insomnia.

Previous studies have not analyzed the changes in EEG relative power after BFB
treatment to assess its effectiveness. Therefore, we hypothesized that by increasing EEG
alpha BFB treatment in insomnia patients, other frequency bands of brain power could
be altered to achieve relief. We evaluated the clinical effectiveness of BFB treatment using
the Pittsburgh Sleep Quality Index (PSQI) to measure insomnia and the Beck Depression
Inventory (BDI-II) and State-Trait Anxiety Inventory (STAI) to measure emotional status.
We analyzed the related results of EEG and frontal EMG power by monitoring the rel-
ative power before and after the BFB treatment. This study also explored possible BFB
treatments to improve clinical understanding of this therapy and provides a reference for
clinical practice.

2. Methods
2.1. Participants

We recruited 135 right-handed patients with primary insomnia from the Department
of Neurology, Xuanwu Hospital, Capital Medical University, between 2014 and 2023, and
excluded 14 patients who did not meet the inclusion criteria. A total of 121 patients with
insomnia were treated using BFB. During this treatment, 82 patients completed more than
10 BFB sessions and 14 completed more than 20 sessions (Figure 1). Patients with incomplete

49



Brain Sci. 2023, 13, 1542

data and those receiving fewer than 10 sessions were excluded. Participants were instructed
to maintain a sleep diary upon returning home.
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Figure 1. Flow diagram of the study. BFB, biofeedback.

The inclusion criteria were as follows: (1) a diagnosis of chronic insomnia (for more
than 3 months) according to the Diagnostic and Statistical Manual of Mental Disorders,
fourth edition; (2) age ≥ 18 years and non-perimenopausal women; (3) PSQI > 6 points [27];
(4) patients currently taking insomnia medication (they did not need to discontinue their
medication, but their dose remained stable for 1 month before the experiment); (5) a neuro-
logical examination revealing no positive findings; (6) accessible audio-visual equipment to
complete the questionnaires and examinations required for the study; and (7) an informed
consent form signed by the patient or their family member. Exclusion criteria were as
follows: (1) patients with a history of other mental illnesses, alcohol or drug abuse or
dependence, or low intelligence; (2) clinical evidence of neurological or other physical
diseases, including respiratory, cardiac, renal, hepatic, and endocrine disorders; (3) women
who were pregnant or breastfeeding; (4) patients undergoing psychotherapy or counseling
concurrently; (5) insomnia caused by other organic diseases; and (6) medical conditions
that, in the investigator’s opinion, precluded participation in the study.

2.2. Data Collection

Sociodemographic and clinical data were collected from patients, including age, sex,
education level (coded as 1, illiterate; 2, primary school; 3, junior high school; 4, senior
high school; 5, junior college; 6, bachelor’s degree; and 7, master’s degree), insomnia
medication use and duration, and disease duration (number of years since diagnosis). We
excluded illiterate patients to improve cooperation and included only those with primary
or higher education. Moreover, the participants completed the study records and provided
informed consent.

2.3. BFB Treatment

We conducted the BFB treatment at Xuanwu Hospital using BioNeuro Infiniti Bio
3000C V6.0.3 (T.T. Thought Technology Co., Montreal, QC, Canada). The eight-channel
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ProComp Infiniti encoder was used to collect data. The EEG signal was sampled at 256 Hz,
with a bandpass of 0.5–70 Hz and a time constant of 0.3. The reference and ground
electrodes were placed in the binaural mastoid with a pair of ear clips, and the impedance
values were adjusted to below 5 kΩ. The signal electrodes of the EEG sensor were placed
at the Cz point according to the International 10/20 System [28]. The EMG sensor was
attached to the forehead with a headband.

Before and after the BFB treatment, EEG/EMG power was measured for 2 min while
the participants were at rest. A 5 min period of decreasing frontal EMG BFB was followed
by a 30 min period of increasing alpha power (8–12 Hz) neurofeedback training. Ten BFB
sessions lasted 1 month and were conducted on Mondays, Wednesdays, and Fridays during
the first and third weeks, and on Tuesdays and Thursdays during the second and fourth
weeks. To avoid movement artifacts, participants were instructed to remain as still as
possible during the experiment. All participants received the same treatment (Figure 2).
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Figure 2. Experimental program schematic. (a) Biofeedback treatment flow chart for one session.
(b) All process sketches including biofeedback treatment sessions and scale assessments. BDI-II, Beck
Depression Inventory; BFB, biofeedback; EEG, electroencephalography; EMG, electromyography;
PSQI, Pittsburgh Sleep Quality Index; STAI-S/T, State-Trait Anxiety Inventory.

We adjusted the feedback thresholds based on the baseline measures at each session us-
ing the following formulae [26]: reinforcer: alpha mean amplitude (standard deviation/4);
and inhibitor: EMG mean amplitude (standard deviation/2). All treatment sessions were
conducted by the same experienced supervisor. During treatment, the therapist could
adjust the threshold artificially and ensure that rewards were administered at 50–80% of
the baseline [29]. A reward percentage was determined by the therapist and adjusted
according to the participant’s motivation. To ensure participants were retained in the study,
more feedback was provided if they were not motivated to complete all the neurofeedback
sessions. For example, when training to increase alpha, if their alpha power was above the
threshold, i.e., when the patient was relaxed, they would continuously hear beautiful music
and watch beautiful scenery videos. The music and videos would stop if the alpha power
fell below the threshold. At that point, participants needed only to adjust their own state
of being and wait until the body and brain were completely relaxed. As the alpha power
increased, the participant would resume hearing the music and viewing the video. If the
therapist set the threshold too high and the patient struggled to reach it, their motivation
was greatly reduced, especially if the patient was very anxious and could not concentrate
long enough to complete the therapy. If the threshold was set too low, the patient could
easily maintain motivation and the point of the therapy was negated. Video and audio
playback were also important; a noisy video was not conducive to maintaining a relaxed
and calm mood, and a lagging video led to patient irritation.
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2.4. Evaluation

Primary outcome: EEG alpha power, beta power, theta power, and prefrontal EMG
power were recorded before and after each BFB treatment session. Secondary outcome:
sleep conditions (PSQI), depression severity (BDI-II), and anxiety severity (STAI) were
assessed at baseline and after the fifth, tenth, and twentieth treatments [22]. In addition,
the Treatment Emergent Symptom Scale and the Adverse Event Scale were completed.

PSQI is a self-rated questionnaire that assesses sleep quality and disturbances over
a l-month time interval. Nineteen individual items generate seven “component” scores:
subjective sleep quality, sleep latency, sleep duration, habitual sleep efficiency, sleep dis-
turbances, use of sleeping medication, and daytime dysfunction. Each item is scored on
a scale from 0 to 3 points, and the total score ranges from 0 to 21 points. PSQI > 6 points
reflects poor sleep quality [27]. The Cronbach’s α coefficient for internal consistency of the
total PSQI score was 0.84, which showed high reliability [30].

The revised BDI-II [31] is a widely used measure for assessing the severity of depres-
sion in psychiatric patients and for screening for possible depression in normal populations,
according to the DSM-IV criteria for the diagnosis of depressive disorders. The BDI-II
is scored by summing the highest ratings for each of the 21 items. Each item is rated on
a 4-point scale ranging from 0 to 3, and the total scores can range from 0 to 63. BDI-II total
scores of 0 to 13 indicate “minimal” depression; totals of 14 to 19 indicate “mild” depression;
totals of 20 to 28 indicate “moderate” depression; and totals of 29 to 63 indicate “severe”
depression. The BDI-II proved to be internally consistent (Cronbach’s α = 0.840) [32].

The STAI has 40 items, with 20 items each for the State-Trait Anxiety Inventory–State
(STAI-S) and State-Trait Anxiety Inventory–Trait (STAI-T). The STAI-S assesses the current
state of anxiety by asking respondents how they feel “right now” using items that measure
subjective feelings of apprehension, tension, nervousness, worry, and autonomic nervous
system activation/arousal. The STAI-T assesses relatively stable aspects of “anxiety prone-
ness,” including general states of calmness, confidence, and security. Internal consistency
alpha coefficients are quite high, ranging from 0.86 for high school students to 0.95 for
military personnel [33]. The Cronbach’s α for the STAI-S was 0.950 and for the STAI-T was
0.926 in previous studies [34].

2.5. Data Preprocessing

Real-time online processing and display of results for the EEG and EMG signals were
acquired using the amplifier. Unit time segmentation of the acquired signals was performed.
Signal processing and analysis were performed in each segment. First, a 50 Hz trap was
applied to the signal to filter out the industrial frequency noise, and then high- and low-pass
filtering (0.5–45 Hz) was applied to remove unwanted signals using an infinite impulse
response filter. Wavelet transform was performed on the pre-processed signal to decompose
the alpha signal from 8 to 13 Hz and calculate the mean value. EMG signals were similarly
captured, with high- and low-pass filtering per unit of time, and then averaged to calculate
the display of real-time results [35–37].

2.6. Analysis

Data regarding age, disease course, educational background, and baseline scores (PSQI,
BDI-II, and STAI-S/T) were analyzed using Wilcoxon rank-sum tests. Sex and insomnia
medication use was analyzed using chi-square analysis. Linear mixed-effects models
(LMMs) were used to analyze the PSQI, BDI-II, and STAI-S/T scores at baseline and after the
fifth, tenth, and twentieth sessions. To assess the effect of the intervention over time, LMMs
were used for repeated measures data. When repeated measures data were missing at
random, LMMs provided accurate parameter estimates. Four time points were considered
in the fitting of the models (baseline and after the fifth, tenth, and twentieth sessions).

As the primary outcome of our analysis of EEG alpha, beta, theta, and frontal EMG
power, we defined the time coefficient as a measure of the effect of BFB over time and
analyzed the results using analysis of repeated variance measures. The “post- vs. pre-
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treatment” coefficient represents the difference between before and after treatment, or the
immediate effect, and the “time×treatment” coefficient describes the long-term trend. The
change in EMGs was defined as the difference between the first EMG and the last EMG
after treatment. The changes in scale (PSQI/BDI-II/ STAI-S/T) scores were defined as the
first measured scale score minus the last measured scale score. Pearson correlation analyses
were conducted for these two variables. Statistical analysis was conducted with SPSS
Statistics for Windows, version 26.0. Differences were regarded as statistically significant at
p ≤ 0.05.

3. Results
3.1. Clinical Characteristics

In total, 82 individuals completed more than 10 BFB sessions, including 14 individ-
uals who completed more than 20 sessions. The average age of the participants was
49.38 ± 12.78 years, with 26 men and 56 women. There was no statistically significant
difference between the 14 individuals who completed 20 sessions and the remaining
68 individuals in terms of demographic characteristics such as sex, age, education, and
pre-treatment baseline scale scores (Table 1).

Table 1. Demographic and clinical characteristics of the participants.

Variables a
10–20 BFB
Sessions
(n = 68)

>20 BFB
Sessions
(n = 14)

X2/z p-Value b

Sex (female/male) 46/22 10/4 0.094 0.158
Medication use (yes/no) 22/46 3/11 0.209 0.259

Age (years) 49.45 ± 13.24 48.95 ± 10.02 −0.813 0.416
Education (years) 13.63 ± 4.76 12.36 ± 6.08 −0.554 0.580
Duration (years) 5.29 ± 3.285 4.36 ± 1.99 −0.876 0.387

PSQI 14.77 ± 3.63 11.00 ± 4.41 −0.165 0.869
BDI-II 16.19 ± 8.12 10.85 ± 10.17 −0.751 0.453
STAI-S 42.22 ± 49.21 32.22 ± 14.88 −1.688 0.091
STAI-T 41.23 ± 11.21 35.86 ± 13.09 −0.341 0.733

a Data are presented as mean ± standard deviation. b The p-value was obtained using a two-sample, two-tailed
t-test. BDI-II, Beck Depression Inventory; BFB, biofeedback; PSQI, Pittsburgh Sleep Quality Index; STAI-S/T,
State-Trait Anxiety Inventory.

3.2. Sleep Scale (PSQI)

PSQI scores after the 20th, 10th, and 5th BFB sessions were significantly lower than
those before treatment (−5.50 ± 1.43, t = −3.85, p = 0.006; −3.64 ± 0.57, t = −6.4, p < 0.001;
and −2.00 ± 0.51, t = −3.99, p < 0.001, respectively). The PSQI score was significantly lower
after the 10th session than after the 5th session (−2.42 ± 0.60, t = −4.03, p < 0.001). There
was no statistical difference in the PSQI scores between the 20th and 5th sessions (p =0.107)
and between the 20th and 10th sessions (p = 0.479) (Figure 3a).

3.3. Emotional Scales
3.3.1. BDI-II

BDI-II scores were significantly lower after the 20th, 10th, and 5th sessions than
before treatment (−7.15 ± 2.43, t = −2.94, p = 0.012; −6.1 ± 0.71, t = −8.55, p < 0.001;
and −4.96 ± 0.64, t = −7.71, p < 0.00, respectively). BDI-II scores were significantly lower
after the 10th session than after the 5th session (−1.79 ± 0.53, t = −3.35, p = 0.001). Other
comparisons were not statistically significant (Figure 3b).

3.3.2. STAI (STAI-S and STAI-T)

STAI-S scores were significantly lower after the 20th and 10th sessions than before
treatment (−12.36 ± 3.40, t = −3.63, p = 0.003; and −10.47 ± 4.78, t = −2.19, p = 0.031,
respectively). Other comparisons did not show any significant differences (Figure 3c).
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Figure 3. Changes in clinical scale scores before and after biofeedback sessions. (a) The PSQI scores
before treatment and after the 5th, 10th, and 20th biofeedback sessions. (b) The BDI-II scores before
treatment and after the 5th, 10th, and 20th biofeedback sessions. (c) The STAI-S scores before treatment
and after the 5th, 10th, and 20th biofeedback sessions. (d) The STAI-T scores before treatment and
after the 5th, 10th, and 20th biofeedback sessions. * Denotes a statistically significant difference from
baseline (p < 0.05). # Denotes that the difference was statistically significant with comparison to the
5th BFB treatment sessions (median and Q1/Q3, p < 0.05). BDI-II, Beck Depression Inventory; PSQI,
Pittsburgh Sleep Quality Index; STAI-S/T, State-Trait Anxiety Inventory.

STAI-T scores were significantly lower after the 20th, 10th, and 5th sessions than
before treatment (−9.86 ± 2.38, t = −4.41, p = 0.001; −5.57 ± 1.01, t = −5.53, p < 0.001; and
−4.88 ± 0.93, t = −5.27, p < 0.001, respectively). STAI-T scores were significantly lower after
the 10th session than after the 5th session (−2.09 ± 0.68, t = −3.07, p = 0.003). Compared
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with the 5th session, there was no significant difference in STAI-T scores between the 20th
and 10th sessions (Figure 3d).

3.4. EEG

In the analysis of the two-factor repeated variance measures, there were two variables:
the number of BFB treatments, with 20 levels (20 BFB sessions), and the treatment effect,
with 2 levels (before and after treatment). According to the immediate post-treatment
effect, post-treatment beta power significantly decreased compared with pre-treatment
(F = 6.25, p = 0.014), and post-treatment theta power statistically decreased compared with
pre-treatment (F = 11.91, p = 0.001). Over time after treatment, beta power decreased signif-
icantly (F = 2.02, p = 0.035), and theta power decreased significantly (F = 2.15, p = 0.024).
There was no significant interaction between the two variables. Alpha power increased
more after treatment than before treatment but the difference was not prominently signifi-
cant (p > 0.05) (Table 2).

Table 2. Improvement in the final EEG and EMG power compared with baseline after BFB treatment.

Item Baseline a

(Mean ± SD)

After 20
Sessions a

(Mean ± SD)
Effect df F p-Value b

Alpha 15.42 ± 9.07 16.24 ± 7.09 Time 9 0.95 0.483
post- vs. pre-treatment 1 0.11 0.736

Time × treatment 9 0.99 0.450
Beta 10.06 ± 5.07 9.06 ± 5.27 Time 9 2.02 0.035

post- vs. pre-treatment 1 6.25 0.014
Time × treatment 9 0.64 0.764

Theta 14.31 ± 10.53 6.76 ± 1.07 Time 9 2.15 0.024
post- vs. pre-treatment 1 11.91 0.001

Time × treatment 9 0.27 0.981
EMG 20.08 ± 58.73 2.44 ± 1.15 Time 9 2.91 0.002

post- vs. pre-treatment 1 2.11 0.015
Time × treatment 9 0.36 0.952

a The mean power of EEG and EMG are presented as mean ± standard deviation (SD) (µV). b The p-value was
obtained by repeated measures analysis of variance. EEG, electroencephalography; EMG, electromyography.

Patients with insomnia who received BFB treatment experienced increased activation
intensity of the alpha frequency band and decreased activation intensity of the beta and
theta frequency bands. As treatment time increased, this effect did not decrease or increase
(Figure 4a–c). Alpha power increased significantly after each of the first 10 biofeedback
sessions, with a trough after the 11th and 12th BFB sessions and a peak after the 19th and
20th sessions (that is, the maximum value of alpha over the whole course). Beta power
decreased steadily with only slight fluctuations after the treatments, with a peak after the
13th BFB treatment session and a trough after the 17th and 18th BFB treatment sessions.
Theta, on the other hand, decreased significantly after each BFB treatment session, with
a peak after the 2nd treatment and a trough after the 20th treatment (that is, the minimum
value of theta over the whole course).

3.5. EMG

We used a repeated variance measures linear model with two within-test variables:
the number of treatments with 20 levels and the treatment effect with 2 levels (before and
after treatment). The main effect of treatment was prominent (F = 2.11, p = 0.015). EMG
tension level was significantly lower after treatment than before treatment. The duration of
treatment had a significant effect (F = 2.91, p = 0.002). There was no significant interaction
between the two variables (p > 0.05) (Table 2).
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Figure 4. Changes in EEG waves pre- and post-treatment. (a) Alpha power before and after each of the
20 biofeedback sessions. (b) Beta power before and after each of the 20 biofeedback sessions. (c) Theta
power before and after each of the 20 biofeedback sessions. Data presented as mean ± standard error.
EEG, electroencephalography.

According to the study results, BFB treatment effectively decreased EMG activation in
patients with sleep disorders. A longer treatment duration of more than 20 sessions may
enhance this benefit (Figure 5).
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Figure 5. EMG power before and after each biofeedback session. EMG, electromyography. Data
presented as mean ± standard error.

3.6. Regression Analysis
3.6.1. Reduced EMG Predicted Relief from Depression

Using the change in EMG as an independent variable and the change in BDI-II as
the dependent variable, the regression analysis indicated that a decrease in EMG power
could significantly predict a reduction in the BDI-II scores as an indicator of depression
(r2 = 0.0478, p = 0.0482) (Figure 6).
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Figure 6. Regression results for EMG and BDI-II. The slash represents the slope. BDI-II, Beck
Depression Inventory; EMG, electromyography.

3.6.2. Symptom Duration Was Negatively Correlated with Trait Anxiety Response

Each patient’s illness lasted for a different length of time. The Pearson correlation
analysis revealed that the longer the illness lasted, the smaller the decrease in state anxiety.
A significant negative correlation was observed between symptom duration and state
anxiety reduction after the 5th session (r = −0.325, p = 0.014) and after the 10th session
(r = −0.395, p = 0.003) (Figure 7a,b).
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Figure 7. Correlation of insomnia duration and STAI. (a) State anxiety change after 5 sessions.
(b) State anxiety change after 10 sessions. The dashed line represents the standard error and the slash
represents the slope. STAI-S/T, State-Trait Anxiety Inventory.

4. Discussion

Our research demonstrated that by increasing alpha power and decreasing prefrontal
EMG power, BFB treatment significantly reduced the symptoms of insomnia, anxiety, and
depression in patients with insomnia, with noticeable improvements after 5 sessions of
BFB treatment and further improvements after 10 or more sessions. To achieve a consistent
treatment effect, a minimum of 10 sessions is required. A significant reduction in insomnia
was observed, as was an easier transition to natural sleep, a shorter time to fall asleep,
less waking while sleeping, and an improvement in the quality of sleep. After each BFB
session, frontal EMG activation was almost always decreased. BFB sessions reduced EMG
activity without it being affected by the number of treatments, suggesting that one session
could reduce EMG activity and relieve muscle tension, regardless of whether the forehead
muscles were tense before training. A decrease in frontal EMG predicted depression
remission, and the longer the duration of insomnia, the fewer the anxiety symptoms
alleviated by BFB treatment. According to previous research, progressive relaxation and
EMG BFB significantly reduced sleep onset latency and depressive symptomatology, thus
altering participants’ attentional processes and thereby reducing cognitive arousal [38]. The
standard theory states that muscle relaxation reduces anxiety by creating a physical state
that counteracts the fight-or-flight response. Muscle relaxation lowers and alters HR, blood
pressure, and stress hormone levels [39]. We assume that the high pre-treatment frontal
EMG activity decreases after BFB treatment, which is associated with relief from insomnia
and anxiety–depression.

In addition, we found that the pre-treatment brain power frequencies band tended to
be lower during alpha power and higher during beta and theta power and that increasing
the alpha power with BFB treatment could reduce beta and theta power. During thought,
concentration, attention, nervousness, alertness, and excitement, beta power (20–30 Hz)
is generated [40]. A previous meta-analysis of EEG power during periods of wakefulness
demonstrated that absolute beta power increases significantly and powerfully, and ab-
solute theta power significantly increases [21]. Cortical hyperexcitability is observed as
an increased high-frequency EEG amplitude in patients with insomnia [41]. Neurofeedback
may alleviate insomnia symptoms by reducing cortical hyperarousal in patients [11]. Theta
power (4–8 Hz) is generally observed during wakefulness or the first stage of sleep [25],
and its enhancement is associated with sleepiness [42]. It has also been observed during
depression, anxiety, and distraction [22,43]. Patients with insomnia experience elevated
waking theta power, sleepiness, and impaired cognitive performance, as well as drowsiness
and fatigue related to overnight sleep disruptions or hypnotics [44,45]. Alpha and theta
amplitudes increase, while beta amplitude decreases in insomniac patients with depres-
sion [46]. For depression, addiction, and anxiety, alpha-increasing and theta-decreasing
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neurofeedback treatments are the most popular stress reduction strategies, increasing cre-
ativity and relaxation, improving musical performance, and healing trauma responses [47].
Researchers have documented that increased sensorimotor rhythm feedback (12–15 Hz),
suppressed theta power, and increased beta power under Cz may alleviate insomnia [48].
Therefore, a combination of increased alpha and decreased beta and theta power may
alleviate insomnia and anxiety/depression symptoms.

Moreover, our study demonstrated that the therapist played an essential role in BFB
treatment. Specifically, frontal EMG activity, which is high in individuals with insomnia
before treatment, is difficult to change through self-regulation. Under the guidance of
a therapist, these patients were able to relax and maintain their relaxation within one
or two sessions after receiving EMG feedback training. Cortoos’ remote BFB treatment
of patients with insomnia without the presence of a trainer revealed little difference in
frontal EMG power before and after treatment [26]. EEG feedback, in which therapists
continuously adjust thresholds in real time according to a patient’s condition, is also an
important factor in treatment effectiveness and patient cooperation.

In total, 121 patients with insomnia were treated with BFB, and 82 of them attended
more than 10 sessions without experiencing any adverse effects. Most patients fell asleep
during the BFB treatment and felt well afterward. Patients with insomnia also expressed
a high level of acceptance of BFB treatment; once they have mastered the technique and
succeeded in relaxing, they are willing to continue participating and developing positive
sleep habits. In addition to building confidence in patients with insomnia who are reluctant
to take prescribed medications, this study’s findings suggest that BFB may also improve
sleep quality. The proportion of patients who completed all 20 sessions and had never
taken insomnia medication was much higher than that of patients who completed only
10 sessions of BFB.

Our study has several limitations. First, patients were not followed, so it is unknown
how long treatment efficacy can be maintained. Second, EEG BFB was restricted to a Cz
single channel. Whole-brain EEG analysis, such as a topographic color map [11], could be
used in the future to compare the changes in different brain power bands. Third, a sham
BFB treatment as a control was not included in our study. Randomized controlled double-
blind studies on BFB treatment are needed to define the effect of BFB treatment on insomnia.
Lastly, the video graphics used in BFB treatment could be more varied and attractive to
patients during follow-up sessions. Using brain–computer interface systems, adding new
games [21], and using virtual reality devices may further reduce the attrition rate.

5. Conclusions

BFB treatment based on increasing alpha power and decreasing prefrontal EMG
improves insomnia as well as anxiety and depression, with the symptom improvement
becoming more pronounced and stable after more than 10 sessions. Biofeedback treatment
that increases alpha power can effectively reduce beta and theta power, reducing alertness
and promoting deep sleep. In addition, biofeedback treatment was effective in decreasing
prefrontal EMG activation in patients with sleep disorders, and a reduction in prefrontal
EMG can also predict an improved mood state. We will continue to control for other
variables and conduct more extensive whole-brain EEG power analyses to explore the
changes and effects produced by BFB treatment or combinations of EEG analyses at different
locations and frequencies.
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Abstract: The term “neuroinflammation” defines the typical inflammatory response of the brain
closely related to the onset of many neurodegenerative diseases (NDs). Neuroinflammation is well
known, but its mechanisms and pathways are not entirely comprehended. Some progresses have been
achieved through many efforts and research. Consequently, new cellular and molecular mechanisms,
diverse and conventional, are emerging. In listing some of those that will be the subject of our de-
scription and discussion, essential are the important roles of peripheral and infiltrated monocytes and
clonotypic cells, alterations in the gut–brain axis, dysregulation of the apelinergic system, alterations
in the endothelial glycocalyx of the endothelial component of neuronal vascular units, variations in
expression of some genes and levels of the encoding molecules by the action of microRNAs (miRNAs),
or other epigenetic factors and distinctive transcriptional factors, as well as the role of autophagy,
ferroptosis, sex differences, and modifications in the circadian cycle. Such mechanisms can add
significantly to understanding the complex etiological puzzle of neuroinflammation and ND. In
addition, they could represent biomarkers and targets of ND, which is increasing in the elderly.

Keywords: neuroinflammation; neurodegenerative diseases; emerging mechanisms

1. Introduction

The term “neuroinflammation” indicates representative pathological conditions in-
duced in the brain by several (local and systemic) triggering factors (e.g., infections, trauma,
ischemia, toxins, alterations in the microbiota–brain axis, etc.) and driving factors (e.g., ge-
netic, vascular, and brain factors: for example, alterations in the expression of neurotrophins
and components of the endothelial glycocalyx and/or endothelium) [1,2]. Neuroinflamma-
tion is evoked by typical immune cells residing in the brain and well known to have a key
role in central nervous system (CNS) homeostasis and the development of neurodegenera-
tive diseases (NDs), constituting their typical hallmark [3–5]. However, recent evidence
suggests that both peripheral and infiltrating monocytes, as well as cells of clonotypic
immunity, constitute other crucial actors of neuroinflammation [5,6]. Nevertheless, such
evidence needs to be supported by larger studies, even if the growing data obtained in
recent years appear promising and demonstrate the crucial contribution of this immune
component in brain health and disease [3–6].

Other unconventional mechanisms related to the onset of neuroinflammation have
recently emerged in the literature. Among these includes the altered relationship of the gut
microbiota with the CNS, known as gut–brain microbiota (MGB) axis [7,8]. Of note also is
autophagy, although the related mechanisms remain indefinable, and further investigation
is necessary [9]. Interesting also is the contribution of ferroptosis, a novel cell death form
caused by iron-dependent lipid peroxidation [10–12] and associated with the pathogenesis
of many diseases, such as ND. Such has led some to suppose that variations in the iron
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metabolism’s homeostasis, the consequent induction of oxidative stress, and the related
inflammation in the CNS is involved in the onset of ferroptosis and neuronal health [10–12].
In such a process, the apelinergic system, mediated by ELA/APJ signaling, has also been
recently documented to participate in this regulation [13]. Another nonclassical mech-
anism related to onset of neuroinflammation appears to be the modified expression of
neurotrophins, such as BDNF [14].

Furthermore, it is emerging that neuroinflammation is also the result of the mod-
ulation in expression of genes encoding immune and injury’s molecules. miRNAs [15]
and epigenetic factors [16], including A-to-I RNA editing, M6A RNA methylation, and
alternative splicing [15–17], have recently been revealed to have a fundamental role. Finally,
circadian rhythm disorders have recently also been discovered to impact both the onset
and development of neuroinflammation through the activation of glial cells and peripheral
immune responses [18].

Insights have been achieved in identifying the mechanisms related to the complex
neuroinflammation, although the complex puzzle is not complete and further studies are
needed. Here, we describe and discuss the above mechanisms and others by reporting
current clinical and experimental evidence.

2. Recent Evidence on Peripheral and Infiltrating Monocytes and Clonotypic Immune
Cells in Neuroinflammation and Their Sex- and Gender-Mediated Modulation

Monocytes and clonotypic immune cells represent key actors of neuroinflammation, as
recently underlined (see Figure 1) [18–21]. Such cells physiologically protect by pathogens,
and particularly confer resistance against neurotropic viruses [18–21]. In addition, they
contribute to CNS physiological functions and structure, by controlling the development,
and improving cognitive function. In ND conditions, immune cells, i.e., monocytes and
clonotypic cells, are deregulated. The deregulation commonly impacts both the levels and
functions of clonotypic cells and monocytes, with the consequent evocation of abnormal
immune responses [4]. Accordingly, monocytes are frequently altered, both peripherally
and centrally, in quantity and quality with altered profiles and phenotypes. Data from
recent human and animal studies report that monocytes, different populations of lympho-
cytes, and their mediators can evoke both self-protective and injurious mechanisms in
ND, perturbing both their progression and risk of neuronal death. This displays a close
interplay of peripheral immune cells with those residents in the CNS, which significantly
influences the evolution of ND and consequent survival in ND cases. Accordingly, changes
in number or functional quality of peripheral macrophages can modulate inflammation
at the periphery along nerves and in the CNS [18–21]. Extracellular vehicles (EVs) from
misfolded proteins and mediators of inflammation released by the cells appear to have
a fundamental function in the inflammatory amplification [6], as recently reported by
the literature.

2.1. Monocytes in Neuroinflammation

The participation of monocytes in the evocation of neuroinflammation has recently
emerged from both clinical studies and experimental observations [21–25]. Accordingly,
the presence of infiltrated peripheral immune cells in mouse models with degenerative
conditions, including Parkinson’s disease (PD), has been detected [21–26]. Infiltration of
peripheral blood monocytes into the brain has also been observed in cerebrovascular dis-
eases [27], as well as in patients with multiple sclerosis, where monocytes have been found
to secrete some anti-neurodegenerative mediators [28]. In addition, in vitro studies have
reported that high levels of chemokine CXCL12 from monocytes induce endothelial cell
(EC) activation, thereby facilitating lymphocyte transmigration and validating the critical
action of monocytes in the infiltration of immune cells in the brain [29]. Another study
has established that brain immune infiltration originates from systemic inflammation [30].
Furthermore, circulating Ly-6C+ myeloid precursors have been observed to migrate into
the CNS and have a pathogenic role in individuals affected by autoimmune demyelinating
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disease [31]. Moreover, monocytes have been demonstrated to phagocytose surplus brain
proteins [32], such as amyloid-β peptide [33].

Alterations in MGB 
(Microbiota–gut–brain) axis 

Activation and infiltration of 
circulating monocytes lead to the 
secretion of inflammatory mediators, 
which influence the activation of other 
resident immune cells, causing 
neuroinflammation and 
neurodegeneration through variable 
mechanisms, depending on sex and 
gender. T and B cells also  influence 
the process of neuroinflammation
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Figure 1. (by Biorender software version 04): Important drivers, i.e., alterations in the MGB axis,
infections, and ischemia contribute to the activation and infiltration of circulating monocytes in the
brain and their specific secretion of inflammation mediators. These latter influence the activation of
other resident immune cells, thus leading to neuroinflammation and neurodegeneration. Similarly,
clonotype cells influence neuroinflammation.

Other animal models, such as the murine stroke model, have evidenced a neuro-
protective function of monocytes [34]. Precisely, they provide bioactive substances to
brain cells [35,36]. In contrast, other investigations have reported the toxic action towards
neuronal cells of monocytes by releasing saturated fatty acids, which can cause diverse
pathologies, such as autoimmune disorders [21–25]. Thus, monocytes, through different
mechanisms, actively contribute to the development of neuroinflammation, although some
require further investigation.

2.2. Clonotypic Immune Cells in Neuroinflammation and ND

The role of clonotypic cells in neuroinflammation has only been theorized in previous
research. However, recent evidence has largely established the key role of both T and
B cell subsets and demonstrated their infiltration into the CNS by determining different
effects depending on different subsets [37,38]. Therefore, regulatory T cells (Tregs) and
Th2 cells have a neuroprotective effect. In contrast, Th1, Th17, cytotoxic T cells, natural
killer (NK) cells mediate an accelerate progression of neuroinflammation, which can result
in an exacerbated/accelerated neurodegeneration and an increased mortality risk [39–42].
Furthermore, they show different systemic levels. Precisely, circulating Th17 cells have
shown higher levels in subjects with mild cognitive impairment (MCI) in cognitively
normal subjects or those with non-Alzheimer’s MCI [42]. In contrast, circulating Th1 cells
have been demonstrated to have higher levels in subjects with AD [43]. Th2 cells and
Th2-associated molecules have been observed to have lower levels in AD subjects [43].
Other studies have reported higher levels of circulating Th17 populations in individuals
with AD [44,45]. Treg cells have also been discovered to have lower levels in patients with
AD [46]. They are anti-inflammatory, with opposite effects to Th17 cells. Fu et al. have
described low levels of Treg cells in AD subjects [47]. Contrarily, another investigation has
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observed no difference in Treg levels between MCI, AD, and healthy subjects, although
Treg levels are associated positively with total tau and pTau181 in AD subjects [48].

Different T subsets with diverse functions have been detected in individuals affected
by amyotrophic lateral sclerosis (ALS), characterized by the gradual degeneration of upper
and lower motor neurons. T cells from superoxide dismutase (SOD)1-mutant mice have
been observed to enhance and evoke survival of motoneuron cells (MNs) through a de-
fensive neuroinflammatory response, likely mediated by interleukin 4 (IL-4). In contrast,
motor impairment is accompanied by a decline in the functions of Treg cells, which inhibit
microglia activation in SOD1-mutant mice [49]. Consequently, functions of neuroprotection
mediated by the immune cells may happen in the early stage of the disease, although other
studies are needed to confirm this. Moreover, disease progression is linked to numerous
changes in the immune system, including the acquisition of an inflammatory phenotype
of microglia cells [50], thymic involution [51], augmented levels of proinflammatory cy-
tokines [52], and CNS leukocyte infiltration [53].

There is inadequate evidence and inconsistent data in the literature on the function of
B lymphocytes, plasma cells, and antibodies in neuroinflammation and ND [54,55], and
their contribution in AD pathogenesis needs further investigation. The diverse and obscure
points of neuroinflammation and ND [56] could also be clarified. Furthermore, clinical
trials on AD and other ND have failed to provide hopeful results [57] for diverse causes,
including the relevant role of sex/gender dimorphism (which also justifies the differences
observed in the onset, progression, and hallmarks of neuroinflammation in the various
NDs), which will be described in the following section [58].

2.3. Considerations on Immune Cells Infiltrating the CNS and New Evidence on the Migration of
Immune Cells outside the CNS

The mechanisms involved in the infiltration of peripheral immune cells into the CNS
during neuroinflammation and ND have been gaining great interest in recent years, leading
to the development of numerous therapies able to modulate immune cells at the BBB, the
choroid plexus (ChP) epithelium, and glial barrier. For instance, natalizumab therapy, a
drug inhibiting the adhesion and trafficking of monocytes and clonotypic cells across the
BBB, has been used for almost two decades to treat MS [59,60].

Furthermore, fundamental CNS immune cell populations, i.e., dendritic cells (DCs),
T cells, B cells, and other myeloid cell populations, have been found to migrate out of
the CNS and mediate signals from the CNS to peripheral lymphatics [61]. This has been
supported by recent evidence reporting the involvement of the meningeal lymphatic system
not only in fluid homeostatic CNS functions but also in allowing immune cell migration
and facilitating DC migration from the CNS to the meningeal borders and draining cervical
lymph nodes [61].

However, work needs to explicate the function of each CNS-associated lymphatic
region in overall CNS immunity. The results obtained would accelerate the development
of new therapies to modulate the interplay between lymphocytes and leukocytes and
consequently treat cases with CNS diseases.

2.4. Sex/Gender Dimorphism: An Important Modifier of Immune System and Physiology of Brain,
and a Crucial Differential Driver in Diseases

The term “sex” indicates the diverse biological and physiological features of male and
female individuals, the term “gender” refers to the social and cultural differences between
men and women [58]. Biological, socioeconomic, and cultural differences impact the health
and diseases of individuals. Dissimilarities in the anatomy and physiology of the body
systems characterize women and men, while gender influences the norms that socially
impose and specify roles and relationships among the individuals of a precise society
and time. Hence, biological distinctions in the morphology and functions of the nervous
system exist between the sexes, as proven by studies in human and animal models [58].
Specifically, amygdalae are larger in males than in females. While the dimorphism controls
emotional memories in the female amygdala and implicates the involvement of the left
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region (visually predominant, positive, and negative emotions), in males, they activate
the right region of the brain (negative emotional responses). Furthermore, prefrontal
cortical regions have higher levels of estrogen receptors. Such could clarify the diversity
in decision-making between the two sexes. Structural neuroimaging investigations have
also confirmed the presence of reduced grades of overall cortical thickness and increased
cortical thickness decline in men and greater white-matter volume in women. Moreover,
differences in neurotransmitter systems (i.e., adrenergic, serotonergic, cholinergic systems,
and corticosterone, benzodiazepine, and cholecystokinin, factors largely associated with
episodic memory) characterize the two sexes. Higher levels of serotonin are more typical of
men than women and may impact disease conditions related to serotonin dysfunction [58].
These diversities can in turn determine variations in the learning process, as identified dur-
ing stress conditions, as well as subsequent habituation (increased in males but restrained
in females). Such variation has been associated with the diverse levels and profiles of sex
hormones in the two sexes. Accordingly, interesting results have been found in studies on
cognitive decline and neurodegenerative and psychiatric diseases conducted in human and
animal models. They report that sex hormones alter the permeability of the BBB, which
represents one of the key pathophysiological ND hallmarks. Such findings could illuminate
these disease processes; however, further research is required for proving and supporting
this relationship [58].

Sexual dimorphism also influences the immune system of both sexes, with typical
and excessive responses of both innate and adaptive immunity versus pathogens and
endogenous antigens in females than males. This impacts the outcomes of infections and
the efficiency of vaccines [62], and simultaneously disposes females to a higher risk of
autoimmune diseases, even if the mechanisms related to these modifications are not yet
fully explained. Furthermore, the close relationship between variations in number and
functions of immune cells, as well as in the levels of cytokines or other systemic immune
mediators, and the biological consequence of sex chromosomes and sex hormones is well
recognized [58]. Therefore, sex designates an important trigger of the physiological and
pathological conditions of an organism, humans included, which acts via genetic, epigenetic,
and hormonal regulations. This is object of study of sex/gender medicine, born in the late
1990s, to identify fluctuations between diseases and their determinants in the two sexes [58].
Variations in the mechanisms and pathways related to the pathophysiology of diseases have
been observed between the two sexes, as well as in their clinical manifestation, prognosis,
and outcomes. Accordingly, ongoing studies on such aspects of major diseases are being
performed [58,63]. They can prove useful in establishing new criteria and guidelines for
the two sexes, particularly women. Women are more challenging to diagnose, and the
traditional diagnostic tests, created for men, have a lower sensitivity and specificity in
quantifying the biomarkers in female blood samples. Thus, new protocols are imperative.
However, clinicians and researchers have until now paid little attention to sex and gender
in health planning and medical practice.

Therefore, numerous efforts are required to incorporate sex and gender in modern
medical research, clinical trials, clinical practice, and medical societies and institutions.
Finally, different gender variables need to be studied at all levels and by biomedical and
pharmaceutical organizations for the development of distinctive biomarker panels and
correct therapies for both sexes.

3. Changes in the MGB Axis and Neuroinflammation

Gut microbiota and the CNS are influenced by the MGB axis (see Figure 1), discovered
in 2012 [64], and constituted by neuroanatomical brain structures and intestinal nerves, i.e.,
the vagus nerve, located in the intestinal wall [64]. The vagus nerve mediates a response
of the descending branch, which in turn controls intestinal activities. In addition, the
hypothalamic–pituitary–adrenal (HPA) axis represents another component of the MGB
axis [65]. The HPA axis monitors the changes in the composition and functions of the gut
microbiome. Thus, HPA dysfunctions result in MGB alterations related to the pathogenesis
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of neuropsychiatric diseases. Specifically, HPA activation results in the induction of in-
flammatory signaling pathways, releasing inflammatory mediators, such as tumor necrosis
factor α (TNF-α), interferon γ (IFN-γ) and interleukin 6 (IL-6) [66]. In turn, these mediators
contribute to damaging BBB integrity and the onset of brain diseases via systemic circu-
lation and simultaneously to alter the gut mucosal barrier. Moreover, the inflammatory
response induced via the HPA axis impacts the secretion of glucocorticoids [67], modulating
gut function and production of proinflammatory factors [68]. This vicious cycle also evokes
the activation of enteric immune cells, such as Th17 and NK cells, which infiltrate the brain,
causing neuroinflammation [69]. Neuroinflammation, in turn, additionally contributes to
modifying the gut microbial composition, and this further provokes activation of enteric
immune cells and release of microbiota-derived metabolites, i.e., lipopolysaccharide (LPS).
These exacerbate the bidirectional via of inflammatory signals, contributing to the onset of
dysbiosis, a typical alteration in gut microbiota and the MGB axis. Dysbiosis has recently
attracted increasing interest for its pathogenic role in immune-mediated diseases, including
metabolic syndrome, gastrointestinal tract infections and inflammatory bowel disease, as
well as autoimmune diseases such as systemic lupus erythematosus, systemic sclerosis,
Sjogren’s syndrome, antiphospholipid antibody syndrome, multiple sclerosis (MS) and
myasthenia gravis (MG). MG is a typical neuromuscular autoimmune disease triggered by
immune-mediated damage to the neuromuscular junction (NMJ), and with pathogenesis
likely multifactorial [70]. Perturbations in human microbiota have been described to be
related to MG pathogenesis and clinical course. MG cases compared with age-matched
controls show a characteristic composition of the oral and gut microbiota, with a typical
increase in Streptococcus and Bacteroides and a reduction in Clostridia, as well as a reduction
in short-chain fatty acids. Moreover, it has been demonstrated that restoration of gut micro-
biota disorder after probiotic administration determines an improvement in symptoms in
MG cases [7].

Such evidence highlights the double role of the MGB axis in maintaining host health
and contributing to the typical alterations causing dysbiosis and MGB axis disorder, and to
the onset of MG and some NDs, such as PD and AD. However, the related molecular and
cellular mechanisms are not clear. Some studies also evidence that behavioral phenotypes
can be transmitted from humans to animals via transplantation/translocation of the gut mi-
crobiota [7]. This emphasizes the role of MBG alterations in ND. However, further research
is needed to confirm if the discoveries in animals may be also obtained in humans to iden-
tify all the relevant mechanisms by which the gut microbiota controls neuroinflammation
and ND. Such studies could allow the development of new microbiota-based strategies for
diagnosis, treatment, and clinical management of neuroinflammation and ND.

4. Autophagy

The term “autophagy” indicates a cell death process, which is physiologically regu-
lated and evolutionarily conserved. It causes degradation of cytoplasmic proteins and other
macromolecules within the lysosome in multicellular organisms [71]. It has been demon-
strated to be involved in neuroinflammation and ND, which are characterized by protein
aggregation and exacerbated autophagy [72–74]. However, the mechanisms involved are
not clear [75–77]. Despite this, some drugs, including cocaine [78] or other toxic substances
of exogenous or endogenous nature and pathogens have been tested to evoke autophagic
cell death in astrocytes and in consequent pathogenesis of neurodegeneration [79]. Recently,
a close relationship between glia maturation factor (GMF), autophagy-related proteins, and
the NLRP3 inflammasome and a shift of microglia from M1 to M2 in AD patients has been
detected [80,81]. However, further investigations are needed for understanding the role of
autophagy in ND or neuroinflammation-associated disorders.
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5. Ferroptosis in Neuroinflammation

Ferroptosis, discovered in 2012 by Brent R. Stockwell, is a new form of regulated
cell death (RCD) described by the accumulation of lethal amounts of iron- and lipid-
dependent reactive oxygen species [82]. Ferroptosis results in different morphological
and biochemical characteristics from other conventional RCD forms [82]. It is evoked
by severe peroxidation of membranes containing polyunsaturated fatty acids (PUFAs),
and regulated by lipid, iron, and amino acid metabolism and signaling transduction. The
critical phases involved in ferroptosis include the accumulation of intracellular free iron,
glutathione depletion, and peroxidation of PUFA-rich membranes [82,83]. Recent evidence
has documented ferroptosis as a crucial factor in the pathogenesis of several diseases,
such as ND [82–85]. Accordingly, iron homeostasis, oxidative stress, and subsequent
neuroinflammation have been described to contribute to the regulation of ferroptosis and
neuronal health [82–85]. However, the precise molecular mechanisms underlying the
involvement of ferroptosis in the pathological processes of neurodegeneration and its
impact on neuronal dysfunction remain to be discovered. Nevertheless, ferroptosis has
recently been reported to likely be regulated by ELA/APJ signaling of the apelinergic
system [13], where ELA is a peptide hormone belonging to the adipokine group and a
component of the apelinergic system, discovered in 2013–2014 [13]. This relationship,
mediated by ELA/APJ signaling, might be a promising strategy for the treatment of NDs,
such as stroke [13]. Accordingly, a recent study in mouse models of middle cerebral
artery occlusion (MCAO) has demonstrated the protective role of the ELA–APJ axis in
ischemic stroke after treatment with ELA-32 (widely quoted in [13]). A reduction in cerebral
ischemic lesion and an improvement in neurobehavioral and cognitive deficits have been
detected. Furthermore, ELA-32 administration has been revealed to ameliorate neuronal
ferroptosis, iron deposition, mitochondrial damage, lipid peroxidation, and glutathione
reduction. These results have emphasized the role of the ELA–APJ axis in attenuating
neuronal ferroptosis after ischemic stroke (widely quoted in [13]). However, further data
are needed to provide other/novel strategies to modulate the onset of neuroinflammation
and ND, such as stroke.

6. The Close Link of Endothelial Dysfunction with Neuroinflammation and ND

Endothelial dysfunction represents another condition contributing to neuroinflam-
mation and ND, which occurs with typical cellular and molecular mechanisms, including
changes in the glycocalyx [86,87]. Such a close relationship of damaged endothelium
with neuroinflammation is related to the relevance of the endothelium in the brain; it is
a fundamental component of the neurovascular unit (NVU), composed of ECs arranged
with neurons, glial cells, and other vascular elements [86,87]. NUV mediates diverse func-
tions: maintenance of CNS homeostasis, physiological neurotransmission, and neuronal
survival [62]. Furthermore, EC and glial cells, such as microglia cells, contribute to BBB
integrity and provide both nutrients and oxygen. In systemic infections or in the presence
of systemic inflammation, circulating toxins and inflammatory mediators infiltrate ECs and
consequently the BBB. Accordingly, any alteration or disorder of the NVU also involves the
BBB and causes neuroinflammation, which in turn contributes to evoking age-associated
cognitive deficits and consequently ND onset [86–88]. Frequently, the altered clearance
of amyloid-β peptide and its consequent accumulation in the brain constitute the typical
trigger of NVU. In this case, the release of toxic small molecules and inflammatory products
that cross the damaged BBB determines neuroinflammation [62]. However, cardiovascular
disorders, including cerebrovascular diseases, i.e., macro-infarcts, lacuna, microbleeds,
atherosclerosis, arteriolosclerosis, and cerebral amyloid angiopathy (CAA), have been
documented to directly contribute to NVU dysfunction [62,86]. Among these, microvas-
cular diseases have been demonstrated to affect NVU by determining alterations in the
physiological process of brain oxygenation, as well as reduced blood flow and subsequent
hypoxia [62,86–88]. Accordingly, chronic hypoxia–ischemia is accepted as a key trigger of
chronic NVU damage and BBB dysfunction related to many NDs, such as stroke, MS, AD,
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and PD; however, there are increasing data linking BBB breakdown to physiological aging
processes, specifically with vascular aging. This initially involves the hippocampus in sub-
jects without cognitive impairment, and occurs more rapidity in old people and remarkably
with concomitant MCI [86–88]. During normal aging, BBB dysfunction affects the CA1
region and the dentate gyrus, but not the CA3 region [86–88]. Moreover, hippocampal BBB
distribution has been found to precede the onset of hippocampal atrophy [86–88]. Analysis
of cerebrospinal fluids from MCI cases when compared with cognitively normal persons
has evidenced a significant increase in pericyte damage biomarkers (i.e., platelet-derived
growth factor receptor (PDGFR)-β) by implying an immediate role of pericytes, as opposed
to other cell types, in BBB breakdown [86–88]. The involvement of BBB dysfunction in AD
has been related to a reduced presence of tight junctions and an abnormal morphology in
brain ECs. In addition, an altered diameter of blood vessels after typical tau deposition
has been detected [86–88]. An anomalous angiogenesis in AD cases, likely due to altered
function and quantity of trophic factors, has also been assessed. Patients with AD have
expanded levels of VEGF, both in serum and temporal cortex and hypothalamus, and
decreased expression of both VEGFR-1 and VEGFR-2 [86–88]. Some studies have pointed
to VEGF itself being the cause of such decreases in levels of the two receptors. Indeed,
VEGF mediates such effects through a ligand-mediated endocytosis mechanism [86–88].
Thus, VEGF in AD has a role of antagonist versus its receptors, resulting in an altered angio-
genesis. Moreover, in vitro Aβ accumulation has been demonstrated to be able to reduce
the mRNA levels of VEGFR-1 and VEGFR-2, resulting in increased VEGF reactivity [86–88].

Likewise, ALS patients show alterations in NVU and angiogenic factors, including
VEGF. This finds confirmation in studies conducted in both SOD-1-mutant mice and ALS
patients. Reduced levels of tight junctions, such as ZO-1, and BBB breakdown, which
precede motor neuron death, have been detected in such studies. This suggests a key role
of vascular damage as an early pathogenic ALS mechanism [62,86–89], data also validated
by high levels of metalloproteinase (MMP)-2 and MMP-9 in peripheral blood samples
from ALS cases and by the results obtained by Nicaise and colleagues on variations in
the composition of vascular NVU elements in the early ALS stage [62]. The SOD-1 mouse
model has also evidenced a blood–spinal cord barrier (BSCB) dysfunction, characterized
by ex-erythrocyte extravasation, neurotoxic hemoglobin accumulation, and NUV injury
via iron-dependent oxidative stress [62]. Studies in G93A SOD1 mice have demonstrated
alterations in the NVU that are not only structural but also functional, as confirmed by a
downregulation of Glut-1 and CD146 expression early and late in the disease [62]. Com-
pared to healthy controls, ALS patients have also been demonstrated to have elevated levels
of VEGF, particularly VEGF-A, in the blood and CSF [62], possibly due to a compensatory
mechanism. Investigations into SOD-1-mutant mice have also revealed that VEGF-A also
exercises neuroprotective effects by decreasing MN cell death via activation of the PI3K-Akt
pathway [62], and this may result in a delay of disease onset [62,86–89]. However, other
studies have proven the presence of reduced levels of VEGF and its receptor VEGFR in
ALS cases and in subjects homozygous for certain haplotypes, i.e., three polymorphisms in
their genes (−2578 C/A, −1154 G/A, and −634 G/C) [62]. The reason has been attributed
to the destabilization of VEGF mRNA induced by SOD1 protein [62].

This evidence globally suggests that the maintenance of BBB and NVU integrity, as of
entire cardiovascular system, could ameliorate the health of the cerebrovascular system
and represent the best avenue for the development of potential strategies for improving
blood flow at the cerebral microvascular level by protecting the BBB and NVU. Preserving
the integrity, permeability, and function of the BBB and NVU could stop or delay the
progression of neuroinflammation and ND. To achieve this goal, it is imperative to identify
all the pathways involved in the pathophysiology of these diseases, and particularly those
related to BBB and NVU dysfunction. Surely, this objective can be realized by performing
multiple omics investigations, offering the opportunity of acquiring major, relevant, and
new data. Accordingly, such studies are encouraged.
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7. miRNAs and Epigenetic Factors in Neuroinflammation and ND

Recently, the modulation of genes related to neuroinflammation has been considered
as a means to mitigate it. MicroRNAs and other epigenetic factors, universal regulators of
differentiation, activation, and polarization of all the cells of human body, including im-
mune and neuronal cells, appear to be directly responsible for neuroinflammatory processes.
Recent investigations demonstrate different expression levels of miRNA and epigenetic
factors in microglia, both in normal and inflamed CNSs, suggesting their role in brain
health and neuroinflammation-associated disorders [90]. Cases of epilepsy and neuroin-
flammation in the hippocamp of patients with sclerosis have shown low levels of mature
micro-RNAs in human temporal lobes [91,92]. Among these, microRNA-155 appears to
negatively regulate BBB function in chronic neuroinflammation and neurodegeneration [93].
miR-195 inhibits autophagy after peripheral nerve damage [94]. In contrast, microRNA-
188-3p, in an upregulated state, constrains the neuroinflammation and recovers memory
in AD patients [95]. miR-137 attenuates beta-induced neurotoxicity in Neuro2a cells [96].
miR-124 expression modifies promoter DNA methylation and microglial functions [97].
Notably, microRNA-30e controlled neuroinflammation via NLRP3 in an MPTP-induced
PD model [98]. MicroRNA-129-5p exacerbates neuroinflammation and BBB injury [99].
Similarly, miR-17-92 triggers the differentiation of neurons during neuroinflammatory con-
ditions [100]. MicroRNA-139 favors AD pathogenesis via cannabinoid receptors [101]. Thus,
microRNAs constitute good therapeutic targets to produce novel anti-neuroinflammatory
AD treatments [90].

Moreover, other epigenetic factors related to post-transcriptional RNA changes modulate
mRNA coding properties, stability, and translatability, expanding the genome’s coding capac-
ity. They appear to influence neuroinflammation. Among these, A-to-I RNA editing, m6A
RNA methylation, and alternative splicing (AS) impact the neuronal cell life cycle, induce
neuron death mechanisms, and contribute significantly to neuroinflammation and age-related
neurodegeneration [17]. A-to-I RNA editing is a post-transcriptional mechanism modulating
double-stranded (ds) RNA structures via the catalytic activity of adenosine-deaminase acting
on RNA (ADAR) enzymes. It consists in the deamination of specific adenosine (A) into inosine
(I) by altering both coding and non-coding transcripts [17]. Three ADAR enzymes are ex-
pressed in human cells–ADAR1, ADAR2 and ADAR3–and have high expression and activity
in the brain in terms of regulating neurodevelopment, brain function, and physiological brain
aging (widely quoted in [17]). Consequently, the brain appears to be susceptible to ADAR
activity and RNA-editing dysregulation, which potentially initiate CNS disorders, such as
glioblastoma, epilepsy, and ND (widely quoted in [17]).

Altered expression of N6-methyladenosine (m6A), a dynamic and reversible post-
transcriptional alteration adding a methyl group to the N6 position in selected adenosines
of each type of RNA [17], has been documented in aging mouse and human brains. In
terms of ND, unusual m6A alterations have been identified in AD, PD, and ALS.

ND patients, including mainly AD, PD, ALS, frontotemporal dementia (FTD) and
familial dysautonomia (FD) cases, have AS alterations [17].

The close relationship of post-transcriptional RNA modifications with brain aging
and neurodegeneration emphasizes the possibility to reduce or inhibit these processes;
antisense oligonucleotides (ASOs) can modify their expression. ASOs appear to eliminate
causative splicing defects in PD, AD, FTD and ALS (widely quoted in [17]).

The growing evidence on the contribution and serious impact of A-to-I RNA editing,
m6A RNA methylation, and alternative splicing on brain aging process, neuroinflammation,
and ND points to the need for further investigations on these processes and how they may
impact each other so as to control them simultaneously.
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8. Transcriptional Factors and Related Pathways: Focus on NF-kB (Nuclear Factor
Kappa-Light-Chain Enhancer of Activated B Cells) and Related Pathways

Other modulating factors of neuroinflammation are transcriptional factors, able to
activate an inflammatory network in the brain and all linked to the NF-κB pathway, an
ancient signaling pathway specialized in host defense [102]. The NF-κB pathway is a
cytoplasmic molecular complex of diverse proteins comprising the Rel family proteins
RelA/p65, c-Rel and RelB and NF-κB components-p50/p105 and p52/p100, and is com-
monly inhibited by binding to IκB proteins (i.e., IκBα, IκBβ, IκBγ, IκBδ, IκBε, IκBζ and Bcl3)
via the action of many signaling pathways and negative feedback loops regulating diverse
mechanisms at various levels of the signaling cascades. Immune insults and external and
internal danger signals, such as oxidative and genotoxic stress and tissue injury, constitute
its activators [102]. In addition, Toll-like receptors (TLRs) and inflammasome [103–105], as
well as several upstream kinase cascades via canonical or non-canonical pathways, can
activate the NF-κB pathway. IKKα/β and NIK are the most important upstream kinases.
IKKγ is generally referred to as a nuclear factor-kappa B essential modulator (NEMO), an
important regulatory component of the IKK complex linked upstream to genotoxic signals
and IL-1 and TNF receptor-mediated signaling [103–105]. NF-κB complex activation, play-
ing the crucial role of a pleiotropic mediator of gene expression, determines its translocation
into the nucleus and the expression of target genes, encoding various molecules, such as
proinflammatory cytokines, chemokines, adhesion molecules, eicosanoids, growth factors,
metalloproteinases, nitric oxide, etc. [102]. NF-κB signaling has been reported to be one of
the major pathways stimulating neuroinflammation [102,106].

Recent studies have evidenced the beneficial effects of dietary supplementation with
anti-inflammatory compounds on cognitive decline, neuroinflammation and oxidative
stress by acting on the NF-kB pathway in AD-like animal models [107,108]. Curcumin,
krill oil, chicoric acid, plasmalogens, lycopene, tryptophan-related dipeptides, hesperidin,
and selenium peptides have been tested, despite their heterogeneity, and have shown
helpful actions on cognitive deficits and LPS-induced neuroinflammatory responses in
rodents by affecting the NF-κB pathway [106–108]. Overall, dietary interventions could
represent positive factors in countering AD, or other ND, by acting on neuroprotection
and immune regulation. For example, treatment with metformin, an antidiabetic drug, has
demonstrated anti-inflammatory effects via many mechanisms, revealing its potential as a
therapy for neuroinflammation.

However, as evidenced in such reviews, the mechanisms involved in neuroinflam-
mation are various and complex: numerous molecules are combined in a network and
consequently can modify each other. For example, metformin significantly prevents nuclear
translocation of p65, but pretreatment with compound C, an AMPK inhibitor, eliminates
this effect, while silencing HMGB1 abolishes NF-κB activation. SIRT1 deacetylates FoxO, in-
creasing its transcriptional activity. mTOR in dendritic cells regulates FoxO1 through AKT.
Interactions between the various molecules need to be further explored to clarify their spe-
cific mechanisms and provide more guidance for the treatment of neuroinflammation [109].

Based on the evidence described above, mTOR and AKT pathways, as well as JAK-
STAT, and PPARγ, and Notch pathways, constitute other crucial pathways in neuroin-
flammation [9,110–115]. They represent highly conserved signaling hubs that coordinate
neuronal activity and brain development and participate in neuroinflammation. Accord-
ingly, hyperactivation of JAK/STAT and mTOR and inhibition of PPARγ and AKT signaling
have been associated with various neurological complications, including neuroinflamma-
tion, apoptosis, and oxidative stress [112–115]. Remarkably, target modulators have also
been described to act during acute and chronic neurological deficits. For example, natural
products, such as osthole, an important ingredient of traditional Chinese medicinal plants
often found in various plants of the Apiaceae family, have been shown to target these
pathways [116]. Osthole induces neurogenesis and neuronal function via the stimulation of
Notch, BDNF/Trk, and P13k/Akt signaling pathways. This upregulates the expression of
various proteins, such as BDNF, TrkB, CREB, Nrf-2, P13k, and Akt, and inhibits MAPK/NF-
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κB-mediated transcription of genes involved in the production of inflammatory cytokines
and the NLRP-3 inflammasome. Thus, modulation of Notch, BDNF/Trk, MAPK/NF-κB,
and P13k/Akt signaling pathways by osthole confers protection against neuroinflammation
and ND [116].

Te evidence described above suggests the neuroprotective potential of several com-
pounds and natural products as possible therapeutic agents for neuroinflammation and
NDs. However, a limitation of some of these substances is their low bioavailability and sol-
ubility in water. Furthermore, the use of innovative nanotechnology or the incorporation of
a more polar group would be advantageous to increase the bioactivity and physicochemical
properties of such compounds or natural products, such as osthole. To this end, liposomes,
microspheres, nanoparticles, transferosomes, ectosomes, lipid-based systems, etc. have
been developed for the modified delivery of various herbal drugs. For example, osthole-
loaded nanoemulsion has been reported to effectively target the brain and have beneficial
effects in the treatment of AD. Therefore, the development of potential nanocarriers such
as liposomes, microspheres, and nanoemulsions could improve the bioavailability of such
compounds [107,108]. However, further studies are needed to evaluate the real therapeutic
effect of such compounds on neuroinflammation.

9. Circadian Cycle and Neuroinflammation

Another determinant of neuroinflammation is alteration in circadian cycle/rhythm,
a fundamental process of life developed during the long-term evolution of organisms. It
has diverse functions, maintaining the proliferation, migration, and activation of cells, and
particularly of immune cells [117,118]. Circadian rhythm disorders impact the onset and
development of neuroinflammation by activation of glial cells and peripheral immune
responses [18,118,119]. Animal models exposed to nightshifts or night light have been con-
firmed to have significant levels of activated microglia and proinflammatory cytokines in
brain [120,121]. Sleep deprivation has also been demonstrated to trigger the transcriptional
factor NF-κB and intensify the release of IL-1β and TNF-α in the hippocampus, resulting
in neuronal injury [122]. Studies have also revealed high mRNA levels of IL-1β and TNF-α
in brain tissue of experimental animals, which evoke significant alterations in circadian
rhythm, responsible for modifications in the sleep–wake cycle [123]. Inhibition of such cy-
tokines has resulted to reduce spontaneous non-rapid eye movement sleep in experimental
animals [124,125], confirming that proinflammatory cytokines induce effects on the circa-
dian cycle and neuroimmune function. In addition, circadian system disorders influence
microglial activation and their phenotypes [120–122]. Accordingly, under conditions of
light exposure, diverse investigations in rats report an increased inflammatory activity of
microglia, accompanied by significant rises of TNF-α, IL-1β, and IL-6 [120–122,126].

A critical role of circadian cycle/rhythm has been evidenced in the regulation of the
peripheral immune system [127], including innate and adaptive cells. They have their
own molecular clock and display significant rhythmic differences during recruitment and
activation processes [128]. A regulation of the bone marrow chemokine CXCL12 on the
hypothalamic sympathetic–parasympathetic nervous system in a circadian manner has
also been detected. It determines periodic fluctuations in CXCL12 levels and CXCR4 recep-
tor activation to sustain daily rhythmic changes in the number of neutrophil cells in the
bone marrow blood reserve [129,130]. In macrophages, the circadian cycle impacts their
pattern-recognition receptor signaling pathways, inflammatory mediators, and phagocytic
activity [131]. Krüppel-like factor 4 (KLF4), whose expression is time-regulated, appears to
regulate the macrophage phenotype and rhythmic expression of inflammatory factors [132].
In addition, the REV-ERBα clock gene has been demonstrated to modulate the expression of
the PI3K/Akt signaling pathway and the regulation of the diurnal rhythm of macrophage
polarization [133]. Thus, REV-ERBα also represents a potential target for regulating circa-
dian rhythms and inflammatory response. Similarly, adaptive immune cells also display
rhythmicity, with immune responses that differ significantly during the different hours
of the day. For example, more CD8+ T cells are produced during the day than at night
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in response to antigen immunization, and the rhythmic response dissolves by knocking
out the Bmal1 gene in T cells, further validating the relevance of circadian rhythms in
modulating adaptive immune responses [134].

10. Chronic Low-Grade Inflammation and Neurodegenerative Diseases

Currently, the precise nature and temporal characteristics of the relationship between
neuroinflammation and ND remain largely unknown. Clinical and preclinical studies
have described how systemic chronic inflammation (SCI) should be considered a po-
tential driver of the onset of the neurodegenerative process associated with cognitive
impairment [135,136]. Several studies have proposed the concept of chronic low-grade
inflammation as potentially causal in the etiopathogenesis of dementia and other ARDs
of the elderly individual, and the term “inflammaging” has been coined for this phe-
nomenon [137,138]. Specifically, inflammaging refers to the presence of chronic low-grade
systemic inflammation that occurs during aging in the absence of overt infection (the
so-called sterile inflammation). Clinical and epidemiological studies have shown that this
process is a relevant risk factor for morbidity and mortality in the elderly [137,138]. In partic-
ular, the presence of SCI leads to an increased risk of metabolic diseases (e.g., hypertension,
diabetes, dyslipidemia) and osteoporosis, cancer, and cardiovascular, neurodegenerative,
and autoimmune diseases [135].

SCI implies the involvement of several cytokines and transcription factors that reg-
ulate chronic inflammation at the tissue and causal levels for different ARDs. Among
the cytokines, IL-6 is probably the one most associated with a robust chronic inflamma-
tory response that characterizes different ARDs [139]; other inflammatory cytokines that
participate in the inflammatory process during ARD are IL-1β and TNF-α [139,140]. In
turn, cytokines interact with specific tissue surface receptors, regulating the inflamma-
tory cascade by regulating transcriptional processes. The two main protein transcription
factors associated with SCI are STAT (signal transducer and activator of transcription)
and NF-κB [102]. These proteins regulate a series of genes that code for the formation of
inflammatory cytokines.

Over the last decade, the role of low-grade SCI in periodontal disease (PeD) has been
suggested as a potential risk factor for overall dementia and particularly AD. Several
authors have described the presence of significantly elevated antibody levels toward
specific oral cavity opportunistic pathogens causing PeD in subjects with AD but also MCI
compared with control subjects without cognitive impairment [141]. Regarding specific
oral pathogens, the one most implicated in the link between dementia and PeD appears
to be porphyromonas gingivalis [142], but significantly elevated levels of oral microbial
load of other pathogens such as fusobacterium nucleatum and treponema denticola have
been described in subjects with AD and MCI compared with control subjects [142]. Data
from a recent national US retrospective cohort study showed that periodontal pathogens
increase the risk of AD incidence and mortality [143]. In addition, data from a recent
meta-analysis showed that the risk of cognitive disorder in individuals with PeD increases
as the severity of PeD increases, and this risk appears to be greater in the female sex [144].
There are at least two main mechanisms by which PeD can cause cognitive disorders. The
first involves the presence of an increased cerebral inflammatory state caused by the SCI
process originating from oral pathogens; the second involves a direct action of periodontal
bacteria on the CNS that cross the BBB and cause its breakdown with subsequent, potential
triggering of the preexisting neurodegenerative process [141–144].

In addition to increased risk of dementia, some studies have suggested that PeD
may increase the risk of PD [145]; however, data from a recent meta-analysis revealed no
association between PeD and increased risk of PD [145]. In conclusion, PeD is associated
with an increased risk of overall dementia, AD, and MCI, and this appears to be due to
low-grade SCI sustained by the oral pathogens that cause PeD. However, prospective data
on large population cohorts are needed to confirm the role of PeD as a risk factor for AD,
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dementia, and possibly other neurodegenerative diseases. If confirmed, such data will
have major implications for the treatment and prevention of cognitive disorders.

11. Conclusions

With this review, we have provided an overview of the new mechanisms associ-
ated with the relationship between neuroinflammation and subsequent onset of ND (see
Figure 2A,B). The latter offers the possibility of hypothesizing and developing new treat-
ments and identifying diagnostic and prognostic biomarker profiles for neuroinflammation
and ND. They could include the assessment of transmigration and activation levels of
monocytes, as well as the levels, activation, and quantification of clonotypic cells and their
mediators, and the evaluation of expression of NF-kB and other transcriptional factors (i.e.,
ERG factor) and the related pathways [146,147]. The concomitant assessment of microRNAs
and epigenetic factors involved in the regulation of these mechanisms could be additionally
helpful. Furthermore, the targeting of autophagy and ferroptosis is gaining more and more
interest, as it contributes to the modulation of neuroinflammation and the onset of ND, as
well as to endothelium-related BBB dysfunction. Considering all the findings to date, the
complex pathophysiology and pathogenesis of neuroinflammation and ND might appear
clearer, as well as all pathways and cells. This could facilitate the identification of biomark-
ers and targets and, consequently, the management of NDs. Therefore, further efforts and
investigations are needed. Advances in omics methodologies, artificial intelligence, ma-
chine learning, advanced biological techniques, metagenomics, and meta-transcriptomics
are currently important in neuroscientific research and could be used to achieve this goal.
Similarly, large-scale randomized controlled trials are needed. Such studies would pave
the way for next-generation treatment strategies capable of modulating neuroinflammation
during ND.
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Figure 2. (A,B) (by Biorender software): Model describing the novel mechanisms involved in
neuroinflammation and its relation to the onset of ND. In (A), it illustrates how the ferroptosis,
autophagy, epigenetic factors, changes in circadian rhythm, and endothelial dysfunction associated
with cerebrovascular insufficiency determine all the activation of NF-kB pathway through canonical
or non-canonical signaling. In (B), it shows how activation of the NF-kB pathway through canonical
or non-canonical signaling can activate a network of different signaling pathways, all related to the
onset of neuroinflammation and the consequent onset of ND.
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Abstract: Prior studies have yielded mixed findings concerning the association between apolipopro-
tein E(APOE)-ε4 and serum lipids in patients with Alzheimer’s disease (AD) and healthy individuals.
Some studies suggested a relationship between APOEε4 and serum lipids in patients with AD and
healthy individuals, whereas others proposed that the APOEε4 allele affects lipids only in patients
with AD. Our study aimed to investigate whether APOE alleles have a distinct impact on lipids in AD.
We conducted a comprehensive search of the PubMed and Embase databases for all related studies
that investigate APOE and serum lipids of AD from the inception to 30 May 2022. Elevated total
cholesterol (TC) and low-density lipoprotein (LDL) levels were found in APOEε4 allele carriers com-
pared with non-carriers. No significant differences were found for high-density lipoprotein (HDL)
and triglyceride (TG) levels in APOEε4 allele carriers compared to non-carriers. Notably, elevated TC
and LDL levels showed considerable heterogeneity between patients with AD and healthy controls.
A network meta-analysis did not find a distinct effect of carrying one or two APOEε4 alleles on lipid
profiles. Higher TC and LDL levels were found in APOEε4 allele carriers compared with non-carriers,
and the difference was more significant in patients with AD than in healthy controls.

Keywords: apolipoprotein E; serum lipids; Alzheimer’s disease; meta-analysis

1. Introduction

Alzheimer’s disease (AD) presents as a prevalent progressive neurodegenerative
disease characterized by an insidious onset, progressive memory decline, cognitive impair-
ment, and a spectrum of behavioral and psychological symptoms [1]. The development of
AD appears to be a result of the complex interplay of genetic and environmental factors [2],
hence rendering effective treatment of AD a formidable challenge [3]. The multifactorial
etiology of this global health challenge has driven many research endeavors to unravel
the complex web of causative elements of AD. Among these factors are apolipoprotein
E (APOE) and its allelic variants, specifically the APOE ε4 allele, which have emerged as
being noteworthy.

The human APOE gene is encoded on chromosome 19, and it has three allelic variants:
ε2, ε3, and ε4 [4]. Notably, the individuals carrying the APOEε4 allele exhibit a high risk of
sporadic AD [5]. Individuals with a single APOEε4 allele have a 3.2 times higher risk of
developing AD, whereas, in those with two APOEε4 alleles, the risk of developing AD is
increased by 8 to 10 folds [6]. This can be attributed to the influence of the APOEε4 allele
on amyloid-β (Aβ), either by reducing its clearance or by increasing its production in the
brain [7].
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In neuroimaging investigations of APOE polymorphism in healthy individuals, there
has been a predominant focus on examining gray matter alterations in middle or late life,
particularly in brain regions associated with significant AD pathological findings. Even in
individuals showing no clinical symptoms, documentation has shown a reduction in the
gray matter within the hippocampal and frontotemporal regions in APOEε4 allele carriers
compared with non-carriers [8].

Moreover, the human APOE allele encodes a polyclonal lipoprotein integral to metabolic
processes, including cholesterol transport [9]. Although APOE alleles have a certain impact
on lipid profiles [10–14], current research results are inconsistent [11,14]. Some studies have
identified elevated levels of low-density lipoprotein (LDL) and total cholesterol (TC) in
APOEε4 allele carriers (APOEε4 allele-C) compared with non-carriers (APOEε4 allele-N),
whereas others [10,12] have reported the opposite. Furthermore, some studies [13,15] have
reported that significant differences exist in high-density lipoprotein (HDL) levels between
carriers and non-carriers of the APOEε4 allele. However, such distinctions were not ob-
served in other studies [12,13]. Intriguingly, no systematic analyses have focused on the
differences in lipid profiles between single APOEε4 allele carriers and APOEε4 homozygous
individuals concerning lipid profiles.

Most researchers believe that lipid metabolism is very important in the pathophysio-
logical mechanism of AD [16]. Notably, the latest meta-analysis summarized the disparities
in lipid profiles between individuals with AD and healthy controls [17]. Since the APOEε4
allele affects both lipid metabolism and the pathophysiology of AD, it has been hypoth-
esized that the special relationship between the APOEε4 allele and lipid metabolism is
unique in AD. Some studies have found a relationship between the APOEε4 allele and lipid
profiles in patients with AD and healthy control populations [18], whereas others have
discerned this association exclusively within the AD population [13].

Additionally, most meta-analyses summarized the differences in lipids between pa-
tients with AD and healthy controls, but there has been no relevant summary analysis that
has explored whether the unique relationship between the APOEε4 allele and lipids differs
between patients with AD and healthy controls. Therefore, we systematically compared
the lipid profiles between carriers and non-carriers of the APOE4 allele among patients
with AD and healthy controls and investigated whether the effect of APOE on lipids is
unique in AD. We hypothesized that the APOEε4 allele might cause the development of
AD by influencing lipid metabolism.

2. Materials and Methods
2.1. Search Strategy

Two independent investigators searched the PubMed, Embase, Web of Science, and
Chinese databases on 30 May 2022. The following medical subject heading (MeSH) terms
and topic terms were used as the search terms: “Lipid”, “Cholesterol”, “Triglycerides”,
“Alzheimer’s disease”, “Alzheimer Dementia”, “Apoprotein E”, and “APOE”.

2.2. Inclusion and Exclusion Criteria

The inclusion criteria were as follows: (1) all articles that reported the results of APOE
alleles and were grouped participants according to whether they carried the APOEε4 allele
and/or different APOE alleles; (2) articles reporting data as mean ± standard derivation
(SD); (3) studies that analyzed patients with AD patients or healthy controls as the study
populations; (4) studies that included patients diagnosed with AD; and (5) studies that
included healthy controls with normal cognitive function and no neurological disease.

The exclusion criteria were as follows: reviews, conference papers, letters, comments,
editorials, case reports, and abstracts without an available full text.
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2.3. Data Extraction and Quality Evaluation

FJJ and YJ conducted the preliminary screening of titles and abstracts and then
screened potentially relevant full texts according to the inclusion criteria. A third in-
vestigator verified all the data. From each study, we collected the following data: the
sample size, publication year, and participant characteristics (age, number of participants,
sex ratio, country, and Mini-Mental State Examination scores). Relevant information was
extracted independently by two investigators and verified by a third investigator. The
Newcastle–Ottawa Quality Assessment Scale (NOS Scale) was used to assess the quality of
the included studies [19]. The total score on this scale is 9, and a score of ≥6 is acceptable.

2.4. Statistical Analysis

We performed a meta-analysis using Stata, version 15.0 software (StataCorp LLC.,
College Station, TX, USA) and used the standardized mean difference (SMD) to obtain
aggregate effects. The random-effects model was used if there was significant heterogeneity
between the included studies (the Cochrane Q test result and I2 statistic: I2 > 50% or
p < 0.1). The z-test was used to determine the overall effect. We assessed heterogeneity
using sensitivity, meta-regression, and subgroup analyses and evaluated the publication
bias using Begg’s and Egger’s tests. The standardized effect size was compared between
multiple groups using network meta-analysis, and related indicators of each group were
compared using the cumulative ranking curve (SUCRA).

3. Results
3.1. Study Selection and Characteristics

The flow chart illustrates the systematic search and selection process (Figure 1); 17 stud-
ies were included in the final analysis [10,12–15,18,20–30] (Table 1). These selected studies,
which were carefully evaluated for their relevance and contribution to our research objec-
tives, are shown in Table 1. Eight of these studies grouped the participants on the basis of
their APOEε4 allele status. Among them, four studies exclusively focused on individuals
with AD, whereas the other four studies examined both patients with AD and healthy
controls. APOE allele classification was further extended in six studies, which divided par-
ticipants into three specific groups: APOEε2 allele carriers, APOEε3/3 carriers, and APOEε4
allele carriers. Of these, two studies exclusively focused on the AD population, and the
remaining four encompassed both AD and healthy control populations. The participants
were divided into six subgroups based on their APOE alleles status across a total of five
studies. Among them, one study was exclusively dedicated to the AD population, one
study was exclusively dedicated to the control population, and three studies grouped both
the AD and control populations. It is important to note that some studies did not analyze
all pertinent variables, including but not limited to TC, triglycerides (TG), HDL, and LDL
levels. These variances are essential to consider when interpreting the collective findings.
The NOS Scale scores are shown in Table S1.
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Figure 1. The literature screening flow chart.

3.2. Data Extraction and Study Population

We extracted data from eight articles focusing on TC and TG levels that included
652 individuals carrying APOEε4 allele-C and 1038 individuals with APOEε4 allele-N.
Additionally, we collected information from seven articles regarding HDL and LDL levels
that included 630 individuals carrying APOEε4 allele-C and 987 individuals with APOEε4
allele-N.

3.3. Overall Effect, Heterogeneity, Publication Bias, and Subgroup Analysis

To elucidate the overall effect across the studies, we used a random effect model to
address the variances arising from differences present in the included studies. Noteworthy
differences in TC and LDL levels were observed when comparing the APOEε4 allele-C and
APOEε4 allele-N groups. Specifically, individuals in the APOEε4 allele-C group showed
higher TC and LDL levels than those in the APOEε4 allele-N group (TC: SMD = 0.62 [0.2,
1.04], p = 0.004; LDL: SMD = 0.63 [0.9, 1.08], p = 0.005). However, studies indicated no
difference in TG and HDL levels between those groups (TG: SMD = 0.08 [−0.19, 0.41],
p = 0.108; HDL: SMD = −0.08 [−0.45, 0.28], p = 0.655) (Figures 2 and S1–S4).

Sensitivity analysis was conducted to identify the causes of heterogeneity and we
were able to identify a clear cause of heterogeneity (Figures S5–S8). The funnel plot and
bias test showed no significant publication bias (Figures S9–12, Tables S2–S5).

However, subgroup analysis showed great heterogeneity in TC and LDL levels be-
tween the APOEε4 allele-C and APOEε4 allele-N groups among the AD and healthy control
populations (TC: p = 0.042; LDL: p = 0.001). However, no heterogeneity was shown in HDL
and TG levels (TG: p = 0.794; HDL: p = 0.823) (Figures 2 and S13–S16).
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Notably, the AD and healthy control populations had elevated TC and LDL levels
in the APOEε4 allele-C group compared with the APOEε4 allele-N group, but the degree
of elevation was lower in the AD population than in the healthy control population (AD
population: TC: SMD = 0.49 [0.29, 0.69], p = 0.000; LDL: SMD = 0.68 [0.47, 0.89], p = 0.000)
(healthy control population: TC: SMD = 0.25 [0.13, 0.37], p = 0.000; LDL: SMD = 0.26
[0.14,0.38], p = 0.000) (Figures 2 and S13–S16).

3.4. Comparison of the Lipids in APOEε3/ε3, APOEε2 Allele, and APOEε4 Allele Carriers

The network meta-analysis was performed to compare TC, TG, and LDL levels in
individuals carrying different APOE alleles; APOEε4 allele carriers had the highest SUCRA
value, followed by APOEε3/3 and APOEε2 allele carriers, respectively (Tables S6–S8).
However, regarding HDL levels, APOEε4 allele carriers had the lowest SUCRA value,
followed by APOEε2 allele carriers, whereas APOEε3/3 allele carriers had the highest
SUCRA value (Table S9).

3.5. Comparison of the Lipids between Six Groups of APOE Alleles

The network meta-analysis of six distinct groups formed by APOE alleles showed
variations in the SUCRA values of TC levels as follows: APOEε3/ε4 > APOEε4/ε4 >
APOEε3/ε3 > APOEε2/ε2 > APOEε2/ε4 > APOEε2/ε3 (Table S10).

Similarly, SUCRA values of TG levels were as follows: APOEε2/ε2 > APOEε3/ε4 >
APOEε3/ε3 > APOEε4/ε4 > APOEε2/ε3 > APOEε2/ε4 (Table S11).

Owing to the limited availability of multiple data sets, sequencing comparisons of
HDL and LD levels between these six groups could not be performed.

4. Discussion
4.1. Main Findings

We hypothesized that the APOEε4 allele might cause the development of AD by
influencing lipid metabolism. Studies have found that high levels of serum cholesterol
are positively associated with an increased risk of dementia, and the prevalence of AD is
reduced in patients taking cholesterol-lowering drugs [32]. A Mendelian randomization
study of AD metabolism and risk confirmed the causal role of LDL, cholesterol, and serum
total cholesterol in the high-risk of AD [33]. Some studies have found an association
between blood lipids and Alzheimer’s disease, proving that blood lipids can be used
as biomarkers for the early diagnosis of Alzheimer’s disease. It can also help predict
the stage of prognosis and disease severity, and further studies are needed to find out
the exact mechanisms behind these changes [34]. This study focused on the relationship
between APOE alleles and serum lipid profiles, specifically TC, LDL, TG, and HDL levels in
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individuals with AD compared to healthy controls. Through our meta-analysis, we found
that individuals carrying the APOEε4 allele showed increased TC and LDL levels compared
with those without the APOEε4 allele. There was a statistically significant difference in TC
levels between the APOEε4 allele-C and APOEε4 allele-N groups. The p-value indicated
that the difference did not occur by chance and is, therefore, statistically significant. APOEε4
allele-C carriers had higher LDL levels than non-APOEε4 allele-C carriers.

Notably, no significant statistical differences were found in TG and HDL levels between
these groups. These data reinforce the absence of statistically significant differences in TG
and HDL levels between individuals with APOEε4 allele-C and those without. Further
analysis showed differences in TC and LDL levels between APOEε4 allele-C and APOEε4
allele-N groups with significant heterogeneity when considering AD and healthy controlled
populations separately. These data suggest that in AD populations, TC and LDL levels
are higher in APOEε4 allele-C carriers than in APOEε4 allele-N carriers, but the degree of
elevation is lower than that seen in the healthy control populations.

It is crucial to note that APOEε4 acts as a main genetic risk factor for AD. Genome-wide
association studies have shown that APOEε4 is the strongest genetic risk factor for AD,
irrespective of the age of onset [31].

4.2. APOE Functions in the Brain

The APOE gene encodes the APOE protein, which plays an important role in the
transportation and metabolism of lipids [35]. APOE is responsible for the transportation of
lipids and the maintenance of cholesterol homeostasis in the brain. It plays a crucial role in
supplying neurons with cholesterol and facilitating the removal of excess cholesterol. It is
also involved in other brain functions, such as promoting synaptic plasticity, transmitting
signals, maintaining protein balance, modulating the immune system, and repairing after
an injury [36].

4.3. APOE Isomers and Their Binding Specificity

Research has shown that the C-terminal domain of APOE is the key to lipoprotein
binding and determines the specificity of APOE subtype lipidosis [37]. Specifically, APOEε4
shows distinct characteristics, including poor lipidation compared with APOEε2 and
APOEε3 alleles [38]. The APOEε3 and APOEε2 alleles prefer to bind to HDL, whereas
the APOEε4 allele prefers to bind to very low-density lipoprotein (VLDL) [39]. This vari-
ation in lipoprotein association is determined by differences in the interactions of the
carboxyl-terminal domains among the isoforms, leading to APOEε2 and APOEε3 binding to
smaller more phospholipid-enriched HDL, and APOEε4 binding to larger triglyceride-rich
VLDL [40].

4.4. Lipid-Binding Effects of APOEε 4 and Cholesterol Efflux

The lipid-binding features of APOEε4 have substantial effects on the efflux of choles-
terol and the metabolism of amyloid-beta (Aβ). The functional attributes of APOE, in-
cluding receptor binding capabilities, molecular stability, and overall functionality, are
conditional based on its lipidation status [41]. In vitro model studies have shown a pivotal
role of lipidation in preventing self-aggregation of APOE [42]. Given the considerable
influence of lipidation on many roles of APOE, it has been proposed as a potential thera-
peutic treatment for AD. Hence, there is the possibility to correct, as well as prevent, certain
outcomes associated with neurodegeneration. The benefit of increasing lipidation and
reducing lipid-free availability may offer greater advantages to the individuals who carry
the APOEε4 allele, which accounts for a larger percentage of both AD populations and
healthy control populations [43].

Another complementary study observed that pharmacologically promoting cholesterol
efflux can increase myelination in vitro and in vivo and improve cognition in APOE4/e-TR
mice. This finding indicates a link between cholesterol dysregulation and myelination
in APOEε4 carriers, which may impact the onset and severity of cognitive decline in AD.
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Interventions such as pharmacological treatments, lifestyle, and dietary modifications
aiming at restoring cholesterol equilibrium and myeline volume might help to increase the
cognitive reserves in APOEε4 carriers [44].

This proposal to augment APOE lipidation as a therapeutic approach shows the
increasing understanding of the complex connection between lipid metabolism, APOE
genetics, and AD pathogenesis. Further investigations are required to determine the
practicality and effectiveness of using this approach in the clinical setting as a means to
develop successful therapeutic interventions for AD.

Furthermore, the APOEε4 allele has a strong lipid-binding affinity and a low recovery
capacity, leading to impaired cholesterol efflux, culminating in an increased accumulation
of cholesterol in cell membranes [45]. The distribution of elevated cholesterol levels on the
plasma membrane of neurons correlated with increases in the metabolism of Aβ precursor
protein (APP), which results in increased Aβ production [46]. In addition to neurons,
astrocytes and microglia are also affected by impaired cholesterol efflux. In these cells, less
cholesterol efflux reduces Aβ degradation, which may increase aggregation of Aβ into
plaques [47].

4.5. HDL and Cholesterol Metabolism in APOE Non-Carriers

Longitudinal studies have shown that individuals with AD who are non-carriers of the
APOEε4 allele have elevated HDL levels. This elevation is associated with impaired choles-
terol metabolism and impaired function, possibly resulting from reduced lipid availability
in neuronal membranes [48]. Furthermore, in APOEε4 allele non-carriers of AD-stratified
populations, the enzyme 3-hydroxy-3-methylglutaryl-CoA synthetase was significantly
associated with sporadic AD. This suggests potential cholesterol metabolic dysfunction in
patients with AD who do not carry the APOEε4 allele [49].

4.6. Heterogeneity and Implications in Clinical Practice

Subgroup analysis based on different populations yielded findings showing significant
inter-group heterogeneity in patients with AD and the healthy controls, especially since the
influence of the APOEε4 allele on TC and LDL levels appears to be more pronounced in
patients with AD than in the healthy control population. One important consideration is
that TC and LDL in peripheral blood rarely enter the central nervous system (CNS). These
lipids typically do not cross the blood–brain barrier in substantial amounts to cause harm
to CNS function. Therefore, any effect of APOE alleles on peripheral TC and LDL levels
may differ from their potential roles in the CNS. This raises an important question as to
whether the influence of APOE alleles on peripheral lipid levels is related to the central
pathological mechanism of AD. The exact nature of this relationship remains unclear, so it
is an important area that warrants more comprehensive investigations. Therefore, more
attention should be paid to AD in clinical practice and future studies, especially the lipid
levels of patients with AD carrying the APOEε4 allele.

Given the high degree of heterogeneity in this meta-analysis, we acknowledge that
the exact cause of this variability has not been definitively identified despite performing
sensitivity meta-regression and other analyses. We tried to exclude influential studies
and found that heterogeneity could not be significantly reduced after re-analysis. This
heterogeneity could be due to a combination of various factors, including different study
populations, methodologies, and patient characteristics, such as age, sex, genetic back-
ground, medication use, ethnicity, and race.

4.7. Sex-Based Analysis

Sex-based analysis can provide more insight into how sex-specific hormonal factors
interact with APOE alleles to modulate lipid profiles and AD risk differently in men and
women. There are significant differences between males and females in the regulation of
fatty acid metabolism. Premenopausal women tend to have higher levels of polyunsat-
urated fatty acids than men [31], which may be due to higher estrogen levels affecting
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lipid metabolism in premenopausal women [50]. Additionally, women in premenopausal,
menopausal transition states have alterations in various body fats, which are also related to
changes in their estrogen concentrations [51]. Decreased estrogen levels in postmenopausal
women can affect lipid metabolism, which increases the risk of cognitive decline [52].

Females with one copy of the APOEε4 allele had about four times the risk of AD,
whereas males with one copy of the APOEε4 allele had only twice the risk [53]. It is
unknown whether there are differences in lipid metabolism between different APOEε4
allele groups with different sexes. A study conducted in 2022 showed that within the AD
population, both sexes showed high levels of TC and LDL compared with the control group.
Notably, among female patients with AD, TC and LDL levels were significantly higher
in APOEε4 allele carriers than in non-carriers. In contrast, the presence of the APOEε2
allele was linked to reduced TC levels in male patients with AD compared with non-
carriers. This particular influence was not evident among male controls, female controls,
or female AD populations. However, further prospective studies are required to confirm
these findings [54].

In our study, owing to insufficient data, it was not possible to conduct subgroup
analysis based on sex, age, and medication use to explore various causes of heterogeneity. It
is worth further exploring the sex-based differences in lipid metabolism between different
APOEε4 allele groups and how these differences can influence AD risk.

4.8. Dual APOE4 and Lipid Profiles

In addition, this study used network meta-analyses to explore the effect of both single
and dual APOEε4 alleles on lipid profiles. Interestingly, the presence of dual APOEε4
alleles did not increase the degree of influence on lipid profiles compared with a single
APOEε4 allele. This finding negates the notion that having a higher genetic predisposition
(possessing two APOEε4 alleles) leads to more lipid-related impacts in AD.

4.9. Comparisons with Other Studies and What This Study Added to the Existing Knowledge

In contrast to previous meta-analyses that primarily examined the differences in lipids
between AD and healthy controls, this study took a more focused approach. We investi-
gated the difference in lipid levels between those carrying APOEε4 allele-C and APOEε4
allele-N within the context of AD. Thus, we were able to evaluate the specific influence of
the APOEε4 allele on lipids in AD, which adds novel knowledge to improve understanding
of the complex interplay between genetics and lipid metabolism in AD pathogenesis.

4.10. Study Strengths and Limitations

This study is the first comprehensive analysis of the distinctive relationship between
the APOEε4 allele and lipids in patients with AD and healthy controls. The influence of
the presence of the APOEε4 allele on blood lipids, and the differences between single and
dual APOEε4 allele lipids, were analyzed using MeSH terms in meta-analysis, which is the
strength of this study. However, this study has some limitations. First, since the data on
age and the sex ratio of the APOEε4 allele carriers and the non-carriers were insufficient,
we could not conduct a deeper subgroup analysis stratified by age and sex. Second, despite
our best efforts to contact the respective authors, some articles had incomplete data.

5. Conclusions

This meta-analysis showed that APOEε4 allele-C carriers had higher TC and LDL
levels than APOEε4 allele-N carriers, and the difference was significant between patients
with AD and healthy participants. The dual APOEε4 allele may not have an increased effect
on the lipid profiles. The effect of dyslipidemia and interventions on lipids levels in AD,
especially in APOEε4 allele carriers, should be extensively studied in the future. Currently,
there are no therapies targeting APOE for AD treatment. These studies offer new insights
for potential future AD treatments and provide a basis for precision medicine.
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Abstract: One of the major obstacles confronting the formulation of a mechanistic understanding for
Alzheimer’s disease (AD) is its immense complexity—a complexity that traverses the full structural
and phenomenological spectrum, including molecular, macromolecular, cellular, neurological and
behavioural processes. This complexity is reflected by the equally complex diversity of risk factors
associated with AD. However, more than merely mirroring disease complexity, risk factors also
provide fundamental insights into the aetiology and pathogenesis of AD as a neurodegenerative
disorder since they are central to disease initiation and subsequent propagation. Based on a systematic
literature assessment, this review identified 30 risk factors for AD and then extended the analysis to
further identify neuroinflammation as a unifying mechanism present in all 30 risk factors. Although
other mechanisms (e.g., vasculopathy, proteopathy) were present in multiple risk factors, dysfunction
of the neuroimmune–neuroinflammation axis was uniquely central to all 30 identified risk factors.
Though the nature of the neuroinflammatory involvement varied, the activation of microglia and
the release of pro-inflammatory cytokines were a common pathway shared by all risk factors. This
observation provides further evidence for the importance of immunopathic mechanisms in the
aetiopathogenesis of AD.

Keywords: Alzheimer’s disease; dementia; neurodegeneration; neuroinflammation; neuroimmune;
microglia; cytokine

1. Introduction

The brain is the human body’s most complex and convoluted organ, and neurode-
generative disorders such as Alzheimer’s disease (AD) are arguably amongst the most
complex diseases of the brain. One of the major hurdles encountered when formulating a
mechanistic understanding with which to facilitate management strategies for AD is its
immense complexity—a complexity that traverses the full structural and phenomenological
spectrum, including molecular, macromolecular, cellular, behavioural and neurological
processes [1,2]. AD risk factors are excellent examples of this immense complexity; these
risk factors include such bewilderingly diverse conditions as medical diseases (diabetes),
psychiatric disorders (depression), personal injuries (head trauma), societal factors (social
isolation) and environmental issues (air pollution).

To identify a harmonizing mechanistic explanation with which to unify the many and
varied risk factors for AD, a comprehensive literature review was initially completed (in
PubMed, Web of Science, Scopus and Google Scholar databases including publications
dating up to November 2023) and identified 30 “risk” factors for AD, employing a broad
definition of “risk factor”: some are modifiable risk factors connected in a causative manner
with AD (e.g., smoking, alcohol abuse, obesity); others are concomitant disorders occurring
as co-morbidities (e.g., glaucoma; people with glaucoma are at risk for also developing AD);
others are bidirectional risk factors (e.g., chronic pain causes neuroinflammation, which
is a risk factor for AD, yet the neuroinflammation is a positive feedback risk factor for
continuing pain). This comprehensive list of 30 risk factors includes the 12 modifiable risk
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factors identified in the 2020 Lancet commission (air pollution, alcohol abuse, brain injury,
depression, diabetes, hearing impairment/deafness, hypertension, lower educational level,
obesity, physical inactivity/sedentary lifestyle, smoking and social isolation) [3]. Beyond
these 12 Lancet commission risk factors, 18 additional factors have been added, which
include well-recognized risk factors that are non-modifiable (e.g., age, sex), risk factors
that are modifiable but not at the personal level (e.g., climate change), concomitant co-
morbidities as risks (e.g., glaucoma, migraine) and other newer factors for which convincing
data are emerging but they remain less conclusive (e.g., oral hygiene, allergies).

Next, all literature sources discussing the 30 identified risk factors were searched for
common terms providing mechanistic explanations. The term uniting all 30 risk factors was
“neuroinflammation”, where neuroinflammation is defined as a functional process of the
brain’s innate immune system following activation by diverse external (physical trauma,
toxin (microbiological, chemical)) and/or internal (ischaemia) challenges, and manifesting
as integrated cellular (microglial) and molecular (especially cytokine: e.g., Interleukin (IL)-
1β, IL-6 and Tumour Necrosis Factor (TNF)-α) alterations within the brain [4,5]. Since many
studies provide data strongly implicating neuroinflammation as a significant contributor
and culprit in the aetiopathogenesis of AD, a shared neuroimmune–neuroinflammation
mechanism clearly emerges as a unifying thread providing harmonization within the rich
tapestry of diverse risk factors associated with AD.

Herein, an overview of the neuroimmune–neuroinflammation axis as related to AD is
presented followed by a consideration of the 30 risk factors for AD in conjunction with a
description of their neuroinflammatory mechanisms (Figure 1).

Neuroimmune–Neuroinflammatory Contributions to Alzheimer’s Disease

Traditionally, AD has been regarded as a proteopathy (i.e., protein-based disorder)
arising from the misfolding and oligomerization of β-amyloid (Aβ) and tau. Regrettably,
however, this conceptualization has failed to yield a definitive curative therapy, thereby
necessitating the need to explore other mechanistic approaches, including immunopathy,
gliopathy, mitochondriopathy, membranopathy, synaptotoxicity, metal dyshomeostasis and
oxidative damage, reflecting the biochemical complexity and heterogeneity of AD. Of these
mechanisms, immunopathy is emerging as a lead contender [6–10].

Not surprisingly, an immunopathic mechanistic explanation of AD is likewise com-
plex and involves a host of cellular (microglia) and molecular (cytokine) participants.
Emerging data indicate that the homeostatic balance between pro-inflammatory and anti-
inflammatory processes becomes disordered over the time duration of the disease, ulti-
mately tilting towards a neuropathic pro-inflammatory milieu and manifesting with in-
creased concentrations of activated microglia and pro-inflammatory cytokines (IL-1β, IL-6,
TNFα) [6–8]. During the initial pre-symptomatic phases of the disease, immune processes
are neuroprotective with microglia-mediated phagocytosis of cytotoxic Aβ aggregates.
However, as the disease progresses, such neuroprotective effects are supplanted by neuro-
toxic effects with elevated pro-inflammatory processes. These neurotoxic pro-inflammatory
effects occur within the context of both innate immunity and adaptive immunity, with
deleterious neuroinflammation arising primarily from the actions of prolonged innate
immunity activity. Neuroinflammation involves reactive, pro-inflammatory microglia and
astrocytic phenotypes, which paradoxically enhance Aβ oligomerization and promote tau
hyperphosphorylation, complement activation and the catabolism of neurotransmitters
and brain biomolecules into neurotoxic metabolites—changes which both initiate and/or
propagate neurodegeneration, heralding cognitive reduction and dementia in susceptible
(usually geriatric) adults. Since the neurotoxicity of excessive pro-inflammatory processes
occurs not only at the level of innate immunity, via neuroinflammation, but also at the
level of adaptive immunity, the neuropathological mechanisms of neuronal death involve
both auto-inflammatory and autoimmune mechanisms. Additional support for the ae-
tiopathogenic role of the neuroimmune–neuroinflammation axis AD comes from genetic
studies: genome-wide association studies (GWASs) reveal that multiple polymorphisms
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associated with AD occur in genes that regulate innate immune function (e.g., CD33, CLU,
CR1, TREM-2), which encode proteins that regulate complement activation and cellular
phagocytic activities [9]. Thus, although inflammation, in general, is a non-specific response
to many different types of injury, within the specific context of AD, the neuroimmune–
neuroinflammation axis is a key contributor to disease pathogenesis and progression;
accordingly, factors that affect the biochemistry or histology of this axis emerge as risk
factors for AD [10].
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Figure 1. Thirty risk factors for Alzheimer’s disease: traditionally AD was regarded as a proteopathic
disease arising from protein misfolding and aggregation; however, immunopathy also contributes
to AD particularly as an excessive pro-inflammatory innate immune response. The 30 very diverse
risk factors for AD identified in this review are uniquely unified by their common ability to elicit
neuroinflammation, manifesting as microglial activation and pro-inflammatory cytokine (IL-1β,
IL-6, TNFα) release, ultimately causing neuronal loss and brain atrophy thereby contributing to the
pathogenesis of the disease. These risk factors cause an imbalance in immune homeostasis triggering
excessive pro-inflammatory activities which are neurotoxic.
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2. Thirty Risk Factors
2.1. Age

Although AD is not a normal long-term outcome of aging, age is regarded as the best
established risk factor for the disease. The number of people living with AD doubles every
five years after age 65 years; 40% of people aged 90 years and older have AD [11]. In the
preponderance of people diagnosed with AD, symptoms onset after they reach their mid-60
s in age or even later. When the disease manifests clinically before age 65, it is regarded
as uncommon.

The links between aging and AD are many and complex; however, neuroinflammation
is a key component of this link, with aging being associated with neuroinflammation
and neuroinflammation being associated with AD. D’Avila et al. established that aged
mice exhibit dystrophic pro-inflammatory microglia in the entorhinal cortex and hip-
pocampus within the medial temporal lobe [12]. Aged mice also release higher levels of
pro-inflammatory (IL-1β and IL-6) cytokines in the brain and higher levels of NADPH
oxidase 2 (Nox2) expression compared to younger animals [13].

In humans, aging and a chronic inflammatory state frequently co-exist in the periphery
and in the brain. Aging impairs functional interactions between the brain and the immune
system; microglia and astrocytes, functioning in their capacity as innate immune cells,
become more pro-inflammatory during aging [14]. This age-associated increase in innate
immune reactivity heralds an augmented inflammatory cytokine brain response after
activation of the innate immune system during the initiation and progression of AD,
leading to more severe long-lasting behavioural and cognitive deficits.

2.2. Sex

After age, sex is the other most commonly cited risk factor for AD. Women are more
likely to develop dementia over the course of their life (even after greater longevity is
considered); twice as many women have AD compared to men. A Swedish study by Beam
et al. followed 16,926 people and noted that commencing at age 80 years, women are more
likely to be identified as having AD than men at corresponding ages [15]. An analogous
Taiwanese study by Liu et al. concluded that the likelihood of developing AD throughout
a seven-year time duration was greater in women compared to men [16]. Finally, a meta-
analysis by Niu et al. studying the European incidence of AD calculated that, annually,
13 women out of 1000 developed AD, compared to only 7 men [17].

Immune-mediated neuroinflammatory responses are different between men and
women. Women are more susceptible to inflammatory pathological consequences than men
via neuroimmune alterations, including microglial activation, pro-inflammatory cytokine
expression and dysinformational synaptic plasticity [18]. In a study involving injecting
volunteers with immunogenic lipopolysaccharides (LPSs), Engler et al. ascertained that
women undergo a significantly enhanced pro-inflammatory response, with higher circulat-
ing levels of TNFα and IL-6; conversely, the LPS-triggered rise in anti-inflammatory IL-10
was significantly greater in men [19]. Finally, women constitute >80% of all diagnoses of
autoimmunity, particularly as demonstrated by differences in the incidence for Sjögren syn-
drome, systemic lupus erythematosus, Hashimoto thyroiditis, Graves’ disease, scleroderma
and myasthenia gravis [20]; Meier-Stephenson et al. argued that AD is an autoimmune
disease. Such sex-based neuroimmune differences provide a possible explanation for the
corresponding sex differences in the incidence and prevalence of AD [21].

2.3. Arterial Hypertension

Hypertension is a well-documented and accepted risk factor for AD. Multiple studies
have concluded the existence of a correlation between cognitive decline and systemic
arterial hypertension in different age cohorts [22,23]. Systemic arterial hypertension, par-
ticularly midlife high blood pressure (BP), has been related to a higher risk of dementia,
including AD. In the middle years of life (age 40–64 years), there is a positively correlated
relationship between BP elevation and cognitive dysfunction in AD, whilst in elderly popu-
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lations (age ≥ 65 years), this relationship is more controversial, with hypotension being
deleterious to intellectual function.

Not surprisingly, the link between hypertension and AD is multifactorial, with vascular
factors playing a major contributing role. However, neuroinflammation is another major
mechanism linking hypertension and AD [24]. Animal studies have established that
prolonged BP elevation culminates in neurotoxic glial activation and increased cerebral
inflammatory mediators, particularly pro-inflammatory cytokines, such as TNFα and
IL-1β. Solé-Guardia et al. observed that individuals experiencing chronic hypertension
had an enhanced neuroinflammatory response, manifesting as augmented microglial
activation and astrogliosis and more apparent perivascular inflammation compared to
non-hypertensives [25]. Carnevale et al. showed that hypertension induced microglial
activation, and interleukin IL-1β upregulation triggers neuroinflammation before Aβ

deposition [26].

2.4. Hypercholesterolemia

Dysregulated cholesterol biosynthesis and metabolism constitute a risk factor for AD
and multiple other diseases. In vivo and human-based investigations have concluded that
a high-cholesterol diet (HCD) induces A. In rats and mice, HCD produces significant cogni-
tive decline and AD-like disease [27,28]; in Japanese white rabbits on an HCD, alterations
in brain structure and function analogous to those of human AD were noted [29]. Epidemi-
ological investigations have also suggested a relationship between hypercholesterolemia
and AD [30]. Xu et al. suggested that high cholesterol levels were associated with increased
AD pathology severity, and that the mechanism for this enhanced pathology is not entirely
mediated by cerebrovascular conditions [31]. Thus, mounting evidence indicates that exces-
sive cholesterol accumulates in AD, driving AD-associated pathological changes, and that
hypercholesterolemia promotes AD development as a risk factor, especially with elevated
cholesterol levels in the middle years of life.

As with hypertension, the link between hypercholesterolemia and AD is multifactorial,
with vascular factors playing a major contributing role. However, neuroinflammation is
another major mechanism linking hypercholesterolemia and AD [32]. For example, Thiru-
mangalakudi et al. demonstrated that hyperlipidemic mice showed increased expression of
pro-inflammatory microglia and cytokines/mediators, including TNFα, IL-1β, IL-6, NOS2
(Nitric oxide synthase 2) and COX2 (Cyclooxygenase-2) [33]. Chen et al. also showed, in
mice, that a high-cholesterol diet enhanced pro-inflammatory NLRP3 (NLR family pyrin
domain containing 3) inflammasome activation and IL-1β expression [34].

2.5. Smoking

Based on a comprehensive review, Durazzo et al. concluded that smoking tobacco
products gives rise to a significantly intensified risk for AD and dementia [35]. Cigarette
smoke/smoking is associated with AD neuropathology in both preclinical models and
human studies. Jeong et al. showed that smoking discontinuation resulted in a reduced
risk of dementia [36].

The negative consequences of smoking are numerous, providing multiple mechanisms
by which smoking contributes to pathology. However, immune-based inflammation is
a significant contributor to this pathology. Alrouji et al. concluded that smoking inflicts
complex immunological effects, which include enhancements in inflammatory responses
(activated microglia with increased pro-inflammatory cytokine responses) with a concomi-
tant lessening of immune defences, causing an increased vulnerability to the deleterious
effects of a chronic ongoing pro-inflammatory environment [37]. In a case–control study,
Liu et al. found that cigarette smoking was associated with elevated concentrations of
at-risk biomarkers for AD, as indicated by higher neuroinflammation biomarkers in the
cerebrospinal fluid of participants in the active smoking group [38].
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2.6. Physical Inactivity

Based on a comprehensive literature review, Meng et al. concluded that physical
inactivity is one of the most readily addressable and avoidable risk factors for AD and that
improved physical activity levels are linked to a diminished risk of AD development [39].
Physical exercise is also helpful in improving behavioural and psychiatric symptomatic
indicators of AD, notably via better cognitive function. Chen et al., likewise, concluded that
physical exercise is important in the prevention of AD, providing non-pharmacological
treatment options [40].

The case correlating physical inactivity with AD via a neuroinflammatory mechanism
is strong. Recently, Wang et al. demonstrated that exercise ameliorates AD by directly
and indirectly regulating brain immune responses and promoting hippocampal neuro-
genesis [41]. Similarly, Seo et al. showed that neuroinflammation-mediated microglia
activation with pro-inflammatory cytokine release is enhanced by physical inactivity and
downregulated by exercise [42]. Svensson and co-workers likewise showed that exercise
leads to the elevated biosynthesis and release of anti-inflammatory cytokines, and lower
concentrations of pro-inflammatory cytokines and activated microglia [43].

2.7. Obesity

Obese people exhibit a higher risk of acquiring age-correlated cognitive reduction,
mild cognitive impairment and AD [44,45]. An association between body mass index
(BMI) and AD has been described, with multiple groups studying the relationship between
elevated BMI and AD. Obesity is, thus, a recognized risk factor for AD [46–49].

Miller and Spencer suggested that neuroinflammation is the linkage that unites obesity
with AD; obesity (and high fat consumption) culminates in systemic inflammation as well as
elevated levels of circulating free fatty acids and inflammatory mediators. These circulating
cytokines and activated immune cells reach the brain and initiate local neuroinflammation,
including microglial proliferation and causing synaptic remodelling and neurodegenera-
tion [50]. Similarly, Henn et al. also suggested that immune dysregulation, including inflam-
maging (e.g., age-related increase in the levels of cytotoxic pro-inflammatory biomarkers
in blood and tissues) and immunosenescence (e.g., age-related reduction in the efficacy
of immune system function), commonly occur prematurely as a consequence of obesity,
promoting cognitive impairment and AD [51].

2.8. Dietary Factors

In recent years, numerous studies have confirmed that, especially with advancing age,
diet affects cognitive capacities and ultimate susceptibility to AD. In a systematic search of
randomized clinical trials, reviews and meta-analyses evaluating the connection between
diet and AD, Xu Lou et al. examined 38 studies and concluded that a Western diet pattern
is a risk factor for AD, whereas the Mediterranean diet, ketogenic diet and supplementation
with omega-3 fatty acids and probiotics are potentially neuroprotective diets [52]. The
Mediterranean diet, the related MIND diet (which incorporates constituents designed to
lower blood pressure) and other healthful dietary regimens are associated with cognitive
benefits in studies and a decreased probability of AD [53–56].

Kip and Parr-Brownlie noted that many dietary risks factors are linked to AD-promoting
neuroinflammation, particularly high saturated and trans-fat intake; indeed, dietary modifi-
cations in mice can influence levels of pro-inflammatory microglia and cytokines [57]. Con-
versely, dietary restriction (DR) has been shown to diminish age-related pro-inflammatory
activation of microglia, astrocytes and cytokines while prolonging lifespan in various
organisms [58,59].

The microbiome also plays an essential role in the link between diet and AD. Dietary
changes (either deleterious or beneficial) influence the microbiome composition, thereby
altering the gut–brain homeostatic axis with the release of pro-inflammatory bacterial
metabolites, which predispose people to AD progression [60].
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2.9. Cerebrovascular Disease

Cerebrovascular disease, manifesting as cerebral atherosclerosis and arteriolosclerosis,
is a risk factor associated with AD; thus, cerebral vasculopathy is a pervasive risk factor
for both vascular dementia and AD [61]. A number of midlife vascular risk factors are
significantly associated with AD—findings consistent with a role of vascular disease in
the development of AD [62]. Stroke is a common pathology associated with AD among
elderly individuals—a co-morbid relationship at its fullest when accompanied by a plethora
of commonly acknowledged vascular risk factors [63]. Vascular risk factors associated
with AD include the conventionally recognized risk factors (hypertension, cholesterolemia)
which contribute to atherosclerotic vascular change, as well as amyloid angiopathy, in
which amyloid deposits in the walls of small to medium cerebral blood vessels lead to
microhaemorrhages with consequent neurologic deficits, which may include impairments
in memory or cognition.

Beyond the obvious vascular contributions (ischaemia, hypoxemia) to dementia, neu-
rotoxic brain inflammation (pro-inflammatory microglia and cytokines) accompanies the
ischaemic conditions of cerebrovascular disease, thereby contributing to AD pathogene-
sis [64–66]. Jurcau and Simion showed that neuroinflammatory mechanisms significantly
contribute to neuronal injury during cerebral ischemia, ultimately further increasing the
extent of cerebral damage and neurological deficits in AD [67].

2.10. Diabetes Mellitus

Numerous studies have shown that people with diabetes, especially Type 2 Diabetes,
are at higher risk for AD; indeed, AD has even been referred to as Type 3 Diabetes [68–70].
Among people with diabetes, the risk for AD is 65% higher than in non-diabetic controls.
Conversely, but analogously, in people with AD, the prevalence of diabetes is higher than
anticipated, approaching 35%. An even greater number of people with AD (46%) have
glucose intolerance, which is often a metabolic predictor of diabetes. Even without overt
clinically demonstrated diabetes, dysregulation of the glucose metabolism is associated
with cognitive decline and AD risk.

Given the complexity of diabetes, the possible mechanistic links between diabetes
and AD are multi-fold and include Aβ misfolding and oligomerization, tau hyperphos-
phorylation and aggregation, neuroinflammation, damaging pro-oxidative processes and
dysfunctional mitochondria. Amongst these, Van Dyken and Lacoste argued that neu-
roinflammation is one of the key mechanistic connectors between diabetes and AD [71].
Similarly, based on a systematic review of in vitro, preclinical and clinical studies, Vargas-
Soria et al. concluded that diabetes triggers specific responses that include the upregulation
of activated microglia and secretion of a wide variety of pro-inflammatory cytokines and
chemokines [72]. Pathways commonly activated by diabetic pathological changes include
the NLRP3 inflammasome.

2.11. Oral Hygiene (Porphyromonas gingivalis)

Bacteria and their associated inflammatory molecules are able to travel from regions
of mouth infections to the brain via the bloodstream [73]. Researchers in the School of
Dentistry, University of Central Lancashire, initially drew attention to the link between
oropharyngeal disease and AD, concluding that periodontitis/gingivitis is a risk factor for
AD [74]. The mouth contains 700 bacterial species, including ones that cause periodontal
gingivitis; Porphyromonas gingivalis, a Gram-negative, rod-shaped, pathogenic anaerobic
bacterium from the phylum Bacteroidota, is the most common culprit of gum disease.
Recent studies indicate that Aβ oligomerization and its associated neuroinflammatory
responses may be triggered in response to this infection. Porphyromonas gingivalis and the
gingipains enzyme which it produces have been identified in AD brains. Thus, periodontitis
is an anatomically specific infection and risk factor for AD [75,76].

Neuroinflammatory processes constitute the connection between chronic, inflamma-
tory disease of the oropharyngeal cavity and gums (periodontitis) and AD [77]. This
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neuroinflammation may occur through two basic processes: a. local (oral) and/or its asso-
ciated systemic inflammation, triggering a neuroinflammatory reaction within the brain
via the distribution of pro-inflammatory mediators; or b. direct entry of bacteria into the
cranial space, eliciting a protective innate immune response manifesting as neuroinflamma-
tion. Also, pathogenic oropharyngeal bacteria release structurally diverse metabolites and
inflammatory mediators into the bloodstream, ultimately crossing the brain–blood barrier
(BBB); these bacteria can instigate alterations in gut microbiota, further enhancing inflam-
mation and affecting brain function via the gut–brain axis. The fifth cranial (trigeminal)
nerve has been proposed as an alternative route for connecting oral bacterial products to
the brain. Whatever the mechanism, periodontitis/gingivitis leads to microglial activation
and pro-inflammatory cytokine release in the brain, thereby triggering and promoting AD
pathogenesis [78,79] (see Figure 2).
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Figure 2. Risk factors for Alzheimer’s disease: although AD is a disease of the central nervous
system, the diverse risk factors that contribute to its initiation and progression are not confined
to the brain and often are systemic disorders such as diabetes mellitus, arterial hypertension or
chronic inflammation. Non-systemic localized factors, anatomically distinct from brain, such as
chronic periodontitis/gingivitis dental inflammation, are also emerging risks. May of the risk factors
are interconnected (e.g., vascular disease, hypertension, hypercholesterolemia and diabetes) and
mutually self-sustaining; these factors also contribute to the pathogenesis of AD via a multi-factorial
route, through not only neuroinflammatory processes, but also vascular dysfunction.
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2.12. Peptic Ulcer Disease (Helicobacter pylori)

There is also an association between peptic ulcer disease and AD, analogous to the
connection between oral bacteria and AD, but with the peptic ulcer bacterium (Helicobacter
pylori) being further down the gastrointestinal tract [80,81]. Studies have shown that peptic
ulcer disease increases the risk of AD via the mechanisms of systemic inflammation and
altered gut microbiota [82]. In a population-based study, Chang et al. showed that the
suppression of Helicobacter pylori yields decreased progression of dementia [83]. Thus,
periodontitis and peptic ulcer disease are two anatomically specific infections implicated as
risk factors for AD.

Noori et al. showed that Helicobacter pylori infection contributes to the expression of
AD-associated risk factors and neuroinflammation, particularly enhanced concentrations
of activated microglia and pro-inflammatory cytokines [84]. In a rat model of peptic ulcer
disease, increased levels of circulating pro-inflammatory cytokines such as IL-1β were
documented [85].

2.13. Systemic Infection

The relationship between systemic non-CNS infections and AD is complex, but a
preponderance of evidence supports the supposition that systemic infection is a risk factor
for AD [86]. Giridharan et al. showed that infection-induced systemic sepsis accelerates
cognitive decline and neuropathology in an AD mouse model [87]. Based on a systematic
review and meta-analysis of human studies, Lei et al. showed that surviving sepsis was
linked to a greater risk of dementia (OR = 1.62, 95% CI = 1.23–2.15, I2 = 96.4%, p = 0.001) and
that septicaemia is associated with increased risk for dementia and AD [88]. Though many
microorganisms have been implicated, Herpes simplex virus 1, Chlamydia pneumonia and
Borrelia burgdorferi have been discussed as infectious agents, which are possible specific
microbiological risk factors for AD. Conversely, systemic infection exacerbates pre-existing
AD, accelerating cognitive decline and disease progression.

Systemic infections provoke a systemic inflammatory response, which, in turn, elicits
neuroinflammation. In a prospective human pilot study, Holmes et al. demonstrated
that cognitive function is negatively impacted for two months or longer following the
resolution of a systemic infection and that elevated serum levels of IL-1β herald this
cognitive impairment [89]. In a post-mortem study, Asby et al. provided evidence that
systemic infection raises the levels of multiple cytokines (TNFα, IL-1β, IL-6, IL-8 and IL-15)
in the brain [90].

2.14. Systemic Inflammation

Acute and chronic systemic inflammation is characterized by the systemic production
of pro-inflammatory cytokines (e.g., TNFα) that play a role in immune to brain communi-
cation; systemic inflammation increases pro-inflammatory cytokine secretion in the brain,
which, in turn, causes an increase in cognitive decline and disease progression in AD [91].
Walker et al. discussed how systemic pro-inflammatory cytokines can traverse the BBB and
enter the brain to regionally promote a pro-inflammatory environment, via a process which
also involves signalling through endothelial cells and/or activating the vagus nerve [92].
Systemic inflammation, thereby, induces phenotypically reactive pro-inflammatory mi-
croglia and astrocytes, which further can foster β-amyloid oligomerization, tau hyper-
phosphorylation and complement activation. Similarly, Xie et al., likewise, discussed how
peripheral inflammation is a risk factor contributing to AD by means of neuroinflamma-
tion [93]. Finally, diseases typically associated with chronic systemic inflammation, such as
rheumatoid arthritis, are regarded as risk factors for AD [94,95].

2.15. Allergies

Joh et al. studied 6,785,948 adults aged ≥40 years who participated in a national health
examination without any history of dementia before baseline; during 8.1 years of follow-up,
260,705 dementia cases (195,739 AD) were identified, and three allergic diseases (asthma,

106



Brain Sci. 2024, 14, 41

atopic dermatitis, allergic rhinitis) were positively associated with dementia risk [96].
Compared with individuals without allergies, those with all three allergic diseases had
a substantially increased risk of AD (multivariable hazard ratios 1.46; 95% CI 1.25–1.70).
Bożek et al. also noted a similar correlation between allergies and AD [97]. Conversely,
allergies can exacerbate existing health issues for older adults with AD.

Not surprisingly, there is a relationship between allergies and inflammation [98].
Kabata and Artis described how allergies affect a variety of cytokines, inflammatory media-
tors and neuropeptides to yield an enhanced neuroinflammatory response [99]. Similarly,
Mirotti et al. extensively reviewed the relationship between allergies and brain inflamma-
tion, particularly microglial activation and pro-inflammatory cytokine release [100].

2.16. Migraine Headache

In a nationwide (South Korea) cohort study, Kim et al. showed that the overall inci-
dence of AD was greater in people with a chronic migraine history than in non-migraineurs
(8.0 per 1000 person-years vs. 4.1 per 1000 person-years) [101]. Similarly, in a population-
based cohort study involving 88,390 participants, Hurh et al. concluded that migraine is
associated with an increased risk of subsequent AD [102]. Multiple other epidemiological
studies support the observation that migraine is a risk factor for AD [103,104].

Migraine is a neuroinflammatory disorder [105], with evidence of neuroinflammation
in vascular and perivascular spaces. The implications of co-existing migrainous neurogenic
inflammation and neuroinflammation in the histochemical pathophysiology of migraine
have been repeatedly demonstrated in preclinical models involving dural vessels and
trigeminal endings within the trigemino-vascular system. Neuroinflammatory pathways,
especially those invoking inflammasome protein involvement, are regarded as clinical
biomarkers and promising druggable targets for migraine [106].

2.17. Chronic Pain

In a France-wide propensity-matched cohort group, Bornier et al. noted that among
64,496 people, the incidence of AD was higher in the chronic pain population than in a
control group (1.13% vs. 0.95%, p < 0.001); chronic pain increases the risk of AD [107].
Supportively, in a systematic review, Innes and Sambamoorthi documented the possible
involvement of chronic pain to cognitive impairment and subsequent dementia including
AD [108]. Also, Cao et al. provided evidence that supports a risk factor link between
chronic pain and AD [109].

In mechanistic considerations, Vergne-Salle and Bertin discussed how sensory pe-
ripheral nerve fibres conveying pain messages are able to mediate peripheral sensitization
processes, which, in turn, are linked to the elaboration of inflammation molecules; these
afferent nerve fibres trigger neurotransmitter release in spinal cord dorsal root ganglia and
dorsal horns, thereby activating microglia and producing pro-inflammatory cytokines and
chemokines throughout the CNS [110]. Moreover, as with many of these risk factors, the
relationship is bidirectional, self-sustaining and mutually triggering, as evidenced by the
fact that neuroinflammation enhances chronic pain perception [111].

2.18. Head Trauma

Young adults who experience moderate to severe head trauma have a greater-than-
two-fold enhanced risk for developing AD or a related dementia later in life [112]. In a
study based on a population-based prospective historical cohort design, Plassman et al.
showed that both moderate head injury (hazard ratio (HR) = 2.32; CI = 1.04 to 5.17) and
severe head injury (HR = 4.51; CI = 1.77 to 11.47) were associated with an increased risk of
AD [113]. Thus, there is evidence for an association between a history of previous head
injury and the risk of developing AD.

Schimmel et al. showed that neuroinflammation following traumatic brain injury
is a chronic response to an acute injury [114]. Simon et al. demonstrated that some
individuals with traumatic brain injury develop chronic neuroinflammation, which can
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last for years after the injury, and is associated with activated microglia and the release
of pro-inflammatory cytokines—a conclusion also supported by Xiong et al. and Zheng
et al. [115–117].

2.19. Domestic Violence

Intimate partner violence (IPV; also termed spousal abuse or domestic violence) forms
a sub-group of head trauma scenarios uniquely correlated with AD [118]. However, IPV
is more than a focussed sub-type of head trauma. Unlike the head trauma typically
seen during accidents or in professional athletes, IPV also comprehensively encompasses
psychological, sexual and financial abuse and, not infrequently, is accompanied by alcohol
or substance abuse; the nature of the physical violence in IPV is also different, frequently
involving manual or ligature partial strangulation.

A 1990 case report by Roberts et al., describing a 76-year-old woman with dementia,
connected IPV and AD [119]. A woman was found unconscious with head contusions;
her relatives disclosed that her husband had been abusive for years. A post-mortem
brain examination revealed morphological and immunological characteristics showing that
the woman’s IPV-associated brain trauma contributed significantly to the development
and progression of her dementia. The consequences of traumatic brain injuries (TBIs)
are significant, with evidence suggesting a single TBI may double one’s likelihood of
developing dementia. Traumatic brain injuries are highly prevalent amongst victims of
IPV, arguably leaving hundreds of millions of women worldwide at increased risk for
developing dementia.

The connection between IPV and AD is clear and involves multiple mechanisms
including neuroinflammation. Newton et al. showed that IPV histories are associated with
biologic mediators of inflammation, particularly elevated levels of IL-6 [120]. Similarly,
Madison et al. showed that IPV is associated with augmented pro-inflammatory cytokine
responses including IL-6 and TNFα [121].

2.20. Depression

Arguably, depression and dementia (AD) share a continuum as a single spectrum
disorder: depression leads to dementia and dementia leads to depression. Depression is,
thus, a risk factor for AD—an assertion supported by multiple studies. Moreover, emerging
evidence is indicating that the time-point in life during which the depression occurs is
crucial in determining the nature of this mutually triggering association between AD and
depression. In particular, earlier-life depression is associated with a more-than-doubled
increase in risk for AD and related dementias; in contrast, analyses of geriatric-onset depres-
sion are less definitive but, in general, they too support the notion of a depression–dementia
co-dependency [122]. A variety of studies support these conclusions that depression is a
risk factor for AD [123–128].

Multiple studies suggest that neuroinflammation is the key process linking depression
to dementia [129]. In depression, chronic activation of innate immunity accelerates central
inflammation, leading to higher levels of inflammatory cytokines, most consistently IL-1β,
IL-6 and TNFα, which, in turn, correlates with greater depressive symptomatology [130].
Neuroinflammation is involved in the pathophysiology of depression through the actions
of pro-inflammatory cytokines, which influence interneuronal cross-talk via serotonergic
pathways as well as neurogenesis and neuroplasticity in mood-related cerebral regions;
these cytokines also stimulate the hypothalamus–pituitary–adrenal axis, exerting influence
on hormonal-mediated mood alterations [131].

2.21. Anxiety

Based on a comprehensive literature review, Becker et al. concluded that anxiety is a
risk factor for AD (n = 26193, hazard ratio 1.53, 95% CI 1.16–2.01, p < 0.01) [132]. Similarly,
based on a meta-analysis of prospective cohort studies, Santabárbara et al. evaluated nine
prospective cohorts representing 29,608 participants and identified an overall relative risk
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of dementia of 1.24 (95% CI: 1.06–1.46) and a population fraction of dementia attributable
to anxiety of 3.9%; they concluded that anxiety is extensively connected with an enhanced
risk for AD [133].

The relationship between anxiety, neuroinflammation and AD is complex and bi-
directional: anxiety causes neuroinflammation and neuroinflammation causes anxiety
(analogous to the depression–dementia spectrum). Studies by Won and Kim suggest that
anxiety disrupts the hypothalamic–pituitary–adrenal axis and affiliated autonomic nervous
system activities; in turn, this mutually induces enhanced pro-inflammatory cytokine
levels from activated microglia, particularly in prefrontal and limbic brain structures. The
resulting enhanced neuroinflammatory conditions contribute to AD progression [134].
Conversely, based on animal and clinical studies, Zheng et al. and Guo et al. concluded
that neuroinflammation induces anxiety by modulating neuronal plasticity in multiple
brain regions but, particularly, the basolateral amygdala [135,136]. Thus, anxiety triggers
neuroinflammation central to the pathogenesis of AD.

2.22. Insomnia

Sleep disorders, including insomnia, are a well-documented risk factor for AD [137].
In general, neurodegenerative diseases cause sleep disruption, also exemplified by clinical
events such as “sundowning” and nocturnal wandering; conversely, chronic insomnia is
itself a risk factor for neurodegenerative diseases, including AD. This is not surprising
given that sleep has important roles in learning and memory consolidation. Also, sleep
deprivation affects not only the symptoms but also the molecular pathogenesis of AD. Sleep
contributes to the sequestration and removal of Aβ from neural tissue: Kang et al. showed
in transgenic mice that chronic insomnia leads to Aβ accumulation and symptomatic
disease progression [138]. Thus, multiple studies have now convincingly demonstrated
that sleep deprivation is a risk factor for AD [139–144].

Neuroinflammation is the central cellular and molecular connection between insomnia
and AD. Zhu et al. showed that disturbed sleep architecture increased pro-inflammatory
IL-6 cytokine levels and induced the phenotypic activation of microglia in the mouse
hippocampus, impairing learning and memory, which are hippocampus-dependent pro-
cesses [145]. Zielinski and Gibbons described the neurotoxic pro-inflammatory role of the
IL-1β and TNFα inflammatory cytokines and the NLRP3 inflammasome during periods
of dysregulated sleep [146]. Chronic insomnia has also been associated with compro-
mised structural integrity of the BBB, which permits increased entry of peripheral immune
cells (macrophages) and inflammatory cytokines into the CNS, further contributing to
the ongoing neuroinflammation implicated in AD pathogenesis [147]. Therefore, sleep
impairment leads to neuroinflammation through increasing levels of pro-inflammatory
cytokines (TNFα, IL-6 and IL-1β) and enzymes (COX), which catalyse inflammatory neuro-
chemical processes.

2.23. Ethanol Abuse

Alcoholism is a substance abuse disorder clinically associated with multiple and varied
cognitive problems, including acute intoxication, delirium, Wernicke’s psychosis, alcoholic
dementia and AD. Not surprisingly, chronic ethanol abuse has been identified as a risk
factor for cognitive decline, AD and dementia [148]. Ethanol is a small lipophilic molecule
capable of altering multiple neurochemical pathways, which subserve the cognition and
memory processes essential to normal brain function; chronic ethanol toxicity, thus, shares
and enhances negative effects on normal brain psychology with AD. In turn, this justifies
the assertion that alcohol abuse increases the risk of developing AD [149–153].

Neuroinflammation is a major histochemical component of alcohol-induced neural
damage [154]. Alcohol abuse triggers peripheral inflammation and central neuroinflam-
mation; the receptor-mediated enabler of this diffuse inflammatory response is the up-
regulation of the innate immunity TLR4 (Toll-Like Receptor 4) protein with subsequent
microglial and inflammatory cytokine involvement. Based on mouse studies, Lowe et al.
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established that chronic ethanol use and abuse promote the pathological entry of periph-
eral macrophages into the brain, with accompanying microglia activation mediated by
stimulation of the CCR2/5 (C-C chemokine receptor types 2 and 5) immune receptor
axis [155].

2.24. Social Isolation

Loneliness and social isolation are widespread and significant public health risks
affecting many people and placing them at enhanced risk for AD. In an analysis of
502,506 British Biobank participants and 30,097 Canadian Longitudinal Study of Aging
participants, Shafighi et al. evaluated risk factors for developing AD in the context of
loneliness and aberrant social networking support; they identified strong links between
social isolation and AD [156]. Similarly, in a study to establish Cox proportional hazard
models with social isolation and loneliness as separate exposures, Shen et al. concluded
that social isolation is a risk factor for AD that is independent of loneliness [157].

Neuroinflammation is a definite immunological concomitant of the psychosocial
problems inflicted by social isolation. In a study on eight-week-old male C57BL/6 mice, Al
Omran et al. showed that social isolation resulted in microglial activation and the release of
pro-inflammatory cytokines [158]. Analogously, in a study with BALB/c mice, Ayilara and
Owoyele demonstrated evidence of neuroinflammation manifesting as increased activated
microglial count and elevated IL-1β and TNFα cytokine levels in a social isolation rearing
model [159]. Also, Vu et al. showed that social isolation produces brain region-specific
activation of the microglia state in C57Bl/6 mice [160].

2.25. Glaucoma

Glaucoma is the collective diagnostic term for a group of ocular diseases characterized
by optic neuropathies linked to degeneration of the retinal ganglion cells; though glaucoma
is conventionally conceptualized as a disorder of intraocular pressure, it is better regarded
as primarily a disorder of neural tissue within the optic nerve, leading to visual impairment
and blindness. Evidence of a link between AD and glaucoma has arisen from epidemio-
logical analyses, revealing that people with AD have a significantly increased incidence
of glaucoma [161]. Cesareo et al. studied 51 AD subjects and 67 sex-matched controls:
subjects underwent measurements of intraocular pressure, visual field testing and retinal
nerve fibre layer thickness assessment by slit-lamp biomicroscopy—patients with AD had a
higher frequency of glaucoma-like alterations [162]. Crump et al. studied 324,730 persons
diagnosed with glaucoma from 1995 to 2017 in Sweden and 3,247,300 age- and sex-matched
population-based controls without prior dementia: in 16 million person-years of follow-up,
32,339 (10%) persons with glaucoma and 226,896 (7%) controls were diagnosed with de-
mentia [163]. Persons with glaucoma had increased risks for AD (adjusted HR, 1.39; 95%
CI, 1.35–1.43); among glaucoma subtypes, both primary open-angle and normal-tension
glaucoma was associated with an increased risk for AD. Thus, people with glaucoma have
an increased risk of developing AD [164,165].

Preclinical and clinical evidence supports the notion that glaucoma is a widespread
neurodegenerative condition, whose shared pathogenic mechanism with AD is neuroin-
flammation. Williams et al. showed that the neuropathology of glaucoma extends beyond
the visual pathways and involves pro-inflammatory neuroinflammation at both a cellular
(microglia, astrocyte) and molecular (cytokine) level in other CNS locations [166]. Studies
by Rolle et al., Rutigliani et al. and Soto and Howell reached similar conclusions [167–169].

2.26. Hearing Loss

Hearing loss at ages 45–65 is a significant risk factor for dementia, possibly accounting
for 8 percent of all dementia cases; a 2020 Lancet report determined that hearing loss across a
wide variety of types and aetiologies approximately doubles the risk of dementia, with even
subclinical hearing loss enhancing AD risk [3]. Extensive studies by Lin et al. concluded
that hearing loss is associated with increased cognitive decline and incident AD and other
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dementias in older adults [170]. Based on an analysis of a UK biobank cohort, Jiang et al.
concluded that in people with hearing loss, restorative hearing aid use is associated with a
reduced risk of dementia of a similar level to that of people without hearing loss, thereby
highlighting the urgent need to take measures to address hearing loss as a remediable risk
factor for AD [171].

Seicol et al. showed that age-related hearing loss is accompanied by chronic inflam-
mation in neural structures, with elevated expression of pro-inflammatory cytokines and
microglial activation [172]. Similarly, Frye et al. demonstrated that pro-inflammatory
cytokines including TNFα and IL-1β, and chemokines including CCL2, are induced by
hearing loss [173].

2.27. Noise Pollution

Despite their obvious interconnection, hearing loss and exposure to noise pollution
are regarded as separate risk factors. Hearing loss caused by factors other than noise
exposure is a risk factor for AD; chronic noise exposure of insufficient magnitude to
cause obvious hearing loss is, likewise, a risk factor for AD. Epidemiological studies
are increasingly identifying the association between external noise exposure (via noise
pollution) and dementia [174]. Weuve et al., for example, showed that an increment
of 10 A-weighted decibels (dBA) in noise corresponded to 36% and 29% higher odds of
prevalent mild cognitive impairment (MCI; odds ratio (OR) = 1.36; 95% confidence interval
(CI), 1.15 to 1.62) and AD (OR = 1.29, 95% CI, 1.08 to 1.55) [175]. Cantuaria et al. estimated
that as many as 1216 out of the 8475 cases of dementia registered in Denmark in 2017
could be attributed to noise exposures, indicating a great potential for dementia prevention
through reductions in ambient noise such as that arising from roadway traffic [176].

As with hearing loss, neuroinflammation is a central mechanistic player in the patho-
genesis of noise-induced AD. Wang et al. showed that noise exposure is associated with
elevated expression of pro-inflammatory cytokines and microglial activation in the primary
auditory cortex; genetic knockout of TNFα or pharmacologically blocking TNFα expression
prevented this neuroinflammation [177]. Similarly, Cui et al. showed that chronic noise
exposure acts cumulatively to exacerbate neuroinflammation and AD pathology in the rat
hippocampus [178].

2.28. Air Pollution

Based on a systematic literature review, Peters et al. concluded that greater exposure to
PM2.5, NO2/NOx and CO was associated with an increased risk of dementia, where PM2.5
is airborne particulate matter ≤2.5 µ in size [179]. Subsequently, Peters and Li reaffirmed
this observation, claiming that constituents of PM2.5, namely black carbon, organic matter,
sulphates (SO4

2−) and ammonium (NH4
+), from traffic and fossil fuel combustion are

significantly associated with the development of AD [180]. Also, a national cohort study
(2000–2018) of long-term air pollution exposure and incident dementia in older adults in
the United States showed that exposures to PM2.5 and NO2 are associated with an increased
incidence of AD [181,182].

Campbell et al. showed that exposure to particulate matter in polluted air increases
biomarkers of inflammation in the mouse brain, including activated microglia, and levels
of pro-inflammatory cytokines such as IL-1β and TNFα [183]. Tin-Tin-Win-Shwe et al.,
likewise, showed changes in pro-inflammatory cytokine mRNA expressions in mice fol-
lowing nanoparticle air pollution exposure [184]. These data and others led Block and
Calderón-Garcidueñas to conclude that the emerging evidence implicates air pollution as a
chronic source of neuroinflammation, instigating AD with activation of microglia as key to
this process [185].

2.29. Global Warming

In 2021, the World Health Organization (WHO) announced that climate change is the
biggest global health threat to humanity’s future. A 1.5 ◦C ambient temperature increase
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may seem trivial when one considers diurnal and seasonal variations, but it does induce
subtle but tangible effects on neural pathways and mechanisms that underlie normal brain
functioning; these pathways, including neuroinflammation, are implicated in neurodegen-
eration [186]. Thus, it is possible that global warming secondary to climate change will
emerge as a risk factor for AD by facilitating a state of chronic neuroinflammation. In
addition, climate warming puts people with AD at risk for symptom worsening and disease
progression [187–189]. Gong et al. predicted a 4.5% increase in the risk of dementia hospital
admission per 1 ◦C increase above 17 ◦C and a 300% increase in hospital admissions for
AD by 2040 because of climate change [190]. Although risk factors such as diet and obesity
are personally modifiable, risk factors such as climate change are problems which require
societal solutions at an international level (Table 1).

Table 1. Risk factors for AD.

Constitutive Factors
1. Age (neuroinflammation, proteopathy, vascular)

2. Sex (neuroinflammation, proteopathy, vascular)
Personal Modifiable Factors
3. Arterial Hypertension (vascular, neuroinflammation, proteopathy)

4. Hypercholesterolemia (vascular, neuroinflammation, proteopathy)

5. Smoking (vascular, neuroinflammation, proteopathy)

6. Physical Inactivity (vascular, neuroinflammation, proteopathy)

7. Obesity (vascular, neuroinflammation, proteopathy)

8. Diet (vascular, neuroinflammation, proteopathy)

9. Diabetes Mellitus (vascular, neuroinflammation, proteopathy)

10. Cerebrovascular Disease (vascular, neuroinflammation, proteopathy)

11. Oral Hygiene (neuroinflammation, proteopathy)

12. Peptic Ulcer Disease (neuroinflammation, proteopathy)

13. Head Trauma (trauma, neuroinflammation, proteopathy)

14. Depression (neuroinflammation, proteopathy)

15. Anxiety (neuroinflammation, proteopathy)

16. Insomnia (neuroinflammation, proteopathy)

17. Ethanol Abuse (neuroinflammation, proteopathy)

18. Social Isolation (neuroinflammation)

19. Hearing Loss (neuroinflammation)
Societal Modifiable Factors
20. Domestic Violence (trauma, neuroinflammation, proteopathy)

21. Noise Pollution (neuroinflammation)

22. Air pollution (neuroinflammation)

23. Global Warming (neuroinflammation)

24. Educational Level (neuroinflammation, proteopathy)
Comorbidity or Concomitant Risk Factors
25. Systemic infection (neuroinflammation)

26. Systemic inflammation (neuroinflammation)

27. Chronic Pain (neuroinflammation)

28. Chronic Migraine (neuroinflammation, proteopathy)

29. Chronic Allergies (neuroinflammation)

30. Glaucoma (neuroinflammation, proteopathy)
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As with the other risk factors, neuroinflammation is a key consideration in ascribing a
mechanistic explanation for climate change as an AD risk factor. Given the relationship
between ambient temperatures and inflammation, it is probable that neuroinflammation is
part of the pathological spectrum response to global warming [191,192]. For example, in
mice subjected to heat exposure, Lee et al. found: (1) an increased number of glial fibrillary
acid protein (GFAP)- and macrophage-1 antigen (Mac-1)-positive cells, (2) up-regulated
nuclear factor (NF)-κB, a master regulator of inflammation, and (3) marked increases in
COX-2, inducible nitric oxide synthase (iNOS),and cytokine IL-1β and TNFα in the mouse
hippocampus [193].

2.30. Educational Level

Lower education is associated with a greater risk for AD and related dementias [194].
The 2020 Lancet Commission that examined dementia risk factors found 7% of worldwide
dementia cases could be prevented by increasing early-life education [3]. This analysis also
concluded that higher childhood education levels and higher lifelong educational attain-
ment could reduce AD and dementia risk. A focussed sub-type of educational attainment
is the ability to speak multiple languages; multiple studies indicate that bilingualism or
multilingualism offer a degree of protective delay against the development of AD [195–197].

The correlation of educational level with neuroinflammation is not as immediately
apparent as for other risk factors, such as head trauma. Nonetheless, there are data clearly
supporting a relationship between education and brain inflammatory markers. Steinvil
et al. found a statistically significant inverse association between number of school years
and high-sensitivity C-reactive protein (CRP), fibrinogen and erythrocyte sedimentation
rate (ESR), concluding that level of education was inversely associated with inflammatory
biomarkers, even within highly educated populations [198]. Similarly, Maurel et al. found
a relationship between educational attainment and five inflammatory biomarkers (CRP,
fibrinogen, IL-1β, IL-6 and TNFα), whereby a low educational attainment was associated
with higher inflammation, even after adjusting for health behaviours and body mass
index [199]. A 2015 study by Okonkwo and co-workers showed that older adults who
completed at least 16 years of education had less evidence of AD biomarkers in their
cerebrospinal fluid (CSF) than people with fewer years of education [200].

However, education is a complex societal phenomenon. Thus, it is also possible
that education is associated with a higher socioeconomic status and quality of life (i.e.,
less obesity, better diet, better access to healthcare for hypertension, diabetes, depression,
deafness) that helps keep people healthy and lowers AD risk.

3. Conclusions

The development of effective diagnostics and therapeutics for AD is one of hu-
mankind’s pressing neuropharmacologic priorities. A hurdle in the successful attainment
of these priorities is the immense cellular and molecular complexity of AD. This complexity
is reflected by the equally complex diversity of risk factors associated with AD. However,
more than merely mirroring disease complexity, risk factors also provide fundamental
insights into the aetiology and pathogenesis of AD as a neurodegenerative disorder since
they are central to disease initiation and subsequent propagation. Based on a systematic
literature review, this analysis identified 30 risk factors for AD and then extended the
analysis to further identify neuroinflammation as a unifying mechanism present in all
30 risk factors. Although other mechanisms (e.g., vasculopathy) were present in multi-
ple risk factors, dysfunction of the neuroimmune–neuroinflammation axis was key to
all 30 identified risk factors. Though the nature of the neuroinflammatory involvement
varied, activation of microglia and the release of pro-inflammatory cytokines were common
pathways shared by all risk factors. This observation provides further evidence for the
importance of immunopathic mechanisms to aetiopathogenesis of AD.

Neuroinflammation is “bad for brain”. The identification of these 30 risk factors for
neuroinflammation (and, therefore, AD) is, thus, also a call to action. By 2050, more than

113



Brain Sci. 2024, 14, 41

150 million people will be living with AD—the health and socioeconomic impacts of this
statistic will be truly immense. Since humanity is struggling to devise curative therapeutics
for AD, prophylactically addressing risk factors is and will continue to be an essential
step in reducing the global burden of AD. This review identified 30 risk factors. Some
are modifiable and can be addressed at the level of the individual (depression, diabetes,
diet, educational level, excessive alcohol consumption, hearing impairment, hypertension,
low social contact, obesity, oral hygiene, peptic ulcer disease, physical inactivity, smoking,
traumatic brain injury); others need to be addressed at a societal or international level
(air pollution, climate change, noise pollution, intimate partner violence). Meaningfully
addressing these risk factors requires multi-level educational goals, targeting individuals,
healthcare providers, school teachers, politicians and policy makers. Hopefully, we—
individually and collectively—have the commitment to attain these goals, thereby reducing
the neuroinflammation that mediates the transformation of lifestyle/societal circumstances
into risk factors for a devastating disease.
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97. Bożek, A.; Bednarski, P.; Jarzab, J. Allergic rhinitis, bronchial asthma and other allergies in patients with Alzheimer’s disease.
Postep. Dermatol. I Alergol. 2016, 33, 353–358. [CrossRef]

98. Voisin, T.; Bouvier, A.; Chiu, I.M. Neuro-immune interactions in allergic diseases: Novel targets for therapeutics. Int. Immunol.
2017, 29, 247–261. [CrossRef]

99. Kabata, H.; Artis, D. Neuro-immune crosstalk and allergic inflammation. J. Clin. Investig. 2019, 129, 1475–1482. [CrossRef]
100. Mirotti, L.; Castro, J.; Costa-Pinto, F.A.; Russo, M. Neural pathways in allergic inflammation. J. Allergy 2010, 2010, 491928.

[CrossRef]
101. Kim, J.; Ha, W.S.; Park, S.H.; Han, K.; Baek, M.S. Association between migraine and Alzheimer’s disease: A nationwide cohort

study. Front. Aging Neurosci. 2023, 15, 1196185. [CrossRef] [PubMed]
102. Hurh, K.; Jeong, S.H.; Kim, S.H.; Jang, S.Y.; Park, E.C.; Jang, S.I. Increased risk of all-cause, Alzheimer’s, and vascular dementia in

adults with migraine in Korea: A population-based cohort study. J. Headache Pain 2022, 23, 108. [CrossRef] [PubMed]
103. Morton, R.E.; St John, P.D.; Tyas, S.L. Migraine and the risk of all-cause dementia, Alzheimer’s disease; and vascular dementia: A

prospective cohort study in community-dwelling older adults. Int. J. Geriatr. Psychiatry 2019, 34, 1667–1676. [CrossRef] [PubMed]
104. Yang, F.C.; Lin, T.Y.; Chen, H.J.; Lee, J.T.; Lin, C.C.; Kao, C.H. Increased Risk of Dementia in Patients with Tension-Type Headache:

A Nationwide Retrospective Population-Based Cohort Study. PLoS ONE 2016, 11, e0156097. [CrossRef] [PubMed]
105. Biscetti, L.; Cresta, E.; Cupini, L.M.; Calabresi, P.; Sarchielli, P. The putative role of neuroinflammation in the complex pathophysi-

ology of migraine: From bench to bedside. Neurobiol. Dis. 2023, 180, 106072. [CrossRef] [PubMed]
106. Kursun, O.; Yemisci, M.; van den Maagdenberg, A.M.J.M.; Karatas, H. Migraine and neuroinflammation: The inflammasome

perspective. J. Headache Pain 2021, 22, 55. [CrossRef] [PubMed]
107. Bornier, N.; Mulliez, A.; Chenaf, C.; Elyn, A.; Teixeira, S.; Authier, N.; Bertin, C.; Kerckhove, N. Chronic pain is a risk factor for

incident Alzheimer’s disease: A nationwide propensity-matched cohort using administrative data. Front. Aging Neurosci. 2023,
15, 1193108. [CrossRef]

108. Innes, K.E.; Sambamoorthi, U. The Potential Contribution of Chronic Pain and Common Chronic Pain Conditions to Subsequent
Cognitive Decline, New Onset Cognitive Impairment, and Incident Dementia: A Systematic Review and Conceptual Model for
Future Research. J. Alzheimer’s Dis. 2020, 78, 1177–1195. [CrossRef]

109. Cao, S.; Fisher, D.W.; Yu, T.; Dong, H. The link between chronic pain and Alzheimer’s disease. J. Inflamm. 2019, 16, 204. [CrossRef]
110. Vergne-Salle, P.; Bertin, P. Chronic pain and neuroinflammation. Jt. Bone Spine 2021, 88, 105222. [CrossRef]
111. Ji, R.R.; Xu, Z.Z.; Gao, Y.J. Emerging targets in neuroinflammation-driven chronic pain. Nat. Rev. Drug. Disc. 2014, 13, 533–548.

[CrossRef] [PubMed]
112. Gottlieb, S. Head injury doubles the risk of Alzheimer’s disease. Br. Med. J. 2000, 321, 1100.
113. Plassman, B.L.; Havlik, R.J.; Steffens, D.C.; Helms, M.J.; Newman, T.N.; Drosdick, D.; Phillips, C.; Gau, B.A.; Welsh-Bohmer, K.A.;

Burke, J.R.; et al. Documented head injury in early adulthood and risk of Alzheimer’s disease and other dementias. Neurology
2000, 55, 1158–1166. [CrossRef] [PubMed]

114. Schimmel, S.J.; Acosta, S.; Lozano, D. Neuroinflammation in traumatic brain injury: A chronic response to an acute injury. Brain
Circ. 2017, 3, 135–142. [CrossRef] [PubMed]

115. Simon, D.W.; McGeachy, M.J.; Bayır, H.; Clark, R.S.; Loane, D.J.; Kochanek, P.M. The far-reaching scope of neuroinflammation
after traumatic brain injury. Nat. Rev. Neurol. 2017, 13, 171–191. [CrossRef] [PubMed]

116. Xiong, Y.; Mahmood, A.; Chopp, M. Current understanding of neuroinflammation after traumatic brain injury and cell-based
therapeutic opportunities. Chin. J. Traumatol. 2018, 21, 137–151. [CrossRef] [PubMed]

117. Zheng, R.Z.; Lee, K.Y.; Qi, Z.X.; Wang, Z.; Xu, Z.Y.; Wu, X.H.; Mao, Y. Neuroinflammation Following Traumatic Brain Injury: Take
It Seriously or Not. Front. Immunol. 2022, 13, 855701. [CrossRef]

118. Mehr, J.B.; Bennett, E.R.; Price, J.L.; de Souza, N.L.; Buckman, J.F.; Wilde, E.A.; Tate, D.F.; Marshall, A.D.; Dams-O’Connor, K.;
Esopenko, C. Intimate partner violence, substance use, and health comorbidities among women: A narrative review. Front.
Psychol. 2023, 13, 1028375. [CrossRef]

119. Roberts, G.W.; Whitwell, H.L.; Acland, P.R.; Bruton, C.J. Dementia in a punch-drunk wife. Lancet 1990, 335, 918–919. [CrossRef]
120. Newton, T.L.; Fernandez-Botran, R.; Miller, J.J.; Lorenz, D.J.; Burns, V.E.; Fleming, K.N. Markers of inflammation in midlife

women with intimate partner violence histories. J. Women’s Health 2011, 20, 1871–1880. [CrossRef]

118



Brain Sci. 2024, 14, 41

121. Madison, A.A.; Wilson, S.J.; Shrout, M.R.; Malarkey, W.B.; Kiecolt-Glaser, J.K. Intimate Partner Violence and Inflammaging:
Conflict Tactics Predict Inflammation Among Middle-Aged and Older Adults. Psychosom. Med. 2023. [CrossRef] [PubMed]

122. Byers, A.L.; Yaffe, K. Depression and risk of developing dementia. Nat. Rev. Neurol. 2011, 7, 323–331. [CrossRef] [PubMed]
123. Gatz, J.L.; Tyas, S.L.; St John, P.; Montgomery, P. Do depressive symptoms predict Alzheimer’s disease and dementia? J. Gerontol.

Ser. A Biol. Sci. Med. Sci. 2005, 60, 744–747. [CrossRef] [PubMed]
124. Chen, R.; Hu, Z.; Wei, L.; Qin, X.; McCracken, C.; Copeland, J.R. Severity of depression and risk for subsequent dementia: Cohort

studies in China and the UK. Br. J. Psychiatry 2008, 193, 373–377. [CrossRef] [PubMed]
125. Byers, A.L.; Covinsky, K.E.; Barnes, D.E.; Yaffe, K. Dysthymia and depression increase risk of dementia and mortality among

older veterans. Am. J. Geriatr. Psych. 2012, 20, 664–672. [CrossRef] [PubMed]
126. Wilson, R.S.; Barnes, L.L.; De Leon, C.M.; Aggarwal, N.T.; Schneider, J.S.; Bach, J.; Pilat, J.; Beckett, L.A.; Arnold, S.E.; Evans, D.A.;

et al. Depressive symptoms, cognitive decline, and risk of Alzheimer’s disease in older persons. Neurology 2002, 59, 364–370.
[CrossRef] [PubMed]

127. Fuhrer, R.; Dufouil, C.; Dartigues, J.F. PAQUID Study. Exploring sex differences in the relationship between depressive symptoms
and dementia incidence: Prospective results from the PAQUID Study. J. Am. Geriat. Soc. 2003, 51, 1055–1063. [CrossRef]

128. Geerlings, M.I.; Schmand, B.; Braam, A.W.; Jonker, C.; Bouter, L.M.; van Tilburg, W. Depressive symptoms and risk of Alzheimer’s
disease in more highly educated older people. J. Am. Geriat. Soc. 2000, 48, 1092–1097. [CrossRef]

129. Troubat, R.; Barone, P.; Leman, S.; Desmidt, T.; Cressant, A.; Atanasova, B.; Brizard, B.; El Hage, W.; Surget, A.; Belzung, C.; et al.
Neuroinflammation and depression: A review. Eur. J. Neurosci. 2021, 53, 151–171. [CrossRef]

130. Hassamal, S. Chronic stress, neuroinflammation, and depression: An overview of pathophysiological mechanisms and emerging
anti-inflammatories. Front. Psychiatry 2023, 14, 1130989. [CrossRef]

131. Jeon, S.W.; Kim, Y.K. The role of neuroinflammation and neurovascular dysfunction in major depressive disorder. J. Inflamm. Res.
2018, 11, 179–192. [CrossRef] [PubMed]

132. Becker, E.; Orellana Rios, C.L.; Lahmann, C.; Rücker, G.; Bauer, J.; Boeker, M. Anxiety as a risk factor of Alzheimer’s disease and
vascular dementia. Br. J. Psychiatry 2018, 213, 654–660. [CrossRef]

133. Santabárbara, J.; Lipnicki, D.M.; Olaya, B.; Villagrasa, B.; Bueno-Notivol, J.; Nuez, L.; López-Antón, R.; Gracia-García, P. Does
Anxiety Increase the Risk of All-Cause Dementia? An Updated Meta-Analysis of Prospective Cohort Studies. J. Clin. Med. 2020, 9,
1791. [CrossRef] [PubMed]

134. Won, E.; Kim, Y.K. Neuroinflammation-Associated Alterations of the Brain as Potential Neural Biomarkers in Anxiety Disorders.
Int. J. Mol. Sci. 2020, 21, 6546. [CrossRef] [PubMed]

135. Zheng, Z.H.; Tu, J.L.; Li, X.H.; Hua, Q.; Liu, W.Z.; Liu, Y.; Pan, B.X.; Hu, P.; Zhang, W.H. Neuroinflammation induces anxiety- and
depressive-like behavior by modulating neuronal plasticity in the basolateral amygdala. Brain Behav. Immun. 2021, 91, 505–518.
[CrossRef]

136. Guo, B.; Zhang, M.; Hao, W.; Wang, Y.; Zhang, T.; Liu, C. Neuroinflammation mechanisms of neuromodulation therapies for
anxiety and depression. Transl. Psychiatry 2023, 13, 5. [CrossRef]

137. Minakawa, E.N.; Wada, K.; Nagai, Y. Sleep Disturbance as a Potential Modifiable Risk Factor for Alzheimer’s disease. Int. J. Mol.
Sci. 2019, 20, 803. [CrossRef]

138. Kang, J.E.; Lim, M.M.; Bateman, R.J.; Lee, J.J.; Smyth, L.P.; Cirrito, J.R.; Fujiki, N.; Nishino, S.; Holtzman, D.M. Amyloid-beta
dynamics are regulated by orexin and the sleep-wake cycle. Science 2009, 326, 1005–1007. [CrossRef]

139. Bubu, O.M.; Brannick, M.; Mortimer, J.; Umasabor-Bubu, O.; Sebastião, Y.V.; Wen, Y.; Schwartz, S.; Borenstein, A.R.; Wu, Y.;
Morgan, D.; et al. Sleep, Cognitive impairment, and Alzheimer’s disease: A Systematic Review and Meta-Analysis. Sleep 2017, 40,
zsw032. [CrossRef]

140. Sadeghmousavi, S.; Eskian, M.; Rahmani, F.; Rezaei, N. The effect of insomnia on development of Alzheimer’s disease. J.
Neuroinflamm. 2020, 17, 289. [CrossRef]

141. Shamim, S.A.; Warriach, Z.I.; Tariq, M.A.; Rana, K.F.; Malik, B.H. Insomnia: Risk Factor for Neurodegenerative Diseases. Cureus
2019, 11, e6004. [CrossRef] [PubMed]

142. Johar, H.; Kawan, R.; Emeny, R.T.; Ladwig, K.H. Impaired Sleep Predicts Cognitive Decline in Old People: Findings from the
Prospective KORA Age Study. Sleep 2016, 39, 217–226. [CrossRef] [PubMed]

143. Benito-León, J.; Bermejo-Pareja, F.; Vega, S.; Louis, E.D. Total daily sleep duration and the risk of dementia: A prospective
population-based study. Eur. J. Neurol. 2009, 16, 990–997. [CrossRef] [PubMed]

144. Cricco, M.; Simonsick, E.M.; Foley, D.J. The impact of insomnia on cognitive functioning in older adults. J. Am. Geriat. Soc. 2001,
49, 1185–1189. [CrossRef] [PubMed]

145. Zhu, B.; Dong, Y.; Xu, Z.; Gompf, H.S.; Ward, S.A.; Xue, Z.; Miao, C.; Zhang, Y.; Chamberlin, N.L.; Xie, Z. Sleep disturbance
induces neuroinflammation and impairment of learning and memory. Neurobiol. Dis. 2012, 48, 348–355. [CrossRef] [PubMed]

146. Zielinski, M.R.; Gibbons, A.J. Neuroinflammation, Sleep, and Circadian Rhythms. Front. Cell. Infect. Microbiol. 2022, 12, 853096.
[CrossRef]

147. Herrero Babiloni, A.; Baril, A.-A.; Charlebois-Plante, C.; Jodoin, M.; Sanchez, E.; De Baets, L.; Arbour, C.; Lavigne, G.J.; Gosselin,
N.; De Beaumont, L. The Putative Role of Neuroinflammation in the Interaction between Traumatic Brain Injuries, Sleep, Pain
and Other Neuropsychiatric Outcomes: A State-of-the-Art Review. J. Clin. Med. 2023, 12, 1793. [CrossRef]

119



Brain Sci. 2024, 14, 41

148. Rehm, J.; Hasan, O.S.M.; Black, S.E.; Shield, K.D.; Schwarzinger, M. Alcohol use and dementia: A systematic scoping review.
Alzheimer’s Res. Ther. 2019, 11, 1. [CrossRef]

149. Evert, D.L.; Oscar-Berman, M. Alcohol-Related Cognitive Impairments: An Overview of How Alcoholism May Affect the
Workings of the Brain. Alcohol Health Res. World 1995, 19, 89–96.

150. Smith, D.M.; Atkinson, R.M. Alcoholism and dementia. Int. J. Addict. 1995, 30, 1843–1869. [CrossRef]
151. Tyas, S.L. Are tobacco and alcohol use related to Alzheimer’s disease? A critical assessment of the evidence and its implications.

Addict. Biol. 1996, 1, 237–254. [CrossRef] [PubMed]
152. Tyas, S.L. Alcohol use and the risk of developing Alzheimer’s disease. Alcohol Res. Health J. Natl. Inst. Alcohol Abus. Alcoholism.

2001, 25, 299–306.
153. Jeon, K.H.; Han, K.; Jeong, S.M.; Park, J.; Yoo, J.E.; Yoo, J.; Lee, J.; Kim, S.; Shin, D.W. Changes in Alcohol Consumption and Risk

of Dementia in a Nationwide Cohort in South Korea. JAMA Netw. Open 2023, 6, e2254771. [CrossRef] [PubMed]
154. Orio, L.; Alen, F.; Pavón, F.J.; Serrano, A.; García-Bueno, B. Oleoylethanolamide, Neuroinflammation, and Alcohol Abuse. Front.

Mol. Neurosci. 2019, 11, 490. [CrossRef] [PubMed]
155. Lowe, P.P.; Morel, C.; Ambade, A.; Iracheta-Vellve, A.; Kwiatkowski, E.; Satishchandran, A.; Furi, I.; Cho, Y.; Gyongyosi, B.;

Catalano, D.; et al. Chronic alcohol-induced neuroinflammation involves CCR2/5-dependent peripheral macrophage infiltration
and microglia alterations. J. Neuroinflamm. 2020, 17, 296. [CrossRef] [PubMed]

156. Shafighi, K.; Villeneuve, S.; Rosa Neto, P.; Badhwar, A.; Poirier, J.; Sharma, V.; Medina, Y.I.; Silveira, P.P.; Dube, L.; Glahn, D.;
et al. Social isolation is linked to classical risk factors of Alzheimer’s disease-related dementias. PLoS ONE 2023, 18, e0280471.
[CrossRef] [PubMed]

157. Shen, C.; Rolls, E.; Cheng, W.; Kang, J.; Dong, G.; Xie, C.; Zhao, X.M.; Sahakian, B.; Feng, J. Associations of Social Isolation and
Loneliness with Later Dementia. Neurology 2022, 99, e164–e175. [CrossRef] [PubMed]

158. Al Omran, A.J.; Shao, A.S.; Watanabe, S.; Zhang, Z.; Zhang, J.; Xue, C.; Watanabe, J.; Davies, D.L.; Shao, X.M.; Liang, J. Social
Isolation Induces Neuroinflammation and Microglia Overactivation, While Dihydromyricetin Prevents and Improves Them. Res.
Sq. 2021, rs.3.rs-923871. [CrossRef]

159. Ayilara, G.O.; Owoyele, B.V. Neuroinflammation and microglial expression in brains of social-isolation rearing model of
schizophrenia. IBRO Neurosci. Rep. 2023, 15, 31–41. [CrossRef]

160. Vu, A.P.; Lam, D.; Denney, C.; Lee, K.V.; Plemel, J.R.; Jackson, J. Social isolation produces a sex- and brain region-specific alteration
of microglia state. Eur. J. Neurosci. 2023, 57, 1481–1497. [CrossRef]

161. Wostyn, P.; Audenaert, K.; De Deyn, P.P. Alzheimer’s disease and glaucoma: Is there a causal relationship? Br. J. Ophthalmol. 2009,
93, 1557–1559. [CrossRef] [PubMed]

162. Cesareo, M.; Martucci, A.; Ciuffoletti, E.; Mancino, R.; Cerulli, A.; Sorge, R.P.; Martorana, A.; Sancesario, G.; Nucci, C. Association
Between Alzheimer’s disease and Glaucoma: A Study Based on Heidelberg Retinal Tomography and Frequency Doubling
Technology Perimetry. Front. Neurosci. 2015, 9, 479. [CrossRef] [PubMed]

163. Crump, C.; Sundquist, J.; Sieh, W.; Sundquist, K. Risk of Alzheimer’s disease and Related Dementias in Persons With Glaucoma:
A National Cohort Study. Ophthalmology 2023. [CrossRef] [PubMed]

164. Sugiyama, T. Glaucoma and Alzheimer’s disease: Their clinical similarity and future therapeutic strategies for glaucoma. World J.
Ophthalmol. 2014, 4, 47–51. [CrossRef]

165. Mancino, R.; Martucci, A.; Cesareo, M.; Giannini, C.; Corasaniti, M.T.; Bagetta, G.; Nucci, C. Glaucoma and Alzheimer Disease:
One Age-Related Neurodegenerative Disease of the Brain. Curr. Neuropharmacol. 2018, 16, 971–977. [CrossRef] [PubMed]

166. Williams, P.A.; Marsh-Armstrong, N.; Howell, G.R. Lasker/IRRF Initiative on Astrocytes and Glaucomatous Neurodegeneration
Participants. Neuroinflammation in glaucoma: A new opportunity. Exp. Eye Res. 2017, 157, 20–27. [CrossRef] [PubMed]

167. Rolle, T.; Ponzetto, A.; Malinverni, L. The Role of Neuroinflammation in Glaucoma: An Update on Molecular Mechanisms and
New Therapeutic Options. Front. Neurol. 2021, 11, 612422. [CrossRef]

168. Soto, I.; Howell, G.R. The complex role of neuroinflammation in glaucoma. Cold Spring Harb. Perspect. Med. 2014, 4, a017269.
[CrossRef]

169. Rutigliani, C.; Tribble, J.R.; Hagström, A.; Lardner, E.; Jóhannesson, G.; Stålhammar, G.; Williams, P.A. Widespread retina and
optic nerve neuroinflammation in enucleated eyes from glaucoma patients. Acta Neuropathol. Commun. 2022, 10, 118. [CrossRef]

170. Lin, F.R.; Pike, J.R.; Albert, M.S.; Arnold, M.; Burgard, S.; Chisolm, T.; Couper, D.; Deal, J.A.; Goman, A.M.; Glynn, N.W.; et al.
Hearing intervention versus health education control to reduce cognitive decline in older adults with hearing loss in the USA
(ACHIEVE): A multicentre, randomised controlled trial. Lancet 2023, 402, 786–797. [CrossRef]

171. Jiang, F.; Mishra, S.R.; Shrestha, N.; Ozaki, A.; Virani, S.S.; Bright, T.; Kuper, H.; Zhou, C.; Zhu, D. Association between hearing
aid use and all-cause and cause-specific dementia: An analysis of the UK Biobank cohort. Lancet Public Health 2023, 8, e329–e338.
[CrossRef] [PubMed]

172. Seicol, B.J.; Lin, S.; Xie, R. Age-Related Hearing Loss Is Accompanied by Chronic Inflammation in the Cochlea and the Cochlear
Nucleus. Front. Aging Neurosci. 2022, 14, 846804. [CrossRef] [PubMed]

173. Frye, M.D.; Ryan, A.F.; Kurabi, A. Inflammation associated with noise-induced hearing loss. J. Acoust. Soc. Am. 2019, 146, 4020.
[CrossRef] [PubMed]

120



Brain Sci. 2024, 14, 41

174. Huang, L.; Zhang, Y.; Wang, Y.; Lan, Y. Relationship Between Chronic Noise Exposure, Cognitive Impairment, and Degenerative
Dementia: Update on the Experimental and Epidemiological Evidence and Prospects for Further Research. J. Alzheimer’s Dis.
2021, 79, 1409–1427. [CrossRef] [PubMed]

175. Weuve, J.; D’Souza, J.; Beck, T.; Evans, D.A.; Kaufman, J.D.; Rajan, K.B.; de Leon, C.F.M.; Adar, S.D. Long-term community
noise exposure in relation to dementia, cognition, and cognitive decline in older adults. Alzheimer’s Dement. 2021, 17, 525–533.
[CrossRef] [PubMed]

176. Cantuaria, M.L.; Waldorff, F.B.; Wermuth, L.; Pedersen, E.R.; Poulsen, A.H.; Thacher, J.D.; Raaschou-Nielsen, O.; Ketze, M.; Khan,
J.; Valencia, V.H.; et al. Residential exposure to transportation noise in Denmark and incidence of dementia: National cohort
study. BMJ 2021, 374, n1954. [CrossRef] [PubMed]

177. Wang, W.; Zhang, L.S.; Zinsmaier, A.K.; Patterson, G.; Leptich, E.J.; Shoemaker, S.L.; Yatskievych, T.A.; Gibboni, R.; Pace, E.; Luo,
H.; et al. Neuroinflammation mediates noise-induced synaptic imbalance and tinnitus in rodent models. PLoS Biol. 2019, 17,
e3000307. [CrossRef]

178. Cui, B.; Li, K.; Gai, Z.; She, X.; Zhang, N.; Xu, C.; Chen, X.; An, G.; Ma, Q.; Wang, R. Chronic Noise Exposure Acts Cumulatively
to Exacerbate Alzheimer’s disease-Like Amyloid-β Pathology and Neuroinflammation in the Rat Hippocampus. Sci. Rep. 2015, 5,
12943. [CrossRef]

179. Peters, R.; Ee, N.; Peters, J.; Booth, A.; Mudway, I.; Anstey, K.J. Air Pollution and Dementia: A Systematic Review. J. Alzheimer’s
Dis. 2019, 70, S145–S163. [CrossRef]

180. Peters, A. Ambient air pollution and Alzheimer’s disease: The role of the composition of fine particles. Proc. Natl. Acad. Sci. USA
2023, 120, e2220028120. [CrossRef]

181. Shi, L. Incident dementia and long-term exposure to constituents of fine particle air pollution: A national cohort study in the
United States. Proc. Natl. Acad. Sci. USA 2022, 120, e2211282119. [CrossRef] [PubMed]

182. Shi, L.; Steenland, K.; Li, H.; Liu, P.; Zhang, Y.; Lyles, R.H.; Requia, W.J.; Ilango, S.D.; Chang, H.H.; Wingo, T.; et al. A national
cohort study (2000–2018) of long-term air pollution exposure and incident dementia in older adults in the United States. Nat.
Comm. 2021, 12, 6754. [CrossRef] [PubMed]

183. Campbell, A.; Oldham, M.; Becaria, A.; Bondy, S.C.; Meacher, D.; Sioutas, C.; Misra, C.; Mendez, L.B.; Kleinman, M. Particulate
matter in polluted air may increase biomarkers of inflammation in mouse brain. Neurotoxicology 2005, 26, 133–140. [CrossRef]
[PubMed]

184. Mitsushima, D.; Yamamoto, S.; Fukushima, A.; Funabashi, T.; Kobayashi, T.; Fujimaki, H. Changes in neurotransmitter levels
and proinflammatory cytokine mRNA expressions in the mice olfactory bulb following nanoparticle exposure. Toxicol. Appl.
Pharmacol. 2008, 226, 192–198. [CrossRef]

185. Block, M.L.; Calderón-Garcidueñas, L. Air pollution: Mechanisms of neuroinflammation and CNS disease. Trends Neurosci. 2009,
32, 506–516. [CrossRef] [PubMed]

186. Bongioanni, P.; Del Carratore, R.; Corbianco, S.; Diana, A.; Cavallini, G.; Masciandaro, S.M.; Dini, M.; Buizza, R. Climate change
and neurodegenerative diseases. Environ. Res. 2021, 201, 111511. [CrossRef] [PubMed]

187. Zuelsdorff, M.; Limaye, V.S. A Framework for Assessing the Effects of Climate Change on Dementia Risk and Burden. Gerontologist
2023, gnad082. [CrossRef]

188. Stella, A.B.; Galmonte, A.; Deodato, M.; Ozturk, S.; Reis, J.; Manganotti, P. Climate Change and Global Warming: Are Individuals
with Dementia—Including Alzheimer’s disease—At a Higher Risk? Curr. Alzheimer Res. 2023, 20, 209–212. [CrossRef]

189. Ruszkiewicz, J.A.; Tinkov, A.A.; Skalny, A.V.; Siokas, V.; Dardiotis, E.; Tsatsakis, A.; Bowman, A.B.; da Rocha, J.B.T.; Aschner, M.
Brain diseases in changing climate. Environ. Res. 2019, 177, 108637. [CrossRef]

190. Gong, J.; Part, C.; Hajat, S. Current and future burdens of heat-related dementia hospital admissions in England. Environ. Int.
2022, 159, 107027. [CrossRef]

191. O’Donnell, S. The neurobiology of climate change. Sci. Nat. 2018, 105, 11. [CrossRef] [PubMed]
192. Habibi, L.; Perry, G.; Mahmoudi, M. Global warming and neurodegenerative disorders: Speculations on their linkage. BioImpacts

2014, 4, 167–170. [CrossRef] [PubMed]
193. Lee, W.; Moon, M.; Kim, H.G.; Lee, T.H.; Oh, M.S. Heat stress-induced memory impairment is associated with neuroinflammation

in mice. J. Neuroinflamm. 2015, 12, 102. [CrossRef] [PubMed]
194. Sharp, E.S.; Gatz, M. Relationship between education and dementia: An updated systematic review. Alzheimer Dis. Assoc. Disord.

2011, 25, 289–304. [CrossRef] [PubMed]
195. Klimova, B.; Valis, M.; Kuca, K. Bilingualism as a strategy to delay the onset of Alzheimer’s disease. Clin. Interv. Aging 2017, 12,

1731–1737. [CrossRef] [PubMed]
196. Craik, F.I.; Bialystok, E.; Freedman, M. Delaying the onset of Alzheimer disease: Bilingualism as a form of cognitive reserve.

Neurology 2010, 75, 1726–1729. [CrossRef] [PubMed]
197. Liu, H.; Wu, L. Lifelong Bilingualism Functions as an Alternative Intervention for Cognitive Reserve against Alzheimer’s disease.

Front. Psychiatry 2021, 12, 696015. [CrossRef]
198. Steinvil, A.; Shirom, A.; Melamed, S.; Toker, S.; Justo, D.; Saar, N.; Shapira, I.; Berliner, S.; Rogowski, O. Relation of educational

level to inflammation-sensitive biomarker level. Am. J. Cardiol. 2008, 102, 1034–1039. [CrossRef]

121



Brain Sci. 2024, 14, 41

199. Maurel, M.; Castagné, R.; Berger, E.; Bochud, M.; Chadeau-Hyam, M.; Fraga, S.; Gandini, M.; Hutri-Kähönen, N.; Jalkanen, S.;
Kivimäki, M.; et al. Patterning of educational attainment across inflammatory markers: Findings from a multi-cohort study. Brain
Behav. Immun. 2020, 90, 303–310. [CrossRef]

200. Almeida, R.P.; Schultz, S.A.; Austin, B.P.; Boots, E.A.; Dowling, N.; Gleason, C.E.; Bendlin, B.B.; Sager, M.A.; Hermann, B.P.;
Zetterberg, H.; et al. Effect of Cognitive Reserve on Age-Related Changes in Cerebrospinal Fluid Biomarkers of Alzheimer
Disease. JAMA Neurol. 2015, 72, 699–706. [CrossRef]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

122



Citation: Yang, K.; Liu, Y.; Zhang, M.

The Diverse Roles of Reactive

Astrocytes in the Pathogenesis of

Amyotrophic Lateral Sclerosis. Brain

Sci. 2024, 14, 158. https://doi.org/

10.3390/brainsci14020158

Academic Editors: Andrew Clarkson,

Junhui Wang, Hongxing Wang and

Jing Sun

Received: 21 December 2023

Revised: 17 January 2024

Accepted: 29 January 2024

Published: 4 February 2024

Copyright: © 2024 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

brain
sciences

Review

The Diverse Roles of Reactive Astrocytes in the Pathogenesis of
Amyotrophic Lateral Sclerosis
Kangqin Yang 1, Yang Liu 1 and Min Zhang 1,2,*

1 Department of Neurology and Psychiatry, Tongji Hospital, Tongji Medical College, Huazhong University of
Science and Technology, Wuhan 430030, China; kangkangy1999@163.com (K.Y.);
liu_yang2014@hust.edu.cn (Y.L.)

2 Hubei Key Laboratory of Neural Injury and Functional Reconstruction, Huazhong University of Science and
Technology, Wuhan 430030, China

* Correspondence: zhang_min_3464@126.com

Abstract: Astrocytes displaying reactive phenotypes are characterized by their ability to remodel
morphologically, molecularly, and functionally in response to pathological stimuli. This process
results in the loss of their typical astrocyte functions and the acquisition of neurotoxic or neuroprotec-
tive roles. A growing body of research indicates that these reactive astrocytes play a pivotal role in
the pathogenesis of amyotrophic lateral sclerosis (ALS), involving calcium homeostasis imbalance,
mitochondrial dysfunction, abnormal lipid and lactate metabolism, glutamate excitotoxicity, etc. This
review summarizes the characteristics of reactive astrocytes, their role in the pathogenesis of ALS,
and recent advancements in astrocyte-targeting strategies.

Keywords: reactive astrocytes; amyotrophic lateral sclerosis; pathogenesis; astrocyte-targeting strategies

1. Introduction

Astrocytes, the most numerous and giant glial cells in the central nervous system
(CNS), possess the unique ability to divide and proliferate throughout life. The cytosol
of astrocytes exhibits a distinctive star-shaped morphology, housing a critical structural
component known as the glial filament. Comprised of glial fibrillary acidic protein (GFAP),
this intermediate filament is essential to the cytoskeleton and serves as a standard marker
for astrocytes. Importantly, it is not entirely exclusive to astrocytes but also labels neural
stem cells [1–3]. Apart from organizing the blood–brain barrier (BBB) and supporting,
sequestering, and isolating neurons [1], these cells perform a multitude of vital biological
functions. These include the metabolism, synthesis, and secretion of neurotrophic factors,
regulation of neurotransmitters and calcium homeostasis, maintenance of mitochondrial
function, participation in nervous system and circuit development, and regulation of the
immune status of the CNS [1,2,4–7]. However, these functions are partially or wholly lost
in reactive astrocytes.

Amyotrophic lateral sclerosis (ALS) is a fatal illness characterized by the degeneration
of upper and lower motor neurons (MNs), with an average survival of 3–5 years [8,9].
Current treatments, such as riluzole, edaravone, AMX0035, and tofersen, can only tem-
porarily extend survival [10–15]. The exact etiology and pathogenesis of the disease remain
unknown, with proposed causes including neuroinflammation, oxidative stress, mito-
chondrial dysfunction, glutamate excitotoxicity, calcium homeostasis imbalance, metabolic
abnormality, etc. [8,16,17]. The involvement of non-cell-autonomous processes, particularly
reactive astrocytes, in the pathogenesis of ALS has been recognized [18,19]. In this review,
we aim to summarize the contribution of reactive astrocytes in the pathogenesis of ALS
and identify potential therapeutic targets.
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2. Astrocytes in Pathological Conditions
2.1. Definition of Reactive Astrocytes

In the past, the response of astrocytes to abnormal events such as trauma, ischemia,
infection, and tumor, epilepsy, and neurodegenerative and demyelinating diseases has
been described using various terms, including astrocytosis, astrogliosis, reactive gliosis,
astrocyte activation, astrocyte reactivity, astrocyte re-activation, and astrocyte reaction [20].
These terms can be replaced by the standard term “reactive astrocytes”, proposed to define
the response process to pathological conditions, that is, under pathological conditions of
the CNS, such as infection, trauma, or neurodegenerative disease, astrocytes undergo mor-
phological, biochemical, transcriptional regulatory, molecular, and functional remodeling,
ultimately losing most of their normal astrocytic functions and acquiring new neurotoxic or
neuroprotective functions [20–23]. Compared to normal astrocytes, reactive astrocytes ex-
hibit distinct morphological changes, including hypertrophy, elongation, process extension
towards the injury site, and overlap of some three-dimensional structural domains [20,24].
It should be noted that the plasticity of healthy astrocytes, which are constantly activated
by physiological signals from the CNS, should not be confused with changes in astrocyte
responsiveness to pathological stimuli [20]. In this paper, the term “reactive astrocytes”
and the above definition of reactive astrocytes will be used (Table 1).

Table 1. Comparison between healthy astrocytes and reactive astrocytes.

Characteristic Healthy Astrocytes Reactive Astrocytes
Morphology Star-shaped morphology Hypertrophy

Multiple branches with
numerous fine processes Process elongation

Overlap of some structures in
three-dimensional space

Molecular Aspect Low GFAP expression Increased GFAP expression

Biochemistry Release of neurotrophic
factors

Increased release of
pro-inflammatory factors
Increased production of ROS
Activated complement
cascades

Transcriptional Regulation Steady-state regulation of
gene expression

Upregulation of genes
associated with
neuroinflammation

Function Neuron trophic support
No or decreased trophic
support or active
neurotoxicity

Neurotransmitter uptake and
recycling

Decreased neurotransmitter
uptake and/or recycling

Synapse formation,
maturation, and function

Decreased synapse formation
and altered neuronal activity

Regulation of blood and
glymphatic flow

Increased immune cell
infiltration and blood–brain
barrier maintenance
and/or repair

Interaction and coordination
with immune cells

Proliferate and form scars
or borders

Stable and rhythmic calcium
transients

Corral peripheral immune
cells and/or amplify
inflammatory responses
Irregular calcium transients,
decreased gap junction
coupling
Abnormal cellular metabolism
Newly acquired neurotoxic or
neuroprotective functions,
depending on context
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2.2. Subsets/Heterogeneity of Reactive Astrocytes

In earlier studies, reactive astrocytes have been divided into neurotoxic and neuropro-
tective phenotypes, also known as A1 and A2 cell subpopulations [22] (Table 2). However,
caution has been advised against using the oversimplified terms “neurotoxic” or “neuro-
protective” when characterizing astrocyte phenotypes [20]. This is due to the limitations
of these binary classifications in capturing the heterogeneity and diverse functions of re-
active astrocytes, especially with advancements in technologies like transcriptomics and
high-throughput sequencing [20,21,25]. Transcriptomic studies have revealed that reactive
astrocyte phenotypes exhibit significant variability across different regions of the CNS
and in response to various pathological stimuli [20,25]. In addition, a recent review [26]
introduced an alternative classification scheme for astrocyte reactivity phenotypes. It cate-
gorizes them broadly into non-proliferative astrogliosis and proliferative astrogliosis. The
former subtype typically occurs in neural tissue responding to pathology while maintaining
its fundamental tissue architecture without overt damage [26]. This can be observed in
tissue regions distant from focal lesions resulting from stroke, trauma, autoimmune attack,
neurodegenerative changes, or diffuse neuroinflammation induced by peripheral exposure
to microbial antigens such as lipopolysaccharide (LPS) [27–30]. On the other hand, the
latter subtype exhibits anisomorphic features characterized by loss of domain, significant
structural reorganization, and the potential diffuse alterations or development of new
compact “limitans” borders surrounding evident fibrotic tissue lesions [31]. These changes
can occur due to stroke, extensive trauma, infections, foreign bodies (including medical
implants), autoimmune inflammation, neoplasms, or profound neurodegenerative pro-
cesses [31–33]. This classification also possesses certain limitations similar to the previous
categorization [26]. Therefore, a broader range of molecules is required to characterize
these cells accurately [20]. When identifying astrocyte subpopulations, consideration must
be given to multidimensional factors such as location, morphology, gene expression levels,
specific cellular functions, and their demonstrated impact on pathological hallmarks to
fully appreciate their heterogeneity [34].

Table 2. Comparison between A1 astrocytes and A2 astrocytes.

Characteristic A1 Astrocytes A2 Astrocytes

Morphology Hypertrophy,
long dendrites

Hypertrophy,
few dendrites

Marker C3, GBP2, Serping1 PTX3, S100a10, SphK1,
tm4sf1, S1Pr3, Tweak

Signaling
pathway

Activated
NF-κB, JAK/STAT3

Activated PK2/PKR1,
JAK/STAT3,
FGF2/FGFR1,
CXCR7/PI3K/Akt

Cellular
functions

Neurotoxic effect:
upregulate pro-inflammatory
factors;
associated with
neurodegeneration and
chronic neuropathic pain

Neuroprotective effect:
upregulate neurotrophic
factors and pro-synaptic
thrombospondins;
promote neuronal growth and
support synaptic repair

2.3. Marker of Reactive Astrocytes

With the progression of sequencing technology, numerous astrocyte markers have been
identified. However, the specific functions of these markers and their practical implications
still need to be clarified, necessitating further exploration through in vivo and in vitro
experiments. Several established markers commonly used to label reactive astrocytes and
emerging markers with slightly defined functions are described below.
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2.3.1. GFAP

As previously delineated, GFAP is an essential protein component of astrocyte inter-
mediate filaments, contributing to the cytoskeletal organization, and serves as the most
extensively employed marker of reactive astrocytes [2,7,20]. A prevalent attribute of nu-
merous reactive astrocytes, albeit not all, present in various CNS disorders is the elevation
of GFAP due to the upregulation of GFAP mRNA and protein rather than local recruitment
or proliferation of astrocytes [34,35]. GFAP is also a sensitive indicator of an early injury
response, detectable even without apparent neuronal death [36]. Furthermore, the severity
of the injury is correlated with the quantity of GFAP expression in reactive astrocytes [20,37].
Notably, elevated GFAP levels are necessary but insufficient for reactive astrocyte clas-
sification, suggesting that increased GFAP levels occur due to pathological stimuli and
regional differences in astrocytes, initial GFAP levels, and physiological stimuli [20]. For
instance, in a healthy mouse brain, astrocytes in the hippocampus exhibit higher levels
of GFAP than those in the cortex, thalamus, or striatum. However, this does not imply
that astrocytes in the hippocampus are inherently more reactive [38–40]. Additionally,
GFAP expression is influenced by physiological stimuli such as physical activity, exposure
to enriched environments, glucocorticoids, and fluctuations in the circadian rhythm in
the suprachiasmatic nucleus of the optic cross [41,42]. Moreover, GFAP is not exclusively
derived from astrocytes but can also be produced by progenitor cells, depending on the
stage of development [3]. Hence, changes in GFAP levels reflect a response to pathological
stimuli and adaptation to physiological stimuli and regional differences.

2.3.2. Complement C3

In the central nervous system, complement component 3 (C3) is primarily synthesized
by astrocytes [43] and has been used as a marker for type A1 or neurotoxic astrocytes [22].
In conjunction with GFAP, it labels reactive astrocytes and exerts neurotoxicity in neurode-
generative diseases, such as Alzheimer’s disease (AD), ALS, multiple sclerosis (MS), and
Parkinson’s disease (PD), as well as in infectious diseases and spinal cord injury [44–47].
Under physiologic conditions, C3 secreted by astrocytes is involved in the complement
cascade and mediates synaptic elimination during the development of the CNS [48]. How-
ever, when the CNS is subjected to infections, injuries, and neurodegenerative diseases, the
secretion of C3 by reactive astrocytes significantly increases, activating the complement
cascades abnormally to eliminate normal synapses and resulting in the loss of neurons
and damage to cognitive function [47]. Additionally, C3 also enhances superoxide pro-
duction and mediates oxidative stress injury in the nervous system [49]. The oxidative
stress induced by LPS in chronic neuroinflammation is significantly reduced without C3
expression [49].

2.3.3. Other Markers

TNF-related apoptosis-inducing ligand (TRAIL), also known as tumor necrosis factor
superfamily member 10 (TNFSF10), is a member of the TNF superfamily, contributing to
apoptosis through both extrinsic and intrinsic signaling pathways. Initially, it was believed
to specifically target tumor cells and was absent in the healthy CNS. However, recent studies
have demonstrated that astrocytes, microglia, and neurons can express TRAIL within the
CNS under pathological conditions [50]. Notably, the function of TRAIL+ astrocytes is
versatile. For instance, in experimental autoimmune encephalomyelitis (EAE), which is
a mouse model used for studying MS, TRAIL+ astrocytes, acting as anti-inflammation
astrocytes, induce CD4+ T cell apoptosis to alleviate neuroinflammation [51]. Conversely,
TRAIL+ astrocytes exhibit toxicity towards neurons in the AD mouse model, directly
inducing the apoptosis of neurons [52,53].

Reactive astrocytes also express several nonspecific markers [20], including those
associated with the cytoskeleton (nestin, synemin, vimentin), cellular metabolism (ALDOC,
BLBP/FABP7, MAO-B, TSPO), membrane channels (EAAT1 and 2, KIR4. 1), secreted
proteins (CHI3L1/YKL40, Lcn2, Serpina3n/ACT, MT, THBS-1), signal transduction and
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transcription (NFAT, NTRK2/TrkB IL17R, S100B, SOX9, STAT3), molecular chaperones
(CRYAB, HSPB1/HSP27), etc. It should be highlighted that the markers mentioned above
are not exhaustive, and they have yet to be employed as a unique marker of reactive
astrocytes due to their inability to distinguish between specific types of reactive astrocytes.
Consequently, numerous additional markers need to be identified.

2.4. Functions of Reactive Astrocytes

Reactive astrocytes exhibit a significant loss of functional capabilities compared to
their regular counterparts, characterized by reduced trophic support, neurotransmitter
uptake, synapse formation, gap junction coupling, and altered neuronal activity [20,54].
These deficits are accompanied by increased immune cell infiltration and irregular cal-
cium transients [54]. Reactive astrocytes can acquire novel neurotoxic or neuroprotective
functions depending on the specific pathological condition [21,23,54]. For instance, in a
transgenic mouse model targeting reactive astrocyte ablation, CNS tissue experiences a
significantly more severe disruption, demyelination, neuronal and oligodendrocyte death,
and pronounced motor deficits, along with an inability to repair the blood–brain barrier,
in comparison to the non-transgenic mouse model after mild or moderate stab or crush
spinal cord injury [55]. Notably, the functions of reactive astrocytes are not always constant.
After cerebral ischemia, these cells exhibit a protective role in the early stage by secreting
neurotrophic substances and antioxidants and forming glial scars to limit the spread of the
immune response. However, in the later stages, the formation of a glial scar impedes neu-
rological recovery [56]. In summary, when the CNS experiences secondary degeneration
caused by trauma or ischemia, reactive astrocytes may provide protection in the early stage
by repairing the blood–brain barrier, restricting neuroinflammation, and preserving motor
functions. Nonetheless, astrocytic scar formation is detrimental to axonal regeneration in
the later stages [57]. Conversely, in neurodegenerative diseases (NDs) such as AD, PD,
MS, Huntington’s disease (HD), and ALS, abnormal protein accumulation, excessive pro-
duction of inflammatory factors and reactive oxygen species (ROS), and disruption of ion
homeostasis and metabolism in reactive astrocytes contribute to a persistent inflammatory
environment and neuron death [34,54]. The extent of the protective influence of reactive
astrocytes in NDs during various disease stages has yet to be thoroughly investigated.

2.5. Link between Reactive Astrocytes and Environmental Elements

The development of neuropathological conditions, such as ALS, is influenced by
environmental factors, such as the presence of heavy metals and pesticides. In today’s
rapidly industrializing and modernizing world, heavy metal pollution has emerged as
a well-recognized public health concern that impacts daily life, including food, water
sources, air quality, and occupational exposure [58,59]. Excessive intake of heavy metals
can lead to neurotoxicity and subsequent neurological disorders [60–62]. As previously
mentioned, astrocytes play a pivotal role in maintaining homeostasis in the central nervous
system and safeguarding neurons against various types of harm caused by heavy metal
accumulation [7,61]. However, this protective function also makes astrocytes susceptible
to the neurotoxicity of heavy metals. This vulnerability manifests through distributions
in blood–brain barrier integrity, elevated levels of ROS, pro-inflammatory factors, impair-
ment of mitochondrial respiration, and abnormalities in glutamate and lipid metabolism.
These effects have been demonstrated through numerous experiments conducted both
in vivo and in vitro [60–67]. For instance, Shi Fan et al.’s study [63] involved exposing
rats to drinking water containing lead acetate (PbAc) for nine continuous weeks, which
impaired learning memory and exploratory abilities. Additionally, expression levels of
GFAP, along with other genes associated with reactive astrocytes affected by neurotoxicity,
were significantly elevated compared to the control group. Subsequent experiments in-
volved administration of PbAc to MA-c cells, an astrocyte cell line, confirmed these findings
while revealing that NF-κB transcription factor regulates astrocyte activation following
lead exposure [63]. Despite substantial evidence from experimental studies supporting
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these conclusions, however, little information is available regarding the cumulative effects
of heavy metals on human astrocytes [61]. Given the indispensable role of pesticides in
agricultural development, humans are exposed to these chemicals through various means
such as occupational activities, agricultural practices, domestic use, and air, water, soil,
and food contamination. Similar to heavy metals, this exposure leads to disruption of
the BBB and activation of astrocytes, based on numerous studies conducted in vivo and
in vitro [68–74]. Furthermore, research has indicated that Parkinson’s disease protein 7
(PARK7/DJ-1), found in astrocytes, plays a crucial role in regulating the neurotoxic con-
sequences caused by the pesticide rotenone [75–77]. Additionally, maintaining astrocyte
homeostasis is closely associated with other environmental factors such as gut microbiota,
composition intake of dietary components, and air pollution [78–81].

3. Reactive Astrocytes Are Toxic to MNs in ALS

Reactive astrocytes in ALS display morphological modifications, such as hypertrophy,
process elongation, and partial overlap of specific features of these cells (protrusions,
branches, or other morphological characteristics) in three-dimensional space [20]. Moreover,
these cells undergo chemical remodeling characterized by increased transcription of pro-
inflammatory factors and oxidation particles [82]. They also exhibit molecular remodeling,
with markedly elevated expression of GFAP and C3 compared to naive astrocytes [83].
Numerous in vivo and in vitro studies have corroborated the significant elevation of C3
mRNA and protein levels in mouse models of ALS, as well as in patients with familial
and sporadic ALS (SALS and FALS) [22,83–85]. Furthermore, inhibition of C3 release from
reactive astrocytes has been shown to reduce neuronal damage [86]. One previous study
has demonstrated that astrocytes derived from both sporadic and familial ALS patients
exhibit an equivalent level of toxicity toward motor neurons [82]. In this investigation,
SALS and FALS astrocytes were obtained from postmortem spinal cord neural progenitor
cells (NPCs), which were then supplemented with 10% fetal bovine serum to induce
differentiation into astrocytic. This innovative model system was employed to elucidate
the underlying molecular mechanisms and evaluate potential therapeutic approaches
for SALS [82]. The researchers co-cultured these differentiated astrocytes with mouse
embryonic stem-cell-derived motor neurons, observing an accelerated demise of motor
neurons in this co-culture setup while noting a significant upregulation of twenty-two
inflammatory genes in both FALS and SALS astrocytes [82]. Additionally, when these were
co-cultured with GABAergic neurons, they did not exert any influence on them. These
findings suggest that astrocytes target and impair motor neurons [19,82,87].

Frontotemporal dementia (FTD) encompasses a spectrum of disorders characterized
by the progressive degeneration of the frontal and temporal lobes in the brain, resulting in
alterations in personality, behavior, and language. Coexistence or shared clinical, genetic
(SOD1, TARDBP, and C9ORF72 et al.), and pathological features (TDP-43 inclusions in
astrocytes and neurons) have been observed between ALS and FTD [88]. Previous studies
have demonstrated that astrocytes from postmortem patients with ALS/FTD also exert
detrimental effects on motor neurons [89–91]. Astrocyte dysfunction specific to ALS/FTD
is comparable to that seen in ALS without FTD; however, there are some distinctions [92].
For example, individuals with both ALS and FTD exhibit more pronounced increased
blood–brain barrier permeability associated with poor prognosis compared to those solely
affected by ALS [93]. In a clinical trial comparing GFAP levels within serum samples taken
from participants experiencing cognitive and/or behavioral impairment or FTD versus
those diagnosed only with ALS, the results showed significant variation [88]; however,
no difference was noted among various types of clinical presentations for individuals
diagnosed with only ALS regarding GFAP levels within their serum samples [88].

Recent investigations have indicated distinct roles for astrocytes derived from both
the motor cortex (MC) and the spinal cord (SC) of newborn SOD1G93A mice during disease
progression stages [94–96]. Spectrophotometric and cytofluorimetric analyses revealed
elevated redox stress, reduced antioxidant capacity, and relative mitochondrial respiratory
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uncoupling in MC SOD1G93A astrocytes. In contrast, SC mutated cells exhibited enhanced
resistance against oxidative damage, attributed to augmented antioxidant defense [94].
However, the most extensively studied astrocytes throughout this manuscript are predomi-
nantly derived from the spinal cord.

In general, the detrimental effects of reactive astrocytes are not only mediated by
mitochondrial dysfunction, calcium homeostasis dysregulation, and endoplasmic retic-
ulum stress but also exacerbated by metabolic dysfunction. This exacerbation triggers
neuroinflammatory responses and releases various toxic factors, including polyphosphate,
glutamate, lactate, and lipids, which directly act on motor neurons.

3.1. Mitochondrial Dysfunction

Prior research has observed a disruption of the mitochondrial respiratory chain in
astrocytes derived from SOD1G93A rats, characterized by diminished oxygen utilization,
absence of ADP-dependent respiratory control, and reduced membrane potential. This
leads to elevated oxygen radicals and nitric oxide levels, contributing to motor neuron
demise [97–99]. There is a notable reduction in motor neuron survival when employing
mitochondrial respiration inhibitors in non-transgenic astrocyte cultures, particularly azide-
dependent inhibition of cytochrome c oxidase and fluorocitrate-dependent inhibition of
aconitase [97]. This finding suggests that the survival of motor neurons depends on
the mitochondrial function in astrocytes. Furthermore, the neurotoxic phenotype can be
mitigated by restoring mitochondrial respiration in astrocytes by using antioxidants Mito-Q
and Mito-CP [97]. In other in vivo studies [100,101], it was found that the administration
of dichloroacetate (DCA), a drug enhancing mitochondrial function by stimulating the
activity of the pyruvate dehydrogenase (PDH) complex, improves survival and motor
performance while reducing MN degeneration and gliosis in the SOD1G93A rat model.
Furthermore, when DCA was used in astrocyte–motor neuron co-cultures (consisting of
astrocytes derived from the spinal cord of an SOD1G93A rat and motor neurons derived
from embryonic day 15 rats), phosphorylation of PDH decreased, leading to enhanced
mitochondrial coupling and increased motor neuron survival [101].

3.2. Disturbance of Ca2+ Homeostasis

The resting state of astrocytes is contingent on Ca2+ signals, such as local Ca2+ fluctu-
ations or Ca2+ waves, to execute their pathological or physiological functions, including
the secretion of neurotrophic or neurotoxic factors [102]. The endoplasmic reticulum (ER)
is widely regarded as the most crucial and metabolically relevant reservoir and buffer-
ing system for intracellular Ca2+. It has been recognized that perturbations in astrocyte
Ca2+ homeostasis can exert toxic effects on ALS motor neurons, but the exact mechanism
remains complex and elusive [103]. Recent findings suggest that alterations in astrocyte
store-operated Ca2+ entry (SOCE) might underlie abnormal gliotransmitter secretion and
astrocyte-mediated neurotoxicity in ALS [104,105]. In this study, SOCE in SOD1G93A

mouse spinal cord primary astrocytes was compared with that in wild-type (WT) con-
trols, revealing an increase in SOCE in SOD1G93A astrocytes concurrent with a decline in
ER Ca2+-ATPase and ER Ca2+ concentrations, resulting in abnormally high intracellular
Ca2+ variations that potentially harm MNs [105]. Another study [6] found that astrocytes
with TDP-43 inclusions exhibit reduced monocarboxylate transporter one and noradren-
ergic cAMP and Ca2+ signaling. These changes play a pivotal role in modulating cellular
metabolism, contributing to excessive accumulation of lipid droplets and increased glycol-
ysis and lactate. These findings indicate that astrocytes with TDP-43 inclusions are unable
to support neurons. Other astrocyte ion imbalances, such as K+ and Na+, leading to motor
neuron death, are also observed in ALS [106–109].

3.3. PolyP

Polyphosphate (polyP), an inorganic neuroactive compound that potentiates the activ-
ity of Nav and Kv channels, is synthesized by astrocytes, functioning as a glial messenger
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to facilitate communications between astrocytes and neurons [110]. Elevated polyP levels
were observed in induced pluripotent stem cell (iPSC)-derived astrocytes from mice and
postmortem patients with various ALS/FTD-associated mutations (SOD1, TARDBP, and
C9ORF72) [89,90]. Similarly, spinal cord sections from patients with familial and sporadic
ALS displayed abundant polyP staining signals [89]. Furthermore, polyP levels were
increased in the astrocyte-conditioned media (ACM) from ALS/FTD. In contrast, motor
neuron death was significantly decreased by degradation or neutralization of polyP within
ALS/FTD astrocytes or ACM, suggesting that excessive astrocytic polyP could be a critical
factor for non-cell autonomous MN degeneration and a potential therapeutic target for
ALS/FTD [89,90]. Elevated polyP levels were also detected in the cerebrospinal fluid (CSF)
of ALS patients, indicating that polyP might serve as a novel biomarker for ALS/FTD [89].
However, it is noteworthy that in an in vivo experiment [89], injecting viral vectors into
the intracerebroventricular compartments of SOD1G93A suckling mice to disrupt polyP
production did not delay disease onset or extend the survival of SOD1G93A mice, despite
a significant reduction in polyP deposition in astrocytes and neurons, suggesting that
astrocyte-derived polyP might be involved in ALS pathogenesis in conjunction with other
factors. Consequently, further exploration and research into the role of polyP in ALS
pathogenesis are warranted.

3.4. Glutamate

Glutamate (Glu), a major excitatory neurotransmitter in the CNS [111], exhibits overex-
citation and excitotoxic effects when its inter-synaptic concentration is abnormally high.
This occurs through the activation of glutamate receptors in the postsynaptic membrane, po-
tentially leading to irreversible neuronal damage. Astrocytes play a role in the metabolism
of glutamate released into the synaptic cleft [112]. As there is a lack of extracellular
glutamate metabolizing enzyme, glutamate can only be taken up by astrocytes with the
assistance of glutamate transporters to maintain normal glutamate levels in the extracellular
fluid. Five types of excitatory amino acid transporters (EAATs) have been identified, with
EAAT1 and EAAT2 primarily found in astrocytes and the other three mainly in neurons.
EAAT2, also known as glutamate transporter 1 (GLT-1), accounts for over 90% of glutamate
uptake into the cell [113,114]. Under physiological conditions, astrocytes convert glutamate
to glutamine, providing energy for motor neurons, serving as a neurotransmitter precursor,
and contributing to the amino acid balance in the central nervous system [115]. In many
animal models (ALS SOD1G93A mouse and rat models, as well as TDP43 ALS mouse mod-
els) and patients with ALS, a significant reduction in the expression of the EAAT2 gene in
reactive astrocytes has been observed, leading to an accumulation of excess glutamate in
the extracellular synaptic cleft. This results in excitatory cytotoxicity of ALS spinal cord
motor neurons and impaired motor neuron survival [112,115]. Riluzole, the first drug
approved by the FDA for the treatment of ALS, functions by reducing neuronal excitabil-
ity by blocking glutamatergic neurotransmission in the CNS and activating postsynaptic
glutamate receptors to promote glutamate uptake [13].

Previously, membralin (Tmem259 or C19orf6), an innovative component of the ER-
associated degradation (ERAD) machinery, was identified, significantly reducing Aβ pro-
duction by limiting the excessive activation of the γ-secretase complex. Recently, a study
has demonstrated a significant reduction in the expression of membralin in astrocytes from
the spinal cord of ALS postmortem patients and SOD1G93A mice [112]. Furthermore, the
absence of membralin has been found to significantly impact EAAT2 expression through the
TNF-α/TNFR1/NFκB pathway, dramatically increasing extracellular glutamate and gluta-
matergic motor neuron toxicity [112]. Conversely, the elevation of membralin expression
through transduction of adeno-associated virus (AAV)-membralin in SOD1G93A mice has
demonstrated that increased membralin expression can reverse the neurotoxic effect, pro-
long mouse survival, reduce glial cell proliferation, and enhance EAAT2 expression [112].
Collectively, these findings underscored the crucial role of membralin in astrocyte-regulated
glutamate homeostasis and EAAT2-mediated glutamate excitotoxicity in ALS.
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Previous research has demonstrated that the treatment of astrocytes expressing the
SOD1G93A mutation, when co-cultured with motor neurons in the presence of glutamate,
leads to decreased levels of lactate, creatine, creatinine, deoxycarnitine, L-acetylcarnitine,
and nicotinamide adenine dinucleotide (NAD) and elevated glucose levels [116]. As NAD
is essential for both glycolysis and lactate dehydrogenase activity, the observed reduction
in lactate and increased glucose levels in ALS can be attributed to impaired glycolysis
resulting from reduced NAD levels [116,117].

3.5. Fatty Acids

In the CNS, surplus fatty acids are primarily stored in astrocytes, predominantly as
lipid droplets. This storage increases under conditions of hypoxia, cellular stress, and
exposure to high levels of exogenous free fatty acids [118]. When released from the ApoE-
positive lipid granules of overactive neurons, toxic lipids are taken up by neighboring
astrocytes via endocytosis. These transferred fatty acids are utilized as metabolic inter-
mediates to enhance mitochondrial oxidation and detoxification in astrocytes, thereby
preventing the accumulation of toxic fatty acids in neurons.

It is well established that the brain is an energy-intensive organ primarily fueled by
glucose. However, recent studies have indicated that approximately 20% of the brain’s total
energy requirement is derived from fatty acid β-oxidation in astrocytes [118]. Notably, fatty
acid oxidation for energy generation is a double-edged sword, as it produces more energy
but consumes more oxygen, potentially exposing cells to oxidative stress and exacerbating
the production of reactive oxygen species if fatty acid β-oxidation persists [119]. Previous
studies have demonstrated that lipids served as the primary energy in ALS due to the high
energy demands of neurons and impaired glucose metabolism. However, as mentioned
above, this metabolic switch may generate additional oxidative stress products, leading to
the demise of motor neurons [120,121]. One study found that astrocytes expressing mutant
TDP43 exhibit a more significant accumulation of lipid droplets [6].

Fatty-acid-binding proteins (FABPs) are vital regulators of lipid metabolism, energy
homeostasis, and inflammation by controlling nuclear receptor uptake, transport, and
ligand availability [122]. FABP7, the predominant brain FABP isoform [123], is primarily
expressed in astrocytes, safeguarding these cells against ROS toxicity through the formation
of lipid droplets [124] and playing an essential role in reactive astrocyte proliferation
associated with CNS injury [125]. Moreover, FABP7 regulates astrocyte responses to
external stimuli by controlling lipid raft function [126]. These findings suggest that FABP7
exhibits neuroprotective effects in reactive astrocytes [127]. However, in the spinal cords
of SOD1G93A and SOD1H46R/H48Q mice, FABP7 expression is upregulated in grey matter
astrocytes. It ultimately harms motor neuron survival by promoting NF-κB-driven pro-
inflammatory responses in astrocytes [122].

In the CNS, polyunsaturated fatty acids, particularly arachidonic acid, are primarily
produced and secreted by astrocytes, which further synthesize prostaglandin E2 (PGE2), an
inflammatory molecule contributing to neuroinflammation and motor neuron death. The
levels of PGE2 in the CSF of most ALS patients are elevated 10-fold [128–132]. Cyclooxyge-
nase 2 (COX2) catalyzes the conversion of arachidonic acid to PGE2; thus, blocking COX2
specifically with celecoxib or rofecoxib may slow down the development and progression
of ALS [133,134].

Astrocytes represent the predominant cell type for cholesterol production in the CNS,
with their biosynthesis being governed by the transcription factor sterol regulatory element-
binding protein-2 (SREBP2), which is notably elevated in ALS [133]. Overexpression of
SREBP2 in the CNS results in an accumulation of cholesterol and neutral lipids and the
emergence of ALS-like symptoms, including progressive hind limb paralysis, spasticity,
and shortened lifespan in mice [120,133].

Recent findings also indicated that astrocyte-mediated cell death is triggered by as-
trocytes’ secretion of saturated lipids. Furthermore, in vitro and in vivo models of acute
axonal injury induced by astrocytes can be mitigated by explicitly silencing the expression
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of the saturated lipase ELOVL1 in astrocytes, thereby preventing the formation of long-
chain saturated lipids [135]. Increased expression of astrocyte ELOVL1 or an elevation in
the production of long-chain saturated free fatty acids has been reported in ALS, warranting
further investigation [133].

4. Elements Leading to Astrocyte Activation in ALS

In general, the activation of inflammatory factors, upregulation of peroxiredoxin
6 (PRDX6), and gene mutation in astrocytes are the main contributors to the reactive
transformation of astrocytes in ALS (Figure 1). This transformation is mediated by pro-
inflammatory factors, such as IL-1α, TNFα, and C1q, secreted by reactive microglia. These
factors trigger the conversion of quiescent astrocytes into reactive astrocytes, characterized
by a notable upregulation of C3 expression, leading to the death of neurons and oligoden-
drocytes [22]. In the IL-1α−/− TNFα−/− C1q−/− SOD1G93A mouse model, the knockout
of IL-1α, TNFα, and C1q significantly reduced the proportion of C3+ reactive astrocytes,
improved motor function, and extended survival in SOD1G93A mice [83]. The treatment of
low doses of IL-1α, TNFα, and C1q to SOD1G93A -expressing astrocytes and WT astrocytes
elicited a notable increase in immune activation and astrocyte reactivity-associated genes
upregulated in SOD1G93A astrocytes [83]. This finding suggests that SOD1G93A astrocytes
can generate a significant response to minor damage. Concurrently, it underscores the
crucial role of mutant SOD1 in transforming astrocytes into reactive astrocytes and demon-
strates the cellular autonomy of astrocytes [83]. Furthermore, a recent study has shown
that the expression of PRDX6 in the spinal cord of SOD1G93A mice is also involved in the
induction of A1-type astrocytes and the excessive production of inflammatory cytokines
through a calcium-dependent phospholipase A-dependent mechanism [84].
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Figure 1. Astrocytes transforming from quiescence to reactivity are toxic to MNs in ALS. Under
conditions of gene mutations (VCP, FUS, SOD1, TARDBP, C9ORF72) or inflammatory factors (IL-1α,
TNFα, C1q) in in vivo or in vitro models, astrocytes transform from quiescence to reactivity in ALS.
Reactive astrocytes, ultimately resulting in the apoptosis of motor neurons (MNs), are characterized
by mitochondrial dysfunction, ER stress, ion imbalance, secretion of toxic factors, etc. Additionally,
inhibiting Cx43, EphrinB2, and MTOR or enhancing SIRT6, NAD+, and Nrf2 can mitigate motor
neuron loss.
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Apart from ALS-linked pathogenic variants in SOD1 [136,137], astrocytes undergo a
reactive transformation in response to various pathogenic mutations, such as VCP, FUS,
TARDBP, and C9ORF72 [138,139]. Despite their molecular and functional heterogeneity
at early stages, treatment with inflammatory factors ultimately transforms all astrocytes
into C3-related reactive astrocytes. In contrast, when WT astrocytes were treated with a
conditioned medium obtained from SOD1 or VCP mutant hiPSC-derived astrocytes, no
increase in C3 expression or reactive astrocyte transformation was observed [19]. This
suggests that the transformation is not caused by the secretion of mutant astrocytes but
rather by the autonomy of these cells, further emphasizing the significance of the mutation
in the pathogenesis of the disease [19,139]. Moreover, inhibiting the expression of both
mutant SOD1 and wild-type SOD1 in FALS/SALS astrocytes using a lentivirus encoding
a short hairpin (sh) RNA leads to a remarkable reduction in astrocyte-mediated motor
neuron toxicity [82,87]. This finding implies that suppressing SOD1 expression in hiPSC-
derived astrocytes could be a potential therapeutic target for both FALS patients with
SOD1 mutations and SALS patients. The newly approved drug tofersen, an antisense
oligonucleotide that reduces SOD1 protein synthesis, holds promise [14].

Although the role of reactive astrocytes in the pathogenesis of ALS has been high-
lighted, it is important to note that they are not a trigger for MN death but crucial contribu-
tors. Therefore, the occurrence of neurodegeneration depends on the pathology of neurons.

5. Potential Targets on Astrocytes for the Treatment of ALS

At present, the available treatment options and their therapeutic effects for ALS are
minimal. As previously mentioned, astrocytes play an essential role in the pathogenesis
and disease progression of ALS. To date, riluzole remains the sole drug that targets astro-
cytes [13]. Therefore, there is an urgent imperative to identify novel potential therapeutic
targets for astrocytes.

5.1. GDNF

The neurotrophic factor glial-cell-line-derived neurotrophic factor (GDNF), secreted by
astrocytes, plays a crucial role in neuronal survival and synaptic promotion. However, the
function of reactive astrocytes is impaired in ALS models and patients, resulting in motor
neuron death. Consequently, delivering CNS GDNF or transplanting healthy astrocytes
may potentially improve motor function in ALS patients [140,141].

A combination of stem cell and gene therapy was employed in a phase I/IIa clinical
trial led by Dr Clive Svendsen’s team [140]. Neural progenitor cells, which were genetically
engineered to express GDNF protein, were transplanted into the dorsal and ventral horns of
the lumbar segment of the spinal cord in ALS patients. These cells were then transformed
into supportive glial cells. The neural precursor cells can give rise to new supporting
glial cells, releasing the protective protein GDNF, collectively aiding in preserving motor
neurons [140]. This “double whammy” approach concurrently employs the generated new
glial cells and GDNF protein to support the survival of dying motor neurons in the face of
the disease.

The limited half-life of GDNF in plasma, its inability to directly cross the blood–brain
barrier during subcutaneous administration, and its poor penetration into the brain and
spinal cord during intrathecal injection trials render it challenging to achieve a therapeutic
effect using these approaches. Consequently, in this trial [140], the stem cell product CNS10-
NPC-GDNF was safely delivered into the dorsal and ventral horns of the lumbar segment
of the spinal cord in ALS patients using a novel in-house-developed injection device. After
a single transplant via this innovative method, neural progenitor cells survived up to
42 months and continued to generate new glial cells and GDNF proteins. The results
indicated that the rate of leg strength decline was slower on the treated side than on the
untreated side, although this difference was not statistically significant. Furthermore, this
cell transplantation did not cause substantial adverse effects on muscle strength in the
treated leg compared to the untreated side. However, in some patients, many of these
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cells reached sensory areas in the spinal cord, potentially leading to pain [140]. Overall,
this clinical trial demonstrated the safety of this approach, but further assessments of
efficacy are required. The team is also currently utilizing these GDNF-secreting stem cells
in another ALS clinical trial (https://clinicaltrials.gov/ct2/show/NCT05306457, accessed
on 3 November 2023) by transplanting them into the “hand-knob” area of the motor cortex
of patients with ALS. Ongoing progress in the efficacy and safety of stem cell combined
gene therapy for ALS patients should be expected.

5.2. AstroRx®

AstroRx®, an allogeneic cell-based product derived from human embryonic stem cells,
is generated under cGMP conditions in Kadimastem’s GMP facility via standard procedures
and assessed according to stringent criteria by external qualified certified GLP laboratory
(Hylabs laboratories, Jerusalem, Israel) [141]. It exhibits functional, healthy astrocyte effects,
such as clearing excessive glutamate, reducing oxidative stress, secreting various neuropro-
tective factors, and acting as an immunomodulator. In a phase I/IIa clinical trial involving
intrathecally injected human astrocytes (AstroRx®), the rate of ALSFRS-R worsening within
the first three months post-treatment was significantly reduced, accompanied by fewer ad-
verse events, regardless of whether subjects received high or low doses of healthy astrocytes.
These positive results warrant further exploration of repeated intrathecal administration of
AstroRx®, such as every three months [141].

Regarding the two emerging clinical trials mentioned above, each has its merits
and drawbacks. After a single treatment with stem cells combined with gene therapy,
neural progenitor cells can survive for extended periods, differentiate into new glial cells,
continuously produce GDNF proteins, and directly act on a specific group of neurons. In
contrast, direct intrathecal injection of astrocytes has a shorter duration of action and may
necessitate injections every three months. Most importantly, the ability of healthy astrocytes
to perform their normal function in the CNS within an inflammatory environment remains
unclear. Meanwhile, there are existing challenges associated with stem cell transplantation,
including immune rejection, abnormal hyperplasia, ethical concerns, etc. In terms of efficacy,
intrathecal injection of astrocytes has been preliminarily validated in phase I/IIa clinical
trials. However, the effect of stem cells combined with gene therapy remains uncertain in
current clinical trials. Overall, these research advancements are promising and deserve
further investigation.

5.3. Cx43

In recent years, foundational research has unearthed additional potential astrocyte tar-
gets. Cx43, an essential astrocyte connectivity protein, together with its hemichannels, facili-
tates communication between astrocytes within the central nervous system [142]. Increased
expression of Cx43 has been observed in animal models of ALS, the cerebrospinal fluid
of ALS patients, and postmortem samples, indicating its toxicity towards neurons [143].
In vitro experiments such as co-culturing and blocking Cx43 and its hemichannels cor-
roborate this. In vivo experiments have revealed that the removal of Cx43, specifically
from astrocytes in SOD1G93A mice, resulted in a spatial (in the cervical and lumbar spinal
cords) and temporal (at the pre-symptomatic, symptomatic, and end stages) deceleration
of disease progression, as well as protection for motor neurons, and an increase in sur-
vival rate [143]. Tonabersat, a drug candidate capable of blocking Cx43 hemichannels
and crossing the blood–brain barrier [144], has been shown to provide neuroprotection
by reducing neuronal death when co-cultured with human induced pluripotent stem-cell-
derived astrocytes (hiPSC-A) derived from both familial and sporadic ALS patients using
control motor neurons (hiPSC-MNs) [144]. Administration of tonabersat intraperitoneally
at 10 mg/kg once daily to SOD1G93A mice exhibited potential for enhancing motor func-
tion [143]. Notably, the expression of Cx43 in astrocytes remains unaltered by tonabersat,
whereas the expression of GFAP and Iba-1 significantly decreased [143]. The drug has also
been investigated in the context of migraine and epilepsy [144]. In conclusion, the targeted
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blockade of astrocyte Cx43 and the integration of tonabersat into ALS clinical trials are
worth considering.

5.4. EphrinB2

Expression of ephrinB2, a transmembrane signaling molecule, is significantly elevated
in astrocytes within the spinal cord of SOD1G93A mice and ALS patients [145,146]. Delivery
of viral-mediated shRNA to astrocytes in the cervical segment of the spinal cord selectively
represses ephrinB2 expression, thereby mitigating motor neuron loss and preserving respi-
ratory function by sustaining motor neuron innervation of the diaphragm [146]. This study
suggests that the upregulation of ephrinB2 is both a transcellular signaling mechanism for
astrocyte pathogenicity in ALS and a promising therapeutic target.

5.5. NAD+, Nrf2, and SIRT6

Preliminary findings suggest that NAD+, Nrf2, and SIRT6 synthesized by astrocytes
confer neuroprotection against ALS, with SIRT6 playing a pivotal role. An increase in NAD+

availability is known to enhance resistance to oxidative stress and reduce mitochondrial
ROS production in various cell types and disease models [147]. Nrf2 activation is critical
for regulating antioxidant defenses and protecting neighboring neurons in co-culture and
in vivo settings [148,149]. Furthermore, elevating total NAD+ levels in astrocytes activates
Nrf2 and SIRT6 in these cells, while SIRT6 overexpression further activates Nrf2. Decreased
expression of NAD+, Nrf2, and SIRT6 has been observed in the spinal cords of ALS patients.
In animal models of ALS, NAD+ depletion does not affect survival, but administering
biologically active NAD+ precursors significantly improves motor performance and ex-
tends survival [150]. In addition, upregulating Nrf2 in astrocytes has been demonstrated
to promote neuronal survival in in vitro co-culture studies [151] and in an ALS mouse
model [152]. However, silencing SIRT6 expression in an in vitro cell culture model did not
prevent astrocyte neurotoxicity towards motor neurons, even with pre-supplementation
of NAD+ precursors [153]. Thus, SIRT6 plays a crucial role in this neuroprotective effect.
Overall, enhancing SIRT6 and Nrf2 activity and administering NAD+ precursors that abol-
ish the neurotoxic phenotype of astrocytes expressing the ALS-associated mutation SOD1
are potential therapy approaches [154–156].

5.6. MTOR

The mechanistic target of rapamycin kinase (MTOR) is a regulator of numerous extra-
cellular and intracellular signals that participate in cellular metabolism, growth, prolifera-
tion, survival, and macro-autophagy/autophagy [157]. Activation of the MTOR pathway
has been demonstrated to be elevated in SOD1G93A mutant hiPSC-derived astrocytes, re-
sulting in the suppression of macro-autophagy/autophagy, aberrant cell proliferation, and
an increased reactivity of the astrocytes [158]. Concurrently, MTOR pathway activation is
correlated with post-transcriptional upregulation of the insulin-like growth factor 1 receptor
(IGF1R). Therefore, inhibition of the IGF1R-MTOR pathway decreases cell proliferation
and the reactivity of mutant SOD1G93A astrocytes, thereby mitigating their toxicity towards
motor neurons. These findings suggest that modulation of the IGF1R-MTOR pathway in
astrocytes may represent a plausible therapeutic target for ALS [158].

6. Conclusions and Future Prospects

The pathogenesis of ALS is complex and involves multiple pathophysiological mecha-
nisms, among which reactive astrocytes play a crucial role. Therefore, therapeutic strategies
targeting astrocytes, such as inhibiting their reactive transformation at each stage of ALS,
obstructing the pathways through which transformed reactive astrocytes exert toxic effects
on neurons, and replacing reactive astrocytes with normal astrocytes, could potentially
offer ALS patients the prospect of prolonged survival and improved motor and respira-
tory functions.
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Despite extensive research confirming the non-cell-autonomous functions of reactive
astrocytes in ALS, numerous queries necessitate future investigation. These encompass:
(1) the practical applications of these findings for ALS patients; (2) the development
of more precise and scientifically grounded classification methods to identify reactive
astrocytes in ALS; (3) investigation into potential variations in morphology, molecular
composition, functionality, and gene expression of reactive astrocytes among different
clinical subtypes of ALS. Understanding these distinctions could offer insights into disease
onset, affected regions, progression, motor function impairment, respiratory function
decline, prognosis, and other aspects. (4) By utilizing advanced techniques such as positron
emission tomography (PET), specific markers and tracers with defined functions can
be employed to dynamically monitor the changes and migration patterns of astrocytes
within various regions of the central nervous system during pre-symptomatic stages as
well as symptomatic and end-stage phases in both animal and human patients with ALS.
This approach aims to visualize the involvement of reactive astrocytes directly in living
organisms throughout the progression of ALS. It is anticipated that further comprehensive
research will address these inquiries while enhancing our understanding of the role of
reactive astrocytes in ALS.
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tor neurons; AD: Alzheimer’s disease; MS: multiple sclerosis; PD: Parkinson’s disease;
LPS: lipopolysaccharide; TRAIL: TNF-related apoptosis-inducing ligand; NDs: neurode-
generative diseases; HD: Huntington’s disease; ROS: reactive oxygen species; SOD1: su-
peroxide dismutase-1; ER: endoplasmic reticulum; SOCE: store-operated Ca2+ entry;
polyP: polyphosphate; ACM: astrocyte conditioned media; iPSC: induced pluripotent stem
cell; FTD: frontotemporal dementia; TARDBP: transactive response DNA-binding protein;
C9ORF72: chromosome 9 open reading frame 72; CSF: cerebrospinal fluid; EAATs: ex-
citatory amino acid transporters; GLT-1: glutamate transporter 1; ERAD: ER-associated
degradation; NAD: nicotinamide adenine dinucleotide; FABPs: fatty-acid-binding proteins;
PGE2: prostaglandin E2; COX2: cyclooxygenase 2; SREBP2: sterol regulatory element-
binding protein-2; PRDX6: peroxiredoxin 6; MTOR: mechanistic target of rapamycin
kinase; IGF1R: insulin-like growth factor 1 receptor; SIRT6: sirtuin 6; Nrf2: nuclear fac-
tor erythroid 2-related factor 2; NPCs: neural progenitor cells; GDNF: glial-cell-derived
neurotrophic factor; Cx43: connexin 43; VCP: valosin-containing protein; TDP-43: TAR
DNA binding protein 43; FUS: fused in sarcoma; iPSC: induced pluripotent stem cell;
LPS: lipopolysaccharide; C3: complement component 3; TNFSF 10: tumor necrosis factor
superfamily member 10; EAE: experimental autoimmune encephalomyelitis; PbAc: lead
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acetate; PARK7/DJ-1: Parkinson’s disease protein 7; MC: motor cortex; SC: spinal cortex;
DCA: dichloroacetate; PDH: pyruvate dehydrogenase; WT: wild type; Glu: glutamate.
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Abstract: Glioblastoma is the most common and malignant primary brain tumor, with high morbidity
and mortality. Despite an aggressive, multimodal treatment regimen, including surgical resection
followed by chemotherapy and radiotherapy, the prognosis of glioblastoma patients remains poor.
One formidable challenge to advancing glioblastoma therapy is the complexity of the tumor microen-
vironment. The tumor microenvironment of glioblastoma is a highly dynamic and heterogeneous
system that consists of not only cancerous cells but also various resident or infiltrating inflammatory
cells. These inflammatory cells not only provide a unique tumor environment for glioblastoma cells
to develop and grow but also play important roles in regulating tumor aggressiveness and treatment
resistance. Targeting the tumor microenvironment, especially neuroinflammation, has increasingly
been recognized as a novel therapeutic approach in glioblastoma. In this review, we discuss the
components of the tumor microenvironment in glioblastoma, focusing on neuroinflammation. We
discuss the interactions between different tumor microenvironment components as well as their func-
tions in regulating glioblastoma pathogenesis and progression. We will also discuss the anti-tumor
microenvironment interventions that can be employed as potential therapeutic targets.

Keywords: glioblastoma; neuroinflammation; tumor microenvironment (TME); therapy

1. Introduction

Glioblastoma, also known as glioblastoma multiforme (GBM), is the most common
and lethal primary brain tumor in adults, with an aggressive nature and poor treatment
response [1,2]. Despite a multimodal treatment regimen including surgical resection,
radiation, and chemotherapy, the prognosis of glioblastoma patients remains poor, with
a median survival of only 12–15 months [3,4]. One formidable challenge in advancing
glioblastoma therapy is the complexity of the tumor microenvironment (TME) [3–6]. The
TME of glioblastoma is a highly dynamic and heterogeneous system that not only consists
of cancerous cells but also various types of non-cancerous cells, the predominant part of
which are resident or infiltrating inflammatory cells [7–10]. Over the past decades, the
heterogeneous nature of glioblastoma has been extensively studied and regarded as a key
factor in the poor treatment efficacy of the disease. However, most of these studies are
cancer cell-centric, which may underestimate the role of the tumor microenvironment,
especially neuroinflammation, in glioblastoma pathogenesis and progression.

Neuroinflammation is the inflammatory response of the brain characterized by the
infiltration of various immune cells and the release of inflammation-related cytokines,
chemokines, and growth factors. In glioblastoma, neuroinflammation also has the typical
features of enhanced vascularization, hypoxic tumor microenvironment, and immune-
suppressive milieu. All these characteristics, together with the presence of the blood–
brain barrier, make the neuroinflammatory microenvironment in glioblastoma a unique
pathologic process. Accumulating evidence has suggested that the neuroinflammatory
microenvironment plays an important role in glioblastoma progression, invasion, and treat-
ment response [11–13]. It can affect the biological behavior of tumor cells directly through
inflammation–tumor cell interactions or indirectly via the release of related cytokines,
chemokines, and growth factors. Neuroinflammation has increasingly been recognized as
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a key player and potential therapeutic target in glioblastoma [11,14,15]. A deeper under-
standing of the inflammatory microenvironment in glioblastoma and its interactions with
the cancer cells could provide the basis for more efficient therapies.

In this review, we discuss the known and emerging concepts related to the role of
the tumor microenvironment in glioblastoma carcinogenesis and progression, focusing
on neuroinflammation. We discuss the components of the tumor microenvironment in
glioblastoma, especially neuroinflammation-related components, and their impacts on
tumor invasion and progression. We also review the anti-tumor microenvironment inter-
ventions that can potentially be employed as therapeutic targets in glioblastoma.

2. The Blood–Brain Barrier and Vasculature in Glioblastoma

Anatomically, the human brain is protected by a natural membrane called the blood–
brain barrier (BBB), which is composed of endothelial cells connected by tight junctions and
surrounded by pericytes, astrocytes, and the basement membrane [16,17]. Under normal
conditions, the protective BBB has a major role in maintaining normal brain function by
preventing toxins and pathogens from entering the brain through circulation [16,17]. The
traditional belief even holds that the human brain is immunologically privileged since the
BBB is impermeable to immune cells. This perceived dogma has recently been changed
with the breakthrough findings that the human brain actually possesses a conventional and
functional lymphatic system like other organs [18,19]. Moreover, it has been increasingly
accepted that the integrity of BBB is actually compromised under pathological conditions,
e.g., tumor-associated inflammation in glioblastoma, which leads to increased permeability
of BBB and the infiltration of inflammatory cells into the brain [20,21].

These changes, together with other factors, e.g., the rapid growth of glioblastoma cells,
contribute greatly to the proliferation of microvasculature, one of the most characterized
pathologic features of glioblastoma [22]. A variety of angiogenic factors and chemokines
have been described as being involved in the formation of vasculature in glioblastoma; the
elevated level of vascular endothelial growth factor (VEGF) is regarded as the predominant
one [22]. Additionally, hypoxia-inducible factor (HIF), which can actually enhance the
expression of VEGF, is also reported to be a key player in vessel formation [22]. However, it
is important to note that the vasculature in glioblastoma is poorly organized, hyper-dilated,
and has leaky vessels. This abnormal vasculature leads to the leaking of blood components
into tumor tissues and also attracts inflammatory cells, which release proangiogenic factors,
thereby further enhancing the endothelial cell proliferation in glioblastoma TME.

3. Composition of Tumor Microenvironment in Glioblastoma

It is now widely accepted that the tumor microenvironment (TME) of glioblastoma
is a complex and dynamic system consisting of both non-cellular and cellular compo-
nents [5,7–11,23] (Figure 1). The non-cellular components include an extracellular matrix
(ECM) in which cells are embedded and various soluble factors (e.g., growth factors,
cytokines, and chemokines). The cellular components include stromal cells and inflam-
matory cells, and inflammatory cells are predominant. It was reported that inflammatory
cells in glioblastoma TME can constitute up to 30–50% of the tumor mass, which consists
of resident microglia, infiltrated macrophages, and less abundant lymphoid T cells, NK
cells, dendritic cells, and neutrophils. The inflammatory cells co-exist and interact with
cancer cells, stromal cells, and non-cellular components, which shape the glioblastoma
TME in both direct and indirect ways. The TME, especially neuroinflammation, has been
regarded as the new therapeutic target for glioblastoma treatment [5,7–13,23–25].
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3.1. Non-Cellular Components of TME in Glioblastoma

Extracellular matrix (ECM). The ECM is the non-cellular component that provides an
important physical scaffold for all the cellular components embedded in it. However, the
ECM in the brain is unique and different from the ECM normally found in many other
tissues. The ECM of the brain is largely composed of hyaluronic acid (HA), proteoglycans,
and glycoproteins and demonstrates a mesh-like appearance as compared with the fibrous
ECM in other tissues [26]. In the case of glioblastoma, the components of the ECM change,
which can be physically reflected in the increased stiffness of TME in glioblastoma [27].
Recent studies have shown that some ECM components (e.g., HA) increase in glioblastoma
tissue as compared to non-tumor tissue and contribute to the increased mobility and
invasiveness of glioblastoma cells [28].

Soluble molecular chemicals. For the soluble chemical components, a variety of
inflammation mediators, including cytokines, chemokines, and growth factors, have been
identified in the TME of glioblastoma and are involved in various signaling pathways [29].
Cytokines are signaling proteins secreted from specific immune cells, and the action modes
of the cytokines include pro-inflammatory functions (e.g., IL-6, IL-8, and TNF-α) and anti-
inflammatory functions (e.g., IL-4, IL-10, and TGF-β). Chemokines are small proteins that
serve to mediate the migration of different cell types throughout the body. The chemokines
that are highly expressed in the TME of glioblastoma have been characterized by CXCL2,
IL-8, and CCL2, which can promote tumor invasion via facilitating cell proliferation, tumor
growth, and angiogenesis. Additionally, tumor acidosis and low oxygen concentration are
also important hallmarks of glioblastoma TME [30].

3.2. Cellular Components of TME in Glioblastoma
3.2.1. Stromal Cells

In glioblastoma TME, the stromal cells consist of astrocytes, neurons, and vascular
endothelial cells. There is growing interest in the study of glioblastomas to communicate
with astrocytes and neurons [31]. Among them, astrocytes have been found to undergo re-
active astrogliosis during the growth of the tumor, which could further contribute to tumor
cell infiltration. These tumor-associated reactive astrocytes have also been characterized as
regulating the immune environment in glioblastoma [32,33]. The neurons have also been
found in the pathologic process of glioblastoma, and they may interact with glioblastoma
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cells via paracrine stimulation, synaptic transmission, and some other indirect means [34].
For the endothelial cells, as mentioned above, glioblastoma is one of the most vascular-
ized malignancies with extensive endothelial cell proliferation and even the formation of
glomerular structures [22,35]. Various angiogenic factors have been reported to contribute
to this hallmark, including the hypoxic tumor environment, which leads to highly elevated
expressions of vascular endothelial growth factor (VEGF) and, therefore, proliferation of
the endothelial cells. However, these newly formed microvasculature are abnormal blood
vessels and cannot provide enough blood flow and oxygen to the tumor tissue, which will
accelerate the necrosis of tumor tissues, another hallmark of glioblastoma.

3.2.2. Inflammatory Cells

Microglia/Macrophages. Microglia and macrophages are collectively referred to as
tumor-associated macrophages (TAMs), which account for 30% of the total tumor volume
and are the predominant inflammatory cell populations in glioblastoma [32]. Microglial
cells are the resident myeloid cells in the brain, while macrophages are infiltrating mono-
cytes derived from the peripheral blood due to the breakdown of the BBB under patho-
logical conditions, e.g., tumors. Microglia and macrophages have similar functions and
are difficult to differentiate in most cases. However, some studies reported that they have
different localization sites within the tumor tissue: resident microglia are typically found
at the tumor periphery, while infiltrating macrophages tend to be more enriched in the
tumor core. Recent studies reported the employment of single-cell sequencing to precisely
differentiate these two cell subpopulations [36].

According to their phenotype and function, TAMs are further classified into two sub-
types: the pro-inflammatory subtype (M1 macrophages) and the anti-inflammatory subtype
(M2 macrophages). M1 macrophages exhibit immune-supportive and anti-tumoral func-
tions, while M2 macrophages have immune-suppressive and pro-tumoral functions [37].
The dual function of TAMs in glioblastoma pathogenesis and progression has been a ro-
bustly debated topic in the neuroinflammation field [37,38]. The acquisition of the M1 or
M2 phenotype depends on the cytokines expressed in TME. It has been found that the
M1 phenotype is acquired after being stimulated with pro-inflammatory factors, such as
Toll-like receptor 4 (TLR-4) ligands and interferon-gamma (IFN-γ), and then eliminates
tumor cells by producing inflammatory factors (e.g., TNF-a) [39,40]. On the other hand,
the M2 phenotype is triggered after receiving stimulation with anti-inflammatory factors,
for example, IL-4 and IL-10. M2-phenotype TAMs show less cytotoxicity in tumor cells
by producing anti-inflammatory factors (e.g., TGF-β) and are associated with promoting
tumor growth. However, it should be noted that the phenotypes of TAMs are dynamic,
and as the tumor progresses, the M1 and M2 phenotypes can switch to each other [30,31].
Due to their dominant number, TAMs have been regarded as promising therapeutic targets
for glioblastoma treatment. The cytokines that can contribute to TAM infiltration have been
characterized, including colony-stimulating factor-1 (CSF-1), CCL2, and CCL5. Moreover,
multiple immunotherapy approaches that could target TAMs have been tried [37], which is
detailed in the Section 4 below.

T cells. T cells are also an important population of inflammatory cells in TME of
glioblastoma, in spite of the fact that they constitute only a small proportion of the total
cell numbers in TME (~0.25%) [41]. Of particular importance are the regulatory T cells
(Tregs). Tregs are a unique population of CD4+ T cells that can regulate the overall immune
homeostasis in an immunosuppressive manner [42,43]. In glioblastoma, Tregs inhibit the
anti-tumor response and promote tumor-killing tolerance by secreting immunomodulatory
cytokines (e.g., TGF-β and IL-10). This will, in turn, inhibit the production of anti-tumor
cytokines, such as IL-2 and IFN-γ, leading to a decrease in effector cells necessary to control
tumor growth. Tregs are reported to be recruited to the TME of glioblastoma by specific
cytokines such as CXCR3 and CCR5, which can be secreted by glioblastoma cells and innate
immune cells within the brain. In addition to Tregs, CD8+ cytotoxic T cells are another
important subpopulation of T cells in glioblastoma, which can induce a tumor-killing effect
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and mediate tumor regression like natural killer cells. Various immunotherapy efforts
have been tried to boost the cytotoxic CD8+ T cell function to treat glioblastoma, such as
immune checkpoint inhibitors and CAR-T cell therapy [44–46]. However, these therapies
are generally less efficacious in glioblastoma as compared to other malignancies due to the
relatively low number of tumor-infiltrating T cells in the TME of glioblastoma.

Natural killer cells. Natural killer (NK) cells have also been characterized as an
important part of inflammatory cells in glioblastoma TME. Although they account for a
relatively small proportion (~2% of total infiltrating inflammatory cells) like T cells, NK
cells are critical for the anti-tumor immune response in glioblastoma [47]. NK cells can not
only provoke tumor cell apoptosis through their direct natural cytotoxicity (e.g., granzyme
B and perforin); they can also control tumor growth via secreting cytokines or regulating
the activity of other inflammatory cells. For example, NK cells have been demonstrated
to be able to regulate T cell-mediated immune responses by maintaining the function of
dendritic cells and promoting tumor antigen presentation. On the other hand, NK cells
can also be regulated by the TME. For example, glioblastoma cells express transforming
growth factor (TGF-β), which can inhibit the activation of NK cell function. Glioblastoma
cells can also express unique MHC-I molecules to inhibit the function of NK cells by acting
as inhibitory receptor ligands [48]. Therefore, although glioblastoma is often infiltrated by
NK cells, these NK cells are functionally inhibited by glioblastoma cells and TME.

Dendritic cells. Dendritic cells (DCs) are a class of professional antigen-processing
and presenting cells that play key roles in cancer immunity [49]. Similar to NK cells, DCs
are recruited to glioblastoma via specific chemokines such as CXCL1 and CCL5. It has been
shown that DCs can produce anti-tumor cytokines (e.g., IL-12), which in turn recruit more
CD8+ T cells [50]. Preclinical studies have shown that the activation of DCs can improve
long-term tumor survival in the mouse model of glioblastoma [50]. Clinical studies of DC
vaccines in glioblastoma patients have also shown some efficacy in improving the median
overall survival [50]. However, it remains to be elucidated for the standardization of DC
vaccine therapy, e.g., the antigens used and the injection sites [48]. Therefore, future work
on improving the efficacy of DC-based therapy in more clinical trials is needed [51].

Neutrophil cells. Neutrophil cells are the most abundant population of granulocytes
in the human body, which account for approximately 70% of the total number of white
blood cells. In glioblastoma, neutrophils are observed to be negatively correlated with
the prognosis of glioblastoma patients [52–54]. Neutrophils are commonly found in the
center area of the glioblastoma tumor bulk and aid in tumor progression and angiogenesis.
Neutrophils are attracted to the TME core by specific chemokines, e.g., CXCL8 and IL-8.
They can also promote tumor proliferation and angiogenesis by secreting elastase. Recently,
it was found that neutrophils are involved in the proliferation and invasion of glioblastoma
cells by activating the NF-κB signaling. Additionally, there was a positive feedback loop
between IL-8 expression and neutrophil infiltration into tumor sites [55]. In glioma, it
was also found that the neutrophil-to-lymphocyte ratio (NLR) in the peripheral blood was
positively associated with tumor grading, in which an increase in NLR may indicate a
higher tumor grade and poorer patient outcomes. Moreover, compared with traditional
molecular prognostic markers, e.g., IDH1 mutations, NLR can better evaluate the prognosis
of glioblastoma patients and guide the treatment regimen.

4. Anti-TME Intervention for the Therapy of Glioblastoma

The functional role of TME, especially neuroinflammation, in the pathogenesis and
tumor progression of glioblastoma makes anti-TME intervention a major novel therapy
strategy for glioblastoma treatment [12,56–59]. Currently, there are two main types of TME-
based therapy for glioblastoma: anti-vasculature therapy and neuroinflammation-based
therapy. The latter could be further classified into four strategies: immune checkpoint
inhibitors (ICIs), chimeric antigen receptor T-cell (CAR-T) therapies, vaccines, and oncolytic
viruses (OVs) [57–66]. Additionally, a combined multimodal therapy of these different
strategies is also extensively studied. In the following, we will provide an overview of
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each of these therapeutic approaches in the clinical setting for glioblastoma treatment
(Tables 1–4).

Table 1. Clinical trials of anti-vasculature therapy for glioblastoma treatment.

ClinicalTrials.gov
ID Target Brief Description of the Trial Phase Year of Start to

Completion

1 NCT01753713 VEGF Dovitinib in treating patients with recurrent or
progressive glioblastoma 2 2012–2017

2 NCT01609790 VEGF Bevacizumab with or without trebananib in treating
patients with recurrent brain tumors 2 2012–2022

3 NCT02330562 VEGF Marizomib alone or in combination with bevacizumab
in patients with recurrent glioblastoma 1 and 2 2015–2021

4 NCT02511405 VEGF A phase 3, pivotal trial of VB-111 plus bevacizumab vs.
bevacizumab in patients with recurrent glioblastoma 3 2015–2018

5 NCT02342379 VEGF TH-302 in combination with bevacizumab
for glioblastoma 2 2015–2019

Note: The data are retrieved from clinicaltrials.gov.

Table 2. Clinical trials of ICIs for glioblastoma treatment.

ClinicalTrials.gov
ID Target Brief Description of the Trial Phase Year of Start to

Completion

1 NCT02550249 PD-1 Neoadjuvant nivolumab in glioblastoma 2 2015–2017

2 NCT02336165 PD-1 Phase 2 study of durvalumab (MEDI4736) in patients
with glioblastoma 2 2015–2021

3 NCT02337491 PD-1 Pembrolizumab +/− bevacizumab for recurrent glioblastoma 2 2015–2020

4 NCT02617589 PD-1
An investigational immuno-therapy study of nivolumab

compared to temozolomide, each given with radiation therapy,
for newly diagnosed patients with glioblastoma

3 2016–2022

5 NCT02798406 PD-1 Combination adenovirus + pembrolizumab to trigger immune
virus effects 2 2016–2021

6 NCT03018288 PD-1 Radiation therapy plus temozolomide and pembrolizumab
with and without HSPPC-96 in newly diagnosed glioblastoma 2 2017–2022

7 NCT02794883 CTLA-4 Tremelimumab and durvalumab in combination or alone in
treating patients with recurrent malignant glioma 2 2016–2020

8 NCT03367715 CTLA-4
Nivolumab, ipilimumab, and short-course radiotherapy in

adults with newly diagnosed MGMT
unmethylated glioblastoma

2 2018–2022

Note: The data are retrieved from clinicaltrials.gov.

Table 3. Clinical trials of vaccine therapy for glioblastoma treatment.

ClinicalTrials.gov
ID Vaccine Type Title Phase Year of Start to

Completion

1 NCT00293423 Peptide vaccine GP96 heat shock protein-peptide complex vaccine in
treating patients with recurrent or progressive glioma 1 and 2 2005–2013

2 NCT00458601 Peptide vaccine Phase II study of rindopepimut (CDX-110) in patients with
glioblastoma multiforme 2 2007–2016

3 NCT00643097 Peptide vaccine Vaccine therapy in treating patients with newly
diagnosed glioblastoma 2 2007–2016

4 NCT00905060 Peptide vaccine HSPPC-96 vaccine with temozolomide in patients with
newly diagnosed glioblastoma 2 2009–2014

5 NCT01480479 Peptide vaccine Phase III study of rindopepimut/GM-CSF in patients with
newly diagnosed glioblastoma 3 2011–2016
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Table 3. Cont.

ClinicalTrials.gov
ID Vaccine Type Title Phase Year of Start to

Completion

6 NCT01920191 Peptide vaccine Phase I/II trial of IMA950 multi-peptide vaccine plus
poly-ICLC in glioblastoma 1 and 2 2013–2016

7 NCT00639639 DC vaccine Vaccine therapy in treating patients with newly
diagnosed glioblastoma 1 2006–2022

8 NCT00323115 DC vaccine Phase II feasibility study of dendritic cell vaccination for
newly diagnosed glioblastoma 2 2006–2013

9 NCT00846456 DC vaccine Safe study of dendritic cell (DC) based therapy targeting
tumor stem cells in glioblastoma 1 and 2 2009–2013

10 NCT01006044 DC vaccine Efficacy and safety of autologous dendritic cell vaccination
in glioblastoma after complete surgical resection 2 2009–2014

11 NCT01213407 DC vaccine Dendritic cell cancer vaccine for high-grade glioma 2 2010–2015

12 NCT02465268 DC vaccine Vaccine therapy for the treatment of newly
diagnosed glioblastoma 2 2016–2023

Note: The data are retrieved from clinicaltrials.gov.

Table 4. Clinical trials of CAR-T cell therapy for glioblastoma treatment.

ClinicalTrials.gov
ID Target Brief Description of the Trial Phase Year of Start to

Completion

1 NCT01082926 GRm13Z40-2

Phase I study of cellular immunotherapy for
recurrent/refractory malignant glioma using

intratumoral infusions of GRm13Z40-2, an allogeneic
CD8+ Cytolitic T-Cell line genetically modified to

express the IL 13-Zetakine and HyTK and to be resistant
to glucocorticoids, in combination with interleukin-2

1 2010–2013

2 NCT01109095 HER2 CMV-specific cytotoxic T lymphocytes expressing CAR
targeting HER2 in patients with glioblastoma 1 2010–2018

3 NCT01454596 EGFRvIII CAR T cell receptor immunotherapy targeting EGFRvIII
for patients with malignant gliomas expressing EGFRvIII 1 and 2 2012–2019

4 NCT03726515 EGFRvIII CART-EGFRvIII + pembrolizumab in glioblastoma 1 2019–2021

Note: The data are retrieved from clinicaltrials.gov.

4.1. Anti-Vasculature Therapy

Due to the hallmark of microvascular proliferation in glioblastoma, anti-vasculature
has become one of the most studied therapy approaches. A series of clinical trials have
been performed to test the effectiveness of anti-vasculature therapy in glioblastoma [22,35].
The majority of these studies focus on blocking the VEGF/VEGFR signaling pathway,
either through a monoclonal antibody against VEGF or with small-molecule inhibitors
against VEGFR. For example, VEGF inhibition with bevacizumab, a humanized mono-
clonal antibody targeting VEGF, has shown effects in improving glioblastoma patients’
survival [67–69]. Moreover, it was found that anti-VEGF therapy can decrease vasogenic
brain edema and improve blood perfusion and subsequent oxygenation, which creates
conditions for better drug delivery and the efficacy of other treatments. It can also decrease
the immune suppression in glioblastoma TME. Therefore, there are some strategies to com-
bine anti-VEGF therapy with other treatment regimens, such as combining anti-vasculature
therapy with immune-based approaches.

Overall, however, anti-VEGF therapy has benefitted only a subset of glioblastoma
patients; the outcome in most anti-VEGF studies failed to demonstrate the benefit in patient
survival [70–72]. There are several underlying reasons for this treatment failure. One
of the major problems is the inefficient drug delivery to the tumor, which is frequent in
almost all types of therapeutics for brain disease because of the BBB. Other reasons include
the existence of VEGF-independent angiogenesis, such as neoangiogenesis through the
CXCR4/CXCL12 axis [73]. Therefore, efforts that target angiogenesis through different
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action mechanisms will be helpful to increase treatment efficacy. Further analysis also
revealed that the effects of anti-VEGF therapy may be dependent on the glioblastoma
genetic subtypes, e.g., IDH1 mutation status, suggesting the necessity of patient subtype
stratification before clinical trials [74]. Table 1 lists some of the completed phase II or III
clinical trials of anti-vasculature therapy for the treatment of glioblastoma.

4.2. Neuroinflammation-Based Therapy
4.2.1. Immune Checkpoint Inhibitors

Immune checkpoint inhibitors (ICIs) primarily refer to the monoclonal antibodies that
can target the cell immune checkpoints and allow for a more robust anti-tumor effect [75].
The majority of studies on ICIs have focused on programmed death-1 (PD-1), programmed
death-ligand 1 (PD-L1), and cytotoxic T-lymphocyte antigen 4 (CTLA-4), which are all
important proteins of immune checkpoint pathways [76]. PD-1 is a cell surface protein of T
cells and normally acts as a T cell checkpoint that keeps T cells from attacking tumor cells
by binding with PD-L1. The use of PD-1 inhibitors has led to increased survival in patients
with various tumor types, including glioblastoma [75–77]. For example, in neoadjuvant
anti-PD-1 immunotherapy (pembrolizumab) in recurrent glioblastoma, satisfactory results
were observed in the overall survival of patients receiving neoadjuvant pembrolizumab
compared to the control group [78]. Moreover, functional activation of tumor-infiltrating T
lymphocytes was observed, and interferon responses were induced in TME.

In the majority of clinical trials applying the anti-PD-1 antibody to recurrent glioblas-
toma patients, however, very limited efficacy in improving patients’ survival was observed.
Generally, the anti-tumor effects of ICI treatment are less efficacious in glioblastoma than in
other malignancies (e.g., melanoma). For example, in a phase 3 trial for a PD-1 inhibitor,
although the safety of the treatment was found to be consistent with that in other tumor
types, no clinical benefit was observed [79]. The scarcity of T cells in glioblastoma TME is a
potential reason because the existence of infiltrating T cells in TME is fundamental to the
success of ICI treatment [80]. With continuous efforts in this field, e.g., the characterization
of new checkpoints and the combination of ICI treatment with other treatment regimens,
the treatment efficacy of ICIs may be improved. Table 2 lists some of the completed phase
II or III clinical trials of ICI therapy for the treatment of glioblastoma.

4.2.2. Vaccine Therapy

Vaccine therapy utilizes one or multiple tumor-associated antigens to stimulate anti-
tumor effects and has been extensively studied in multiple malignancies, including glioblas-
toma [81–83]. There are several types of tumor vaccines that are being used in cancer
treatment, and the peptide-based vaccine and the dendritic cell (DC)-based vaccine are two
main strategies for glioblastoma [84,85]. Peptide-based vaccines are vaccines developed
based on short peptides that have epitopes with cancer cells and can act as antigenic targets
to induce effective anti-tumor responses. Peptide-based vaccines have simple structures
and are relatively easy to manipulate. Moreover, they have relatively lower variability as
compared to other vaccines. One of the most frequently used tumor-associated antigens for
peptide vaccines in glioblastoma is EGFRvIII, a deletion mutation found in approximately
20% of glioblastoma patients [84]. Dendritic cell (DC)-based vaccines employ DCs primed
with whole tumor cell lysates or tumor-associated antigens to stimulate the adaptive im-
mune system and, therefore, to control the growth of tumors. Currently, both peptide-
and DC-based vaccines have been investigated in clinical trials in glioblastoma patients
and represent attractive approaches for the immunotherapy of glioblastoma [82–86]. For
example, in a phase II clinical trial of the EGFRvIII peptide vaccine study, a substantial
increase in patient survival was observed [87]. For the DC-based vaccines, preclinical stud-
ies have demonstrated promising results for vaccine treatment in combination with PD-1
inhibitors. Moreover, a phase I clinical study revealed that the combination of DC-based
vaccine therapy with TMZ is safe and tolerable in glioblastoma patients. Additionally,
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in phase III clinical trials in newly diagnosed and recurrent glioblastoma patients, it was
found that autologous tumor lysate-loaded DCs could extend the patients’ survival [88].

While vaccine therapy presents an attractive method for glioblastoma therapy, disap-
pointing results remain. In a phase III clinical trial that used the EGFRvIII peptide vaccine
(rindopepimut), the results did not show a significant improvement in patient survival [89].
The potential reason is the heterogeneous and unstable expression of EGFRvIII in glioblas-
toma cells, which leads to the outgrowth of tumor cells that lack this antigen. Future
studies are needed to reveal the effectiveness of this treatment and its impact on the overall
survival of glioblastoma patients. Table 3 lists some of the completed phase II or III clinical
trials of vaccine therapy for the treatment of glioblastoma.

4.2.3. CAR-T Cell Therapy

CAR-T cell therapy is a novel type of immunotherapy in which T cells are modified
to bind chimeric antigen receptors (CARs) to increase their ability to recognize and target
tumor cells [90–92]. Currently, clinical trials employing CAR-T cell therapy in cancer treat-
ment have shown safety and encouraging results, especially in hematologic malignancies.
The effectiveness of CAR-T cell therapy in treating solid malignancies, e.g., glioblastoma,
has also been identified [90,92,93]. There are three commonly used antigens for CAR-T
cell therapy in glioblastoma: EGFRvIII, HER2, and IL-13 receptor (IL-13R) [90–92]. For
example, a phase I clinical trial targeting EGFRvIII CAR-T cell therapy demonstrated that
the intravenous administration could transfer the CAR-T cells to the brain tumor site
and that the EGFRvIII level on glioblastoma tumor cells was reduced by the CAR-T cell
treatment [94]. Moreover, this study also demonstrated the effects of CAR-T cell therapy
on improving the immunosuppressive tumor environment, indicating the promising per-
spective of combinational therapy of CAR-T cell therapy with other treatment approaches.
In another phase I clinical trial employing IL13R-targeted CAR-T cell therapy, it was found
that the intracranial injection of CAR-T cells can achieve an anti-tumor effect in glioblas-
toma treatment [95]. In a phase I study employing HER2-specific CAR-T cell therapy, of
the 17 recruited glioblastoma patients, only 8 demonstrated clinical benefits in overall
survival [96].

As for the confounding and limited effects of CAR-T cell therapy in glioblastoma, one
major problem is the heterogeneity of target-antigen expressions in tumor cells, which
finally leads to heterogeneous treatment effects. Another substantial issue is how to
maximize and maintain the activity of the injected CAR-T cells. It has been reported that
CAR-T cell administration can induce immunosuppressive responses in the brain [94].
Therefore, successful treatment needs the development of engineered CAR-T cells that are
resistant to immunosuppression. Table 4 lists some of the completed phase II or III clinical
trials of CAR-T cell therapy for the treatment of glioblastoma.

4.2.4. Oncolytic Virus Therapy

Oncolytic virus (OV) is able to infect cancer cells to present tumor-associated antigens
and then lyse the tumor cells. Moreover, it was found that the cellular proteins released
from the OV-lysed tumor cells can activate the anti-tumor immune response in multiple
ways. For example, viruses can activate macrophages, and activated macrophages can
enhance the infiltration of T cells into TME and, therefore, improve the immunosuppres-
sive characteristic of glioblastoma. Therefore, OV therapy is becoming a very promising
approach for the treatment of malignancies [97,98]. In glioblastoma, the effects of OV on
tumor-killing have also been widely studied [98–102]. Multiple types of viruses are being
tested for OV therapy, including retrovirus, adenovirus, herpes simplex virus, poliovirus,
and measles virus [97,98]. In 2018, the recombinant oncolytic poliovirus PVSRIPO was
tested in recurrent glioblastoma patients [103]. The study confirmed the potential of intra-
tumor infusions of PVSRIPO for improving patients’ clinical outcomes. It was observed
that the survival rate among patients who received PVSRIPO therapy was higher than that
of historical controls.
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While OV therapy has become an important focus of anti-tumor therapy, its safety and
efficacy need to be tested in future research. The initial studies usually used replication-
incompetent viruses to avoid complications (e.g., encephalitis), and now, an increasing
number of types of viruses have been utilized as aforementioned. However, no full safety
or preliminary efficacy data are currently available in the public domain. While the main
goal of the current work is not to discuss each of these studies in detail, a comprehensive
discussion of oncolytic virus therapy for glioblastoma can be found in several other excellent
review papers [94–97]. Table 5 lists some of the completed phase II/III clinical trials of OV
therapy for glioblastoma treatment.

Table 5. Clinical trials of OV therapy for glioblastoma treatment.

ClinicalTrials.gov
ID Virus Type Brief Description of the Trial Phase Year of Start to

Completion

1 NCT00028158 Herpes Simplex
Virus

Safety and effectiveness study of G207, a tumor-killing
virus, in patients with recurrent brain cancer 1 and 2 2002–2003

2 NCT00528684 Reovirus Safety and efficacy study of REOLYSIN® in the treatment
of recurrent malignant gliomas

1 2006–2010

3 NCT01301430 Parvovirus Parvovirus H-1 (ParvOryx) in patients with progressive
primary or recurrent glioblastoma multiforme. 1 and 2 2011–2015

4 NCT01956734 Adenovirus Virus DNX2401 and temozolomide in
recurrent glioblastoma 1 2013–2015

5 NCT02197169 Adenovirus DNX-2401 with interferon-gamma (IFN-γ) for recurrent
glioblastoma or gliosarcoma brain tumors 1 2014–2018

6 NCT02798406 Adenovirus Combination adenovirus + pembrolizumab to trigger
immune virus effects 2 2016–2021

7 NCT03072134 Adenovirus Neural stem cell-based virotherapy of newly diagnosed
malignant glioma 1 2017–2021

Note: The data are retrieved from clinicaltrials.gov.

5. Challenges and Perspectives

Despite encouraging results achieved so far, however, the anti-TME treatment for
glioblastoma is still facing many challenges [5,58]. One of the primary impediments
is the BBB. Although the BBB is compromised and more permeable during the tumor
state, the anti-tumor drugs cannot cross the BBB inadequately to achieve sufficient drug
accumulation in the tumor. For this reason, multiple efforts have been made to deliver
pharmaceutical agents to the brain efficiently. One such important advance is focused
ultrasound (FUS), which can increase the permeability of the BBB in a temporary way and
enhance the delivery of drugs to the brain [104]. Currently, FUS-mediated BBB disruption
has demonstrated robustness in non-invasive drug delivery to the brain and provides
encouraging perspectives for the treatment of brain diseases, including glioblastoma.
Another important impediment to achieving effective treatment responses, especially for
immunotherapy-based approaches, is the immunosuppressive nature of glioblastoma
TME. Therefore, strategies that could boost the immune response in glioblastoma TME
will be helpful—for example, recruiting cytotoxic or tumor-killing inflammation cells,
improving immunosuppressive properties through drugs, and transforming a ‘cold’ tumor
into a ‘hot’ tumor. The third important impediment to developing effective treatment
responses is the aforementioned complexity of the glioblastoma microenvironment. The
enormous inter-tumor and intra-tumor heterogeneity of glioblastoma has made it one
of the most difficult-to-treat malignancies in the world. Therefore, continued efforts are
needed to fully understand the complex cellular and molecular components as well as their
interactions involved in the TME of glioblastoma. At the same time, a synergic combination
of different treatment strategies may lead to a promising curing regimen. Actually, there
have been efforts to employ combinatorial therapies between immunotherapy and the
current standard of care [105].
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6. Conclusions

In summary, this review highlights the functions of neuroinflammation in glioblastoma
at the cellular, molecular, and therapeutic levels. While increasing and promising results
have been achieved in the anti-neuroinflammation therapy of glioblastoma, there are
still many challenges. The immunosuppressive and heterogeneous characteristics of the
glioblastoma microenvironment ultimately lead to resistance to anti-inflammatory therapies.
Continued efforts into the tumor microenvironment will help our understanding of how
these components interact with one another and contribute to the therapeutic response.
This will lead to the development of more efficient and targeted therapy strategies for the
treatment of glioblastoma in the future.
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Abstract: Previous studies have validated a close association between inflammatory factors and
multiple sclerosis (MS), but their causal relationship is not fully profiled yet. This study used
Mendelian randomization (MR) to investigate the causal effect of circulating inflammatory proteins
on MS. Data from a large-scale genome-wide association study (GWAS) were analyzed using a
two-sample MR method to explore the relationship between 91 circulating inflammatory proteins and
MS. The inverse-variance-weighted (IVW) analysis was employed as the main method for evaluating
exposures and outcomes. Furthermore, series of the methods of MR Egger, weighted median, simple
mode, and weighted mode were used to fortify the final results. The results of the IVW method were
corrected with Bonferroni (bon) and false discovery rate (fdr) for validating the robustness of results
and ensuring the absence of heterogeneity and horizontal pleiotropy. The sensitivity analysis was also
performed. The results of the forward MR analysis showed that higher levels of CCL25 were found to
be associated with an increased risk of MS according to IVW results, OR: 1.085, 95% CI (1.011, 1.165),
p = 2.42 × 10−2, adjusted p_adj_bon = 1, p_adj_fdr = 0.307. Similarly, higher levels of CXCL10 were
found to be associated with an increased risk of MS, OR: 1.231, 95% CI (1.057, 1.433), p = 7.49 × 10−3,
adjusted p_adj_bon = 0.682, p_adj_fdr = 0.227. In contrast, elevated levels of neurturin (NRTN) were
associated with a decreased risk of MS, OR: 0.815, 95% CI (0.689, 0.964), p = 1.68 × 10−2, adjusted
p_adj_bon = 1, p_adj_fdr = 0.307. Reverse MR analysis showed no causal relationship between
MS and the identified circulating inflammatory cytokines. The effects of heterogeneity and level
pleiotropy were further excluded by sensitivity analysis. This study provides new insights into the
relationship between circulating inflammatory proteins and MS and brings up a new possibility of
using these cytokines as potential biomarkers and therapeutic targets. The data in this study show
that there are only weak associations between inflammatory molecules and MS risk, which did not
survive bon and fdr correction, and the obtained p-values are quite low. Therefore, further studies on
larger samples are needed.

Keywords: multiple sclerosis; circulating inflammatory protein; mendelian randomization; biomarkers

1. Introduction

Characterized by reactive gliosis, axonal damage, neuronal degeneration, and inflam-
matory cell infiltration, MS is an autoimmune disorder affecting the central nervous system
(CNS) [1]. The occurrence of this disease is mainly associated with genetic factors [2],
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environmental factors [3], lifestyle [4], viral infection [5], and immunologic factors [6]. Its
pathology is featured by a loss of myelin sheath in the CNS with infiltration of a large num-
ber of inflammatory cells [7]. It leads to a heterogeneous set of symptoms and signs due
to involvement of different motor, sensory, and autonomic nervous systems [8]. Patients
usually present with neurological symptoms such as cognitive impairment, motor ataxia,
blindness, and loss of coordination [9]. The disease poses a significant burden to patients
and families [10]. The prevalence of MS has been increasing globally [11]. Therefore,
identifying modifiable risk factors is an imperative task of the medical community for the
purpose of developing novel strategies to manage the disease.

Chronic inflammatory response in MS arises from the activation of innate and adaptive
immune responses in the CNS [12]. Although the CNS is considered an immune-privileged
organ with highly controlled adaptive immunity and inflammation [13], recent findings
have shed light on the fact that neuroinflammation or neuroimmune response play an
essential role on the development of neurodegenerative conditions [14,15]. Among these,
several cytokines with elevated expression levels in MS patients have been considered to
be important biomarkers for this disease [16,17]. However, comprehensive preclinical and
clinical studies are still not in place, and the clinical significance of these cytokines is not yet
fully understood. The study of identifying certain circulating inflammatory proteins that
are closely associated with MS may provide a new perspective in terms of the diagnosis
and treatment of MS.

Genetic variation is the foundation for causal inference in MR. In order to deduce
the influence of biological factors on disease, the fundamental idea involves utilizing the
influence of randomly assigned genotypes on phenotype [18,19]. This method is effective
in diminishing the effects of biases and confounders caused by behavioral or environmental
influences while relying on the random distribution of genetic variation during meiosis [20].
When dealing with rare diseases, it proves to be highly effective in tackling the drawbacks
of conventional randomized controlled trials and observational studies [21]. The GWAS
database was utilized for data mining in order to facilitate a two-sample MR analysis,
which aimed to uncover the causal association between circulating inflammatory proteins
and MS. Our primary aim is to investigate how genetic proxy inflammatory protein levels
influence the likelihood of developing MS.

2. Methods
2.1. Study Design

Using the two-sample MR study, this research was performed to examine the causal
link between circulating inflammatory proteins and MS. Achieving valid results in MR
analysis hinges on satisfying three key assumptions. Single nucleotide polymorphisms
(SNPs) were used as instrumental variables (IVs) in this study, and it is vital for IVs acting
as risk factors to meet three conditions, as illustrated in Figure 1. First, a reliable connection
to the risk factor being evaluated must be established (correlation assumption). Second,
it is essential to ensure independence from any recognized or unrecognized confounding
variables (independence assumption). Third, only the risk factor should influence the
outcome, while any other direct causal pathway will be excluded (exclusionary restriction
assumption) [20]. Through the utilization of openly accessible data derived from extensive
GWAS and consortia, ethical clearance was not a prerequisite for the conduct of this study.
Visual summary of the analysis is shown in Figure 2.
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Figure 2. Visual summary of the analysis. The MR analysis unveils the relationships between
circulating inflammatory proteins and MS. (A) The forward MR analyses; (B) the reverse MR analyses.

2.2. Selection of IVs for MR Analyses

Genetic variants achieving genome-wide significance were recognized as IVs. We
adjusted the criteria by increasing the threshold to p < 5 × 10−6 to incorporate more
inflammatory proteins for all 91 inflammatory proteins, and this allowed us the oppor-
tunity to retrieve IVs. Similarly, in the reverse analysis, SNPs that reached the threshold
p < 5 × 10−6 were used as IVs for MS. To maintain variant independence, SNPs with high
linkage disequilibrium (specified as r2 > 0.001 and kb < 10,000 kb) were omitted. Variants
with conflicting allelic frequencies underwent harmonization or elimination to align with
the estimated effects. Palindromic SNPs were adjusted based on a maximum minor allele
frequency (MAF) criterion set at 0.01. In instances where the results lacked directly related
SNPs for the exposure, we opted for proxy SNPs exhibiting high correlation (r2 > 0.8) with
the desired variant. These rigorously selected SNPs served as the definitive genetic IVs
for the ensuing MR evaluations. For each SNP, the F-statistic was derived using Beta2/se2,
where Beta symbolizes the estimated effect allele for the exposure and SE indicated the
standard error. The formula 2 × Beta2 × MAF × (1 − MAF) [22] was employed to com-
pute the variance fraction attributed to each SNP. An F-statistic exceeding 10 indicated a
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robust correlation between the IV and exposure, ensuring that the MR outcomes remained
unaffected by weak instrument bias [23].

2.3. Data Sources

We obtained summary data related to MS from GWAS, including genetic data from
47,429 cases and 68,374 subjects from controls of European ancestry [24]. In 11 cohorts,
91 circulating inflammatory proteins were identified from a population of 14,824 individuals
of European origin. The original paper describes the procedures utilized for assessing
inflammatory proteins [25]. The complete per-protein GWAS summary statistics can be
downloaded at https://www.phpc.cam.ac.uk/ceu/proteins (accessed on 1 June 2024) and
from the EBI GWAS catalog (accession number GCST90274758-GCST90274848). Between
the exposure and outcome groups, specific information on the 91 circulating inflammatory
proteins is shown in Table 1. There will be no overlap in population selection.

Table 1. Ninety-one circulating inflammatory proteins.

Number Abbreviations Full Name ID

1 CXCL9 Chemokine (C-X-C motif) ligand 9 GCST90274784

2 TWEAK_TNFSF12 Tumor Necrosis Factor-like Weak Inducer of Apoptosis—Tumor Necrosis
Factor Superfamily Member 12 GCST90274846

3 CCL23 Chemokine (C-C motif) ligand 23 GCST90274767
4 ADA Adenosine Deaminase GCST90274759
5 CASP-8 Caspase-8 GCST90274763
6 CXCL6 Chemokine (C-X-C motif) ligand 6 GCST90274783
7 PD-L1_CD274 Programmed Cell Death 1 Ligand 1-Cluster of Differentiation 274 GCST90274832
8 IL-15RA Interleukin-15 Receptor Alpha GCST90274800
9 IL-1 alpha Interleukin-1 alpha GCST90274805
10 CST5 Cystatin 5 GCST90274777
11 IL-10 Interleukin-10 GCST90274795
12 IL-10RA Interleukin-10 Receptor Alpha GCST90274796
13 NTF3 Neurotrophin 3 GCST90274829
14 IL-12B Interleukin-12B GCST90274798
15 IL-33 Interleukin-33 GCST90274812
16 CCL13 Chemokine (C-C motif) ligand 13 GCST90274824
17 OPG_TNFRSF11B Osteoprotegerin—Tumor Necrosis Factor Receptor Superfamily Member 11B GCST90274830
18 IL-4 Interleukin-4 GCST90274813
19 LIF Leukemia Inhibitory Factor GCST90274819
20 FIt3L Fms-related tyrosine kinase 3 ligand GCST90274791
21 TNFRSF9 Tumor Necrosis Factor Receptor Superfamily Member 9 GCST90274841
22 IL-5 Interleukin-5 GCST90274814
23 DNER Delta/Notch-like EGF repeat-containing receptor GCST90274785
24 CCL20 Chemokine (C-C motif) ligand 20 GCST90274766
25 TNFSF14 Tumor Necrosis Factor Superfamily Member 14 GCST90274842
26 IL-6 Interleukin-6 GCST90274815
27 CCL19 Chemokine (C-C motif) ligand 19 GCST90274765
28 TNFB_LTA Tumor Necrosis Factor B/Lymphotoxin-alpha GCST90274840
29 SIRT2 Sirtuin 2 GCST90274834
30 STAMPB Six transmembrane proteins of prostate B GCST90274837
31 4EBP1_EIF4EBP1 Eukaryotic Translation Initiation Factor 4E-Binding Protein 1 GCST90274758
32 IL-18R1 Interleukin-18 Receptor 1 GCST90274804
33 LAP TGF-beta-1 Latency Associated Peptide Transforming Growth Factor-beta 1 GCST90274818
34 IL-7 Interleukin-7 GCST90274816
35 CXCL5 Chemokine (C-X-C motif) ligand 5 GCST90274782
36 NRTN Neurturin GCST90274828
37 IL-13 Interleukin-13 GCST90274799
38 CDCP1 CUB Domain Containing Protein 1 GCST90274775
39 TGF-alpha Transforming Growth Factor-alpha GCST90274838
40 FGF-21 Fibroblast Growth Factor 21 GCST90274788
41 SLAMF1 Signaling Lymphocytic Activation Molecule Family Member 1 GCST90274835
42 CXCL1 Chemokine (C-X-C motif) ligand 1 GCST90274779
43 TRAIL Tumor Necrosis Factor-related Apoptosis-inducing Ligand GCST90274843
44 IL-17C Interleukin-17C GCST90274802
45 MMP-1 Matrix Metalloproteinase-1 GCST90274826
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Table 1. Cont.

Number Abbreviations Full Name ID

46 CXCL11 Chemokine (C-X-C motif) ligand 11 GCST90274781
47 FGF-23 Fibroblast Growth Factor 23 GCST90274789

48 uPA_PLAU Urokinase- type Plasminogen Activator (uPA)/Plasminogen Activator,
Urokinase (PLAU) GCST90274847

49 FGF-19 Fibroblast Growth Factor 19 GCST90274787
50 CX3CL1 Chemokine (C-X3-C motif) ligand 1 GCST90274778
51 CXCL10 Chemokine (C-X-C motif) ligand 10 GCST90274780
52 FGF-5 Fibroblast Growth Factor 5 GCST90274790
53 CCL25 Chemokine (C-C motif) ligand 25 GCST90274768
54 ARTN Artemin GCST90274760
55 VEGF_A Vascular Endothelial Growth Factor A GCST90274848
56 SCF_KITLG Stem Cell Factor (SCF)/KIT Ligand (KITLG) GCST90274833
57 ST1A1_SULT1A1 Sulfotransferase Family 1A Member 1 (SULT1A1) GCST90274836
58 CD244 Cluster of Differentiation 244 GCST90274771
59 CCL11 Chemokine (C-C motif) ligand 11 GCST90274764
60 MMP-10 Matrix Metalloproteinase-10 GCST90274827
61 TRANCE Tumor Necrosis Factor (TNF)-related Activation-induced Cytokine GCST90274844
62 IL-2 Interleukin-2 GCST90274806
63 Beta-NGF_NGF Beta-Nerve Growth Factor (NGF) GCST90274762
64 IL-2RB Interleukin-2 Receptor Subunit Beta GCST90274811
65 OSM Oncostatin M GCST90274831
66 AXIN1 Axis Inhibition Protein 1 GCST90274761
67 CCL2 Chemokine (C-C motif) ligand 2 GCST90274821
68 CCL8 Chemokine (C-C motif) ligand 8 GCST90274822
69 CD6 Cluster of Differentiation 6 GCST90274774

70 MIP-1 alpha_CCL3 Macrophage Inflammatory Protein-1 alpha (MIP-1 alpha)/Chemokine (C-C
motif) ligand 3 (CCL3) GCST90274825

71 hGDNF_GDNF Human Glial Cell Line-Derived Neurotrophic Factor (GDNF) GCST90274792
72 CCL7 Chemokine (C-C motif) ligand 7 GCST90274823
73 LIF-R Leukemia Inhibitory Factor Receptor GCST90274820

74 EN-RAGE_S100A12 Extracellular Newly Identified RAGE Binding Protein (EN-RAGE)/S100
Calcium Binding Protein A12 (S100A12) GCST90274786

75 CCL4 Chemokine (C-C motif) ligand 4 GCST90274770
76 HGF Hepatocyte Growth Factor GCST90274793
77 IL-17A Interleukin-17A GCST90274801
78 CD5 Cluster of Differentiation 5 GCST90274773
79 CSF-1 Colony-Stimulating Factor 1 GCST90274776
80 CCL28 Chemokine (C-C motif) ligand 28 GCST90274769
81 CD40 Cluster of Differentiation 40 GCST90274772
82 IL-22RA1 Interleukin-22 Receptor Subunit Alpha 1 GCST90274809
83 TNF Tumor Necrosis Factor GCST90274839
84 IL-18 Interleukin-18 GCST90274803
85 IL-20RA Interleukin-20 Receptor Subunit Alpha GCST90274808
86 IL-24 Interleukin-24 GCST90274810
87 IFNG Interferon gamma GCST90274794
88 TSLP Thymic Stromal Lymphopoietin GCST90274845
89 IL-20 Interleukin-20 GCST90274807
90 IL10RB Interleukin 10 Receptor Subunit Beta GCST90274797
91 IL-8 Interleukin-8 GCST90274817

2.4. MR and Sensitivity Analysis

The results of five Mendelian methods, MR Egger [26], weighted median [27], IVW [28,29],
simple mode, and weighted mode [30], were used, and the results of the IVW method were
corrected with bon and fdr [31]. When there were no multiple validities in IV [32], the IVW
method demonstrated the greatest statistical validity and effectiveness [32]. Hence, IVW was
employed as the primary research methodology in this study [33–35]. Furthermore, the tech-
niques we incorporated, specifically weighted mode, simple mode, weighted median, and MR
Egger, enhanced the conclusive findings [26,27]. By applying Cochran’s Q test, the heterogeneity
of SNPs in IVW and MR Egger was evaluated, consequently bolstering the robustness of the
results [36]. The intercept of MR-Egger [26] was deployed to examine horizontal pleiotropy [26].
In order to ascertain whether a single SNP was the sole factor influencing the causal effect, we
conducted a leave-one-out analysis [37]. The detection of pleiotropic residuals and outliers was
executed using MR-Presso [26]. MR-Steiger was employed to establish the correct direction
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of causality. In instances where the exposure was anticipated to result in the outcome, it was
classified as TRUE; if not, it was marked as FALSE [38]. All analyses were two-sided and
executed through the Two Sample MR and MRPRESSO packages in R software version 4.3.2.

3. Results
3.1. Effect of 91 Circulating Inflammatory Proteins on MS

In the forward MR analysis, details of the genetic tools used to assess the effects of
91 plasma proteins on MS were recorded separately (Table S1). All MS-associated SNPs
used as IVs had F-statistics higher than 10, suggesting a strong prediction of MS, whereas
there was less evidence of weak IV bias in our study. According to the IVW results, higher
levels of CCL25 were found to be associated with an increased risk of MS, OR: 1.085, 95%
CI (1.011, 1.165) p = 2.42 × 10−2, adjusted p_adj_bon = 1, p_adj_fdr = 0.307. Similarly, there
was an association between higher levels of CXCL10 and increased risk of MS, OR: 1.231,
95% CI (1.057, 1.433), p = 7.49 × 10−3, adjusted p_adj_bon = 0.682, p_adj_fdr = 0.227. On
the contrary, elevated NRTN levels were associated with a reduced risk of MS, OR: 0.815,
95% CI (0.689, 0.964), p = 1.68 × 10−2, adjusted p_adj_bon = 1, p_adj_fdr = 0.307, as shown
in Table 2.

Table 2. MR analysis of the causal association between circulating inflammatory proteins and risk of
MS.

Exposure Outcome Method Nsnp B Se Pval OR (95%CI) P_adj_bon P_adj_fdr

CCL25

MS

MR Egger

24

0.156 0.053 7.49 × 10−3 1.169 (1.054,
1.297)

Weighted
median 0.113 0.044 9.72 × 10−3 1.120 (1.028,

1.220)

IVW 0.082 0.036 2.42 × 10−2 1.085 (1.011,
1.165) 1 0.307

Simple
mode −0.037 0.100 7.17 × 10−1 0.964 (0.793,

1.172)

Weighted
mode 0.122 0.039 5.17 × 10−3 1.130 (1.046,

1.221)

CXCL10

MR Egger

20

0.188 0.188 3.30 × 10−1 1.207 (0.835,
1.746)

Weighted
median 0.149 0.101 1.39 × 10−1 1.161 (0.953,

1.414)

IVW 0.208 0.078 7.49 × 10−3 1.231 (1.057,
1.433) 0.682 0.227

Simple
mode 0.063 0.181 7.31 × 10−1 1.065 (0.747,

1.518)

Weighted
mode 0.105 0.215 6.32 × 10−1 1.110 (0.729,

1.692)

NRTN

MR Egger

12

0.160 0.282 5.85 × 10−1 1.173 (0.674,
2.040)

Weighted
median −0.304 0.118 1.02 × 10−2 0.738 (0.585,

0.931)

IVW −0.205 0.086 1.68 × 10−2 0.815 (0.689,
0.964) 1 0.307

Simple
mode −0.411 0.187 5.00 × 10−2 0.663 (0.459,

0.956)

Weighted
mode −0.374 0.189 7.39 × 10−2 0.688 (0.475,

0.997)

3.2. Effect of MS on 91 Circulating Inflammatory Proteins

In the inverse MR analysis, we found that MS was associated with five circulat-
ing inflammatory proteins, among which IL-1 alpha was positively causally associated
with MS: p = 3.30 × 10−4, OR:1.035, 95% CI (1.016, 1.054), adjusted p_adj_bon = 0.026,
p_adj_fdr = 0.026; and the blood inflammatory factor CSF-1: p = 2.35 × 10−2, OR: 0.983,
95% CI (0.969, 0.998), adjusted p_adj_bon = 1, p_adj_fdr = 0.376; CCL13: p = 1.45 × 10−2,
OR: 0.980, 95% CI (0.964, 0.996), adjusted p_ adj_bon = 1, p_adj_fdr = 0.300; PD-L1_CD274:
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p = 1.50 × 10−2, OR:0.982, 95% CI (0.968, 0.996), adjusted p_adj_bon = 1, p_adj_fdr = 0.300;
TWEAK_TNFSF12: p = 1.43 × 10−2, OR: 0.981, 95% CI (0.966, 0.996), adjusted p_adj_bon = 1,
p_adj_fdr = 0.300 were negatively causally associated with MS, as shown in Table 3. How-
ever, no bi-directional genetic causality was found. Genetic tools used to assess the associa-
tion of MS and 91 plasma proteins were documented in Table S2.

Table 3. MR analysis of the causal association between MS and risk of circulating inflammatory
proteins.

Exposure Outcome Method Nsnp B Se Pval OR (95%CI) P_adj_bon P_adj_fdr

MS

CSF-1

MR Egger

122

−0.008 0.011 4.75 × 10−1 0.992 (0.971,
1.014)

Weighted
median −0.006 0.012 6.06 × 10−1 0.994 (0.972,

1.017)

IVW −0.017 0.007 2.35 × 10−2 0.983 (0.969,
0.998) 1 0.376

Simple
mode −0.022 0.026 4.05 × 10−1 0.979 (0.930,

1.029)

Weighted
mode −0.010 0.011 3.60 × 10−1 0.990 (0.970,

1.011)

IL-1 alpha

MR Egger

122

0.048 0.015 1.46 × 10−3 1.049 (1.019,
1.080)

Weighted
median 0.017 0.016 2.70 × 10−1 1.018 (0.987,

1.050)

IVW 0.034 0.009 3.30 × 10−4 1.035 (1.016,
1.054) 0.026 0.026

Simple
mode 0.017 0.0345 6.33 × 10−1 1.017 (0.950,

1.088)

Weighted
mode 0.023 0.018 1.95 × 10−1 1.023 (0.989,

1.059)

CCL13

MR Egger

122

−0.027 0.013 3.10 × 10−2 0.973 (0.949,
0.997)

Weighted
median −0.027 0.012 3.12 × 10−2 0.974 (0.950,

0.998)

IVW −0.020 0.008 1.45 × 10−2 0.980 (0.964,
0.996) 1 0.300

Simple
mode −0.015 0.029 5.89 × 10−1 0.985 (0.932,

1.041)

Weighted
mode −0.027 0.011 1.81 × 10−2 0.973 (0.952,

0.995)

PD-L1_CD274

MR Egger

123

−0.017 0.0112 1.32 × 10−1 0.983 (0.962,
1.005)

Weighted
median −0.015 0.013 2.51 × 10−1 0.985 (0.961,

1.011)

IVW −0.018 0.007 1.50 × 10−2 0.982 (0.968,
0.996) 1 0.300

Simple
mode −0.003 0.026 9.10 × 10−1 0.997 (0.948,

1.049)

Weighted
mode −0.015 0.011 1.64 × 10−1 0.985 (0.964,

1.006)

TWEAK_TNFSF12

MR Egger

123

−0.0135 0.0116 2.49 × 10−1 0.987 (0.964,
1.009)

Weighted
median −0.0123 0.011 2.76 × 10−1 0.988 (0.9663,

1.010)

IVW −0.019 0.008 1.43 × 10−2 0.981 (0.966,
0.996) 1 0.300

Simple
mode 0.008 0.027 7.68 × 10−1 1.008 (0.955,

1.064)

Weighted
mode −0.010 0.011 3.97 × 10−1 0.990 (0.969,

1.013)
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3.3. Sensitivity Analysis

As shown in Tables 4 and 5, in the IVW and MR-Egger analysis based on Cochran’s Q
test, the results indicated no heterogeneity of SNPs. No signs of horizontal pleiotropy were
found in the MR-Egger intercept. The MR-Presso method did not identify any outliers.
In addition, scatter plots ruled out potential outliers and horizontal pleiotropy (Figures 3
and 4). In addition, no SNPs with large effect sizes were tested for bias estimation by the
leave-one-out test (Figures 5 and 6). The MR-Steiger analysis results validated the accuracy
of the directionality and ruled out any indication of reverse causality. Sensitivity analysis
eliminated the impacts of horizontal pleiotropy and heterogeneity, confirming the reliability
of the outcomes. Presently, there is evidence from MS indicating a connection between MS
and inflammatory proteins [39–42]. Nevertheless, the precise cause and effect association is
still unclear at the genetic level as a result of constraints in research. In the context of the
potential causal link of 91 circulating inflammatory proteins with MS in this exploratory
study, we completed a comprehensive two-sample MR analysis.

Table 4. Sensitive analysis of the causal association between circulating inflammatory proteins and
risk of MS.

Inflammatory
Proteins Outcomes SNPs Cochran’s Q Test MR-Egger Intercept MR-Presso MR-Steiger

IVW MR Egger Egger
Intercept p Value Global Test

RSSobs p Value Causal
Direction

CCL25

MS

24 0.165 0.273 −0.013 0.078 0.187

0.034
(Outlier-

corrected, 0
Outlier)

TRUE

CXCL10 20 0.098 0.074 0.002 0.911 0.064

0.015
(Outlier-

corrected, 0
Outlier)

TRUE

NRTN 12 0.501 0.581 −0.030 0.206 0.534

0.031
(Outlier-

corrected, 0
Outlier)

TRUE

Table 5. Sensitive analysis of the causal association between MS and risk of circulating inflammatory
proteins.

Exposure Outcomes Nsnp Cochran’s Q Test MR-Egger Intercept MR-Presso MR-Steiger

IVW MR Egger Egger
Intercept p Value Global Test

RSSobs p Value Causal
Direction

MS

CSF-1 122 0.59 0.595 −0.002 0.282 0.622

0.023
(Outlier-

corrected, 0
Outlier)

TRUE

IL-1 alpha 122 0.092 0.099 −0.003 0.222 0.081

0.0005
(Outlier-

corrected, 0
Outlier)

TRUE

CCL13 122 0.050 0.050 0.002 0.459 0.053

0.016
(Outlier-

corrected, 0
Outlier)

TRUE

PD-
L1_CD274 123 0.639 0.615 −0.0003 0.885 0.616

0.014
(Outlier-

corrected, 0
Outlier)

TRUE

TWEAK_TNFSF12 123 0.269 0.257 −0.001 0.526 0.308

0.016
(Outlier-

corrected, 0
Outlier)

TRUE
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Figure 3. CCL25, CXCL10, and NRTN of MS with scatter plots, respectively. (A) MS as the outcome,
with CCL25 as the exposure; (B) MS as the outcome, with CXCL10 as the exposure; (C) MS as the
outcome, with NRTN as the exposure.
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Figure 4. MS of CSF-1, IL-1 alpha, CCL13, PD-L1_CD274, TWEAK_TNFSF12 with scatter plots, re-
spectively. (A) CSF-1 as the outcome, with MS as the exposure; (B) IL-1 alpha as the outcome, with 
MS as the exposure; (C) CCL13 as the outcome, with MS as the exposure; (D) PD-L1_CD274 as the 
outcome, with MS as the exposure; (E) TWEAK_TNFSF12 as the outcome, with MS as the exposure. 

Figure 4. MS of CSF-1, IL-1 alpha, CCL13, PD-L1_CD274, TWEAK_TNFSF12 with scatter plots,
respectively. (A) CSF-1 as the outcome, with MS as the exposure; (B) IL-1 alpha as the outcome, with
MS as the exposure; (C) CCL13 as the outcome, with MS as the exposure; (D) PD-L1_CD274 as the
outcome, with MS as the exposure; (E) TWEAK_TNFSF12 as the outcome, with MS as the exposure.
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Figure 5. Use of the IVW method to display the results of leave-one-out analyses and assess the 
impact of individual SNPs on the overall MR results by excluding each SNP in turn. (A) MS as the 

Figure 5. Use of the IVW method to display the results of leave-one-out analyses and assess the
impact of individual SNPs on the overall MR results by excluding each SNP in turn. (A) MS as the
outcome, with CCL25 as the exposure; (B) MS as the outcome, with CXCL10 as the exposure; (C) MS
as the outcome, with NRTN as the exposure.
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Figure 6. Use of the IVW method to display the results of leave-one-out analyses and assess the 
impact of individual SNPs on the overall MR results by excluding each SNP in turn. (A) CSF-1 as 
the outcome, with MS as the exposure; (B) IL-1 alpha as the outcome, with MS as the exposure; (C) 

Figure 6. Use of the IVW method to display the results of leave-one-out analyses and assess the
impact of individual SNPs on the overall MR results by excluding each SNP in turn. (A) CSF-1 as
the outcome, with MS as the exposure; (B) IL-1 alpha as the outcome, with MS as the exposure;
(C) CCL13 as the outcome, with MS as the exposure; (D) PD-L1_CD274 as the outcome, with MS as
the exposure; (E) TWEAK_TNFSF12 as the outcome, with MS as the exposure.
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4. Discussion

In this study, bidirectional MR analysis was performed to explore the association of
91 circulating inflammatory cytokine proteins with MS. The aim was to explore genetic
evidence for a potential causal relationship between circulating inflammatory cytokines
and MS risk. Our study showed that CCL25, CXCL10, and NRTN levels were associated
with the likelihood of developing MS according to forward analysis. In addition, reverse
MR analysis showed that CSF-1, IL-1 alpha, CCL13, PD-L1_CD274, and TWEAK_TNFSF12
were genetically causally associated with MS. No circulating inflammatory proteins were
found to be bi-directionally causally associated with the disease. This study is the first to
explore the interrelationship between inflammatory proteins and MS through bidirectional
MR analysis. This study provides some evidence to use medications targeting inflammatory
factors to treat MS in the future.

Focal cerebral white matter lesions characterized by inflammation and demyelina-
tion are the most obvious hallmark of MS histopathology. The inflammatory infiltrate
consists mainly of phagocytes, T cells, and B cells originating from the blood [43]. Corti-
cal lesions present in early MS are associated with significant inflammation [44]. It has
been shown that Th1 and Th17 responses are the main cause of MS progression [45]. It
has also been shown [46] that the neutrophil–lymphocyte ratio (NLR) is significantly in-
creased in MS patients compared to controls. A study has shown that impairment of
CD200-CD200R-mediated macrophage silencing exacerbates CNS inflammation and neu-
ronal degeneration [47]. Our study showed that high levels of CCL25 and CXCL10 were
associated and positively correlated with the development of MS, while NRTN levels
were negatively correlated with MS risk. This suggests that elevated levels of CCL25 and
CXCL10 could promote the development of MS, whereas elevated NRTN could reduce the
risk of developing MS. A notable feature of this study was the use of MR analysis to assess
the pathogenic impact of circulating inflammatory proteins on MS risk. An MR approach
could skillfully handle confounding factors, reverse causality, and increase the confidence
in causal inferences. These results could position these proteins as potential biomarkers for
MS diagnosis and provide a new way to extensively understand the pathogenesis of the
disease.

CCL25 is classified as a chemokine that is expressed in the thymus [48]. CCL25 is
predominantly found in the intestinal epithelium and thymus. However, other parenchy-
mal cells, such vascular endothelial cells, can produce it as well. These CCL25 expression
cells can guide immature T cells to migrate into the thymus, where they turn mature and
release [49], and subsequently are able to engage in numerous inflammatory responses.
In recent years, research has brought more evidence of how CCR9/CCL25 contributes
to inflammation, which are associated with several diseases, including cardiovascular
disease (CVD), hepatitis, arthritis [50], inflammatory bowel disease [51], and asthma.
Toll-like receptor 4 (TLR4) plays a role in the pathogenesis of experimental autoimmune
encephalomyelitis (EAE) by regulating CCL25/CCR9 expression in response to Th17 infil-
tration [52]. Recent data suggest that CCR9 blockade or inhibition leads to a reduction in
lymphocyte infiltration and amelioration of clinical symptoms in many clinical inflamma-
tory disorders [53,54]. The fact that CCR9 mediates effector T-cell infiltration into the CNS
suggests that CCL25/CCR9 is a potential new biologic target for the inhibiting of pathologic
lymphocyte recruitment in MS therapy [55]. This indicates CCL25 as a risk factor for MS,
which is revealed in this study as well (OR: 1.085, 95% CI: 1.011–1.165, p = 2.42 × 10−2,
adjusted p_adj_bon = 1, p_adj_fdr = 0.307) and suggests its potential as a biomarker and
therapeutic target of MS.

As a tiny protein, CXCL10 is an “inflammatory” chemokine that attaches to CXCR3 and
enables immune response via leukocyte activation and recruitment, including eosinophils,
T cells, NK cells, and monocytes [56]. Specimens of cerebrospinal fluid (CSF) were obtained
from active MS patients and CXCL10 exhibited a higher level than those from the patients
with non-inflammatory symptoms, according to the report of Sørensen et al. [57]. In
these MS patients, CXCR3 was found to be expressed in over 90% of T cells from CSF, a
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substantially larger percentage than those T cells from peripheral blood. Previous studies
have confirmed that the CXCL10/CXCR3 axis plays a critical role in MS patients [57–59].
In another study, Sørensen et al. [60] discovered that the CSF from MS patients contained
significant CXCL10 levels, in line with the presence of more leukocytes. Furthermore,
Comini-Frota et al. [61] discovered that the levels of serum CXCL10 were elevated among
MS patients in comparison to the normal group. Here, our results also demonstrated
that elevated CXCL10 levels were a risk factor of MS (OR: 1.231, 95% CI: 1.057–1.433,
p = 7.49 × 10−3, adjusted p_adj_bon = 0.682, p_adj_fdr = 0.227), which is in line with the
previous results.

There are a number of studies that have shown that administration of neurotrophic
factors improves the survival of injured neurons in models of neuronal injury [62,63]. Neu-
rotrophic factors show promise in promoting functional recovery following demyelination
or nerve injury, making them good candidates in the study of MS to unveil pathogenesis
and explore new treatment. Transplanted fibroblasts expressing BDNF or NT3 in adult rats
with spinal cord injury could lead to improved myelin formation, OPC (oligodendrocyte
progenitor cell) proliferation, and axonal growth [64]. When Schwann cells expressing
BDNF or NT3 were transplanted into the spinal cord of demyelinated mice, they showed
similar recovery of motor function [65]. The neuroglial cell-lineage-derived neurotrophic
factor (GDNF) families, including NRTN, have been reported to play key roles in the
maturation of neuromuscular synapses during development and post-nerve injury regener-
ation [66]. The results of this study suggest that NRTN has a potential protective effect on
MS (OR: 0.815, 95% CI: 0.689–0.964, 1.68 × 10−2, adjusted p_adj_bon = 1, p_adj_fdr = 0.307),
which is consistent with the above-mentioned results from the research of GDNF families.
However, the underlying mechanism by which NRTN influences MS needs to be further
investigated in future studies.

This study employed MR analysis to evaluate the causal relationship between circulat-
ing inflammatory proteins and MS. This approach was selected to minimize confounding
factors and potential reverse causation in causal inference. Genetic variants associated
with these proteins were derived from recent GWAS meta-analyses, ensuring robust in-
strumental strength in MR analysis. The regression intercept tests of MR-PRESSO and
MR-Egger were completed to determine multiplicity levels. To reduce the potential for
bias, we applied a two-sample MR framework with outcome pooled data and exposure
that does not overlap.

However, this study is subject to a few limitations. First, the exclusion of horizontal
pleiotropy and IV assumptions were the specific assumptions integrated by the MR anal-
ysis. Sensitivity analyses were conducted to tackle these concerns. However, we cannot
completely eliminate the possibility of unmeasured pleiotropy or confounders. Second,
our research only involved individuals of European descent, potentially restricting the
applicability of our conclusions to other demographic groups. Third, the obtained p-values
are quite low, and no causal connection of circulating inflammatory proteins with MS
had statistical significance in the wake of applying bon correction and fdr correction. The
stringent parameters utilized in our analysis may have contributed to the false negative
outcomes. Further studies on larger samples to confirm these findings are needed.

5. Conclusions

This study evaluated the potential causal relationship between 91 circulating inflam-
matory proteins and the risk of MS. We identified the plasma proteins CCL25 and CCL10
as being associated with an increased risk of MS, whereas NRTN was associated with a
reduction in MS risk. However, only weak associations of inflammatory molecules and MS
risk were found in our data, which did not survive bon and fdr correction. Therefore, fur-
ther studies on larger samples are needed. The findings highlight that these inflammatory
proteins in circulation are closely associated with MS to a certain extent, although they may
not be the direct cause of MS. More research is needed to further substantiate these findings
and investigate additional possible mechanisms for the association between inflammatory
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proteins and the risk of MS. However, the implications of these results are still significant
for future studies in providing a research direction of deciphering the involvement of
inflammation in MS and could help the development of new therapies of MS by targeting
specific inflammatory pathways.
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instruments of multiple sclerosis for effect on 91 plasma proteins.

Author Contributions: X.L. wrote the draft; Z.D. and S.Q. helped review and edit the manuscript;
P.W. prepared tables and pictures; J.W. and J.Z. proposed the idea and designed the structure. All
authors have read and agreed to the published version of the manuscript.

Funding: This study is financially supported by the Science and Technology Department of Shaanxi
Province (2022KXJ-019): Scientist + engineer team construction for Research and development and
application of Integrated Chinese and Western Medicine in diagnosis and treatment of difficult
thyroid diseases, China; Shanxi Central Administration Bureau (2022-SLRH-LG-005), “Double Chain
Integration” Research and Innovation Team of Chinese and Western Integrated Thyroid Disease
Diagnosis and Treatment, China; Science and Technology Department of Shanxi Province (2023-ZLSF-
56), Joint Research and Development of hospital preparations for Hashimoto thyroiditis, Exploration
of therapeutic mechanism and Formulation of TCM diagnosis and treatment Plan, China.

Institutional Review Board Statement: This research has been conducted using published studies
and consortia providing publicly available summary statistics. All original studies have been ap-
proved by the corresponding ethical review board. In addition, no individual-level data were used in
this study. Therefore, no new ethical review board approval was required.

Informed Consent Statement: The participants have provided informed consent.

Data Availability Statement: Data are available in a publicly accessible repository. The original data
used in the study are openly available in GWAS Catalog (ebi.ac.uk): https://www.ebi.ac.uk/gwas/
(accessed on 1 June 2024) and https://gwas.mrcieu.ac.uk/ (accessed on 1 June 2024).

Acknowledgments: We would like to express our gratitude to UK biobank dataset and Finngen
study for their generosity of openly sharing their data.

Conflicts of Interest: The authors declare no conflicts of interest.

References
1. Coclitu, C.; Constantinescu, C.S.; Tanasescu, R. The future of multiple sclerosis treatments. Expert Rev. Neurother. 2016, 16,

1341–1356. [CrossRef]
2. Harirchian, M.H.; Fatehi, F.; Sarraf, P.; Honarvar, N.M.; Bitarafan, S. Worldwide prevalence of familial multiple sclerosis: A

systematic review and meta-analysis. Mult. Scler. Relat. Disord. 2018, 20, 43–47. [CrossRef] [PubMed]
3. Browne, P.; Chandraratna, D.; Angood, C.; Tremlett, H.; Baker, C.; Taylor, B.V.; Thompson, A.J. Atlas of Multiple Sclerosis 2013: A

growing global problem with widespread inequity. Neurology 2014, 83, 1022–1024. [CrossRef] [PubMed]
4. Mandoj, C.; Renna, R.; Plantone, D.; Sperduti, I.; Cigliana, G.; Conti, L.; Koudriavtseva, T. Anti-annexin antibodies, cholesterol

levels and disability in multiple sclerosis. Neurosci. Lett. 2015, 606, 156–160. [CrossRef] [PubMed]
5. Voumvourakis, K.I.; Fragkou, P.C.; Kitsos, D.K.; Foska, K.; Chondrogianni, M.; Tsiodras, S. Human herpesvirus 6 infection as a

trigger of multiple sclerosis: An update of recent literature. BMC Neurol. 2022, 22, 57. [CrossRef]
6. Kamphuis, W.W.; Derada Troletti, C.; Reijerkerk, A.; Romero, I.A.; de Vries, H.E. The blood-brain barrier in multiple sclerosis:

microRNAs as key regulators. CNS Neurol. Disord. Drug Targets 2015, 14, 157–167. [CrossRef] [PubMed]
7. Garg, N.; Smith, T.W. An update on immunopathogenesis, diagnosis, and treatment of multiple sclerosis. Brain Behav. 2015, 5,

e00362. [CrossRef]
8. Ward, M.; Goldman, M.D. Epidemiology and Pathophysiology of Multiple Sclerosis. Continuum 2022, 28, 988–1005. [CrossRef]

[PubMed]
9. Dutra, R.C.; Moreira, E.L.; Alberti, T.B.; Marcon, R.; Prediger, R.D.; Calixto, J.B. Spatial reference memory deficits precede motor

dysfunction in an experimental autoimmune encephalomyelitis model: The role of kallikrein-kinin system. Brain Behav. Immun.
2013, 33, 90–101. [CrossRef]

10. GBD 2016 Multiple Sclerosis Collaborators. Global, regional, and national burden of multiple sclerosis 1990–2016: A systematic
analysis for the Global Burden of Disease Study 2016. Lancet Neurol. 2019, 18, 269–285. [CrossRef]

173



Brain Sci. 2024, 14, 833

11. Walton, C.; King, R.; Rechtman, L.; Kaye, W.; Leray, E.; Marrie, R.A.; Robertson, N.; La Rocca, N.; Uitdehaag, B.; van der Mei,
I.; et al. Rising prevalence of multiple sclerosis worldwide: Insights from the Atlas of MS, third edition. Mult. Scler. 2020, 26,
1816–1821. [CrossRef] [PubMed]

12. Sun, Y.; Yu, H.; Guan, Y. Glia Connect Inflammation and Neurodegeneration in Multiple Sclerosis. Neurosci. Bull. 2023, 39,
466–478. [CrossRef] [PubMed]

13. Rauf, A.; Badoni, H.; Abu-Izneid, T.; Olatunde, A.; Rahman, M.M.; Painuli, S.; Semwal, P.; Wilairatana, P.; Mubarak, M.S.
Neuroinflammatory Markers: Key Indicators in the Pathology of Neurodegenerative Diseases. Molecules 2022, 27, 3194. [CrossRef]
[PubMed]

14. Schain, M.; Kreisl, W.C. Neuroinflammation in Neurodegenerative Disorders-a Review. Curr. Neurol. Neurosci. Rep. 2017, 17, 25.
[CrossRef] [PubMed]

15. Liu, Z.; Cheng, X.; Zhong, S.; Zhang, X.; Liu, C.; Liu, F.; Zhao, C. Peripheral and Central Nervous System Immune Response
Crosstalk in Amyotrophic Lateral Sclerosis. Front. Neurosci. 2020, 14, 575. [CrossRef] [PubMed]

16. Tehrani, A.R.; Gholipour, S.; Sharifi, R.; Yadegari, S.; Abbasi-Kolli, M.; Masoudian, N. Plasma levels of CTRP-3, CTRP-9 and
apelin in women with multiple sclerosis. J. Neuroimmunol. 2019, 333, 576968. [CrossRef] [PubMed]

17. Grzegorski, T.; Iwanowski, P.; Kozubski, W.; Losy, J. The alterations of cerebrospinal fluid TNF-alpha and TGF-beta2 levels in
early relapsing-remitting multiple sclerosis. Immunol. Res. 2022, 70, 708–713. [CrossRef] [PubMed]

18. Evans, D.M.; Davey Smith, G. Mendelian Randomization: New Applications in the Coming Age of Hypothesis-Free Causality.
Annu. Rev. Genom. Hum. Genet. 2015, 16, 327–350. [CrossRef]

19. Davey Smith, G.; Hemani, G. Mendelian randomization: Genetic anchors for causal inference in epidemiological studies. Hum.
Mol. Genet. 2014, 23, R89–R98. [CrossRef]

20. Emdin, C.A.; Khera, A.V.; Kathiresan, S. Mendelian Randomization. Jama 2017, 318, 1925–1926. [CrossRef] [PubMed]
21. Larsson, S.C.; Butterworth, A.S.; Burgess, S. Mendelian randomization for cardiovascular diseases: Principles and applications.

Eur. Heart J. 2023, 44, 4913–4924. [CrossRef]
22. Teumer, A.; Chaker, L.; Groeneweg, S.; Li, Y.; Di Munno, C.; Barbieri, C.; Schultheiss, U.T.; Traglia, M.; Ahluwalia, T.S.; Akiyama,

M.; et al. Genome-wide analyses identify a role for SLC17A4 and AADAT in thyroid hormone regulation. Nat. Commun. 2018, 9,
4455. [CrossRef]

23. Shungin, D.; Winkler, T.W.; Croteau-Chonka, D.C.; Ferreira, T.; Locke, A.E.; Mägi, R.; Strawbridge, R.J.; Pers, T.H.; Fischer, K.;
Justice, A.E.; et al. New genetic loci link adipose and insulin biology to body fat distribution. Nature 2015, 518, 187–196. [CrossRef]
[PubMed]

24. International Multiple Sclerosis Genetics Consortium. Multiple sclerosis genomic map implicates peripheral immune cells and
microglia in susceptibility. Science 2019, 365, eaav7188. [CrossRef]

25. Zhao, J.H.; Stacey, D.; Eriksson, N.; Macdonald-Dunlop, E.; Hedman, Å.K.; Kalnapenkis, A.; Enroth, S.; Cozzetto, D.; Digby-Bell, J.;
Marten, J.; et al. Genetics of circulating inflammatory proteins identifies drivers of immune-mediated disease risk and therapeutic
targets. Nat. Immunol. 2023, 24, 1540–1551. [CrossRef]

26. Bowden, J.; Davey Smith, G.; Burgess, S. Mendelian randomization with invalid instruments: Effect estimation and bias detection
through Egger regression. Int. J. Epidemiol. 2015, 44, 512–525. [CrossRef]

27. Bowden, J.; Davey Smith, G.; Haycock, P.C.; Burgess, S. Consistent Estimation in Mendelian Randomization with Some Invalid
Instruments Using a Weighted Median Estimator. Genet. Epidemiol. 2016, 40, 304–314. [CrossRef] [PubMed]

28. Burgess, S.; Scott, R.A.; Timpson, N.J.; Davey Smith, G.; Thompson, S.G. Using published data in Mendelian randomization: A
blueprint for efficient identification of causal risk factors. Eur. J. Epidemiol. 2015, 30, 543–552. [CrossRef] [PubMed]

29. Burgess, S.; Butterworth, A.; Thompson, S.G. Mendelian randomization analysis with multiple genetic variants using summarized
data. Genet. Epidemiol. 2013, 37, 658–665. [CrossRef]

30. Hartwig, F.P.; Davey Smith, G.; Bowden, J. Robust inference in summary data Mendelian randomization via the zero modal
pleiotropy assumption. Int. J. Epidemiol. 2017, 46, 1985–1998. [CrossRef] [PubMed]

31. Glickman, M.E.; Rao, S.R.; Schultz, M.R. False discovery rate control is a recommended alternative to Bonferroni-type adjustments
in health studies. J. Clin. Epidemiol. 2014, 67, 850–857. [CrossRef] [PubMed]

32. Burgess, S.; Davey Smith, G.; Davies, N.M.; Dudbridge, F.; Gill, D.; Glymour, M.M.; Hartwig, F.P.; Kutalik, Z.; Holmes, M.V.;
Minelli, C.; et al. Guidelines for performing Mendelian randomization investigations: Update for summer 2023. Wellcome Open
Res. 2019, 4, 186. [CrossRef]

33. Burgess, S.; Dudbridge, F.; Thompson, S.G. Combining information on multiple instrumental variables in Mendelian randomiza-
tion: Comparison of allele score and summarized data methods. Stat. Med. 2016, 35, 1880–1906. [CrossRef]

34. Yavorska, O.O.; Burgess, S. MendelianRandomization: An R package for performing Mendelian randomization analyses using
summarized data. Int. J. Epidemiol. 2017, 46, 1734–1739. [CrossRef]

35. Slob, E.A.W.; Burgess, S. A comparison of robust Mendelian randomization methods using summary data. Genet. Epidemiol. 2020,
44, 313–329. [CrossRef]

36. Greco, M.F.; Minelli, C.; Sheehan, N.A.; Thompson, J.R. Detecting pleiotropy in Mendelian randomisation studies with summary
data and a continuous outcome. Stat. Med. 2015, 34, 2926–2940. [CrossRef]

37. Burgess, S.; Bowden, J.; Fall, T.; Ingelsson, E.; Thompson, S.G. Sensitivity Analyses for Robust Causal Inference from Mendelian
Randomization Analyses with Multiple Genetic Variants. Epidemiology 2017, 28, 30–42. [CrossRef]

174



Brain Sci. 2024, 14, 833

38. Hemani, G.; Tilling, K.; Davey Smith, G. Orienting the causal relationship between imprecisely measured traits using GWAS
summary data. PLoS Genet. 2017, 13, e1007081.

39. Huang, J.; Khademi, M.; Fugger, L.; Lindhe, Ö.; Novakova, L.; Axelsson, M.; Malmeström, C.; Constantinescu, C.; Lycke, J.;
Piehl, F.; et al. Inflammation-related plasma and CSF biomarkers for multiple sclerosis. Proc. Natl. Acad. Sci. USA 2020, 117,
12952–12960. [CrossRef]

40. Ruiz, F.; Vigne, S.; Pot, C. Resolution of inflammation during multiple sclerosis. Semin. Immunopathol. 2019, 41, 711–726. [CrossRef]
[PubMed]

41. Pegoretti, V.; Swanson, K.A.; Bethea, J.R.; Probert, L.; Eisel, U.L.M.; Fischer, R. Inflammation and Oxidative Stress in Multiple
Sclerosis: Consequences for Therapy Development. Oxidative Med. Cell. Longev. 2020, 2020, 7191080. [CrossRef]

42. Jank, L.; Bhargava, P. Relationship Between Multiple Sclerosis, Gut Dysbiosis, and Inflammation: Considerations for Treatment.
Neurol. Clin. 2024, 42, 55–76. [CrossRef]

43. Kuhlmann, T.; Ludwin, S.; Prat, A.; Antel, J.; Brück, W.; Lassmann, H. An updated histological classification system for multiple
sclerosis lesions. Acta Neuropathol. 2017, 133, 13–24. [CrossRef] [PubMed]

44. Popescu, B.F.; Lucchinetti, C.F. Meningeal and cortical grey matter pathology in multiple sclerosis. BMC Neurol. 2012, 12, 11.
[CrossRef]

45. Hedegaard, C.J.; Krakauer, M.; Bendtzen, K.; Lund, H.; Sellebjerg, F.; Nielsen, C.H. T helper cell type 1 (Th1), Th2 and Th17
responses to myelin basic protein and disease activity in multiple sclerosis. Immunology 2008, 125, 161–169. [CrossRef]

46. Fahmi, R.M.; Ramadan, B.M.; Salah, H.; Elsaid, A.F.; Shehta, N. Neutrophil-lymphocyte ratio as a marker for disability and
activity in multiple sclerosis. Mult. Scler. Relat. Disord. 2021, 51, 102921. [CrossRef]

47. Meuth, S.G.; Simon, O.J.; Grimm, A.; Melzer, N.; Herrmann, A.M.; Spitzer, P.; Landgraf, P.; Wiendl, H. CNS inflammation and
neuronal degeneration is aggravated by impaired CD200-CD200R-mediated macrophage silencing. J. Neuroimmunol. 2008, 194,
62–69. [CrossRef]

48. Qiuping, Z.; Jei, X.; Youxin, J.; Wei, J.; Chun, L.; Jin, W.; Qun, W.; Yan, L.; Chunsong, H.; Mingzhen, Y.; et al. CC chemokine ligand
25 enhances resistance to apoptosis in CD4+ T cells from patients with T-cell lineage acute and chronic lymphocytic leukemia by
means of livin activation. Cancer Res. 2004, 64, 7579–7587. [CrossRef]

49. Wu, X.; Sun, M.; Yang, Z.; Lu, C.; Wang, Q.; Wang, H.; Deng, C.; Liu, Y.; Yang, Y. The Roles of CCR9/CCL25 in Inflammation and
Inflammation-Associated Diseases. Front. Cell Dev. Biol. 2021, 9, 686548. [CrossRef] [PubMed]

50. Wu, W.; Doan, N.; Said, J.; Karunasiri, D.; Pullarkat, S.T. Strong expression of chemokine receptor CCR9 in diffuse large B-cell
lymphoma and follicular lymphoma strongly correlates with gastrointestinal involvement. Hum. Pathol. 2014, 45, 1451–1458.
[CrossRef] [PubMed]

51. Kalindjian, S.B.; Kadnur, S.V.; Hewson, C.A.; Venkateshappa, C.; Juluri, S.; Kristam, R.; Kulkarni, B.; Mohammed, Z.; Saxena, R.;
Viswanadhan, V.N.; et al. A New Series of Orally Bioavailable Chemokine Receptor 9 (CCR9) Antagonists; Possible Agents for
the Treatment of Inflammatory Bowel Disease. J. Med. Chem. 2016, 59, 3098–3111. [CrossRef]

52. Zhang, Y.; Han, J.; Wu, M.; Xu, L.; Wang, Y.; Yuan, W.; Hua, F.; Fan, H.; Dong, F.; Qu, X.; et al. Toll-Like Receptor 4 Promotes Th17
Lymphocyte Infiltration Via CCL25/CCR9 in Pathogenesis of Experimental Autoimmune Encephalomyelitis. J. Neuroimmune
Pharmacol. 2019, 14, 493–502. [CrossRef] [PubMed]

53. Braitch, M.; Constantinescu, C.S. The role of osteopontin in experimental autoimmune encephalomyelitis (EAE) and multiple
sclerosis (MS). Inflamm. Allergy Drug Targets 2010, 9, 249–256. [CrossRef]

54. Tubo, N.J.; Wurbel, M.A.; Charvat, T.T.; Schall, T.J.; Walters, M.J.; Campbell, J.J. A systemically-administered small molecule
antagonist of CCR9 acts as a tissue-selective inhibitor of lymphocyte trafficking. PLoS ONE 2012, 7, e50498. [CrossRef]

55. Trivedi, P.J.; Schmidt, C.; Bruns, T. Letter: The therapeutic potential of targeting CCL25/CCR9 in colonic inflammatory bowel
disease-reading between the lines. Aliment. Pharmacol. Ther. 2016, 44, 307–308. [CrossRef] [PubMed]

56. Vazirinejad, R.; Ahmadi, Z.; Kazemi Arababadi, M.; Hassanshahi, G.; Kennedy, D. The biological functions, structure and sources
of CXCL10 and its outstanding part in the pathophysiology of multiple sclerosis. Neuroimmunomodulation 2014, 21, 322–330.
[CrossRef]

57. Sørensen, T.L.; Tani, M.; Jensen, J.; Pierce, V.; Lucchinetti, C.; Folcik, V.A.; Qin, S.; Rottman, J.; Sellebjerg, F.; Strieter, R.M.; et al.
Expression of specific chemokines and chemokine receptors in the central nervous system of multiple sclerosis patients. J. Clin.
Investig. 1999, 103, 807–815. [CrossRef] [PubMed]

58. Simpson, J.E.; Newcombe, J.; Cuzner, M.L.; Woodroofe, M.N. Expression of the interferon-gamma-inducible chemokines IP-10
and Mig and their receptor, CXCR3, in multiple sclerosis lesions. Neuropathol. Appl. Neurobiol. 2000, 26, 133–142. [CrossRef]

59. Balashov, K.E.; Rottman, J.B.; Weiner, H.L.; Hancock, W.W. CCR5(+) and CXCR3(+) T cells are increased in multiple sclerosis and
their ligands MIP-1alpha and IP-10 are expressed in demyelinating brain lesions. Proc. Natl. Acad. Sci. USA 1999, 96, 6873–6878.
[CrossRef]

60. Sørensen, T.L.; Sellebjerg, F.; Jensen, C.V.; Strieter, R.M.; Ransohoff, R.M. Chemokines CXCL10 and CCL2: Differential involvement
in intrathecal inflammation in multiple sclerosis. Eur. J. Neurol. 2001, 8, 665–672. [CrossRef]

61. Comini-Frota, E.R.; Teixeira, A.L.; Angelo, J.P.; Andrade, M.V.; Brum, D.G.; Kaimen-Maciel, D.R.; Foss, N.T.; Donadi, E.A.
Evaluation of serum levels of chemokines during interferon-β treatment in multiple sclerosis patients: A 1-year, observational
cohort study. CNS Drugs 2011, 25, 971–981. [CrossRef] [PubMed]

175



Brain Sci. 2024, 14, 833

62. Yan, Q.; Elliott, J.; Snider, W.D. Brain-derived neurotrophic factor rescues spinal motor neurons from axotomy-induced cell death.
Nature 1992, 360, 753–755. [CrossRef] [PubMed]

63. Mo, L.; Yang, Z.; Zhang, A.; Li, X. The repair of the injured adult rat hippocampus with NT-3-chitosan carriers. Biomaterials 2010,
31, 2184–2192. [CrossRef] [PubMed]

64. Rosenberg, S.S.; Ng, B.K.; Chan, J.R. The quest for remyelination: A new role for neurotrophins and their receptors. Brain Pathol.
2006, 16, 288–294. [CrossRef] [PubMed]

65. McTigue, D.M.; Horner, P.J.; Stokes, B.T.; Gage, F.H. Neurotrophin-3 and brain-derived neurotrophic factor induce oligodendrocyte
proliferation and myelination of regenerating axons in the contused adult rat spinal cord. J. Neurosci. 1998, 18, 5354–5365.
[CrossRef]

66. Baudet, C.; Pozas, E.; Adameyko, I.; Andersson, E.; Ericson, J.; Ernfors, P. Retrograde signaling onto Ret during motor nerve
terminal maturation. J. Neurosci. 2008, 28, 963–975. [CrossRef]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

176



MDPI AG
Grosspeteranlage 5

4052 Basel
Switzerland

Tel.: +41 61 683 77 34

Brain Sciences Editorial Office
E-mail: brainsci@mdpi.com

www.mdpi.com/journal/brainsci

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are

solely those of the individual author(s) and contributor(s) and not of MDPI and/or the editor(s).

MDPI and/or the editor(s) disclaim responsibility for any injury to people or property resulting from

any ideas, methods, instructions or products referred to in the content.





Academic Open 
Access Publishing

mdpi.com ISBN 978-3-7258-2345-1


