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Preface

Molecular modeling is playing a crucial role in chemistry investigations. With the current

developments in computing power, it is possible to achieve large-scale simulations. Molecular

modeling has been applied successfully in many areas of chemistry, e.g., the behavior of liquid

solutions, proteins, DNA, polysaccharides, lipid membranes, crystals, amorphous solids, or any

combination of them; the process of adsorption or desorption at interfaces; protein folding;

self-assembly; etc.

Aside from the widely spread application of molecular modeling, the techniques of simulation

also developed rapidly. Many simulation techniques have emerged, including ab initio molecular

dynamics, polarizable force field, reactive molecular dynamics, machine learning accelerated

simulation, metadynamics, etc.

This reprint includes 13 original papers reporting on molecular simulation works, including

quantum chemistry calculation, molecular dynamic simulation, etc., or combined experiments and

simulation studies. We hope that this collection of research studies can bring inspiration to readers

regarding the application of molecular modeling methods.

Heng Zhang and Shiling Yuan

Editors
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Comparison of H2O Adsorption and Dissociation Behaviors on
Rutile (110) and Anatase (101) Surfaces Based on ReaxFF
Molecular Dynamics Simulation
He Zhou, Heng Zhang and Shiling Yuan *

Key Lab of Colloid and Interface Chemistry, Shandong University, Jinan 250100, China
* Correspondence: shilingyuan@sdu.edu.cn

Abstract: The relationship between structure and reactivity plays a dominant role in water dissocia-
tion on the various TiO2 crystallines. To observe the adsorption and dissociation behavior of H2O,
the reaction force field (ReaxFF) is used to investigate the dynamic behavior of H2O on rutile (110)
and anatase (101) surfaces in an aqueous environment. Simulation results show that there is a direct
proton transfer between the adsorbed H2O (H2Oad) and the bridging oxygen (Obr) on the rutile
(110) surface. Compared with that on the rutile (110) surface, an indirect proton transfer occurs on
the anatase (101) surface along the H-bond network from the second layer of water. This different
mechanism of water dissociation is determined by the distance between the 5-fold coordinated
Ti (Ti5c) and Obr of the rutile and anatase TiO2 surfaces, resulting in the direct or indirect proton
transfer. Additionally, the hydrogen bond (H-bond) network plays a crucial role in the adsorption
and dissociation of H2O on the TiO2 surface. To describe interfacial water structures between TiO2

and bulk water, the double-layer model is proposed. The first layer is the dissociated H2O on the
rutile (110) and anatase (101) surfaces. The second layer forms an ordered water structure adsorbed
to the surface Obr or terminal OH group through strong hydrogen bonding (H-bonding). Affected
by the H-bond network, the H2O dissociation on the rutile (110) surface is inhibited but that on the
anatase (101) surface is promoted.

Keywords: water dissociation; hydrogen bond network; TiO2; ReaxFF; molecular dynamics simulation

1. Introduction

TiO2 is an important photocatalyst in photocatalytic hydrogen production and pho-
tooxidation of organic pollutants [1–3]. The interaction of H2O with TiO2 in an aqueous
environment plays an important role in many practical applications [4]. As a fundamental
process, water splitting is one of the most important chemical reactions [5]. It affects the
reactivity, surface chemistry, and overall performance of the material. For the dissociation
of H2O by the reaction H2O→ OH− + H+, reactive energy is required and gained from the
catalyst or charge transfer [6,7].

Among surfaces relevant to heterogeneous catalysis, rutile and anatase have been
extensively investigated for their interaction with water, owing to their photocatalytic
activity. To study the adsorption and dissociation characteristics of H2O on rutile (110) and
anatase (101) surfaces, extensive research using experiments and theoretical calculations
has been carried out in the past decades [8]. Many scholars confirmed that H2O dissociated
at the Ti5c site on the surface of defect-free rutile (110) [9,10]. Using scanning tunneling
microscopy (STM), Tan et al. indicated that the dissociative state of H2O was more stable
than the molecular state of H2O at the Ti5c site on the rutile (110) surface [11]. Additionally,
the adsorption of H2O on the anatase (101) surface was in the molecular form rather than
the dissociated form under the vacuum condition [12–14].

At the atomic level, it is still a great challenge to characterize the adsorption and
dissociation behavior of H2O on the TiO2 surface under an aqueous environment in ex-

Molecules 2023, 28, 6823. https://doi.org/10.3390/molecules28196823 https://www.mdpi.com/journal/molecules1
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periments. There are still some unsettled fundamental problems and controversies. For
example, the nature of adsorbed water, the extent of H2O dissociation, and the genera-
tion of surface hydroxyl species on the perfect TiO2 surface remain controversial. Some
experimental measurements and theoretical investigations suggested that molecular ad-
sorption mechanism or mixed adsorption mechanisms may occur simultaneously at room
temperature [12,15–19]. Additionally, Ángel et al. directly determined that the terminal
hydroxyl group and the bridge hydroxyl group were easily formed on the anatase TiO2
surface in an aqueous environment [20,21]. Under this circumstance, even in the well-
defined crystal plane, the adsorption and dissociation mechanism of H2O on the TiO2
surface remains incompletely elucidated [16]. Therefore, it is still necessary to clarify the
adsorption and dissociation behavior of H2O on the TiO2 surface in the real environment.

In the real environment, there is an intermolecular interaction between adsorbed and
non-adsorbed H2O in bulk water. By the first-principle calculation, double or triple layers
of water can be found on TiO2 surfaces [22,23]. Additionally, some in situ experiments
were also carried out. Using STM measurement, Tan et al. confirmed that the interfacial
H-bond facilitated the dehydrogenation of H2O on the rutile (110) surface [11]. Yang et al.
found that the dissociation of H2O on the rutile (110) surface was suppressed at high
coverage [24,25]. However, the probability of H2O dissociation on the anatase (101) surface
remained constant with the increase in H2O coverage [26]. An STM experiment showed
that the H-bond network on the anatase (001) surface promoted hydrolysis dissociation [27].
However, the role of the H-bond network in H2O dissociation on rutile (110) and anatase
(101) surfaces has not been completely revealed yet. Hence, it is essential to explore the
role of the H-bond network on H2O adsorption and dissociation on rutile (110) and anatase
(101) surfaces.

As mentioned above, there are still two problems that need to be solved. One is the
adsorption and dissociation mechanism of H2O on H2O–TiO2 interfaces in an aqueous
environment. The other is that the water structure formed on TiO2 surfaces may be
affected by the strength of H-bonding. For this purpose, reactive molecular dynamics
(RMD) with ReaxFF is employed to study the atomic and molecular behavior of H2O on
H2O–TiO2 heterogeneous interaction in an aqueous environment. Here, we demonstrate
the significance of subtle surface structures in water dissociation on rutile and anatase TiO2
in aqueous environments. This study will offer strategies to achieve efficient catalysis via
matching proper surface structures with targeted reaction characteristics. Additionally, the
double-layer model is proposed to describe the water structure on rutile (110) and anatase
(101) surfaces theoretically. The result shows that the two problems mentioned above are
illustrated clearly.

The rest of the paper is organized as follows. Section 3 introduces the main methods
such as the ReaxFF force field. The results and discussion are given in Section 2. The
conclusions are summarized in Section 4.

2. Results and Discussion
2.1. Adsorption and Dissociation Mechanism of H2O on Rutile (110)

Among various rutile surfaces, rutile (110) is the most stable one and it is widely
discussed [28]. Figure 1 shows the RMD simulation snapshot of the water distribution with
the coverage of 2.0 ML on the rutile (110) surface. Here, the adsorption and dissociation of
H2O at the Ti5c site are observed. In Figure 1, the blue ball represents the dissociated H2O
at the Ti5c site. As shown in Figure 2a,c, the result shows that the mixed state containing
the molecular and dissociative adsorption of H2O on the rutile (110) surface is favorable.
For molecular adsorption, the O atom of H2Oad forms a coordination bond with the surface
Ti5c atom, and the length of the Ti5c-Oad bond is 2.29 Å in Figure 2a. The terminal H2Oad
forms an intermolecular H-bond with the surface Obr, in which the distance of the H-bond
is 1.35 Å. The interfacial H-bond can effectively assist proton transfer and exchange across
the surface. Figure 2b shows that the generated OH group (OHad) is stably adsorbed at the
Ti5c site, where the length of the Ti5c-O bond is 1.80 Å. This result is consistent with other
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research using STM experiments and DFT calculations [11,29]. For dissociative adsorption,
the terminal free H2O (H2Of) can easily combine with the surface Obr, resulting in a free
OH group (OHf) and an ObrH, as shown in Figure 2c,d. The formation of ObrH promotes
the dissociation of H2Of. Subsequently, the generated OHf group is stably adsorbed at the
adjacent Ti5c site with the length of the Ti5c-O bond being 2.04 Å. Alternatively, the OHf
group recombines with the ObrH. Additionally, the indirect dissociation mechanism is also
observed on the rutile (110) surface. As shown in Figure 2e,f, the H2O in the second layer
donates an H-bond to an adjacent Obr and transfers its proton to the Obr. Simultaneously,
the H2O in the second layer receives a proton from the H2Oad at the Ti5c site. This is
consistent with other results of DFT studies [30]. However, this indirect proton transfer
involves at least two proton transfers, whose sequential occurrence is less likely than the
direct proton transfer between the H2Oad and the surface Obr.
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Figure 2. Snapshots of H2O adsorption and dissociation on the rutile (110) surface: (a,b) represent
direct dissociation of the H2Oad molecule at the Ti5c site; (c,d) represent the dissociation and adsorp-
tion process of H2Of molecule at the Ti5c site; (e,f) represent the indirect dissociation of H2Oad at the
Ti5c site. Red, grey and pink balls represent O, Ti and H atoms, respectively.

To manifest the interfacial character more clearly, Figure 3 shows the radial distribution
function (RDF) of Ti5c-Ow (Ow represents the O from H2O) at the coverage of 3.0 ML. The
first peak of r(Ti5c-Ow) is about ~1.85 Å, which corresponds to terminal hydroxyl groups

3
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(OHad) from dissociative H2O molecules on the rutile (110) surface. The second peaks of
r(Ti5c-Ow) appear at about ~3.55 Å and ~3.75 Å. They correspond to the H2O in the second
layer connected with the surface Obr and terminal OH through the H-bond network. The
water above the second layer can be regarded as bulk water. These results are consistent
with the simulation data obtained by Předota et al. [31]. They observed the first layer of
oxygen from the terminal OH group at the top of Ti5c sites with a distance of ~1.9–2.4 Å,
and the second layer of water appears at about ~3.8 Å. The double-layered structure of
water is also obtained by Mamontov and co-workers [32,33]. As illustrated on the right of
Figure 3, the dashed red line represents the H-bond network between the second layer of
water and surface Obr or OH groups, which affects water dissociation.
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Figure 3. On the left is the RDF of Ti5c-O. On the right is the cartoon illustration of the H-bond
network on the rutile TiO2 (110) surface. The red dotted line represents the enhanced H-bond between
the first layer and the second layer of water, and the black dotted line represents the H-bond of
ordinary H2O-H2O.

To investigate the effects of the H-bond network for H2O dissociation on the rutile
(110) surface, the RMD simulation under different initial coverage is shown in Figure 4a,b.
The result shows that the amount of water dissociation (AWD) reaches a maximum value
at 1.5 ML coverage with the increase in water coverage. The result is consistent with the
previous ab initio MD simulation by Bandura et al. [34]. The possible reason is that the
H-bond network formed by the second layer of water inhibits the direct dissociation of H2O
to a certain extent. At low coverage (<1.5 ML), there is a direct proton transfer between the
terminal H2Oad molecule and a nearby surface Obr. At higher coverage (>1.5 ML), H2O
in the second layer shares the H-bonding with the surface Obr and OH group. The direct
dissociation of H2Oad is inhibited because the surface Obr is occupied by the H2O in the
second layer. However, the possibility of H2Oad dissociation via the indirect proton transfer
is relatively low. This demonstrates that the dissociation of H2O will be suppressed at high
coverage on the rutile (110) surface. These results confirm the observation results of the
STM experiment by Yang et al. [24]. They suggested that the reaction of H2O dissociation
was strongly suppressed as the coverage of water increases on the rutile (110) surface.
Through the statistics and ensemble averaging of these microscopic processes, our RMD
results predict macroscopic properties well.
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Figure 4. (a) The amount of water dissociation varies with time under the different coverage. (b) The
AWD changes with the coverage of water on the rutile (110) surface.

2.2. Adsorption and Dissociation Mechanism of H2O on Anatase (101)

Anatase (101) is the lowest-energy surface of the anatase TiO2 polymorph [35]. Figure 5
shows the equilibrium trajectory snapshot of the water distribution over anatase (101) at
the coverage of 2.0 ML, in which the blue ball represents the dissociated H2O at the Ti5c site.
As shown in Figure 6a, the simulation result shows that molecular adsorption is favorable
on the anatase (101) surface, which matches with the observation in the experimental
result [12]. For molecular adsorption, the O atom of H2Oad forms a coordination bond
with the surface Ti5c atom, and the length of Ti5c-Oad is 2.03 Å in Figure 6a. The H2O in
the second layer shares the H-bond with both the H2Oad and surface Obr, and forms a
water layer in close contact with bulk water. The simulated snapshot in Figure 6b describes
the dissociation progress of H2Oad on the anatase (101) surface. The H2O in the second
layer provides a cascaded channel for the proton transfer from the H2Oad to the surface
Obr. The RMD simulation result is consistent with the DFT calculation by Selloni et al. [18].
However, during the reaction on the anatase (101) surface, no direct proton transfer is
observed between the terminal H2Oad molecule and a nearby surface Obr. This behavior is
contrary to that of the rutile (110) surface investigated in this paper. As shown in Figure 6a
and Figure S3, the H-bond between the H2Oad and the H2O in the second layer is 1.52 Å,
and that between H2Oad and the nearby Obr is 2.50 Å. The larger distance between H2Oad
and the Obr site makes the direct proton transfer unfavorable on the anatase (101) surface,
which is consistent with the calculation result by others [18,36]. The varied behavior of the
water dissociation is found to be related to the subtle structure difference of surface Ti5c and
Obr sites on rutile (110) and anatase (101). As shown in Figure 7a,b, the rutile (110) surface
is flat with Obr or Obr

2− bound to 6-fold-coordinated Ti cations and is projected out of the
surface plane, whereas the anatase (101) surface has a terraced structure and exposes Obr or
Obr

2− at the step edge. The distance between Ti5c and Obr is about 3.55–3.56 Å on the rutile
(110) surface, while that distance is about 3.85 Å on the anatase (101) surface. The larger
distance between Ti5c and Obr makes the transfer of H atom from H2Oad to Obr difficult
on the anatase (101) surface. Therefore, for the dissociation of H2Oad on the anatase (101)
surface, it is necessary to assist proton transfer through the H-bond network.

In order to illustrate interfacial characteristics more clearly, Figure 8 shows the RDF of
Ti5c-Ow on the anatase (101) surface at the coverage of 3.0 ML. The first peak of r(Ti5c-Ow)
is estimated at ~1.85 Å, corresponding to the terminal OHad group. The second peak of
r(Ti5c-Ow) appears at about ~3.85 Å, which corresponds to the second layer of H2O. The
H2O in the second layer is connected to the surface Obr and terminal OH group through
the H-bond network. As shown in Figure 8, the dashed red line represents the H-bond
network between the first layer and the second layer of water. The water above the second
layer can be regarded as bulk water. The double-layer model explains the experimental
and theoretical results well [37–39]. These results are consistent with the simulation data
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obtained by Sumita and co-workers [39]. They showed that the O atom in the first layer
was consistent with dissociated H2Oad at the Ti5c site, and the RDF of the first peak was at
~1.82 Å by DFT.
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Figure 6. Snapshots of H2O adsorption and dissociation on the anatase (101) surface: (a) the molecular
adsorption of H2Oad at the Ti5c site, and (b) the indirect dissociation of H2Oad at the Ti5c site.
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Figure 8. On the left is the RDF of Ti5c-O. On the right is the cartoon illustration of the H-bond
network on the anatase TiO2 (101) surface. The red dotted line represents the enhanced H-bond
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of ordinary H2O-H2O.

To investigate the effect of the H-bond network for H2O dissociation on the anatase
(101) surface, Figure 9a,b exhibit the change of the AWD with different initial coverage in the
RMD simulation. However, it is worth noting that the AWD monotonically increases with
the increase in coverage. The result suggests that the H2O in the second layer participates
in and assists the dissociation of H2Oad. This phenomenon is contrary to the results of the
rutile (110) surface studied in this paper. The main reason is that the dissociation of H2O
happens in different ways on rutile (110) and anatase (101) surfaces. The dissociation of
H2O on rutile (110) is mainly driven by the proton transfer directly to the surface Obr, and
the H-bond network between the first layer of water and the second layer of water may
greatly reduce the dissociation of H2O, while the indirect proton transfer on the anatase
(101) surface needs to be assisted by the H2O in the second layer.
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2.3. The Roles of the H-Bond Network in Water Dissociation

As discussed above, the H-bond network, which is ubiquitous in a practical aqueous
environment, plays a crucial role in the dissociation of H2O on rutile (110) and anatase
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(101) surfaces. This paper suggests the double-layer model on rutile (110) and anatase
(101) surfaces: the first layer is the dissociated H2Oad at the Ti5c site, and the second layer
is defined as the H2O adsorbed onto the Obr or terminal OH group through H-bonding.
Simulated snapshots in Figure 10a,b show the ordered H-bond network geometry of the
second layer of water on the rutile (110) surface at 2.6 ps and the anatase (101) surface at
3.5 ps, respectively. It is observed that the H2O in the second layer adsorbed on Obr through
strong H-bonding interaction. To further understand the effect of strong H-bonding in
the dissociation of H2O on TiO2 surfaces, this paper goes on to investigate the property of
the H-bond network in the second layer of water. Figure 10c,d and Figure 11a show the
RDFs of O-H on the rutile (110) surface, anatase (101) surface, and bulk water, respectively.
The first peak represents the distance of the intramolecular O-H bond. The second peak of
r(O-H) corresponds to the strong H-bonding between the H2O in the second layer and the
surface Obr or terminal OH group. For convenience, the second peak of r(O-H) is labeled
as r2(Oad-Hw). As shown in Figure 10c,d, the r2(Oad-Hw) of rutile (110) and anatase (101)
is about ~1.63 Å. For comparison, the r2(Oad-Hw) in bulk water is estimated at ~1.78 Å in
Figure 11a. The shorter r2(Oad-Hw) on rutile (110) and anatase (101) surfaces suggests a
stronger H-bonding interaction between the H2O in the second layer and the surface Obr
or terminal OH group.
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Figure 10. (a) A simulated snapshot of local water distribution at 2.6 ps on the rutile (110) surface
with the coverage of 3.0 ML; (b) a simulated snapshot of local water distribution at 3.5 ps on the
anatase (101) surface with the coverage of 3.0 ML; (c,d) RDFs of O-H on rutile (110) and anatase (101)
surfaces, respectively.

Figure 11b–d, respectively, calculate the RDFs of O-O on the rutile (110) surface,
anatase (101) surface, and bulk water. The first peak of r(O-Ow) represents the distance
from the surface Obr or Oad to the H2O in the second layer on rutile (110) and anatase
(101) surfaces. As shown in Figure 11b, the first peak of r(Ow-Ow) is located at about
~2.78 Å in the bulk water, which is in accord with the experimental measurement and
DFT calculations [40,41]. Compared with that in the bulk water, the first peak of r(O-Ow)
on rutile (110) is estimated at ~2.68 Å in Figure 11c, and that on anatase (101) is about
~2.63 Å in Figure 11d. The shorter r(O-Ow) indicates the strong interaction between the

8



Molecules 2023, 28, 6823

H2O in the second layer and the surface Obr or OH group on rutile (110) and anatase (101)
surfaces. Therefore, the H-bonding between the surface Obr or terminal OH group and the
second layer of water appears to be stronger than the H-bonding of ordinary H2O-H2O in
bulk water.
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Figure 11. RDFs of (a) Ow-Hw in bulk water; (b) Ow-Ow in bulk water; (c) O-Ow on the rutile (110)
surface; and (d) O-Ow on the anatase (101) surface.

Figure 12 shows the change of surface Obr and Oad atomic charge during the reaction
process. As illustrated in Figure 12a,d, the mean charge of surface Obr atoms is close to
−0.65 e on the rutile (110) surface, and that on the anatase (101) surface is about −0.70 e
before the dissociation reaction of H2O. As shown in Figure 12b,c,e,f, the mean charge of Obr
and Oad atoms dramatically decreases until the reaction is completed. The charge of surface
Obr and Oad atoms is roughly stable after the reaction. The mean charge of Obr and Oad on
rutile (110) is −0.77 e and that on anatase (101) is about −0.80 e. In Figure 12c,f, surface Obr
and Oad atoms are more electron-rich than Ow in bulk water (−0.71 e). Correspondingly, the
polarization of surface Obr and Oad is enhanced. It is indicated that the strong H-bonding
between the surface Obr or Oad group and the second layer of water is formed. These
results provide insights to reveal the role of the H-bond network for water dissociation on
rutile (110) and anatase (101) surfaces. More specifically, the H-bond network inhibits the
dissociation of H2O at high coverage on the rutile (110) surface. But the H-bond network
may facilitate the dissociation of H2O by linking the proton transfer channel on the anatase
(101) surface.
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Figure 12. Snapshot views of the local structures of the rutile (110) surface: (a) before the interaction
at 0 ps, (b) after the reaction occurs at 10 ps, and (c) after the reaction occurs at 200 ps with the
coverage of 1.5 ML. Snapshot views of the local structures of the anatase (101) surface: (d) before the
interaction at 0 ps, (e) after the reaction occurs at 10 ps, and (f) after the reaction occurs at 200 ps with
the coverage of 1.5 ML. The atom is colored by charge. Green, yellow and blue balls represent O
atoms. Smaller and bigger brown balls represent H and Ti atoms, respectively.

3. Methods

In this paper, molecular dynamic simulation with ReaxFF force field [42,43] is em-
ployed to investigate the behavior of H2O on rutile (110) and anatase (101) surfaces. The
force field parameters are determined from quantum mechanics (QM) based on training
sets and experimental results, which can ensure the accuracy of the RMD simulations.
The ReaxFF method developed by van Duin uses the bond order relation obtained from
the interatomic distance [43,44], which is updated at each RMD or energy minimization
step. It allows continuous bond dissociation for all orders at the same time. Therefore, the
ReaxFF can be used to describe chemical reactions, including bond formation and bond
breaking [42].

In the ReaxFF reactive force field, the total (system) energy is given by [45]

Esystem = Ebond + Eover + Eunder + Elp + Eval + EvdWaals + Ecoulomb (1)

The terms in Equation (1) include bond energies (Ebond), the energy to penalize over-
coordination of atoms (Eover), the energy to stabilize under-coordination of atoms (Eunder),
lone-pair energies (Elp), valence-angle energies (Eval), van der Waals interactions (Evdwaals)
and terms to handle nonbonded Coulomb (Ecoulomb), respectively.

This paper employs the Ti/O/H ReaxFF interatomic potential, which is developed
by Kim et al. [45]. The force field is carefully used and validated in previous research on
the H2O–TiO2 interface [46–49]. Using the large-scale atomic/molecular massively parallel
simulator (LAMMPS) package [50,51], the RMD calculation with ReaxFF is capable of
simulating systems larger than 106 atoms in nanosecond time scales.

The general flow chart of the molecular dynamics simulation is shown in Figure 13.
Rutile (110) and anatase (101) surfaces are carved from bulk rutile and anatase TiO2 crystals,
respectively. The dimensions of simulation cells are 59.18 Å (x)× 64.97 Å (y) and 67.96 Å (x)
× 61.26 Å (y) for rutile (110) and anatase (101) surfaces in Figure S1a,b, respectively. Cleaved
rutile (110) and anatase (101) surfaces are composed of four-layer TiO2 slabs. Their bottom
two layers are fixed in the bulk configuration to simulate the bulk-like environment. There
are 200 and 216 Ti5c reactive sites on rutile (110) and anatase (101) surfaces, respectively.
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In all discussions that follow, one monolayer (ML) is defined as the number of Ti5c sites
on rutile (110) and anatase (101) surfaces. H2O molecules are placed over rutile (110)
and anatase (101) surfaces with a coverage of 0.25, 0.50, 0.75, 1.0, 1.5, 2.0, and 3.0 ML.
The simulation box is constructed with periodic boundary conditions in both the X and
Y directions. And the fixed boundary condition is applied along the Z direction. To
avoid interaction between H2O and the bottom of TiO2, a reflecting wall is used at the
top of the box along the Z direction. The RMD simulation is performed in the canonical
ensemble (NVT) with the time step of 0.25 fs. The conjugate gradient (CG) approach is
used to minimize energy. During the simulation, the ambient temperature of 300 K is
constantly controlled by the Nosé–Hoover thermostat with a 50 fs damping constant [52].
The velocity Verlet algorithm is employed to calculate Newton’s equation of motion. The
atomic charge is equilibrated at every time step using the QEq (charge equilibration) model.
Ovito is employed to generate snapshots of the simulation. In this paper, all systems reach
equilibration after 200 ps, which can be monitored by the convergence of potential energy
in Figure S2.
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4. Conclusions

In this paper, the ReaxFF RMD simulation is employed to investigate the adsorption
and dissociation mechanisms of H2O on rutile (110) and anatase (101) surfaces in an aqueous
environment. Furthermore, this paper explores the vital role of the H-bond network in
understanding the underlying mechanisms for water dissociation at a deeper level. Here
are several significant findings and conclusions from this paper:

(1) There is a mixed adsorption trend with both molecular and dissociative adsorption
on the rutile (110) surface. Compared with that on the rutile (110) surface, molecular
adsorption is dominant on the anatase (101) surface.

(2) The dissociation of H2O is mainly the direct dissociation on the rutile (110) surface.
The interfacial H-bond between the adsorbed H2Oad molecule and the surface Obr
promotes proton transfer for H2O dissociation on the rutile (110) surface. Compared
with that on the rutile (110) surface, the dissociation of H2O is dominated by indirect
proton transfer on the anatase (101) surface. This different catalytic function is solely
determined by the distance between Ti5c and Obr on the surface, which determines
the behavior of water dissociation.

(3) The H-bond network plays a crucial role in the dissociation of H2O on rutile (110) and
anatase (101) surfaces. At high coverage (>1.5 ML), the H-bond network structure of
the second layer of water on the rutile (110) surface inhibits the dissociation of H2O
to some extent. Compared with that on the rutile (110) surface, the RMD simulation
shows that H-bond could assist the proton transfer on the anatase (101) surface. In an
aqueous environment, the dissociation of H2Oad is promoted by the enhanced H-bond
network structure of the second layer of water on the anatase (101) surface.

Overall, this paper provides a meaningful insight to understand the behavior of H2O
adsorption and dissociation on TiO2 surfaces in an aqueous environment. It is hoped
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that the findings reported here will motivate further experimental and theoretical work to
achieve a complete understanding of this technologically relevant interface.

Supplementary Materials: The following supporting information can be downloaded at: https://
www.mdpi.com/article/10.3390/molecules28196823/s1. Figure S1. Initial models of simulation are
established. (a) H2O molecules on the rutile (110) surface at the coverage of 2.0 ML. (b) H2O molecules
on the anatase (101) surface at the coverage of 2.0 ML. Grey, red, and white balls represent Ti, O, and
H atoms, respectively. The upper H2O is represented by a stick model. Figure S2. The time evolution
of potential energy on (a) the rutile (110) surface and (b) the anatase (101) surface during the NVT
RMD simulation of water dissociation. Figure S3. The molecular absorption of H2O on the anatase
(101) surface.
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Abstract: Piceatannol (PIC) and epigallocatechin gallate (EGCG) are polyphenolic compounds
with applications in the treatment of various diseases such as cancer, but their stability is poor.
β-lactoglobulin (β-LG) is a natural carrier that provides a protective effect to small molecule
compounds and thus improves their stability. To elucidate the mechanism of action of EGCG,
PIC, and palmitate (PLM) in binding to β-LG individually and jointly, this study applied molec-
ular docking and molecular dynamics simulations combined with in-depth analyses including
noncovalent interaction (NCI) and binding free energy to investigate the binding characteristics
between β-LG and compounds of PIC, EGCG, and PLM. Simulations on the binary complexes
of β-LG + PIC, β-LG + EGCG, and β-LG + PLM and ternary complexes of (β-LG + PLM) + PIC,
(β-LG + PLM) + EGCG, β-LG + PIC) + EGCG, and (β-LG + EGCG) + PIC were performed for com-
parison and characterizing the interactions between binding compounds. The results demonstrated
that the co-bound PIC and EGCG showed non-beneficial effects on each other. However, the cen-
trally located PLM was revealed to be able to adjust the binding conformation of PIC, which led to
the increase in binding affinity with β-LG, thus showing a synergistic effect on the co-bound PIC.
The current study of β-LG co-encapsulated PLM and PIC provides a theoretical basis and research
suggestions for improving the stability of polyphenols.

Keywords: polyphenols; palmitate; β-lactoglobulin; molecular docking; molecular dynamics; MM/GBSA

1. Introduction

Polyphenols are widely found in plants and have many biological functions and
health benefits. Epigallocatechin gallate (Figure 1a), which is one of the most common
polyphenols, can effectively inhibit the growth and induce apoptosis in human breast
cancer cells [1–4], lung cancer cells [5], prostate cancer cells [6], etc. Piceatannol (Figure 1b)
is a hydroxylated analog of resveratrol. Many studies have shown that PIC is a potent
inhibitor of apoptosis in lymphoma cell lines [7] and primary leukemia cells [8]. However,
polyphenolic compounds contain multiple phenolic hydroxyl groups in their structures,
which leads to their reduced pH/light stability and photosensitivity [9]. Protection of
polyphenolic compounds can be achieved by co-coating them with proteins, in which
lactoglobulin is a natural delivery carrier that binds to small molecules to form protein–
ligand complexes, thereby protecting polyphenolic compounds [10–12]. Palmitate (PLM,
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Figure 1c) is a medium- to long-chain fatty acid found in saturated fat-containing foods
with potential benefits in skin health, anti-inflammation, and metabolism enhancement [13].
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In addition, there are synergistic effects among the compounds when proteins encap-
sulate two or more polyphenols. Studies have shown that epigallocatechin gallate is more
biologically active and stable when administered in combination with other biologically
active ingredients than when administered as a single substance [14]. The antioxidant
properties of polyphenols and palmitate are well studied, but using polyphenols and
polyphenol/palmitate combinations in conjunction with proteins is relatively understudied
and warrants further research.

Direct observation of these microscopic interactions is challenging due to limitations in
experimental techniques. Therefore, investigating these interactions between polyphenols
and proteins through computational methods can provide theoretical insights into the
microscopic mechanism for protein drug carriers, which is essential for further developing
polyphenol-based anticancer drugs. Over the past decades, molecular dynamics (MD)
simulations have proven to be a powerful technique that can provide complementary
and microscopic insights into experimental observations. Many computational studies
have attempted to gain insight into the microscopic behavior of polyphenol molecules
interacting with proteins. Kinetic studies related to the binding of proteins by a single
EGCG small molecule have been reported [15]. However, studies on the molecular dy-
namics of EGCG and PIC co-binding to proteins have not been reported, especially the
cooperative interactions among drug molecules bound to protein carriers, which deserve
further investigation.

In our recent study [16], we used beta-lactoglobulin (β-LG, Figure 1d) as a carrier to
encapsulate EGCG, PIC, and oxidized resveratrol (OXY) and we investigated the effects
of ligand–protein binding on these three active ingredients’ antioxidant activity, stability,
solubility, and cytotoxicity. Stability and solubility experiments showed that the addition
of β-LG significantly improved the stability and solubility of the three polyphenols. β-LG,
one of the most widely studied food proteins, plays a vital role in the milk of mammals.
It is rich in nutrients and has multiple functional properties, making it an ideal vehicle to
load a variety of natural active ingredients, which can achieve the protection of polyphenol
function [17] and provide multiple health benefits. Therefore, in-depth studies on the
interaction mechanism between proteins and polyphenols and the effect of palmitic acid
(PLM) on the complexes between proteins and polyphenols are essential for developing
effective polyphenolic anticancer drugs.
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In this work, by performing molecular docking and explicit molecular dynamics
simulations, we revealed the mechanism of action between polyphenol compounds and β-
LG through the characterization of root-mean-square deviation (RMSD), root-mean-square
fluctuation (RMSF), noncovalent interactions (NCI), principal component analysis (PCA),
dynamic cross-correlation (DCC), and binding free energies, which will provide theoretical
bases for improving the further research and development of polyphenol compounds.

2. Results and Discussion
2.1. Binding Modes of PLM, EGCG, and PIC with β-LG

The β-LG crystal structure retrieved from the protein data bank is a binding complex
of β-LG + PLM (PDB ID: 1B0O). We first redocked PLM into β-LG to verify the accuracy
of the docking method. The PLM conformation obtained by molecular docking was well
superimposed with the crystal form (Figure S1), validating the accuracy of the current
docking method.

We docked EGCG and PIC to β-LG separately and exported twenty possible binding
poses for each compound (Figure 2). Though three to four potential binding sites were
predicted for both EGCG and PIC, the peripheral pocket defined by Y20, E44, Q59, E157,
Q159, and adjacent residues should be most probable since docked poses were most
populated here and showed advantages in binding affinity (Figure 2a,b). The identified
binding mode is consistent with previous reports. Specifically, Kanakis et al. found
that EGCG binds to the sidewalls of the β-barrel structure of β-LG by spectroscopic and
molecular docking studies [18]. Liu Min’s team revealed that the PLM located at the
central pocket of β-LG showed neglectable effects on the binding of EGCG and the PIC [16],
further strengthening the reliability of our docking calculations. For compound PLM, all
the docked poses were located at the center of β-LG and showed a good superimposition
with the crystal configuration (Figrues 2c and S1).
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Figure 2. Docking predicted binding conformations of PIC (a), EGCG (b), and PLM (c) with β-LG.
The molecules of PIC, EGCG, and PLM are colored in orange, purple, and yellow, respectively.

The docked poses of PIC, EGCG, and PLM molecules were ranked by the binding
energies, and the root-mean-square deviation (RMSD) values relative to the first pose that
showed the highest binding affinity were listed to show the conformational differences
among all poses (Tables S1–S3). For PIC and EGCG, the poses that showed the most
negative binding energies were recognized as potent bioactive binding conformations
and were subjected to subsequent MD simulations to characterize their dynamic binding
features with β-LG. For PLM, the crystal configuration was directly used (Figure S2).
Moreover, Amber score [19], a physics-based scoring function embedded in Dock6 [20],
was applied to re-rank the top ten poses from the Vina calculation. Two additional poses
of PIC and EGCG that performed best under the Amber score were submitted to MD
simulations as well, in order to investigate the effect of initial structures on the convergence
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of the equilibrated states. For PLM, the additional MD simulations were still based on the
crystal structure.

To investigate the interactions between the bound polyphenol compounds, a molecule of
EGCG/PIC was further docked to the β-LG + PIC/EGCG binary complex (Figure S3) to form
the corresponding ternary binding complexes, which were denoted as (β-LG + PIC) + EGCG
and (β-LG + EGCG) + PIC, respectively. Interestingly, both EGCG and PIC were found
to prefer binding to the β-barrel cavity (Figure S3). The ternary binding complexes of
(β-LG + PLM) + PIC and (β-LG + PLM) + EGCG were constructed by incorporating the
crystal configuration of PLM and the best-scored poses of EGCG and PIC (Vina score),
respectively (Figure S3). Similarly, two additional MD simulations based on different
starting structures were performed for each ternary binding complex.

2.2. Binding Characteristics of the β-LG and Compounds of PIC, EGCG, and PLM

The RMSD results of the binary complexes indicated that β-LG and the binding
compounds of PIC, EGCG, and PLM achieved equilibrium within 600 ns (Figure 3a–c).
The RMSF profiles of β-LG that were calculated based on the MD trajectories showed a
consistent fluctuation pattern with the one that was converted from the PDB B-factors
(Figure 3d–f), enhancing the credibility of our MD simulations. Observations on the
MD-equilibrated conformations of the binary complexes found that, in spite of some
orientational alternations, the bound PIC, EGCG, and PLM remained located at their initial
binding sites (Figures 3g–i and S2), indicating their high binding stability with β-LG.

PCA calculation showed that over 20% of essential motions can be characterized by
the first two eigenvectors of the PIC/EGCG/PLM-bound β-LG (Figure S4), which were,
therefore, represented with a porcupine plot (Figure 4a–c). These two eigenvectors mainly
corresponded to the motions of peripheral loop structures, and the central β-barrels were
of high stability, as indicated by the small arrows. Notably, the regions presenting large
motions are the ones with high RMSF values (Figure 3d–f), mutually verifying the reliability
of the two results.

Dynamics cross-correlations between the Cα atom pairs are shown in Figure 4d–f. The
pairwise cross-correlation coefficients indicate the extent to which the fluctuation of an
atom is correlated or anticorrelated with another atom. For the PIC-bound β-LG, strong
positive correlations such as amino acids (aa) 22–40 and aa 100–120, and strong negative
correlations such as aa 2–20 and aa 22–40, were identified (Figure 4d). The EGCG and
PLM-bound β-LG showed a similar correlation pattern, with the latter being weaker in
correlation strength (Figure 4e,f).

In order to accurately identify the close interactions between β-LG and the bound
compounds, NCIplot analysis was performed to present the interactions as isosurfaces
(Figure 4g–i). All three compounds interacted with β-LG through vdW interactions, as
indicated by the extensive green isosurfaces. In addition, both PIC and EGCG formed
hydrogen bonds with the main chain of V43, and PLM tended to form hydrogen bonds
and electrostatic interactions with K60 and K69.

MD simulations on the additional replicas of β-LG + PIC/EGCG/PLM showed that
the equilibrated PIC and EGCG in replica 2 and PLM in both replica 2 and replica 3
superimposed well with the ones in replica 1, indicating the convergence of our main
(replica 1) MD simulations (Figure S5). The locational difference of compounds PIC and
EGCG in replica 3 is probably due to their over-deviated initial structures relative to those
in replica 1 (Figure S2).

2.3. Characteristics of the (β-LG + PLM) + PIC/EGCG Ternary Complexes

In order to explore the effect of PLM presence in the β-LG central cavity on the
binding of PIC and EGCG, molecular dynamics simulations of the (β-LG + PLM) + PIC
and (β-LG + PLM) + EGCG ternary complexes were performed. The converged RMSD
profiles in Figures 5a and 6a indicate that both binding complexes achieved MD equilibrium
within a 600 ns simulation. Affected by the binding compounds, the RMSF profiles showed
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obvious deviations at the C-terminal and loop of aa 125–129 for the PLM + PIC and
PLM + EGCG-bound β-LG, respectively (Figure S6a,b). PCA revealed that over 20% of
essential motions can be characterized by the first two eigenvectors for the PLM + PIC-
and PLM + EGCG-bound β-LG (Figure S4d,e). For the PLM + PIC-bound β-LG, major
motions happened at the C-terminal and the loop of aa 122–129 (Figure 5b). For the
PLM + EGCG-bound β-LG, major motions happened at the loops of aa 47–53, aa 83–89,
and aa 102–107 with relatively lower scales (Figure 6b). Correspondingly, for the PLM + PIC
and PLM + EGCG-bound β-LG, the DCC maps presented relatively strong (both positive
and negative) and weak (mainly positive) correlations within and between the Cα pairs of
loop residues, respectively (Figures 5c and 6c).
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the first two eigenvectors of the PIC/EGCG/PLM-bound β-LG (Figure S4), which were, 
therefore, represented with a porcupine plot (Figure 4a–c). These two eigenvectors mainly 
corresponded to the motions of peripheral loop structures, and the central β-barrels were 
of high stability, as indicated by the small arrows. Notably, the regions presenting large 
motions are the ones with high RMSF values (Figure 3d–f), mutually verifying the relia-
bility of the two results. 

 
Figure 4. The dynamics feature of the PIC/EGCG/PLM-bound β-LG and their intermolecular inter-
actions. (a–c) Porcupine plots of the PIC/EGCG/PLM-bound β-LG, with the first and second eigen-
vectors colored in violet and magenta, respectively; (d–f) dynamic cross-correlation map for the Cα 
atom pairs within the PIC/EGCG/PLM-bound β-LG. Correlation coefficients are shown as different 

Figure 4. The dynamics feature of the PIC/EGCG/PLM-bound β-LG and their intermolecular
interactions. (a–c) Porcupine plots of the PIC/EGCG/PLM-bound β-LG, with the first and second
eigenvectors colored in violet and magenta, respectively; (d–f) dynamic cross-correlation map for
the Cα atom pairs within the PIC/EGCG/PLM-bound β-LG. Correlation coefficients are shown as
different colors, with values from 0 to 1 representing positive correlations, whereas values from −1
to 0 represent negative correlations; (g–i) noncovalent interactions between β-LG and the binding
compounds (isovalue of 0.3 au). The green and blue isosurfaces indicate the vdW and hydrogen bond
interactions, respectively.
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the vdW and hydrogen bond interactions, respectively. 

The equilibrated binding conformations shown in Figures 5d and 6d demonstrate 
that PLM and PIC/EGCG located at the same binding site as their initial binding and sim-
ilar cases were found for replica 2 and replica 3 (Figure S7c,f), indicating their converged 
binding states. A closer observation of the intermolecular interactions through NICplot 
revealed that the hydrophobic residues of the b-barrel played a key role in the binding of 
PLM through vdW interactions, with K60 and K69 providing essential contributions as 
well through hydrogen bond and electrostatic interactions (Figures 5e and 6e). For PIC, 
vdW interactions with hydrophobic residues such as Y20 and hydrogen bond interaction 
with H161 were discovered (Figure 5f). For EGCG, more extensive vdW interactions with 
surrounding hydrophobic residues and hydrogen bond interactions with the main chains 
of V43 and L156 and the side chains of E44 and Q59 were identified (Figure 6f). 

Figure 5. Characteristics of the (β-LG + PLM) + PIC binding complex. (a) RMSDs of β-LG and the
binding PLM and PIC; (b) porcupine plot of the first (violet) and the second (magenta) eigenvectors
of the PLM and PIC-bound β-LG; (c) dynamic cross-correlation map for the Cα atom pairs within the
PLM and PIC-bound β-LG. Correlation coefficients are shown as different colors, with values from 0
to 1 representing positive correlations, whereas values from −1 to 0 represent negative correlations;
(d) MD-equilibrated binding conformation of (β-LG + PLM) + PIC; (e,f) NCI surface around PLM
and PIC in the binding site of β-LG (isovalue of 0.3 au). The green and blue isosurfaces indicate the
vdW and hydrogen bond interactions, respectively.

The equilibrated binding conformations shown in Figures 5d and 6d demonstrate that
PLM and PIC/EGCG located at the same binding site as their initial binding and similar
cases were found for replica 2 and replica 3 (Figure S7c,f), indicating their converged
binding states. A closer observation of the intermolecular interactions through NICplot
revealed that the hydrophobic residues of the b-barrel played a key role in the binding of
PLM through vdW interactions, with K60 and K69 providing essential contributions as
well through hydrogen bond and electrostatic interactions (Figures 5e and 6e). For PIC,
vdW interactions with hydrophobic residues such as Y20 and hydrogen bond interaction
with H161 were discovered (Figure 5f). For EGCG, more extensive vdW interactions with
surrounding hydrophobic residues and hydrogen bond interactions with the main chains
of V43 and L156 and the side chains of E44 and Q59 were identified (Figure 6f).
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correlations; (d) MD-equilibrated binding conformation of (β-LG + PLM) + EGCG; (e,f), NCI surface 
around PLM and EGCG in the binding site of β-LG (isovalue of 0.3 au). The green and blue isosur-
faces indicate the vdW and hydrogen bond interactions, respectively. 
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To investigate the co-binding feature of PIC and EGCG with β-LG, MD simulations 

were performed on the ternary complexes of (β-LG + PIC) + EGCG and (β-LG + EGCG) + 
PIC. The results shown in Figures 7 and 8 indicate that both complexes reached an equi-
librium state within 600 ns. PCA showed that 56.36% and 29.27% of essential motions of 
the PIC + EGCG- and EGCG + PIC-bound β-LG can be represented by the first two eigen-
vectors, with the corresponding motions mainly located at the loop of aa 83–90 ((β-LG + 
PIC) + EGCG) and at the C-terminal and the loops of aa 83–90 and aa 107–112 ((β-LG + 
EGCG) + PIC), respectively (Figure S4f,g). The DCC maps shared a similar correlation 
pattern of Cα pairs, with the ones in (β-LG + PIC) + EGCG presenting slightly higher cor-
relation strength (Figures 7f and 8f). Moreover, the highest RMSF values were discovered 
at the aa 83–90 in both RMSF profiles (Figure S6c,d), consistent with the PCA result. 

Figure 6. Characteristics of the (β-LG + PLM) + EGCG binding complex. (a) RMSDs of β-LG
and the binding PLM and EGCG; (b) porcupine plot of the first (violet) and the second (magenta)
eigenvectors of the PLM and EGCG-bound β-LG; (c) dynamic cross-correlation map for the Cα atom
pairs within the PLM and EGCG-bound β-LG. Correlation coefficients are shown as different colors,
with values from 0 to 1 representing positive correlations, whereas values from −1 to 0 represent
negative correlations; (d) MD-equilibrated binding conformation of (β-LG + PLM) + EGCG; (e,f), NCI
surface around PLM and EGCG in the binding site of β-LG (isovalue of 0.3 au). The green and blue
isosurfaces indicate the vdW and hydrogen bond interactions, respectively.

2.4. Binding Characteristics of the (β-LG + PIC/EGCG) + EGCG/PIC Ternary Complexes

To investigate the co-binding feature of PIC and EGCG with β-LG, MD simulations were
performed on the ternary complexes of (β-LG + PIC) + EGCG and (β-LG + EGCG) + PIC. The
results shown in Figures 7 and 8 indicate that both complexes reached an equilibrium state
within 600 ns. PCA showed that 56.36% and 29.27% of essential motions of the PIC + EGCG-
and EGCG + PIC-bound β-LG can be represented by the first two eigenvectors, with the
corresponding motions mainly located at the loop of aa 83–90 ((β-LG + PIC) + EGCG)
and at the C-terminal and the loops of aa 83–90 and aa 107–112 ((β-LG + EGCG) + PIC),
respectively (Figure S4f,g). The DCC maps shared a similar correlation pattern of Cα pairs,
with the ones in (β-LG + PIC) + EGCG presenting slightly higher correlation strength
(Figures 7f and 8f). Moreover, the highest RMSF values were discovered at the aa 83–90 in
both RMSF profiles (Figure S6c,d), consistent with the PCA result.
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The equilibrated binding conformation of (β-LG + PIC) + EGCG shown in Figures 7d 
and S7i demonstrated a converged binding mode, although EGCG that bound to the cen-
tral cavity of β-LG exhibited relatively larger conformational variations. PIC in the pe-
ripheral pocket showed the same binding mode as in the β-LG + PIC complex (Figures 4g 
and 7e). However, EGCG in the central site adopted a different binding mode compared 
to PLM; it can only be located at the upper part of the pocket due to its much larger mo-
lecular size (Figure 7f), whereas the equilibrated conformations of (β-LG + EGCG) + PIC 
shown in Figures 8d and S7l indicate a converged binding mode of PIC and a loose bind-
ing of EGCG. EGCG in all replicas is apparently more outward compared to the one in the 
β-LG + EGCG (Figures 3h and 8d), resulting in more fragmented NCI isosurfaces (Figure 
8e). PIC in the central site showed a similar binding mode to PLM, though the binding 
strength may be probably lowered due to its disadvantage in molecular length (Figure 8f). 

Figure 7. Characteristics of the (β-LG + PIC) + EGCG binding complex. (a) RMSDs of β-LG and the
binding PIC and EGCG; (b) porcupine plot of the first (violet) and the second (magenta) eigenvectors
of the PIC and EGCG-bound β-LG; (c) dynamic cross-correlation map for the Cα atom pairs within the
PIC and EGCG-bound β-LG. Correlation coefficients are shown as different colors, with values from
0 to 1 representing positive correlations, whereas values from −1 to 0 represent negative correlations;
(d) MD-equilibrated binding conformation of (β-LG + PIC) + EGCG; (e,f) NCI surface around PIC
and EGCG in the binding site of β-LG (isovalue of 0.3 au). The green and blue isosurfaces indicate
the vdW and hydrogen bond interactions, respectively.Molecules 2024, 29, x FOR PEER REVIEW 10 of 17 
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within the EGCG and PIC-bound β-LG. Correlation coefficients are shown as different colors, with 
values from 0 to 1 representing positive correlations, whereas values from −1 to 0 represent negative 
correlations; (d) MD-equilibrated binding conformation of (β-LG + EGCG) + PIC; (e,f) NCI surface 
around EGCG and PIC in the binding site of β-LG (isovalue of 0.3 au). The green and blue isosur-
faces indicate the vdW and hydrogen bond interactions, respectively. 
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calculations. The results in Table 1 indicate that the vdW interaction (ΔEvdW) contributed 
most to the binding in all cases. The contributions from electrostatic interactions (ΔEele) 
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ΔEele and solvation effects (including the polar part ΔGGB and the nonpolar part ΔGSA) are 
small relative to ΔEvdW. According to the equation of ∆𝐺ௗ = Δ𝐻 −  𝑇Δ𝑆,  the entropy 
item always makes unfavorable contributions since the binding led to the decrease in de-
grees of freedom. 

Table 1. Binding free energies between β-LG and the binding compounds a. 

Receptor Ligand 
Energy Component ∆Eele ∆EvdW ∆GGB ∆GSA –TΔS ∆Gbind 

β-LG PIC −13.66 ± 1.47 −24.28 ± 3.28 13.81 ± 0.94 −3.68 ± 0.12 17.50 ± 11.76 −10.32 
β-LG EGCG −13.74 ± 3.23 −35.50 ± 3.03 15.76 ± 2.75 −4.91 ± 0.23 21.18 ± 10.27 −17.20 
β-LG PLM 12.36 ± 7.19 −36.38 ± 2.76 −12.82 ± 5.77 −6.23 ± 0.31 23.78 ± 11.07 −19.30 
β-LG PLM 19.47 ± 7.58 −37.04 ± 0.05 −18.87 ± 6.15 −6.16 ± 0.17 23.43 ± 10.49 −19.17 

 PIC −12.84 ± 1.54 −23.33 ± 3.10 13.01 ± 0.94 −3.75 ± 0.09 14.09 ± 10.99 −12.83 
β-LG PLM 15.4 ± 8.84 −35.85 ± 2.84 −15.54 ± 7.15 −6.26 ± 0.21 20.38 ± 11.04 −21.88 

Figure 8. Characteristics of the (β-LG + EGCG) + PIC binding complex. (a) RMSDs of β-LG and the
binding EGCG and PIC; (b) porcupine plot of the first (violet) and the second (magenta) eigenvectors
of the EGCG and PIC-bound β-LG; (c) dynamic cross-correlation map for the Cα atom pairs within the
EGCG and PIC-bound β-LG. Correlation coefficients are shown as different colors, with values from
0 to 1 representing positive correlations, whereas values from −1 to 0 represent negative correlations;
(d) MD-equilibrated binding conformation of (β-LG + EGCG) + PIC; (e,f) NCI surface around EGCG
and PIC in the binding site of β-LG (isovalue of 0.3 au). The green and blue isosurfaces indicate the
vdW and hydrogen bond interactions, respectively.
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The equilibrated binding conformation of (β-LG + PIC) + EGCG shown in Figures 7d and S7i
demonstrated a converged binding mode, although EGCG that bound to the central cav-
ity of β-LG exhibited relatively larger conformational variations. PIC in the peripheral
pocket showed the same binding mode as in the β-LG + PIC complex (Figures 4g and 7e).
However, EGCG in the central site adopted a different binding mode compared to PLM; it
can only be located at the upper part of the pocket due to its much larger molecular size
(Figure 7f), whereas the equilibrated conformations of (β-LG + EGCG) + PIC shown in
Figures 8d and S7l indicate a converged binding mode of PIC and a loose binding of EGCG.
EGCG in all replicas is apparently more outward compared to the one in the β-LG + EGCG
(Figures 3h and 8d), resulting in more fragmented NCI isosurfaces (Figure 8e). PIC in the
central site showed a similar binding mode to PLM, though the binding strength may be
probably lowered due to its disadvantage in molecular length (Figure 8f).

2.5. Binding Free Energies between β-LG and the Binding Compounds

To evaluate the affinities between β-LG and binding compounds, binding free energies
were obtained through molecular mechanics/generalized Born surface (MM/GBSA) calcu-
lations. The results in Table 1 indicate that the vdW interaction (∆EvdW) contributed most
to the binding in all cases. The contributions from electrostatic interactions (∆Eele) and the
polar solvation effects (∆GGB) are always opposite, and the net contributions from ∆Eele
and solvation effects (including the polar part ∆GGB and the nonpolar part ∆GSA) are small
relative to ∆EvdW. According to the equation of ∆Gbind = ∆H − T∆S, the entropy item
always makes unfavorable contributions since the binding led to the decrease in degrees
of freedom.

The binding affinities of compounds followed an order of PIC (−10.32 kcal·mol−1) <
EGCG (−17.20 kcal·mol−1) < PLM (−19.30 kcal·mol−1) in the binary complexes. Interest-
ingly, PLM binding in the central cavity was found to enhance PIC’s binding affinity to
−12.83 kcal·mol−1, and in the meantime, the PLM’s binding affinity remained basically
unchanged, presenting a synergistic effect. Such an effect was not observed between the
co-bound PLM and EGCG; PLM binding led to the decrease in EGCG’s binding affinity
(−15.71 kcal·mol−1), but, conversely, the bound EGCG increased the binding strength
of PLM (−21.88 kcal·mol−1). With PIC binding at the peripheral site, EGCG showed a
comparable affinity (−17.03 kcal·mol−1) by binding at the central site, indicating that PIC
and EGCG may concomitantly bind to β-LG ((β-LG + PIC) + EGCG) without affecting
each other’s binding strength. However, PIC binding at the central site would significantly
decrease the binding affinity of EGCG (−6.37 kcal·mol−1), indicative of the unfavorable
binding mode of (β-LG + EGCG) + PIC.

Table 1. Binding free energies between β-LG and the binding compounds a.

Receptor Ligand Energy Component

∆Eele ∆EvdW ∆GGB ∆GSA –T∆S ∆Gbind

β-LG PIC −13.66 ± 1.47 −24.28 ± 3.28 13.81 ± 0.94 −3.68 ± 0.12 17.50 ± 11.76 −10.32
β-LG EGCG −13.74 ± 3.23 −35.50 ± 3.03 15.76 ± 2.75 −4.91 ± 0.23 21.18 ± 10.27 −17.20
β-LG PLM 12.36 ± 7.19 −36.38 ± 2.76 −12.82 ± 5.77 −6.23 ± 0.31 23.78 ± 11.07 −19.30
β-LG PLM 19.47 ± 7.58 −37.04 ± 0.05 −18.87 ± 6.15 −6.16 ± 0.17 23.43 ± 10.49 −19.17

PIC −12.84 ± 1.54 −23.33 ± 3.10 13.01 ± 0.94 −3.75 ± 0.09 14.09 ± 10.99 −12.83
β-LG PLM 15.4 ± 8.84 −35.85 ± 2.84 −15.54 ± 7.15 −6.26 ± 0.21 20.38 ± 11.04 −21.88

EGCG −17.07 ± 5.37 −36.93 ± 4.78 19.1 ± 4.25 −5.22 ± 0.20 24.41 ± 11.44 −15.71
β-LG PIC −12.85 ± 1.58 −22.91 ± 3.23 12.85 ± 0.99 −3.63 ± 0.11 16.72 ± 10.55 −10.00

EGCG −3.95 ± 2.52 −37.32 ± 5.03 7.83 ± 2.14 −5.40 ± 0.40 21.81 ± 11.98 −17.03
β-LG EGCG −9.45 ± 4.74 −26.87 ± 6.59 11.73 ± 3.97 −4.09 ± 0.48 22.31 ± 10.25 −6.37

PIC −3.71 ± 1.22 −32.83 ± 2.45 6.78 ± 0.81 −4.73 ± 0.12 17.31 ± 9.25 −17.18

a Energies are in kcal·mol−1.

The binding free energies were further decomposed to evaluate per-residue contri-
butions, under conditions in which entropic contributions were excluded. Intriguingly,
the per-residue free energy contributions calculated based on the trajectories of the last

24



Molecules 2024, 29, 956

100 ns of MD simulations were consistent with the information shown in the NCIplot
(Figures 4–9), which was based on the MD-equilibrated structures. Moreover, except for
the charged residues (such as E44, K60, and K69) that contributed to the binding mainly
through electrostatic interactions, the other residues preferred to bind with the compounds
mainly through vdW interactions, as indicated by the green columns in Figure 9. The
residues that made significant contributions to the binding in the binary and ternary com-
plexes were clearly identified, providing valuable information for the understanding of the
protection mechanism of β-LG to functional compounds.

Molecules 2024, 29, x FOR PEER REVIEW 12 of 17 
 

 

 
Figure 9. Per-residue decomposition of the binding free energy. (a–k)The contributions from the 
vdW interactions and the combined overall contributions are represented by the green and black 
columns, respectively. 

3. Methods 
3.1. Data 

The initial structure of β-LG was retrieved from the PDB data bank with the ID of 
1B0O [21]. The structures of PIC/EGCG were generated using the GaussView software 
version 6.0.16 (Gaussian, Wallingford, CT, USA) and were optimized at the DFTB3LYP/6-
31G(d) level [22,23]. The atomic partial charges of PIC, EGCG, and PLM were calculated 
using the restricted electrostatic potential (RESP) method with a basis set of HF/6-31G(d) 
[24]; the force field parameters of these compounds were then generated using Amber-
Tools (AMBER, San Francisco, CA, USA) [25]. 

Figure 9. Per-residue decomposition of the binding free energy. (a–k)The contributions from the
vdW interactions and the combined overall contributions are represented by the green and black
columns, respectively.

25



Molecules 2024, 29, 956

3. Methods
3.1. Data

The initial structure of β-LG was retrieved from the PDB data bank with the ID of
1B0O [21]. The structures of PIC/EGCG were generated using the GaussView software
version 6.0.16 (Gaussian, Wallingford, CT, USA) and were optimized at the DFTB3LYP/6-
31G(d) level [22,23]. The atomic partial charges of PIC, EGCG, and PLM were calculated us-
ing the restricted electrostatic potential (RESP) method with a basis set of HF/6-31G(d) [24];
the force field parameters of these compounds were then generated using AmberTools
(AMBER, San Francisco, CA, USA) [25].

3.2. Molecular Docking

Molecular docking calculations were performed using the AutoDock Vina 1.2.5 soft-
ware [26]. The protonation states of the titratable residues of β-LG were determined with
PropKa 3.0 [27] and the compounds of PIC, EGCG, and PLM were prepared with the
Auto-DockTools software (version 1.5.6) [28]. The Gasteiger charges were computed for
both β-LG and compounds, with the nonpolar hydrogen atoms merged. All the rotatable
bonds of compounds were set as flexible, while β-LG was set as the rigid receptor. In
each docking calculation, a cubic box centered at the geometric center of β-LG comprising
50 × 50 × 50 grids with a grid spacing of 1.0 Å was used to define the possible binding
region. The box was large enough to encompass the whole structure of β-LG so that no
binding modes were pre-excluded. The exhaustiveness parameter was set to 17 and all
other parameters were set as the default. To construct the ternary binding complexes of
(β-LG + PLM) + PIC/EGCG and (β-LG + PIC/EGCG) + EGCG/PIC, the second compound
was docked to β-LG with the binding region defined by a cubic box that was just enough
to encompass the corresponding pocket.

3.3. Molecular Dynamics

Based on the docking-derived binding structures, the binary complexes of β-LG +
PIC/EGCG/PLM and the ternary complexes of (β-LG + PLM) + PIC/EGCG and (β-LG
+ PIC/EGCG) + EGCG/PIC were subjected to MD simulations by using the Amber 20
software [29,30]. Each binding complex was placed in a truncated octahedron box of TIP3P
water molecules at a margin distance of 10.0 Å. Environmental Na+ ions were added to
maintain electrical neutrality. The Amber ff14SB force field was applied for β-LG. For the
compounds, RESP charge together with the second generation of general Amber force field
(GAFF2) was applied [31]. Each model was firstly energy minimized by 10,000 steps of
steepest descent minimization with a harmonic constraint of 500 kcal·mol−1· Å−2 imposed
on binding complex (solute), followed by 10,000 steps of conjugated gradient minimization
with no constraint. Then, the system was gradually heated from 0 to 300 K under the NVT
ensemble for 500 ps, with a weak constraint of 10 kcal·mol−1· Å−2 imposed on the solute.
The model was subsequently subjected to an equilibrium simulation for 1 ns by removing
all constraints. Finally, the production simulation for each model was conducted under the
NPT ensemble with a simulation time of 600 ns (replica 1). To investigate the convergence
of MD simulations, two additional replicas based on different starting structures for each
model were simulated for 200 ns. In all MD simulations, parameters were set according
to our previous report [32]. MD trajectories were recorded at an interval of 10 ps for the
structural and energetic analyses.

3.4. Principal Component Analysis

Since principal component analysis (PCA) can filter the essential degrees of freedom
from a number of local fluctuations [33], PCA was carried out for all MD trajectories
using the interactive essential dynamics (IED) method [34]. Based on 5000 frames evenly
extracted from the last 100 ns of MD trajectories, PCA of β-LG backbones was carried out
for each model by using the CPPTRAJ module of AmberTools. The graphical summaries
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of motions along the first two eigenvectors are shown in porcupine plots using the VMD
software version 1.9.3 [35].

3.5. Noncovalent Interactions

NCIplot calculations were carried out with a step size of 0.10 to visualize the interacting
regions between β-LG and the binding compounds [36,37]. The reduced gradients were
rendered as an isosurface in VMD, using an isovalue of 0.3 au.

3.6. Binding Free Energy Analysis

The binding free energy between β-LG and EGCG/PIC was obtained from MM/GBSA
calculations [38]. A total of 200 snapshots evenly extracted from the last 100 ns of the MD
trajectory were used for the calculation of each binding complex. The binding free energy
value is equal to the free energy difference between the binding complex (Gcomplex) and the
sum of β-LG (Greceptor) and compound (Gligand) as follows:

∆Gbind = Gcomplex −
(

Greceptor + Gligand

)
(1)

Each of them can be calculated with the equation:

∆Gbind = ∆H − T∆S ≈ ∆EMM + ∆Gsolv − T∆S (2)

where ∆EMM is the molecular mechanical energy of the gas phase, ∆Gsolv is the solvation-
free energy, and T∆S is the entropy contribution. ∆EMM comprises contributions from
electrostatic energy (∆Eele), van der Waals interaction energy (∆Evdw), and internal strain
energy (∆Eint). Because we adopted the single simulation approach (only simulating the
binding complex), ∆Eint, which comprises bonds, angles, and dihedral energies, will cancel
out according to Equation (1) [39]:

∆EMM = ∆Eele + ∆Evdw + ∆Eint (3)

∆Gsolv contains contributions from a polar part (∆GGB) and a nonpolar (∆GSA) part:

∆Gsolv = ∆GGB + ∆GSA (4)

∆GGB was estimated by the generalized Born (GB) model with the interior and exterior
dielectric constants set to 4 and 80, respectively [40]. The nonpolar solvation terms were
calculated according to the LCPO algorithm:

∆GSA = γ∆SASA + β (5)

where γ and β were set to 0.0072 kcal·mol−1·Å−2 and 0, respectively [39,41]. Therefore, the
binding free energy was calculated as follows:

∆Gbind = ∆Eele + ∆Evdw + ∆GGB + ∆GSA − T∆S (6)

Based on the extracted snapshots, the entropic contribution (T∆S) was evaluated
through normal mode analysis (NMA) [42,43].

4. Conclusions

Through intensive molecular docking and molecular dynamics simulations combined
with in-depth analyses, the current work characterized the binding features of β-LG with
functional compounds including PIC, EGCG, and PLM. Observations on the interaction
modes and binding affinities revealed that polyphenols PIC and EGCG may concomitantly
bind to the peripheral and central sites, respectively. The central bound PLM showed a
synergistic effect on PIC. Key residues that contributed to the binding were identified,
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and vdW interactions were discovered to play a pivotal role in the binding of β-LG and
all compounds.

The major limitation of the current study comes from the research methods of molec-
ular docking and MD simulation. Though three replicas with distinct starting structures
for each model were simulated, differences exist between the models and experimental
conditions. However, we believe the limitation should hardly influence the conclusion
since the investigation was based on the crystal structure of β-LG, and the docking-derived
binding sites of compounds are in agreement with the reported experimental results.

Based on our identified interaction modes and key residues that form direct contacts
with the binding compounds, site-directed mutagenesis would certainly lead to improved
β-LG variants with higher affinities to the target compound. In all, the study here pro-
vides pivotal insights into the binding characteristics of β-LG with PIC, EGCG, and PLM,
shedding new light on the development of β-LG-based protection and transportation of
functional compounds.

Supplementary Materials: The following supporting information can be downloaded at: https://
www.mdpi.com/article/10.3390/molecules29050956/s1. Table S1. Molecular docking results of β-LG
and PIC calculated with AutoDock Vina and scored with Dock6. Table S2. Molecular docking results of
β-LG and EGCG calculated with AutoDock Vina and scored with Dock6. Table S3. Molecular docking
results of β-LG and PLM calculated with AutoDock Vina and scored with Dock6. Table S4. Molecular
docking results of β-LG + PIC and EGCG calculated with AutoDock Vina and scored with Dock6. Table
S5. Molecular docking results of β-LG + EGCG and PIC calculated with AutoDock Vina and scored
with Dock6. Table S6. Detailed information of the constructed models. Figure S1. Superimposition of the
best-performed docking conformation of PLM (green) on the crystal configuration (yellow). Figure S2.
Initial structures of the β-LG+PIC/EGCG/PLM binary complexes submitted to MD simulations. For
PIC and EGCG, three initial docking structures, i.e. replica 1 (orange), replica 2 (blue), and replica 3
(violet), were used in (a) and (b). For PLM, the crystal configuration was used (c). Figure S3. Initial
structures for the simulation of the (β-LG + PLM) + PIC/EGCG and (β-LG + PIC/EGCG) + EGCG/PIC
tertiary complexes. (a–d) For PIC and EGCG, three initial docking structures, i.e. replica 1 (orange),
replica 2 (blue), and replica 3 (violet), were used. Figure S4. Eigenvalue profiles plotted by the first 30
eigenvectors of the compound bound β-LG in PCA analysis. Figure S5. RMSD profiles of the additional
replica MD simulations and the conformational comparison of the equilibrated structures. For clarity,
only the β-LG structure in replica 1 was shown, with the compounds in replica 1, replica 2, and replica 3
colored in orange, blue, and violet, respectively. Figure S6. RMSF profiles of β-LG with two compounds
bound concomitantly. (a–d) RMSFs derived from trajectory analysis and the b-factor of crystal structure
are colored in blue and black, respectively. Figure S7. RMSD profiles of the additional replica MD
simulations and the conformational comparison of the equilibrated structures. For clarity, only the β-LG
structure in replica 1 was shown, with the compounds in replica 1, replica 2, and replica 3 colored in
orange, blue, and violet, respectively.
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Abstract: C2N-ring-based molecular chains were designed at the molecular level and theoretically
demonstrated to show distinctive and valuable electron transport properties that were superior to the
parent carbonaceous system and other similar nanoribbon-based molecular chains. This new -type
molecular chain presented an exponential attenuation of the conductance and electron transmission
with the length. Essentially, the molecular chain retained the electron-resonant tunneling within
7 nm and the dominant transport orbital was the LUMO. Shorter molecular chains with stronger
conductance anomalously possessed a larger tunnel barrier energy, attributing to the compensation
of a much smaller HOMO–LUMO gap, and these two internal factors codetermined the transport
capacity. Some influencing factors were also studied. In contrast to the common O impurity with a
tiny effect on electron transmission of the C2N rings chain, the common H impurity clearly improved
it. When the temperature was less than 400 K, the electron transmission varied with temperature
within a narrow range, and the structural disorder deriving from proper heating did not greatly
modify the transmission possibility and the exponentially decreasing tendency with the length. In
a non-equilibrium condition, the current increased overall with the bias but the growth rate varied
with size. A valuable negative differential resistance (NDR) effect appeared in longer molecular
chains with an even number of big carbon–nitrogen rings and strengthened with size. The emergence
of such an effect originated from the reduction in transmission peaks. The conductance of longer
molecular chains was enhanced with the voltage but the two shortest ones presented completely
different trends. Applying the bias was demonstrated to be an effective way for C2N-ring-based
molecular chains to slow down the conductance decay constant and affect the transport regime.
C2N-ring-based molecular chains show a perfect application in tunneling diodes and controllable
molecular devices.

Keywords: new-type molecular chain; electron transport; size dependence; applying the bias;
first principles

1. Introduction

Mostly, the electron transport of molecular wires decays exponentially with length but
the structural stability also decreases rapidly with the chain elongation, limiting their appli-
cations [1–3]. Therefore, exploring new-type molecular wires with controllable conductance
decay and good structural stability to understand electron transport [4,5] and establish
well-defined structure–property relationships [6,7] has widely attracted the academic and
industrial communities in fields such as field-effect transistors, logic circuits, memory and
storage devices [8–10].

Recently, C2N, which is a new two-dimensional (2D) material with a periodic porous
structure, was successfully synthesized [11]. In its structure, sp2-hybridized carbon (C)
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rings are connected through two face-to-face nitrogen (N) bridges that are distributed in
a honeycomb lattice, and six electronegative N atoms constitute one periodic hole (see
Figure 1a) [12]. Such a unique structure exhibits extremely high thermal stability due to
the strong covalent bonding framework formed by the C-C and C-N atom pairs [13]. C2N
displays tunable semiconductor properties and presents a high on/off ratio of ∼107 as
a field effect transistor [14]. Thus, extensive research about properties such as thermal
conductance [15], photoelectronic properties [16], mechanical properties [17], adsorption
of molecules [18,19], electrochemical properties [20,21], and gas and impurity separa-
tion [22] has been conducted, showing promising applications in the semiconductor [23],
nano/optoelectronics [24], sensing technology [25], photovoltaics [26], energy [27], bio-
logical [28] and medical industries [29]. However, few studies have been focused on the
electrical performance of C2N at the molecular scale.

Figure 1. (a) Geometry of C2N monolayer.The unit cell is indicated by the red dashed circle and the
corresponding. Molecular electrostatic potential is shown in Figure S1 of Supporting Information
(SI) [17]. (b–d) Structure schematic of C2N-ring-chain-based devices, 2D-C2N-based device and
GNR-based device, respectively.

Based on the excellent structural stability and electrical properties of 2D C2N, we
theoretically designed a new-type molecular wire, which was one side-by-side single-ring
molecular chain from the C2N monolayer, and studied the equilibrium and non-equilibrium
electron transport properties, including the conductance decay and current–voltage charac-
teristics. The corresponding structure–property relationship and inner electron transmis-
sion mechanism are well explained.
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2. Results and Discussion

The new-style molecular wire was composed of parallel-connected single hexagonal
C2N rings taken from a C2N monolayer (see Figure 1a). The length of one single C-N
garland (denoted as a C2N ring here) was defined as one unit length. Eight lengths (i.e.,
1–8 C2N rings) of molecular wires were studied. Figure 1b exhibits the schematic view
of C2N-ring-chain-based devices, where the molecular wire was sandwiched between
four-atom-wide graphene nanoribbon (GNR) electrodes with a tip C atom as the linked
atom. On each side, the tip electrode atom was symmetrically bonded to one N atom on
the outer edge of the C2N ring. Molecular devices were denoted as device C2N ring i
(i = 1–8) depending on the number of C2N rings.

In addition, we also provide the parent material 2D-C2N and graphene nanoribbon
(GNR)-based chains with eight lengths as a comparison. Corresponding device structures
are shown in Figure 1c,d, which all have the same connection style and electrodes to C2N-
ring-molecular-chain-based devices. One column of C rings is defined as one unit length
for GNR. Correspondingly, the device with the parent material is written as device 2D C2N
and GNR-based devices are written as device GNR i (i = 1–8) depending on the number of
the unit length.

2.1. Equilibrium Conductance Decay and Electronic States

To explore the electron transport of new-type molecular wires, first, Figure 2a presents
the equilibrium quantum conductance of the device 2D C2N and the conductance of the
device C2N rings changing with the number of C2N rings with an exponential fit. Obviously,
the conductance of the shorter C2N ring chains was stronger than the original material
2D C2N. The conductance attenuation with the length of a C2N ring chain (L) satisfies the
typical equation [30]:

G = A exp(−βL) (1)

where β is the decay constant, which is calculated from the slope of the plot of logarithmic
conductance (lnG) vs L. More clearly, the lnG–length curve with a linear fit is also given
in Figure 2b. A is a constant related to the interaction between the molecular wire and
electrodes, reflecting the contact resistance.

Figure 2c gives the β values for different molecular lengths. Noticeably, β varied
with length and started to drop when the length was over 4.5 nm (five rings). However, β
changed little (from 2.20 to 2.24 nm−1) in the length range [3 nm, 7 nm] and the C2N ring
chain always maintained an exponentially attenuated conductance within 7 nm, indicating
that the C2N ring chain possessed resonant tunneling as the dominant transport mechanism
within 7 nm. This was quite different from traditional molecular junctions, which took the
direct tunneling regime as the dominant transport mechanism with lengths less than 4 nm
and presented an obvious decreased β with lengths over 4 nm, evidencing a transition
between the tunneling and hopping mechanism [31,32].

Further, the focus of the following research was the electronic structures of molec-
ular rings, mainly highlighting the electronic states in the transport process, which is
closely linked to transport decay [33,34]. The eigenstates of the molecular projected self-
consistent Hamiltonian (MPSH) can be considered as molecular orbitals renormalized
by the molecule–electrode interaction [35], giving a visual description of the molecular
electronic structure [36]. Thus, frontier molecular orbits (LUMOs and HOMOs) are given.
Representative states of LUMOs and HOMOs are presented in Figure 2d1,d2, respectively.
Others can be found in Figure S2 of the SI. The electronic states of LUMOs were delocalized
for C2N ring chains for all lengths, while the wavefunctions started to be localized and
were mainly distributed in the rings on both sides from device C2N ring 3. This indicates
stronger electronic states of the LUMO, in stark contrast to the HOMO. Thus, the domi-
nant transport orbital was the LUMO for C2N-ring-chain-based molecular devices in the
tunneling mechanism.
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Figure 2. (a) Equilibrium quantum conductance—number of C2N rings curve with an exponential fit
and conductance of 2D-C2N-based device. (b) lnG as a function of length with a linear fit. (c) Changes
in the conductance decay constant within the length range of [2.85, 7] nm. (d1,d2) LUMOs and
HOMOs for representative device C2N rings 1, 2, 3, 4, 7 and 8, respectively.

2.2. Mechanisms: Electron Transmission, HOMO–LUMO Gap and Tunnel Barrier Energy

The transmission at the Fermi level (EF) expresses the transport capacity of molecular
devices [37]. Thus, Figure 3a shows the trend of the transmission coefficient at EF changing
with the number of C2N rings and the transmission of the device 2D-C2N. Similar to the
conductance, the electron transmission coefficient at EF was much larger for shorter device
C2N rings in contrast to the parent-material-based device, signifying stronger electron
transport abilities of shorter C2N-ring-based chains. The electron transmission probability
took on an exponential decline, directly explaining the reduction in the conductance with
length. On a deeper level, the tunnel barrier energy, i.e., the energy difference between the
dominant transport orbital and the electrode Fermi level, is the internal determinant for
the electron transport of molecular devices [38]. Usually, the tunnel barrier energy of the
molecular wire would increase as the length increases, essentially causing the conductance
decay [39]. Unexpectedly, the tunnel barrier energy of the C2N ring chains did not show
the overall uptrend with length (see Figure 3b). Device C2N rings 1 and 2 with stronger
transport capacity actually possessed higher tunnel barrier energy compared with the
longer devices. When the number of rings grew from 1 to 2 or 3 to 8, the tunnel barrier
energy followed the general rule.

Furthermore, such an abnormal phenomenon of the intrinsic factor is directly reflected
in the transmission pathways, which are in essence transition paths of electrons between
atoms [40]. Transmission pathways of representative devices are exhibited in Figure 3c1–c4.
Others are shown in Figure S3 of the SI. Specifically, the thickness of the arrow indicates the
magnitude of the local transmission between each pair of atoms, and the arrowhead and
the color designate the direction of the electron flow [40]. Obviously, electrons transferred
along little C/C2N rings up and down the outer edges, not passing the joint rings. In
particular, stronger transmission appeared in little C2N rings, judging by the color and
width of the transmission arrows. No matter whether the number increased from 1 to 2
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or 3 to 8, the transferring arrows gradually reduced and became thinner, indicating that
the electron transport weakened, but the transmission power of device C2N ring 3 was
stronger than device C2N ring 2. All these were consistent with the tendency of the tunnel
barrier energy.

Figure 3. (a) Equilibrium electron transmission for EF number of C2N rings curve with an exponential
fit and the transmission of a 2D-C2N-based device. (b) Tunnel barrier energy as a function of number
of C2N rings in [1, 8], and the inset shows the corresponding changes in a narrower range of [3, 8].
(c1–c4) Transmission pathways of representative device C2N rings 1, 2, 3 and 8, respectively.
(d) HOMO–LUMO gap as a function of number of C2N rings. (e) Conductance as a function
of HOMO–LUMO gap of C2N rings.

To investigate the anomalous behavior, the tendency of the HOMO–LUMO gap with
the number of C2N rings was studied (see Figure 3d). Shorter chains presented smaller
gaps. Larger and stable gaps were found for longer chains. The conductance as a function
of the gap is also provided in Figure 3e. For the new-style chain, a large gap did not bring
about strong conductance, and high conductance occurred in the chain with a medium
gap. Generally, a wider HOMO–LUMO gap produced higher conductance [1]. Clearly,
a narrower gap of device C2N rings 1 and 2 compensated for their larger tunnel barrier
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energy. These two internal factors codetermined the conductance and transport capacity of
the C2N-ring-chain-based devices.

2.3. Comparisons with Other Similar Systems and Influencing Factors

For comparison, Figure 4 gives the equilibrium electron transport performance of the
GNR-based chains with different lengths. Unlike the device C2N rings, the device GNR
presented a fluctuating tendency of conductance with the number of columns of C rings
(called the number of rings), as shown in Figure 4a and the corresponding inset (shown in
a narrower range). For more clarity, the lnG–length graph provided in Figures 4b and 4c
exhibits the comparison of the conductance as a function of the length for C2N-ring- and
GNR-based chains on a log scale. Obviously, the conductance of the device GNR showed
non-exponential attenuation with the length of the chain. Furthermore, the device C2N had
a distinct advantage over the device GNR on the conductance strength.

Figure 4. (a) Conductance at EF as a function of number of rings (1–8) for GNR-based devices.
The inset shows the number range [3, 8]. (b) lnG as a function of length for GNR-based de-
vices. (c) Comparison of conductance between C2N-ring-chain-based devices and GNR-based
devices changing with the length. (d) Electron transmission at EF as a function of number of rings
(1–8) for GNR-based devices. The inset shows the number range [3, 8]. (e) Comparison of elec-
tron transmission at EF between C2N-ring-chain-based devices and GNR-based devices changing
with the length. (f–h) Transmission spectrum around EF of GNR-based devices in transmission
ranges [0, 0.2], [0, 1.38 × 10−3] and [0, 2 × 10−4], respectively.
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Consistent with the conductance, the electron transmission coefficient at EF of the
GNR-based chain took on an undulating state that varied with the number of rings, which
can be found in Figure 4d. A contrast of the transmission–length relationship between the
device C2N rings and the device GNR is also presented on a log scale in Figure 4e. It follows
that such a trend was also not an exponential decline and the transmission coefficient of
the device C2N rings was far higher than the device GNR at the same length. Thus, the
new-type C2N-ring-based chains possessed better electronic transport capacity compared
with the GNR-based chains.

Further, Figure 4f,g exhibit the comparison of the transmission spectrum within
the energy interval [−0.2 eV, 0.2 eV], i.e., near EF among the GNR-based chains with
different lengths. From Figure 4f, the electron transmission of the shortest GNR-based
chain was significantly stronger than other lengths of GNR chains in the whole energy
range. Device GNR-2 also displayed a much larger transmission coefficient than longer
GNR chains near EF, according to the inset of Figure 4f. For these two shortest GNR-
based chains, the transmission probability increased gradually from −0.2 eV to 0.2 eV.
The other six lengths of GNR-based chains all presented quite low electron transmission
probabilities, which were distributed in the same order of magnitude (10−5). Unlike
C2N-ring-based chains with the law of decline, there were no specific rules in the relative
strength of the electron transmission among these six GNR-based chains (GNR-3 to GNR-8).
Different from the two shortest GNR-based chains, these six longer chains all showed
slowly decreasing transmission values from −0.2 eV to 0.2 eV. Overall, the C2N-ring-based
chains demonstrated a more regular transmission spectrum with the length.

In addition, some factors were also considered to investigate the corresponding in-
fluence on the electron transport of the new-type molecular chain, including the defects,
disorder, temperature and electrode materials. The results of the synthesis and characteri-
zation show that there were varieties of point defects in the C2N-based materials, mainly
including the C and N vacancies, as well as the substitutional and interstitial impurities
of C, N, O and H atoms [11]. Here, we considered two common defects, that is, H and O
impurities in the big ring, which were shown to possess relatively lower formation energies
in defective C2N-based materials [16]. For each length of the C2N ring chain, one defect
atom (H or O) was considered here. The insets of Figure 5a exhibit the positions of H or O
impurities in the C2N ring chain.

To study the influence of the defects on electron transport, first, Figure 5a presents the
electron transmission at EF changing with the number of C2N rings for these two kinds of
defective C2N ring chains. One obvious and unexpected increase could be found in device
C2N ring 2 with a defect H atom, which broke the decreasing trend of electron transmission
with the length of the perfect C2N ring chain. However, as the length continued to increase,
the electron transmission still went down with the length for the C2N ring chain with an H
impurity. As a result, the value of each C2N ring was higher than the perfect C2N rings but
still showed an exponential decline with the length, which could be seen in the comparison
of electron transmission at EF changing with the length among the devices with no defects
and the two defects (Figure 5b). The C2N-ring-based chain with an O impurity presented
a similar electron transmission value and exponential downward trend to the perfect
C2N-ring-based chain, indicating the slight influence of the O impurity on the electron
transmission at EF of the C2N-ring-based chain. Further, the electron transmission spectrum
around EF is given. Figure 5c shows the comparison of the spectrum for device C2N ring 1
with no defect and H and O impurities, while others are exhibited in Figure S4 of the SI.
The O impurity also slightly affected the distribution and value of electron transmission
near EF but changed the height and position of the transmission peaks for larger energies.
In contrast, the H impurity greatly modified the transmission curve around EF.
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Figure 5. (a) Electron transmission at EF of the C2N ring chains with O and H impurities, changing
with the number of C2N rings. The insets show the positions of two such impurities. (b) Comparison
of electron transmission at EF of the C2N ring chains with no defect and O and H impurities, changing
with the length of the chains. (c) Electron transmission spectrum around EF of device C2N ring 1
with no defect and O and H impurities. (d) Electron transmission at EF as a function of the number
of C2N rings at 300 K. The insets show the corresponding 5 structures of the C2N ring chains at
300 K. (e) Comparison of electron transmission at EF of C2N rings at 0 K and 300 K changing with the
number of C2N rings and the length (shown in the inset), respectively. (f) Electron transmission at
EF of device C2N rings 1 and 2 as a function of the temperature T. (g,h) Electron transmission at EF

as a function of the number of C2N rings for the C2N-ring-chain-based devices with 2D graphene
electrodes and 3D Au electrodes, respectively. The insets show the device structures. (i) Comparison
of electron transmission at EF of C2N ring chains based on 3 different electrodes changing with the
length of the chains. For clarity, all comparisons are shown on a logarithmic scale.

When the temperature rises, structural distortions, deformation and disorder occur
in C2N rings, especially shorter chains, and may affect the electron transport properties.
When the temperature rose to 300 K, significant structural distortions could be observed
in rings 1–3 with ups and downs, which can be seen in the insets of Figure 5d. As the
length increased, the C2N ring chain showed less structural fluctuation, which is also
consistent with the stable structure of 2D-C2N [25,41], but possessed a little higher electron
transmission coefficient at EF than the rings at 0 K, and one prominent enhancement in
the transmission value appeared in ring 4, which is reflected in Figure 5e. Furthermore,
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when the C2N ring chain was at 300 K, the length increased slightly compared with the
chain at 0 K. However, such structural disorder originating from a higher temperature
did not change the exponentially decreasing tendency of electron transmission at EF with
the length.

To further investigate the effect of the temperature on the electron transport, Figure 5f
displays the electron transmission at EF as a function of the temperature T for C2N ring 1
and C2N ring 2 as representatives based on the larger structural changes of shorter chains.
They do not show the monotonical changing trend of the electron transmission coefficient at
EF with T. For the shortest C2N ring 1, the electron transmission coefficient at EF decreased
with T until 350 K and then increased again. Differently, C2N ring 2 showed enhanced
electron transmission at EF until 350 K and then decreased again, but the changing range
of electron transmission was not significant and was smaller than that of C2N ring 1. No
matter how the temperature changed, the electron transmission possibility at EF of ring
1 was bigger than that of C2N ring 2 and the value did not vary greatly with T for the
two rings.

Furthermore, as an important part of the molecular device, the electrodes may greatly
affect the electron transport properties. Therefore, we chose different types of materials
as the electrodes to study such an influence, namely, 2D graphene and 3D Au electrodes
in contrast to the original 1D GNR electrodes. The corresponding structures of the two
devices are presented in the insets of Figure 5g,h, which also show the electron transmission
at EF changing with the number of C2N rings. It is not hard to find the sharp drop in
the electron transmission value with the number of C2N rings in these two devices. For
clarity, Figure 5i presents the comparison of the electron transmission at EF of the C2N ring
chains based on these three different electrodes changing with the length of the chains on a
logarithmic scale. The transmission possibility of 3D-Au-electrode-based device maintained
the exponential attenuation with length with a similar speed to the 1D-GNR-based device
but was much weaker than the same length of C2N ring chain. The outcome was different
for the 2D-graphene-based device. The electron transmission still became weaker with
increasing length but was no longer strictly exponential. When the length of the C2N ring
chain was the same, the transmission coefficient was always noticeably lower than the
1D-GNR-based device, but sometimes a little higher than the 3D-Au-based device.

2.4. Non-Equilibrium Electron Transport Properties: IV Characteristics

Non-equilibrium electron transport properties were also studied for the C2N ring
chains. The current–voltage characteristics are related to practical and important non-
equilibrium performance [42]. Figure 6 presents typical current–voltage curves with deriva-
tives at biases, representing changing rates. Others are given in Figure S5 of the SI. Overall,
the current of the C2N-ring-based chains increased with the voltage but showed different
rates based on different lengths. When the number of big carbon–nitrogen rings did not
exceed three, the growth rate of the current went down monotonically with increased
voltage. The current of device C2N rings 4 and 5 tended to grow linearly at a rate with a
gentle variation. When the number exceeded five, the speed of the current rose with voltage.
Moreover, at the same bias, the growth rate of current decreased as the length increased.

Remarkably, as the length of the C2N ring chain increased, the I–V curve no longer
strictly maintained the increasing trend and started to show a negative differential re-
sistance (NDR) effect, which is indispensable for several electronic components, such
as the Esaki and resonant tunneling diodes [4]. A slight NDR feature only appeared
in the longer devices with an even number (6 and 8) of C2N rings. As presented in
Figure 6d,e, device C2N ring 6 showed a peak-to-valley current ratio (PVCR) of 1.01 in the
bias range [0.3 V, 0.33 V], while device C2N ring 8 had a PVCR of 1.27 between 0.19 V and
0.24 V. Here, the PVCR is equal to the ratio of the maxima and the minima of the current in
the voltage range where the current drops [43]. It follows that NDR would enhance, that
is, the voltage range where NDR occurs would enlarge and the PVCR would rise, as the
number of C2N rings increases. In contrast, the I–V performance of the device 2D-C2N
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showed a non-linear increasing trend and had a long plateau of slow growth, which was
more like the overall trends of longer C2N-ring-chain-based devices but did not show a
valuable NDR effect.

Figure 6. (a–c) I–V curves of representative device C2N rings 1, 4 and 7, respectively. Each inset
shows the first derivative of corresponding I–V curve. (d,e) I–V curves of device C2N rings 6 and 7,
respectively. I–V curves within the specific bias interval are exhibited in the insets. (f) I–V curve of
the device 2D-C2N.

Here, the current was calculated using the Landauer–Büttiker formula, indicating
that the current through devices was inseparable from the transmission coefficients of the
devices. To explain the current–voltage characteristics of the C2N-ring-based chain, Figure 7
presents the transmission functions of the device C2N rings under representative biases.
In our calculations, the average Fermi level, which was the average chemical potential of
left and right electrodes, was set as zero. The current was determined using the integral
area of the transmission curve within the bias window, i.e., [−V/2, +V/2] [44], shown as
dashed lines. For all C2N-ring-based devices, 0.1 V, 0.2 V, 0.3 V and 0.4 V were selected as
representative biases. Actually, there was just the left side of the transmission peak inside
each bias window for all C2N-ring-based devices and the summit of the transmission peak
was far away from EF for most C2N-based devices, except the shortest device C2N ring
1, which is demonstrated by the transmission functions under four representative biases
within larger energy intervals in Figure S6 of the SI. Therefore, to display the changes of
the integral area within the bias window more clearly, transmission curves under non-
equilibrium conditions are presented in narrower energy ranges. Several typical devices
(device C2N rings 1, 3, 6 and 8) are shown in Figure 7a–d and others are displayed in
Figure S7 of the SI. There were differences in the growth rates of transmission curves
between C2N-based devices from −0.2 eV to 0.2 eV. Apparent enlargement can be found in
the integral area of the transmission curve inside the bias window for these devices as the
bias increased based on the variations in the height and width of the specific area (marked
with a dashed line in the figure), which explains the overall increasing trend of the I–V
curves well.
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Figure 7. (a–d) Transmission spectrum within narrower energy ranges at 0 V, 0.1 V, 0.2 V, 0.3 V and
0.4 V of representative device C2N rings 1, 3, 6 and 8, respectively. (e) Transmission spectrum at 0.3 V
and 0.325 V of device C2N ring 6. (f) Transmission spectrum at 0.19 V and 0.235 V of device C2N
ring 8. (g,h) Transmission spectrum in (e,f) within narrower energy ranges.

However, there was a noted drop in the current emerged over a small voltage interval
for device C2N ring 6 and device C2N ring 8. To clearly explain the origins of the NDR
effect appearing in the longer devices with an even number of C2N ring chains, we first
provide the transmission functions in larger energy ranges under the voltages at both ends
of the decreasing voltage intervals (0.3 V and 0.325 V for device C2N ring 6, 0.19 V and
0.235 V for device C2N ring 8), as displayed in Figure 7e,f. Similar to the typical biases
above, under the new biases, the summits of the transmission peaks still remained away
from EF. Because the peak value was far larger than the coefficient at EF, the changes in
the area inside the bias window could not be directly observed. Thus, each energy range
on display was narrowed to a minimum (see Figure 7g,h), corresponding to the selected
voltages, i.e., [−0.325/2, 0.325/2] for device C2N ring 6 and [−0.235/2, 0.235/2] for device
C2N ring 8. The integral area of the transmission peak under 0.325 V was smaller than that
under 0.3 V by comparing the area 1 sandwiched between curves and the sum of extra
areas 2 and 3, as judged by a huge order of magnitude difference between the horizontal
and vertical coordinates. Areas 1, 2 and 3 are marked with different colors in Figure 7g,h.
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The same was true for device C2N ring 8. Therefore, the NDR effect in essence emerged
from the reduction in the transmission peaks.

2.5. Non-Equilibrium Electron Transport Properties: Conductance–Voltage Relations

Non-equilibrium changes in the conductance were associated with the length and
voltage. Relative relationships for the device 2D-C2N and device C2N rings are exhibited
in Figure 8. Taking significant differences in conductance values into consideration, the
conductance–voltage curve is given separately for the device 2D-C2N, device C2N ring 1
and device C2N ring 2, corresponding to Figure 8a–c, and the other six C2N rings-based
chains are compared on a linear and log scale respectively, corresponding to Figure 8d,e.
As observed, the conductance fluctuated with the bias and the values were relatively small
under low biases for the parent-material-based device, which was much weaker than the
two shortest C2N-ring-chain-based devices under any voltage.

Figure 8. (a–c) Conductance–voltage functions of device 2D-C2N, device C2N ring 1 and device C2N
ring 2, respectively. (d,e) Comparison of the conductance changing with bias for device C2N rings 3,
4, 5, 6, 7 and 8 on linear and log scales, respectively. (f,g) Conductance as a function of number of C2N
rings with an exponential fit at 0.1 V and 0.4 V, respectively. Each inset exhibits the corresponding
lnG as a function of length with a linear fit. (h) Changing trend of the conductance decay constant
with voltage.

As the bias enhances, the two shortest C2N-ring-based chains show peculiar
conductance–voltage characteristics, which did not show any regularity in the length.
The conductance of device C2N ring 1 dropped with the increased bias, while one single
peak appeared in the conductance–voltage curve of device C2N ring 2. Different from
the above two, the longer six C2N-ring-chain-based devices presented regularly enhanced
conductance with voltage and the growth accelerated in larger biases, which was more
prominent in longer chains. However, at each bias, the conductance still decayed with the
increasing length.

To investigate the influence of the voltage on the trend of the conductance changing
with the length, Figure 8f,g and Figure S8 in the SI show the conductance–length curve at
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several biases. When the voltage was applied, the conductance of the C2N-ring-chain-based
devices still decayed rapidly with the length, but the trend gradually deviated from the
exponential fit and the extent of this deviation deepened as the voltage increased. Further,
Figure 8h gives the conductance decay constant (β) as a function of the voltage. One
significant drop can be observed in the conductance decay constant with the increased
voltage, suggesting a transition between resonant tunneling and the intrachain hopping
mechanism under the bias. This provides an effective way for the C2N ring chain to control
the attenuation speed of the conductance with the length or to affect the inner electron
transport regime.

3. Computational Methods

The simulated electronic devices were constructed in Virtual NanoLab within a super-
cell with over 15 Å of vacuum space to allow for electrostatic interactions to decay for a
system. All structures were structurally optimized before calculating the electron transport
properties. All calculations used the first principles theory based on density functional
theory (DFT) and non-equilibrium Green’s function (NEGF) and were performed in the
Atomistix Toolkit (ATK) [45,46]. Numerical LCAO basis sets and norm-conserving pseu-
dopotentials were adopted. For high accuracy, GGA-PBE formulation was selected and
the K-point sampling was set to 1 × 1 × 100. The double-zeta plus polarization (DZP)
basis for all atoms was adopted. The density mesh cut-off for the electrostatics poten-
tial was 75 Ha and the electron temperature was set as 300 K. Structural optimizations
used the quasi-Newton method until all residual forces on each atom were smaller than
0.05 eV/Å. The convergence criterion for the total energy was set to 10−5 via the mixture of
the Hamiltonian.

There is no doubt that DFT-GGA underestimates the band gap when calculating
electron transmission. Here, we also chose the HSE06 function as a comparison. For
device ring 1 as a representative, the calculated HOMO–LUMO gap was 0.2432472 eV
with the GGA function, while the gap was 0.2700527 eV using the HSE06 function. The
difference in the gap was relatively small. Furthermore, we also calculated the transmission
spectrum around the EF with the two functionals, which is shown in Figure 9. The electron
transmission curves calculated with the two functionals are very close, especially for
smaller energies, which is reflected in the similar transmission peaks and transmission
coefficients. For larger energies, there were some little differences in the number and height
of transmission peaks. Thus, there was a very small gap between the results calculated
with GGA and HSE06 functionals. More importantly, such small differences did not
affect the comparison between the molecular chains with different lengths, which was our
research focus.

The conductance G can be expressed in terms of the transmission function within the
Landauer–Büttiker formalism [47,48]:

G = G0

∫ +∞

−∞
dET(E, V)

(
−∂ f (E)

∂E

)
(2)

The current through a molecular junction is calculated from the Landauer–Büttiker
equation [49]:

I =
2e
h

∫ +∞

−∞
dET(E, V)( f1(E)− f2(E)) (3)

where G0 = 2e2/h is the quantum unit of conductance, h is the Planck’s constant, e is the
electron charge, f (E) is the Fermi distribution function, f1,2(E) are the Fermi functions
of source and drain electrodes, and T(E, V) is the quantum mechanical transmission
probability of electrons, which can be given as [49]

T(E, V) = tr
[
ΓL(E, V)GR(E, V)ΓR(E, V)GA(E, V)

]
(4)
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where GR and GA are the retarded and advanced Green functions of the conductor part
respectively and ΓL and ΓR are the coupling functions to the left and right electrodes,
respectively.

Figure 9. The comparison of electron transmission spectrum calculated with GGA and HSE06
functionals.

4. Conclusions

We have designed new C2N ring chains in different sizes and theoretically investigated
comprehensive electron transport properties. The results show that the conductance of the
new-type chain decayed exponentially with the length and so did the electron transmission.
The length affected the conductance decay constant, which decreased when the length
was greater than 4.5 nm. However, the electron tunneling mechanism still dominated
the electron transport by the LUMO, which showed delocalized electronic states for each
length. This new-type molecular wire showed one abnormal tunnel barrier energy-length
curve, where shorter C2N ring chains with strong conductance exhibited higher barrier
energy thanks to the compensation of their much narrower HOMO–LUMO gap. When a
bias was applied, the currents of different wires grew at different rates. Furthermore, the
NDR effect occurred in longer chains with an even number of C2N rings and increased
with size. The reduction in the electron transmission peak brought about such a valuable
effect. The two shortest C2N-ring-based chains showed peculiar conductance–voltage
characteristics, which did not show any regularity in the length. Meanwhile, the six longer
C2N-ring-chain-based devices presented regularly enhanced conductance with the voltage
at larger rates for longer chains. The conductance attenuation speed and transport regime
could be regulated effectively by applying the voltage. Furthermore, the new-type chain
was demonstrated to be better than the parent material and other similar nanoribbon-
based chains in electron transport. Some factors were also considered to investigate the
corresponding influence on the new-type molecular chain. The common H impurity
obviously enhanced the electron transmission of the C2N ring chain, while the common O
impurity had a minimal effect on it. The structural disorder originating from the higher
temperature did not change the exponential decreasing tendency of electron transmission
with the length of the C2N ring chain and the electron transmission fluctuated with the
temperature T within a small range when T did not exceed 400 K. The C2N ring chain with
1D GNR electrodes possessed noticeably stronger electron transmission than those with 2D
graphene and 3D Au electrodes. These findings offer a solid backing for the application of
C2N ring chains in tunneling diodes and controllable molecular devices.

Supplementary Materials: The following supporting information can be downloaded from
https://www.mdpi.com/article/10.3390/molecules28247994/s1—Figure S1: Molecular electrostatic
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potential for the pore (unit cell) of C2N monolayer; Figure S2: (a,b) LUMOs and HOMOs of device
C2N rings 5 and 6, respectively; Figure S3: (a,b) Transmission pathways of device C2N rings 4, 5,
6 and 7, respectively; Figure S4: (a–g) Comparison of electron transmission spectrum around EF of
the C2N ring chains with no defect and O and H impurities for device C2N rings 2, 3, 4, 5, 6, 7 and
8, respectively; Figure S5: (a–e) I–V curves of device C2N rings 2, 3, 5, 6 and 8, respectively. Each
inset shows the first derivative of the corresponding I–V curve at biases, representing the growth rate
of the current with the bias; Figure S6: (a–h) Transmission spectrum within wider energy ranges at
0 V, 0.1 V, 0.2 V, 0.3 V and 0.4 V of device C2N rings 1–8, respectively; Figure S7: (a–d) Transmission
spectrum within narrower energy ranges at 0 V, 0.1 V, 0.2 V, 0.3 V and 0.4 V of device C2N rings 2,
4, 5 and 7, respectively; Figure S8: (a,b) Conductance as a function of number of C2N rings with an
exponential fit at 0.2 V and 0.3 V, respectively. Each inset exhibits the corresponding lnG as a function
of length with a linear fit.
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Abstract: Previous work has indicated that aluminum (Al) complexes supported by a bipyridine
bisphenolate (BpyBph) ligand exhibit higher activity in the ring-opening copolymerization (ROCOP)
of maleic anhydride (MAH) and propylene oxide (PO) than their salen counterparts. Such a ligand
effect in Al-catalyzed MAH-PO copolymerization reactions has yet to be clarified. Herein, the origin
and applicability of the ligand effect have been explored by density functional theory, based on the
mechanistic analysis for chain initiation and propagation. We found that the lower LUMO energy
of the (BpyBph)AlCl complex accounts for its higher activity than the (salen)AlCl counterpart in
MAH/epoxide copolymerizations. Inspired by the ligand effect, a structure-energy model was further
established for catalytic activity (TOF value) predictions. It is found that the LUMO energies of
aluminum chloride complexes and their average NBO charges of coordinating oxygen atoms correlate
with the catalytic activity (TOF value) of Al complexes (R2 value of 0.98 and ‘3-fold’ cross-validation
Q2 value of 0.88). This verified that such a ligand effect is generally applicable in anhydride/epoxide
ROCOP catalyzed by aluminum complex and provides hints for future catalyst design.

Keywords: aluminum complex; density functional theory; ring-opening alternating copolymerization;
ligand effect; multivariate linear regression

1. Introduction

Aliphatic polyesters have drawn a lot of attention as a potentially viable choice
for petroleum-based polymers because of their numerous renewable sources, hydrolytic
degradability, and excellent biocompatibility [1–3]. In this context, the ring-opening copoly-
merization (ROCOP) of epoxides with anhydrides is a burgeoning technology to produce
aliphatic polyesters [4–6]. The ROCOP of epoxides with anhydrides most commonly uses
binary catalyst systems comprising metal complexes and nucleophilic cocatalyst compo-
nents. The earliest epoxide/anhydride copolymerizations were initiated with amines and
metal alkoxides, yielding low-molecular-weight polymers with broad dispersity and, in
many cases, significant polyether contamination from epoxide homopolymerization [7,8].

The first well-controlled ROCOP of propylene oxide with phthalic anhydride catalyzed
by aluminum porphyrin complex and a tetralkyl ammonium halide was reported in 1985 [9].
Subsequently, Coates and co-workers found that a β-diiminate zinc acetate [(BDI)ZnOAc]
complex is an effective catalyst for various epoxide/cyclic anhydrides copolymeriza-
tion and terpolymerizations of epoxide/cyclic anhydrides/CO2 [10,11]. This was fol-
lowed in 2011 by another two catalysts for epoxide/anhydride copolymerization, N,N′-
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bis(salicylidene)-cyclohexanediamine chromium-(III) chloride [(salcy)CrCl], which have
been successfully used in epoxide/CO2 copolymerizations [12–14]. Since then, (salcy)MX
complexes with similar backbones have become some of the most widely used com-
plexes for epoxide/anhydride copolymerization, including Cr [13–17], Co [13–15,17–19],
Al [13,15], Mn [13,20], and Fe [21] complexes. Among reported catalysts, Co and Cr-based
complexes with salen-type ligands are still the most effective organometallic complexes for
MAH/PO copolymerization. However, toxic Co and Cr elements are difficult to remove
completely and their residuals will hinder the further application of aliphatic polyesters.
Thus, it is necessary to develop metal-based complex with a low toxicity and high efficiency.

For this purpose, aluminum complexes are mainly explored owing to their low tox-
icity, easy preparation, and the high degree of control over the molecular weight and
microstructure. In 2012, Duchateau’s group applied metal salen (salen = N,N-bis(3,5-di-tert-
butylsalicylidene)diimine) chloride complexes with different diimine linkages to catalyze
the MAH/PO copolymerization and found that Al-salophen complexes clearly outper-
formed the other three Al-complexes [15]. Recently, Wang et al. have synthesized and
characterized a series of bipyridine bisphenolate Al complexes, (BpyBph)AlX (X = axial
group, such as Cl, OOCCH3, OOCCF3). They assessed the catalytic activity of these com-
plexes for MAH/PO copolymerization and investigated the impact of the ligand’s steric
and electronic nature on their catalytic activity in the absence of cocatalyst. There is a
negligible effect on activity (TOF = 5.9 h−1 vs. 5.6 h−1, respectively) when replacing the
para t-Bu groups with the electron-donating –OCH3 group. However, with the bulky cumyl
substituents both on the para and ortho position of the bisphenolate Al complexes, the
corresponding complex was proved to be the least active (TOF = 4.0 h−1), possibly because
of the steric bulk around the metal center and leading to hindered monomer coordination
and insertion. The catalytic activity of bipyridine bisphenolate Al complexes with para
fluorine atoms was the highest (TOF = 8.3 h−1), which is attributed to the increased Lewis
acidity of the complex from the electron-withdrawing group facilitating the activation of
PO. It is noteworthy that the ligand backbone has a significant effect on the polymerization
performance for MAH/PO copolymerization. Additionally, they found the anion group
in the axial group affected the catalytic activity. The catalytic activity decreased with the
decrease in the leaving ability of the axial group (leaving ability: Cl− > TFA− > OAc−).
As Table 1 shows, A1/PPNCl binary catalytic system demonstrated a remarkably higher
catalytic activity (TOF = 36 h−1) and could produce higher Mn polyesters with a narrow
and unimodal distribution (PDI = 1.28). By contrast, B1/PPNCl binary catalytic system
demonstrated a lower activity (TOF = 6.0 h−1) and lower Mn unsaturated polyesters [22].
From this, it is clear that the bipyridine bisphenolate Al-complex (A1) provides superior
results to the salen Al complex (B1). However, the origin of such activity discrepancies
induced by the ligand backbone has remained unclear, which is fundamentally crucial for
the further development of such catalyst systems.

The regression analysis technique has been successfully applied to construct a quan-
titative structure-property relationship (QSPR) of polymerization catalysts, which is a
meaningful method to analyze the main factor governing catalytic performance on the
basis of the molecular descriptor and QSPR model [23,24]. For this purpose, some data sets
for QSPR analysis consisted of a known catalyst structure and the catalytic performance
measured by experimental and computational approaches [25]. Sun’s group investigated
the relationship between the structure of late transition metal complexes and their experi-
mental activity in ethylene oligo/polymerization by molecular modeling and the QSAR
method [24]. Our group explored the origin of the stereoselectivity in the yttrium-catalyzed
polymerization of 2-vinylpyridine and the poisoning effect of a polar monomer toward
Brookhart-type catalysts, by combining DFT calculations and multivariate regression analy-
sis [26]. As for the copolymerization of anhydride and cyclohexene oxide, previous studies
have focused mostly on the ROCOP of phthalic anhydride and cyclohexene oxide catalyzed
by the Cr-complexes. It was revealed that the maximal rate was achieved with one equiva-
lent of [PPN]Cl as the cocatalyst and the polymerization rate is first-order dependence on
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[epoxide]. The ring-opening of epoxide was the rate-determining step [27]. Tolman and
co-workers reported a mechanistic study on the ROCOP of epoxides and cyclic anhydrides
using a (salph)AlCl/PPNCl (PPN = bis(triphenylphosphine)iminium) catalytic pair [28].
However, there is a lack of systematic studies into the structure effect of the ligand on the
copolymerization activity.

Table 1. ROAC of MAH/PO by Al complexes bearing different ligand backbones in the presence
of PPNCl.
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In the present work, to elucidate the relationship between the ligand backbone of
Al complexes and their catalytic activity in MAH/PO copolymerization (Table 1), DFT
calculations have been conducted to disclose the polymerization mechanism and the origin
of activity difference. Then, some key descriptors were calculated to correlate the catalyst
activity (TOF value), and a QSPR model is thus constructed. On the basis of these theoretical
studies, it has been found that the higher activity of A1 with bipyridine bisphenolate than
the B1 with a traditional salen-type ligand can be explained by the lower LUMO energy
and more negatively charged coordinating oxygen atoms.

2. Results and Discussion

To discriminate the distinct effects of the BpyBph ligand from typical salen analogues,
we comparatively explored the possible mechanism of ROCOP of MAH/PO catalyzed by
A1 or B1 with the aid of DFT calculations in the present paper. The complexes A1 and B1
were simplified to A and B, respectively, in which the t-Bu substituents were simplified
by H atoms. To prove the rationality of the simplified models, the key steps involving
PO insertion (INT3→ TS2 and INT10→ TS4) mediated by the original catalyst (A1 and
B1) were calculated for comparison. As shown in Table S1, the energy differences for
the abovementioned steps are almost unchanged, in spite of the full or simplified model,
suggesting a neglectable effect of the t-Bu substituents on the relative energies.

2.1. Chain Initiation Stage

The computed energy profiles for the chain initiation step mediated by complexes A
and B are shown in Figure 1. Upon an attack of PO to A (or B), the PO could be activated by
the initial five-coordination Al complex and undergo ring-opening upon the nucleophilic
attack of free Cl− via the concerted TS1, leading to the INT2. Alternatively, it is possible to
convert the initial aluminum complex (A or B) to 6-coordination bis(chlorinated) aluminate
complex INT1’ by its reaction with exogenous Cl− derived from [PPN]Cl. Owing to the
fact that the weakly nucleophilic Cl− is an easier leaving group than alkoxide with a
strong nucleophilicity, the resulting six-coordination aluminate species INT2 is feasible to
release the chloride anion, leaving a vacant site available for coordination of the coming
PO. A coordination of PO to INT3 generated the neutrally 6-coordinated INT4 which
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could be converted to the bis(alkoxide) Al complex INT5 via TS2 by the attack of another
nucleophilic anion. It is noteworthy that the ring-opening of PO in the chain initiation
stage proceeded at the two sides of the [ONNO-Al] plane, and the bis(alkoxide) Al complex
INT5 was the real active species that could initiate the subsequent chain propagation. As
shown in Figure 1, the activation energies (∆G1

‡) of the first PO insertion were very similar
for complexes A and B; however, the ∆G2

‡ for complex A (24.4 kcal/mol) is higher than
that for B (19.3 kcal/mol), suggesting the slower chain initiation by complex A.
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Figure 1. The calculated reaction routes for chain initiation mediated by A or B. The relative free
energies in the A-catalyzed system and B-catalyzed system (in parentheses) are given in kcal/mol.
The symbol ‘‡’ means transition state.

To elucidate the origin of the slower chain initiation in A-mediated polymeriza-
tion, the distortion/interaction analysis was comparatively performed for the key TSs,
A_TS2 and B_TS2, respectively [29–32]. Both TSs were divided into three fragments,
catalyst alkoxide (Fragment A), monomer moiety (Fragment B), and chloride ion (Frag-
ment C) (Table 2), and these energies were evaluated through single-point calculations.
The interaction energy ∆Eint was estimated by the single-point energies of TS and the
three fragments. These single-point energies, together with the energies of the respec-
tive fragments in their optimal geometry, allow the estimation of the distortion energies
of the three fragments, ∆Edist(A), ∆Edist(B), and ∆Edist(C). The distortion energy of the
fragment is defined as the energy difference between its distorted geometry in the tran-
sition state and its optimized structure. Therefore, the energy of the transition state,
∆E‡, is ∆ E‡ = ∆Eint + ∆Edist(A) + ∆Edist(B) + ∆Edist(C).

As shown in Table 2, although the interaction energies (∆Eint) of the three fragments
are almost equal (−33.9 vs. −34.1 kcal/mol) in the two TSs, the disfavored items of
∆Edist(A) and ∆Edist(B) in A_TS2 (17.9 and 20.0 kcal/mol) are much larger than in B_TS2
(15.0 and 18.6 kcal/mol), which indicates that the larger distortion could account for the
lower stability of A_TS2. To gain more insight, the geometries of fragment A are carefully
compared. The change in the dihedral angle of the [ONNO] equatorial ligand plane in
fragment A of A_TS2 (13.3◦ for the fragment A of A_TS2 relative to B_INT3) is much
bigger than in the case of B_TS2 (6.3◦ for the fragment A of B_TS2 relative to B_INT3).
These geometrical changes mainly account for the larger distortion of A_TS2 and thus its
lower stability.
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Table 2. Distortion/interaction analysis of (a) A_TS2 and (b) B_TS2. Energies are given in kcal/mol.
Green circle denotes catalyst fragment. Blue circle denotes monomer fragment. Pink circle denotes
anion. The symbol ‘‡’ means transition state.
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2.2. Chain Propagation Stage

To further explore the effect of the ligand backbone on the polymerization activity, the
chain propagation was also calculated, as shown by the following process (Figure 2). Based
on the bis(alkoxide) Al complex INT5, the enchainment of MAH could take place through
TS3 and yield anionic six-coordination INT6 with alkoxide at one side and carboxylate
at the other side of the ONNO-Al plane. The release of the carboxylate anion (an easier
leaving group than alkoxide) resulted in five-coordination neutral INT7 with an alkoxide
and a vacant coordination site in the axial position, which could coordinate with either PO
or RCOO− (dissociated from INT6) and thus has two possible reaction pathways. One
possible route is the formation of INT8, in which PO was activated upon coordination to
INT7. Then, the bis(alkoxide) Al complex INT9 was generated by the nucleophilic attack of
RCOO− via transition state TS4. INT9 is structurally similar to the bis(alkoxide) aluminate
complex INT5, and the repeat of the process of INT5 to INT9 could grow the polymer
chain. The alternative route is an association of RCOO− with INT7 and the formation of the
anionic six-coordination INT10. Upon the approach of MAH, the alkoxide in INT10 could
nucleophilically attach the carboxyl carbon of the MAH and generate the bi(carboxylate)
Al complex INT11, which could convert to INT12 via the release of a carboxylate anion.
The RCOO− anion (dissociated from INT11) is easily coordinated with INT12 in another
fashion and forms more stable intermediate (INT12’). Similar to INT7, PO could coordinate
to INT12 and was ring-opening under the action of a dissociated carboxylate anion from
INT11 to afford INT14 (analogues to INT10). The chain propagation could occur via a
similar process from INT10 to INT14.

As shown in Figure 2, the free energy barrier for epoxide opening (INT12’ → TS4) is
the highest (∆G4

‡: 33.3 and 42.5 kcal/mol for the A- and B-catalyzed systems, respectively)
among the reaction steps. Therefore, the ring-opening of PO serves as a rate-determining
step of the copolymerization reaction. This is in agreement with the experimental finding
that the polymerization rate is first-order in [PO] and zero-order in [MAH] [22]. Meanwhile,
it was found that the overall energy barrier of the B system is ∆G4

‡ = 42.5 kcal/mol, which
is 9.2 kcal/mol higher than that in the A system. This is in line with the considerable
difference in reactivity between complexes A1 and B1 [22].

Furthermore, distortion/interaction analyses for turn-over limiting TSs (A_TS4 and
B_TS4) were conducted as well, in order to elucidate the ligand framework effect on
catalytic activity. As shown in Table 3, in the case of A_TS4, the total deformation energy
∆Edist is 42.4 kcal/mol, which could be balanced out by its ∆Eint (–46.1 kcal/mol) leading to
an ∆E of −3.7 kcal/mol. By contrast, the less negative interaction energy (−39.5 kcal/mol)
in B_TS4 could not compensate for its total deformation energy (∆Edist = 41.2 kcal/mol),
thus producing a higher ∆E‡ (1.7 kcal/mol). Therefore, the stronger interaction between
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three fragments could account for the greater stability of A_TS4. Meanwhile, it has been
found that the interaction (−29.6 kcal/mol) between the fragment A and B in A_TS4 is
stronger than that in B_TS4 (−24.8 kcal/mol) and mainly contributes to the stability of
A_TS4. Such a discrepancy probably originates from the higher electrophilic ability of
A_INT7 compared with B_INT7. As expected, the calculated LUMO energies for A_INT7
and B_INT7 were−3.21 and−2.73 eV (Figure 3a), respectively. With the LUMO population
on the ligand backbone, the LUMO energy of A_INT7 was closer to the HOMO energy
of PO, which resulted in an increase in the reactivity of the corresponding metal complex
toward PO (Figure 3b). Essentially, these differences in LUMO energy were also observed
for A and B (−3.22 vs. −2.74 eV, Figure 3a). Thus, the lower LUMO energy of A1, which
bears the BpyBph ligand, may account for the higher activity of A1 than the typical (salen)Al
analogues (B1).
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Figure 2. The calculated reaction routes for chain propagation mediated by A or B. The symbol 
ʺ‡”denotes transition state. The pink and red ones represent anion and monomers, respectively. The 
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that the polymerization rate is first-order in [PO] and zero-order in [MAH] [22]. Mean-
while, it was found that the overall energy barrier of the B system is ∆G4‡ = 42.5 kcal/mol, 
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2.3. Multivariate Linear Regression Analysis

To further validate the above ligand effect, we further explored the six complexes
(A1~F1, Figure 4) that have been reported in the original paper [22] on the basis of the
elucidated reaction mechanisms in the A and B systems, and constructed their quantitative
structure-activity relationship through multivariate linear regression (MLR) analysis. The
catalytic activity toward PO and MAH copolymerization was estimated by the turnover
frequency (TOF, h−1) value. Seven parameters of each aluminum chloride complex were
chosen to characterize the copolymerization activity of these complexes (A1~F1, Figure 4),
including the LUMO energy (ELUMO, in eV), Wiberg bond index of Al-Cl (WBI), dihedral
angle of [ONNO] (D, in degree), the NBO charges of central metal (qAl) and coordinating
heteroatoms, viz., chloride atom (qCl), nitrogen atoms (qN, average charge on the N atoms),
and oxygen atoms (qO, the average charge on the O atoms).

Taking the catalysts A1~F1 as the training set, we constructed the catalyst activity
regression model for CHO and MAH copolymerization, with the help of the stepwiselm
function in Matlab to perform multivariate linear regression and remove the insignificant
descriptors (p-value > 0.05). The TOF and parameters (seven descriptors aforementioned,
viz., ELUMO, WBI, D, qAl, qCl, qN, and qO) are shown in Table S2. The accuracy of the
model was good, with the training determination coefficient (R2) of 0.98 and the ‘3-fold’
cross-validation determination coefficient (Q2) of 0.88. As expected, the predicted TOF
values derived from the MLR model are consistent with the experimental ones.

In the regression model, only the LUMO energy (ELUMO) and the average NBO charges
of oxygen atoms (qO) were retained (Figure 5). According to the negative values of ELUMO
and qO, a more negative ELUMO and a more negative qO could lead to a higher TOF value.
In addition, it has been found that electron-withdrawing groups or conjugated backbone
endowed a higher activity (higher TOF value) of the corresponding metal complexes. This
demonstrates that the electron-withdrawing group or conjugated backbone is beneficial to
decreasing such a LUMO energy or the average NBO charges of oxygen atoms. Such an
electronic effect therefore increases the activity of the corresponding metal complex toward
PO/MAH copolymerization. This strategy was promising to utilize in the future design of
metal-based catalysts and expand their application by advancing catalytic properties.
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tively charged (more negative qO), the Al complexes have a higher catalytic activity and 

Figure 5. Plot of the experimental activity TOFexp (h−1) vs. corresponding prediction values of
TOFpred (h−1) derived from the multivariate linear regression model. Black circles are six complexes
(A1~F1) and two black circles (A1 and D1) are overlapped in the figure. The red line to the predicted
TOF values has the Pearson correlation coefficient R = 0.98.

3. Methods

The M06L functional was used for geometrical optimization and subsequent frequency
calculations without any symmetry or geometrical constraints [33]. Frequency calculations
were performed to ensure that the structures found were stationary points (no imaginary
frequencies for minima and one imaginary frequency for transition-state structures). In-
trinsic reaction coordinate (IRC) calculations were also carried out to investigate whether
each of the transition structures actually connected the reactant and product [34,35]. The
optimization of the transition state was carried out using the Berny algorithm [36]. In these
calculations, the double-ζ 6-31+G(d,p) basis set was used for all atoms [37,38]. Such basis
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sets are referred to BSI. To obtain more accurate energies, single-point energy calculations
were performed at the level of M06-2X/BSII together with the SMD model for considering
the solvation effect of THF [39], which was used for modeling epoxide as the solvent [28,40].
In the BSII, the 6-311+G(d,p) basis set was used for all of the atoms. To justify the use of the
above XC-functional and basis sets, the key intermediates and transition states were calcu-
lated at the level of SMD(THF)/M06-2X/6-311++G(2d,p)//B3LYP-D3/6-311+G** [41–44].
The comparative data with different computational methods are collected in Table S3. The
three-dimensional images of the optimized structures were prepared using CYLview [45].
All the calculations were performed by the Gaussian 16 program [46]. As indicated by
previous calculations for the separated and anion-paired [PPN]+ cations, the [PPN]+ cation
could be viewed as a noncoordinating and separated counterion owing to its large bulk [28].

4. Conclusions

The ligand effect in the copolymerization of maleic anhydride (MAH) and epoxides
(PO) catalyzed by Al-based complexes has been investigated by DFT calculations. Having
achieved an agreement in activity discrepancy between BpyBph and salen-ligated Al
complexes, it is found that the BpyBph ligand endows its Al complex with a lower LUMO
energy than its salen counterpart, thus leading to the higher catalytic activity. Inspired
by this ligand effect, a quantitative structure-activity relationship has been constructed
via multivariate linear regression (MLR) analysis. The trained MLR model features an R2

value of 0.98 and a ‘3-fold’ cross-validation determination coefficient (Q2) of 0.88. Strong
correlations were found between the catalyst activity of aluminum chloride complexes and
their LUMO energies (ELUMO), as well as the average NBO charge of coordinating oxygen
atoms (qO). When the ELUMO is lower and the ligation oxygen atoms are more negatively
charged (more negative qO), the Al complexes have a higher catalytic activity and lead
to more rapid PO/MAH copolymerization. This is in agreement with the experimental
results in which the complexes (F1) with an electron-withdrawing group or conjugated
backbone demonstrate the highest TOF value, compared with other aluminum analogues
(A1~E1). The mechanistic insight gained in this study could help to better interpret the
catalytic activity and contribute to the rational design of novel metal catalysts.

Catalysts are the core competence of determining the industrial production efficiency
and advanced product development of polyester. The development of traditional catalysts
relies on chance encounters, chemical intuition, and large-scale experimental behavior.
Meanwhile, the measurement of catalytic performance is high cost and needs a lot of
resources as well. In order to meet the requirements of current social and economic devel-
opment, it is urgent to change the outmoded development pattern to a predictable and
designable model. With the rapid evolution of high-performance computing technology,
the era of artificial intelligence is inexorably surging. Relying on the rapid development of
different algorithms and computer hardware, it is the right time to harvest the potential of
machine learning in the field of catalysis across academy and industry. Despite a substantial
number of successful applications of machine learning, this exciting topic is still largely in
its nascent stage and it is believed that machine learning will play an increasingly important
role in accelerating the development of various kinds of functional materials in the foresee-
able future. Herein, we will focus on the development of novel polyester and polyolefin
catalysts by using machine-learning methods combined with essential DFT calculations,
and provide insight into the underlying mechanism of the relationship between the micro-
structure of the catalyst and its polymerization performance by constructing the prediction
models of catalytical activity and selectivity at the molecular and electronic level in the
near future. This may provide a catalyst design guideline for developing high-performance
polymerization catalysts and accelerate new high-performance catalyst development and
materials discovery.
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7. Lustoň, J.; Maňasek, Z. Copolymerization of Epoxides with Cyclic Anhydrides Catalyzed by Tertiary Amines in the Presence of

Proton-Donating Compounds. J. Macromol. Sci. Part A Chem. 1979, 13, 853. [CrossRef]
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Abstract: 2D iodine structures under high pressures are more attractive and valuable due to their
special structures and excellent properties. Here, electronic transport properties of such 2D iodine
structures are theoretically studied by considering the influence of the metal-element doping. In
equilibrium, metal elements in Group 1 can enhance the conductance dramatically and show a
better enhancement effect. Around the Fermi level, the transmission probability exceeds 1 and
can be improved by the metal-element doping for all devices. In particular, the device density of
states explains well the distinctions between transmission coefficients originating from different
doping methods. Contrary to the “big” site doping, the “small” site doping changes transmission
eigenstates greatly, with pronounced electronic states around doped atoms. In non-equilibrium, the
conductance of all devices is almost weaker than the equilibrium conductance, decreasing at low
voltages and fluctuating at high voltages with various amplitudes. Under biases, K-big doping shows
the optimal enhancement effect, and Mg-small doping exhibits the most effective attenuation effect on
conductance. Contrastingly, the currents of all devices increase with bias linearly. The metal-element
doping can boost current at low biases and weaken current at high voltages. These findings contribute
much to understanding the effects of defects on electronic properties and provide solid support for
the application of new-type 2D iodine materials in controllable electronics and sensors.

Keywords: new-type 2D iodine materials; electron transport; doping of metal elements; applying the
bias; first principles

1. Introduction

Currently, one-atom-thick 2D nanomaterials are catching researchers’ attention because
of their fascinating structures, outstanding properties and promising applications [1,2]. The
elemental 2D materials are surely striking among the 2D family due to their simples chemical
composition and amazing characteristics [3,4]. For example, the most typical one is graphene
(group-IVA), with high electron mobility, Young’s modulus, and thermal conductivity [5,6].
Unlike the honeycomb structure based on six-membered carbon rings of graphene, silicene,
germanene, and stanene (group-IVA) possess a buckled hexagonal honeycomb lattice with
variable electronic structures [7,8]. Borophene (group-IIIA) shows metallic features and
highly anisotropic electronic properties [9]. Unlike the above, black phosphorene (group-VA)
is a semiconductor with a tunable band gap and shows anisotropic properties on the
surface [10]. In recent years, arsenene [11], anitmonene [12], and bismuthene [13] (group-VA),
as well as selinene [14] and tellurene [15] (group-VIA), have been reported theoretically and
experimentally. Elemental 2D nanomaterials have shown great potential in electronics [16],
sensing [17], energy storage [18], photothermal therapy [19], and other applications [20].
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Noticeably, elemental 2D nanomaterials in the group-VIIA have begun to receive
attention. Two-dimensional binary iodides, including BiI3 [21], PbI2 [22], and RhI3 [23],
have been proved to behave excellent performance in photonics. Like these binary iodides,
iodine is a layered semiconductor. Atom-thin 2D iodine materials have now been success-
fully prepared via liquid phase stripping [24]. Such 2D iodine overcomes the deficiencies
of slow battery kinetics, poor rate capacity, low conductivity, etc., from the crystal, showing
great potential for use in high-performance rechargeable batteries [25]. It should be noted
that iodine is a molecular system in which iodine molecules are connected to the layer
plane via halogen bonds rather than covalent bonds, making it a fundamental point of
interest [26]. Therefore, the special structure of 2D iodine material combined with the
nanometer size effect shows great application value in terms of high-pressure physics, the
energy field, the optoelectronics field, etc. [27–31]. Regardless, 2D iodine-based research on
emerging materials is in its infancy and still requires a great deal of research.

High pressure can effectively regulate the physical and chemical properties of
materials [32–34]. The iodine molecule, as one of the seven homonuclear diatomic
molecules, shows stability under ambient conditions and is high-profile as a result of
successive transitions (a superconductive state [35] or metallization [36]) induced by the
pressure. At ambient pressure, solid iodine is an orthorhombic molecular crystal (space
group, Cmca; phase I). It has been demonstrated that there are no signs of structural
phase transition when the pressure is below 23.2 GPa [37]. The conductance strengthens
by eight orders of magnitude with the pressure to 12 GPa [36]. When the pressure is
high enough, iodine molecules are close to each other and cause the conduction and
valence bands to overlap, and as a result, iodine is converted into molecular metals.
Pressure-induced photon-generated carriers increase rapidly, leading to the increase in
the photoelectric properties of iodine [38]. The special structure and excellent properties
caused by high pressure make the 2D iodine structure more attractive and valuable for
use under high pressures.

However, there has not been nearly enough research performed on 2D iodine struc-
tures under high pressure, as well as their electronic transport properties and applications.
Here, a 2D iodine monolayer under a certain high pressure is the research subject. We
theoretically study the influence of metal-element doping on the equilibrium and non-
equilibrium electron transport properties, including the conductance, electron transmission,
and current–voltage characteristics. Electronic structures and charge transferring states are
also well explained.

2. Results and Discussion

Here, we studied a new-type 2D iodine structure, which is under a high pressure of
15 GPa (see Figure 1). Just as Li et al. reported, the pressure would make iodine atoms
more clustered together, so that 2D iodine shows much shorter atomic distances of less than
3 Å and no band gap under the pressure of 15 GPa, different to the general condition [39].
However, iodine is a 2D layered molecular crystal with covalent intramolecular bonds, so
atoms are regularly bonded in pairs. Here, four iodine atoms form a rectangle, where each
iodine atom is bonded to one iodine atom in another rectangle. As a result, iodine atoms
from four rectangles form an eight-membered ring. Significant electronic interactions occur
with the next-nearest neighbors of each atom. Taking into account the difficulty of the
bonding, the doped metallic elements are selected from groups 1, 2, and 3, which are Na,
K, Mg, Ca, Al, and Ga, respectively. There are two types of doping sites for 2D iodine
depending to its structural characteristics. As Figure 1 shows, one is in the big 8-I ring, and
the other is in the small 4-I ring.
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To study the electrical sensitivity to metal atoms, electronic devices are constructed in
Virtual NanoLab, as shown in Figure 1. The device actually has a two-probe configuration.
For the left and right electrode regions, the system should be periodic along the transport
direction (the C direction). Besides the transferring material, the central region includes the
left and right electrode extensions in order to screen out the perturbations from the scatterer
and solve a bulk problem for the fully periodic electrode cell. Due to their being no band
gap [39], the material itself is used as the electrode. Simulated electronic devices are within
a supercell with over 15 Å of vacuum space to allow electrostatic interactions to decay for
the system [40]. The device with the original new-type 2D iodine is denoted as Device no-
doped. The doped 2D iodine-based devices are written as Device Na-big, Device Na-small,
Device Mg-big, Device Mg-small, Device Al-big, Device Al-small, Device K-big, Device
K-small, Device Ca-big, Device Ca-small, Device Ga-big and Device Ga-small, respectively,
according to the type and sites (big 8-I ring and small 4-I ring) of the doped element.

2.1. Equilibrium Electron Transport

Firstly, we study the sensitivity of equilibrium conductance to metal elements. Figure 2a
shows the comparison between equilibrium conductance among all new-type 2D iodine-
based devices before and after doping. Obviously, the conductance of doped devices is
much stronger than the original device. The doping position has a different influence on
conductance for different doped metal elements. The devices doped in “big” site (called
“big” doped devices) exhibit stronger conductance than the devices doped in “small” site
(called “small” doped devices) with the elements Al and K. Moreover, the doping with these
two elements in medium atomic numbers contributes to the most pronounced enhancement
in conductance. The “small” doped devices show higher conductance values than the “big”
doped devices for the devices with the doped metal elements Na and Ca in larger atomic
numbers, and the influence of these two elements is also strong on the conductance value,
though not as obviously as Al and K. Markedly different from the above, the doping site
exhibits little effect on conductance for Mg-doped devices and Ga-doped devices, and the
two types of elemental doping also show the least noticeable increases in conductance.
Overall, both of the elements in Group 1 can enhance the conductance dramatically and
show better doping effects than the four other elements in groups 2 and 3, which present
significant influencing differences within the same main group.
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To investigate the differences in conductance, Figure 2b shows the transmission coeffi-
cient of all the devices at the Fermi level (EF), which expresses the transport capacity of
electronic devices [41]. In contrast to the original device, doped devices have a significantly
strong electron transmission. On the whole, most doped metal elements can dramatically
boost the electron transmission, and there is a small difference between the transmission co-
efficients of doped devices. The doping site also exhibits varying influences on the electron
transmission for various doped metal elements, which is consistent with the conductance,
but this difference in impact is not as obvious as that on the conductance.

In detail, for the devices with the doped elements Al and K, the “big” site shows
a greater advantage than the “small” site regarding the improvement in the electron
transmission. When doped with metal elements Na and Ca, “small” doped devices tend to
have higher electron transmission values than “large” doped ones. Unlike the above, the
Mg-doped device exhibits the close value in the “big” and “small” sites, and the same is
true for the Ca-doped device. Furthermore, these two elements demonstrate the minimum
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increase in the electron transmission coefficient. In general, both elements of Group 1 have
a significant increase in electron transmission and show a superior doping effect compared
to the other four elements of groups 2 and 3, which exhibit extreme electron transmission
values. Thus, the electron transmission at EF can well explain the conductance in the
equilibrium for these new-type 2D iodine-based devices.

Further, the equilibrium transmission spectrum in [−1 eV, 1 eV] is given and plotted
in solid lines in Figure 3. Remarkably, the K-doped devices present much stronger electron
transmission than the Device no-doped in the whole energy range. The electron trans-
mission coefficients of Device Al-big and Device Ca-small are also obviously larger than
Device no-doped, and Device Ga-small shows slightly stronger electron transmission than
Device no-doped near EF, which fully demonstrates the advantage of the doping position.
However, compared to Device no-doped, other types of doping devices present weaker
electron transmissions in a quite small part of [−1 eV, 0 eV] while showing notably greater
coefficients in the rest of the energy interval. It signifies that metal-element doping can
improve the entire transmission spectrum around EF. For the role of the doping position,
the “big” site is superior to the “small” site for Al-doped and K-doped devices, while the
“small” site has an advantage over the “big” site for Na-doped and Ca-doped devices,
which is consistent with the effect on the conductance and electron transmission at EF.
For the special Mg-doped and Ga-doped devices, the influence of the doping position
is uncertain, reflected in the variational contrast relationships of transmission values at
different energy intervals around EF. Moreover, it can be seen that the transmission proba-
bility around EF exceeds 1 for new-type 2D iodine-based devices because more than one
obviously strong electron transmission channel contributes to electron transport near EF
for such new devices [40].

The electronic structures of the devices are calculated to analyze the variations in
the transmission spectrum resulting from the doping [42]. Figure 3 displays the device
density of states (DDOS) of all devices in dashed lines. It can be observed that the shapes of
DDOS–energy curves are pretty similar to those of the transmission (TS)–energy curves for
all devices, except the Ca-doped and Ga-doped devices with tiny differences. It indicates
that the DDOS is the determining inner factor of electron transport for the new-type 2D
iodine-based devices [43]. The relative size relationships of DDOS values among Device no-
doped, Device Na-big, and Device Na-small are consistent with those of the transmission
coefficients in most of the energy range, ignoring very small negative energy intervals.
The same is true with the Mg-doped, Al-doped, and K-doped devices. However, some
anomalies appear in devices based on the doped elements of Ca and Ga with higher atomic
numbers. Smaller DDOS brings about a higher transmission value, which mainly occurs in
the comparison between two different doping positions. On the whole, the DDOS can well
explain the differences between the electron transmission probability resulting from the
doping and different doping sites.

In order to more intuitively describe the changes in the equilibrium electron transport
characteristics, Table 1 presents the variations in and variation rates of all doped devices in
terms of the equilibrium conductance, electron transmission possibility at EF, and the device
density of states at EF. Clearly, in the equilibrium condition, the most noticeable change
in conductance occurs for Device Al-big, followed by Device K-big and Device Na-small,
compared to the undoped device. The devices doped with Mg show the smallest changes
in conductance. The changes in electron transmission possibility are basically consistent
with those of conductance among the various doped devices. So, Device Al-big, Device
K-big, and Device Na-small exhibit a significant advantage in terms of enhancing electron
transport capacity, which also possess stronger electron transport. In contrast, the doping
with Mg goes against such enhancement, which also shows weaker electron transport.
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Figure 3. (a–f) Equilibrium electron transmission and device density of states (DDOS) of the com-
parison between Device no-doped and the iodine devices doped with Na, Mg, Al, K, Ca, and
Ga, respectively.

In contrast, Device Ca-big displays the biggest change in DDOS, which does not show
strong electron transport capacity. What’s more, a remarkable improvement in the DDOS
can be found in the devices doped with K and Al. However, the three devices above,
with excellent electron transport and corresponding enhancement effects, also exhibit such
improvements in DDOS. Moreover, the doping with Mg and Ga brings on slight changes
in DDOS, especially for Device Ga-small.

In addition to the analysis of intrinsic electronic structures, the spatial distribution of
charge transfer is investigated to study the electron transport of the new-type 2D iodine-
based devices. The dominant eigenstate of the transmission matrix at EF is calculated and
displayed in Figure 4. The transmission eigenstate is a complex wave function, correspond-
ing to a scattering state that comes from the left electrode and travels towards the right [44].
There are two continuous distributions of electronic states from the left electrode to the right
electrode for Device no-doped, which qualitatively demonstrates that the transmission
coefficient exceeds 1.
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Table 1. Changes in and variation rates of equilibrium electron transport properties for doped new
2D iodine-based devices compared to the undoped 2D iodine-based device. Here, Con, TS, and
DDOS are short for equilibrium conductance, electron transmission possibility at the Fermi level (EF),
and device density of states at EF, respectively.

Dopants Doping
Site

Changes
in Con

(G0)

Variation
Rate
(%)

Changes
in TS

Variation
Rate
(%)

Changes
in DDOS

(eV−1)

Variation
Rate
(%)

Na
big 0.2874 13.36% 0.4623 23.01% 4.6973 24.15%

small 0.4903 22.78% 0.6594 32.82% 4.8661 25.01%

K
big 0.5877 27.31% 0.6279 31.25% 4.8935 25.15%

small 0.3463 16.09% 0.5428 27.02% 6.4726 33.27%

Mg big 0.1417 6.58% 0.1293 6.44% 3.7493 19.27%
small 0.0775 3.60% 0.0849 4.22% 2.5120 12.91%

Ca
big 0.2442 11.35% 0.4250 21.15% 10.9708 56.39%

small 0.4883 22.69% 0.5842 29.08% 2.8705 14.76%

Al
big 0.6207 28.84% 0.6949 34.59% 6.4266 33.04%

small 0.3648 16.95% 0.4781 23.80% 4.9305 25.35%

Ga
big 0.1880 8.73% 0.2142 10.66% 3.9206 20.15%

small 0.1637 7.61% 0.1835 9.14% 0.1126 0.58%
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Figure 4. Transmission eigenstates of the undoped iodine-based device and all doped iodine devices
with the same isovalue.

Intuitively, the transmission eigenstates are slightly changed by “big” site doping,
apart from the elements in Group 3, which show noticeable electronic states around the
doping positions. For the other four elements, the transmission eigenstates are quite similar
to the undoped device for the three doped elements of Na, Mg, and Ca while influenced by
the doped K, with more than two transferring channels found throughout the entire device,
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albeit without conspicuous electronic states around the doping site, similar to the impacts
of the elements in Group 3, which contribute to the stronger electron transport capacity of
Device K-big. As a whole, for the “big” doping, the distributions of transmission states are
seemingly affected by the elements in the same main group.

Unlike the above, the transmission eigenstate presents pronounced changes influenced
by the “small” doping of metal elements. Apparent electronic states can be observed in the
surrounding areas of the doped atom for all metal elements and are particularly strong for
the four elements with larger atomic numbers. Around the doped atom, the morphology
and distribution of electronic states vary with the doped element. Compared to the “big”
doped device, the “small” doped one possesses more distributions of electronic states
throughout the entire device, despite having weaker electronic states for the doped Na,
internally causing stronger electron transmission of Device Na-small. The same applies
to the Ca-doped devices. The Mg-doped devices show a similar number of transferring
channels and strengths of transmission eigenstates on the two doping sites, and so does the
Ga-doped devices, explaining the almost large transmission coefficients at the two doping
positions. For Al-doped and K-doped devices, the “big” doping site promotes more
transferring channels, stronger electronic states, and further stronger electron transmission
compared to the “small” doping site.

2.2. Non-Equilibrium Electron Transport

Non-equilibrium electron transport properties are also studied for the new-type 2D
iodine-based devices. Figure 5 exhibits the conductance of all studied devices in the bias
region of [0 V, 3 V]. For Device no-doped, a slight drop of conductance can be observed
in [0 V, 0.5 V]. Then, the conductance grows gradually to the initial value and later keeps
small fluctuations. So, the conductance value is less affected by the voltage for the no-doped
device. It is clear that all devices have things in common: the conductance decreases under
lower biases (less than about 0.6 V) and fluctuates as the bias increases. However, the
amplitude of the variation differs. A small change in conductance (just 0.1 G0) can only
be seen in the “big” doped devices with the elements from Group 3 in the initial descent
stage. For the wave phase that follows, Device Na-big and Device K-small present the
minimum changing range (about 0.3 G0), and both Ca-doping devices show relatively
slight fluctuations in conductance with the bias, while the conductance alters the most
(about 0.7 G0) with the change in the voltage for Device Al-big and Device K-big.

A significant difference of the conductance compared to the doping position can be
found in the Mg-doped, Al-doped, and K-doped devices at some voltages. For the doping of
the other types of metal elements, there is little difference in conductance between the “big”
doping and “small” doping that is influenced by the bias. In addition, the conductance at
all voltages is lower than the equilibrium conductance for the doped device for the elements
in Group 1 and the “small” doping devices with the elements in Group 2. In contrast,
the conductance at some voltages is a little higher than the equilibrium conductance for
the doped device with the elements in Group 3 and the “big” doped devices with the
elements in Group 2. Therefore, under the influence of the voltage, the conductance is
almost reduced for the undoped and doped devices.

To measure the doping effect quantitatively, Figure 5 also illustrates the variation rate
of conductance relative to the undoped condition for the doped devices. Here, the variation
rate is defined as the ratio of the conductance difference between one doped device and
undoped device relative to the conductance of the undoped device. Obviously, all doped
devices present positive variation rates, indicating the promotion of the doping to the
conductance at initial small voltages, and show widely negative rates, representing the
weakening effect of the doping on the conductance at medium biases. When applied by
the bias, the best doping for enhancing conductance is Device Al-big and Device K-big
with strength rates of over 30% (up to 37%), mainly at low voltages. The most effective
attenuation for the conductance appears in Device Mg-small, with a variation rate of −23%.
The effect of the other doping methods is relatively weak.
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The current–voltage characteristics are one element of practical and important non-
equilibrium performance [45]. Figure 6 presents the current–voltage curves of all devices,
as well as the corresponding variation rates. Similar to the variation rate of the conductance,
the variation rate of the current is the ratio of the difference in current between one doped
device and one undoped device divided by the current of Device no-doped. Unlike the
fluctuating trends of the conductance, the current increases linearly with the bias for the
doped and undoped new-type 2D iodine-based device. It is not easy to find the differences
in the current between the two doping positions or the doping effect from the comparisons
of values alone, because the changing range of the current is too wide at the voltage range
of [0 V, 3 V]. So, the following analysis is mainly based on the variation rate of the current.
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It is not hard to find that the current of the new-type device can achieve growth at
low voltages and reduction at high voltages via the doping of metal elements. The specific
doping effects of different sites vary with the type of the element. For the doped devices
with Na and Mg in smaller atomic numbers, the effect (strengthened or weakened) on the
current of the “big” doped device synchronizes roughly with the “small” doped device,
and there is a small difference between the two in terms of the value of the current. Though
the Ga-doped devices also present a slight gap between the two, Device Ga-small possesses
a negative variation rate, while Device Ga-big shows a positive one, which means that the
effect on the current of the “big” doped device does not synchronize with the “small” doped
device. In contrast, huge discrepancies in the variation rates can be observed between
the “big” doped device and the “small” doped device for the other three kinds of doped
devices, especially for the Al-doped and K-doped devices at lower biases. Like the doped
device with Ga in Group 3, the out-of-sync phenomenon of the doping effect also exists
in the Al-doped devices due to different doping positions. Such an obvious out-of-sync
phenomenon only appears in the doped devices with metal elements in Group 3.
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However, in contrast, with the equilibrium condition, the reinforcement effect on the
current fades at voltages for the doped devices, but the reduction effect can be achieved by
applying higher biases. The doping of most elements can reach excellent results, with a
variation rate of about 30% in terms of the raising impact on the current except Mg and
Ga, and the choice of the doping position depends on the element type. The variation
rate of −7% is easily accessible to the doped devices by applying a voltage, and Device
K-big, Device Mg-big, and Device Mg-small all present the best weakening effect on the
current, with a rate of about −15%. So, clearly, the Mg-doped doping can weaken the
current by applying a certain bias whatever the doping site. The optimum intensifying and
dampening impact can both be possible with the K-doped doping by varying the voltage.

3. Computational Methods

All structures were optimized before calculating electron transport properties. All
calculations based on the first-principles theory, combining density functional theory
(DFT) [46] with non-equilibrium Green’s function (NEGF) [47], was implemented in the
Atomistix Toolkit (ATK) package [48]. The exchange–correlation function was a generalized
gradient approximation (GGA) of Perdew–Burke–Ernzerhof (PBE), while the double-zeta
plus polarization (DZP) basis was chosen for all atoms. K-point sampling was set to
1 × 5 × 50, and the transport direction was along the C axis. The density mesh cut-off for
the electrostatics potential was 75 Ha. The electron temperature was set as 300 K. Structural
optimizations use the quasi-Newton method until all residual forces on each atom are
smaller than 0.05 eV/Å. The convergence criterion for the total energy was 10−5 via the
mixture of the Hamiltonian.

The conductance G could be expressed in terms of the transmission function within
the Landauer–Büttiker formalism [49,50]:

G = G0

∫ +∞

−∞
dET(E, V)

(
−∂ f (E)

∂E

)
(1)

The current through a molecular junction was calculated using the Landauer–Büttiker
equation [51]

I =
2e
h

∫ +∞

−∞
dET(E, V)( f1(E)− f2(E)) (2)

where G0 = 2e2/h is the quantum unit of conductance, h is Planck’s constant, e is the electron
charge, f1,2(E) are the Fermi functions of source and drain electrodes, and T(E, V) is the
quantum mechanical transmission probability of electrons. Thus, it can be given as depicted
in [51]

T(E, V) = tr
[
ΓL(E, V)GR(E, V)ΓR(E, V)GA(E, V)

]
(3)

where GR and GA are the stunted and advanced Green functions of the conductor part, respec-
tively, and ΓL and ΓR are the coupling functions to the left and right electrodes, respectively.

4. Conclusions

We have systematically studied the doping influence of metal elements on the equi-
librium and non-equilibrium electron transport properties of the devices based on the
new-type 2D iodine structure. Our results show that the equilibrium conductance of doped
devices is much stronger than those of the undoped device, and the doping position has
varying influence on the conductance depending on the element type. The elements in
Group 1 can both enhance the conductance dramatically and show better doping effects
than the other elements in groups 2 and 3, well explained based on the electron transmission
at EF. The transmission probability around EF exceeds 1 for the new devices due to their
being more than one obviously strong electron transferring channel. The metal-element
doping can improve the entire transmission spectrum around EF. Essentially, the device
density of states (DDOS) is the determining inner factor in electron transport for these
devices and can well illustrate the differences of transmission coefficients from doping
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and the doping site. For the spatial distribution of charge transferring, the transmission
eigenstates are slightly changed by the “big” site doping for most elements, and they are
a semblable for the elements in the same group. In contrast, the transmission eigenstates
change dramatically when influenced by the “small” doping of metal elements, presenting
pronounced electronic states in the surrounding of the doped atom. In non-equilibrium
conditions, the conductance decreases under lower biases and fluctuates as the bias in-
creases, and it is reduced for almost all devices under voltages. However, the amplitude of
the variations differs. The best doping for enhancing conductance can reach 37%, mainly at
low voltages, while the most effective attenuation appears in the Mg-small doping, with
a variation rate of −23%. In contrast, the current increases linearly with the bias for all
devices. The current of the new-type device can achieve growth (up to 31%) at low voltages
and reduction (up to 16%) at high voltages via the doping of metal elements. These results
help us to understand the effects of defects on the electronic properties of new 2D iodine
materials and provide a solid support for the applications of new 2D iodine materials in
controllable electronic devices and sensors.
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Abstract: Van der Waals heterojunctions of two-dimensional atomic crystals are widely used to build
functional devices due to their excellent optoelectronic properties, which are attracting more and
more attention, and various methods have been developed to study their structure and properties.
Here, density functional theory combined with the nonequilibrium Green’s function technique has
been used to calculate the transport properties of graphene/WS2 heterojunctions. It is observed that
the formation of heterojunctions does not lead to the opening of the Dirac point of graphene. Instead,
the respective band structures of both graphene and WS2 are preserved. Therefore, the heterojunction
follows a unique Ohm’s law at low bias voltages, despite the presence of a certain rotation angle
between the two surfaces within the heterojunction. The transmission spectra, the density of states,
and the transmission eigenstate are used to investigate the origin and mechanism of unique linear
I–V characteristics. This study provides a theoretical framework for designing mixed-dimensional
heterojunction nanoelectronic devices.

Keywords: graphene/WS2 heterojunctions; electronic transport; first-principles calculation

1. Introduction

Two-dimensional (2D) layered materials have always been a cutting-edge field in
condensed matter physics and materials research [1]. Various 2D layers can be combined
using van der Waals (vdW) forces to build heterostructures with diverse functionalities [2].
These heterostructures exhibit a range of excellent properties and are applied to optoelec-
tronic devices [3], providing unprecedented opportunities for the development of advanced
nanoelectronics devices [4].

As one of the atomically thin 2D materials, graphene [5] has attracted worldwide
attention due to its excellent optical [6], electrical [7], and mechanical properties [8], and it
is expected to be used to build a new generation of miniaturized and intelligent electronic
devices [9]. However, the absence of a band gap has limited the application of graphene,
particularly in the semiconductor industry [10]. Significant efforts have been devoted
to addressing this issue in the gap-opening of graphene, like functionalization [11], dop-
ing [12], and the construction of heterostructures [13]. Recently, many graphene-based
vdW heterostructures have been investigated theoretically and experimentally [14]. For
instance, Lan et al. transferred graphene grown on a copper foil to a sapphire substrate with
Bi2Te3 crystals via low-pressure chemical vapor deposition (CVD). The crystallized Bi2Te3
was synthesized directly using spin-coated coring (SCCA). This procedure avoided any
degradation of the nanoplates and significantly improved the quality of the heterojunction
sample [15]. Hu et al. utilized a polymethyl methacrylate (PMMA)/polydimethylsiloxane
(PDMS) blend to transfer metal-catalyzed CVD-fabricated graphene/SiNWS heterojunc-
tions onto stretchable polytetrafluoroethylene (PTFE) substrates. The high preparation
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efficiency and outstanding quality were extremely encouraging for daily industrial pro-
duction and life [16]. Ren et al. developed a novel flexible self-powered photodetector
that transfers electrons through a solid electrolyte. The developed flexible WS2/graphene
photodetector displayed a quick photo response time and high photosensitivity [17]. Liu
et al. fabricated Bi2Se3/graphene heterojunctions using molecular beam epitaxy and ob-
served a spiral growth mechanism during the growth process [18]. By vertically stacking
single-layer MoS2/h-BN/graphene, Lee’s team created random access memory with tun-
neling. It had excellent stretchability, long retention times, and highly dependable memory
performance [19]. Additionally, Liu et al. investigated different conceivable atomic configu-
rations of phosphorene/graphene in-plane heterojunctions and their effects on interfacial
heat conductivity by using density functional theory calculations and molecular dynamics
simulations [20]. Gao et al. simulated the heat transfer properties of graphene/MoS2 hetero-
junctions using nonequilibrium molecular dynamics simulations and found that the degree
of lattice matching of graphene and MoS2 had an effect on phonon thermal transport [21].
However, the majority of these studies on graphene heterojunctions primarily focused on
their electronic structures [22], preparation methods [23], and applications [24]. Little re-
search has been conducted on their electron transport properties and intrinsic mechanisms.

In this context, constructing new graphene heterojunctions and studying their electron
transport properties are essential if one wants to realize the practical application of graphene
heterojunctions in nanoelectronic devices. With excellent electron mobility and a large
direct band gap, monolayer WS2 has a lot of potential uses in nanodevices [25]. In particular,
in recent years, there have been significant breakthroughs in its synthesis and applications.
For example, Prof. Feng’s group produced monolayer triangular WS2 single crystal wafers
with excellent uniformity, large size, and high quality by controlling the nucleation density
by changing the time of the introduction of the sulfur precursor and the distance between
the tungsten source and the growth substrate [26]. Furthermore, some researchers have
used chemical doping to significantly improve the optoelectronic performance of WS2
field-effect transistors [27]. Inspired by these advancements, we selected monolayer WS2 to
create a series of graphene/WS2 heterojunction models and design nanoelectronic devices.
We systematically investigated their electronic structures and transport properties using
first-principles methods based on the density functional theory (DFT) and nonequilibrium
Green’s function (NEGF) [28].

2. Results and Discussions

The hexagonal unit cell of WS2 was the same as that of graphene. For graphene and
WS2, the optimized lattice parameters were 2.45 Å and 3.15 Å, respectively. The unit cell
parameters we calculated closely matched experimental results [29,30].

To construct the graphene/WS2 heterojunctions, we used a 3 × 3 × 1 supercell of
WS2 and a 4 × 4 × 1 supercell of graphene with 68 total atom numbers, and a 4 × 4 × 1
supercell of WS2 and a 5 × 5 × 1 supercell of graphene with 109 total atom numbers. In this
orientation, both components maintained their original hexagonal lattices without surface
rotation and exhibited slight lattice mismatches of 3.1% and 2.4%, respectively. The inter-
layer spacings of the equilibrium geometries of these two heterojunctions were 3.41 Å and
3.46 Å, respectively, which are typical distances in graphene-based vdW heterostructures
with weak interactions.

However, the devices built from the above two heterojunctions contained 366 and
603 atoms, separately. Due to the limitations of quantum-mechanics-based calculations
used in this study, we continued to construct a series of heterojunctions with specific
rotation angles between each surface to reduce the models’ sizes. In these heterojunctions,
the interatomic distances were consistently around 3.4 Å, indicating weak vdW interactions.
At the same time, we could also analyze the electron transport properties of devices that
had different rotation angles. The equilibrium geometries of heterojunctions and their
related parameters are shown in Figure 1 and Table 1.
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Table 1. The related parameters of heterojunctions.

Heterojunction Lattice Parameters of
Graphene (Å)

Rotation Angle of
Graphene (◦)

Lattice Parameters of
WS2 (Å)

Rotation Angle of WS2
(◦) Lattice Mismatch (%)

Gr/WS2-1 a = b = 9.8 0.0 a = b = 9.5 0.0 3.1
Gr/WS2-2 a = b = 12.3 0.0 a = b = 12.6 0.0 2.4
Gr/WS2-3 a = b = 6.5 21.8 a = b = 6.3 60.0 3.1
Gr/WS2-4 a = b = 6.5 141.8 a = b = 6.3 60.0 3.1
Gr/WS2-5 a = b = 6.5 21.8 a = b = 6.3 180.0 3.1
Gr/WS2-6 a = b = 6.5 141.8 a = b = 6.3 180.0 3.1
Gr/WS2-7 a = b = 8.5 0.0 a = b = 8.3 21.8 2.1
Gr/WS2-8 a = b = 8.5 120.0 a = b = 8.3 21.8 2.1

In order to prove the thermodynamic stability of these heterojunctions, the binding
energies of the graphene/WS2 vdW heterojunctions were calculated to assess the system
stability, as follows:

Eb = E(heterojunction)− E(graphene)− E(WS2)

where E(heterojunction), E(graphene), and E(WS2) represent the total energy of the hetero-
junctions, graphene layers, and WS2 layers, respectively. The calculated binding energies
are presented in Table 2. The negative binding energies in the table indicate the stability
of these systems. Upon comparison, we observed that the most stable heterojunction was
Gr/WS2-1. Another regularity we found was that smaller heterojunctions were more stable
when the two layers were not rotated. However, when there exist rotation angles between
the two layers, the stability of the heterojunctions decreased and the larger heterojunctions
were more stable.

76



Molecules 2023, 28, 6866

Table 2. The binding energy of heterojunctions.

Heterojunction Energy of Graphene (eV) Energy of WS2 (eV) Energy of Heterojunction
(eV) Binding Energy (eV)

Gr/WS2-1 −5038.3 −10,206.0 −15,246.9 −2.6
Gr/WS2-2 −7874.7 −18,145.4 −26,022.2 −2.1
Gr/WS2-3 −2204.4 −4563.7 −6741.6 −0.6
Gr/WS2-4 −2204.4 −4563.7 −6741.6 −0.6
Gr/WS2-5 −2204.4 −4563.7 −6741.6 −0.6
Gr/WS2-6 −2204.4 −4563.7 −6741.6 −0.6
Gr/WS2-7 −3779.3 −7939.2 −11,719.4 −0.9
Gr/WS2-8 −3379.3 −7939.2 −11,719.4 −0.9

We initially investigated the electronic properties of Gr/WS2-1 and Gr/WS2-2 to
determine whether they can be transported as electronic devices. As plotted in Figure 2a,
graphene exhibits metallic properties with a zero bandgap semiconductor, where the top
valence band and bottom conduction band intersect at the K point. In contrast, WS2 is a
semiconductor with a direct band gap of 1.95 eV, as shown in Figure 2b. It is worth noting
that our calculations closely aligned with other theoretical predictions and were slightly
lower than experimental values [31]. This discrepancy can be attributed to the inherent
limitations of the GGA-PBE method, which tends to overestimate lattice constants and
underestimate band gaps. Hybrid functionals, such as meta-GGA, HSE06, etc., are known
to provide more accurate bandgap calculations [32]. However, the WS2 bandgap calculated
by meta-GGA was 2.13 eV, which was only slightly higher than the PBE value (1.95 eV).
Thus, we believe that the GGA-PBE approach was accurate enough for our calculation and
did not significantly impact other aspects of the analysis, such as energy band structure
and electron transport.
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We initially investigated the electronic properties of Gr/WS2-1 and Gr/WS2-2 to deter-

mine whether they can be transported as electronic devices. As plotted in Figure 2a, gra-

phene exhibits metallic properties with a zero bandgap semiconductor, where the top va-

lence band and bottom conduction band intersect at the K point. In contrast, WS2 is a sem-

iconductor with a direct band gap of 1.95 eV, as shown in Figure 2b. It is worth noting that 

our calculations closely aligned with other theoretical predictions and were slightly lower 

than experimental values [31]. This discrepancy can be attributed to the inherent limita-

tions of the GGA-PBE method, which tends to overestimate lattice constants and under-

estimate band gaps. Hybrid functionals, such as meta-GGA, HSE06, etc., are known to 

provide more accurate bandgap calculations [32]. However, the WS2 bandgap calculated 

by meta-GGA was 2.13 eV, which was only slightly higher than the PBE value (1.95 eV). 

Thus, we believe that the GGA-PBE approach was accurate enough for our calculation 

and did not significantly impact other aspects of the analysis, such as energy band struc-

ture and electron transport. 

 
Figure 2. Band structures of the stand-alone (a) graphene and (b) WS2; (c,d) are band structures of 

Gr/WS2-1 and Gr/WS2-2. The red and blue lines represent the top of the valence band and the bottom 

of the conduction band. (e) The PDOS and DOS of the graphene and WS2 components in the vdW 

Gr/WS2-1. 

Figure 2. Band structures of the stand-alone (a) graphene and (b) WS2; (c,d) are band structures
of Gr/WS2-1 and Gr/WS2-2. The red and blue lines represent the top of the valence band and the
bottom of the conduction band. (e) The PDOS and DOS of the graphene and WS2 components in the
vdW Gr/WS2-1.

Figure 2c and d display the band structures of Gr/WS2-1 and Gr/WS2-2, which are
simple superpositions of graphene and WS2 and preserve their electronic systems. Notably,
the valence band’s top and the conduction band’s bottom still intersected at the K point in
the Brillouin zone, indicating that the Dirac point still exists in the heterojunction. Gr/WS2-
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1 behaved as an N-type semiconductor, with the Ec and Ev of WS2 shifting downwards.
Additionally, the Fermi energy level turned from near the top of the valence band to near
the bottom of the conduction band. Conversely, Gr/WS2-2 exhibited P-type semiconductor
properties, with the Fermi energy level still close to the top of the valence band, but
the conduction band bottom and valence band top shifted from the original G to the K
point. This indicates that factors such as layer spacing, the degree of mismatch, and lattice
parameters within the heterojunction influence its electronic energy band.

Next, we calculated the density of states (DOS) and the projected calculation density
of states (PDOS). Due to the similarity in the calculation results, we present the results for
Gr/WS2-1 as an example. According to Figure 2e, near the Fermi level, the 2p orbital of
the carbon atom in graphene plays a vital role in the density of states. The 5d orbital of
the W atom also makes a contribution. Contributions from other valence electron orbitals
can be disregarded. The absence of resonance peaks indicates that there was no bonding
between WS2 and C. Instead, weak van der Waals forces maintained the interlayer stability
between the heterojunctions, corresponding to optimized interlayer spacing of around
3.4 Å. This weak hybridization between the graphene and WS2 is another indication of
why the graphene’s Dirac points are still present in the heterojunctions.

As depicted in Figure 3, when there is a certain rotation angle between the two surfaces,
no matter the change in the lattice constants or the rotation angle of graphene or WS2, its
effect on the energy band is little. But when the lattice parameter of heterojunctions is
increased to around 8 Å, the Dirac cone of graphene shifts from K to G point due to the
inequivalent K and K’ points being folded and coupled into the same G-point (Figure 3e,f).
However, the Dirac cone does not open. We predicted that these six heterojunctions had
comparable electronic transport properties. Consequently, nanoelectronic devices could be
built using heterostructures with rotation angles to reduce device size while maintaining
their high transport properties.

With the Gr/WS2-3 and Gr-1 (composed of graphene, with the same lattice parameter
and rotation angle as Gr/WS2-3), we built two devices, as depicted in Figure 4. As seen in
the enlarged area, the rotation angle between graphene and WS2 was still maintained. The
poles of the device formed by themselves, the current transport direction was along the
Z-axis, and the surface was perpendicular to the X-axis.

The I–V characteristics of the devices in a bias zone [0.0 V, 2.0 V] were calculated
to explore the transport characteristics of these two devices, and the findings are shown
in Figure 4. We can see from the current-voltage (I–V) characteristic curves (Figure 4c)
that the heterojunction had comparable transport properties to graphene, unlike some
typical heterojunction semiconductor devices. Interestingly, the Ohmic behavior of linear
I–V curves was found in the 0–1.2 V bias voltage. After 1.2 V, the slope of the I–V curve
gradually increased, leading to nonlinear transport properties. This was caused by a certain
degree of rotation in the graphene and heterojunction, while the transport direction was
primarily along the armchair direction of the graphene. Simultaneously, it became evident
that the transport properties of both devices changed gradually as the voltage increased,
signifying a weakened coupling between WS2 and graphene. A nonlinear relationship only
began to emerge at high bias voltages. Compared to other graphene-based heterojunctions,
the transport current of graphene/WS2 was nearly one order of magnitude higher than
that of graphene/MoS2 in-plane heterojunctions [33,34], graphene/BN heterojunctions [35],
and so on. In addition, when compared to other WS2-based heterojunctions, such het-
erojunctions could behave up to two orders of magnitude higher than that of WS2/WSe2
heterojunctions [36], with greater performance than that of MoS2/WS2 heterojunctions [37].
Thus, we can conclude that such heterojunctions can greatly enhance the transport current
and decrease the contact resistance, which will be very important for achieving superior
optoelectronic devices such as vertical field-effect transistors (FETs). Our calculations can
reveal why graphene/WS2 heterojunctions are widely used to build FETs and have superior
behavioral properties [38–41]. In addition, the heterojunction used in our calculations not
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only maintained the perfect transport properties but also largely reduced the size of the
electronic devices, which is very important in the post-Moore era.
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Although the differences in transport properties between these two devices were
slight, the transport mechanism exhibited different phenomena due to the weak vdW forces
between the WS2 and graphene. The most understandable depiction of the behavior of
electron transport was the transmission spectrum T(E), and the transmission coefficient
of each energy point was determined by diagonalizing the transmission matrix from the
eigenvalues of electron transmission. Therefore, we calculated the transmission spectra of
the above devices to further study their transport properties.

Generally speaking, the magnitude of the transmission coefficient near the Fermi level
represents the transport capability of the device, especially at the Fermi level. The larger
the transmission coefficient at the Fermi level, the stronger the transport capability. As
shown in Figure 5a,d, these two devices exhibited metallic properties, corresponding to
the current–voltage curves. The electron transmission spectra of graphene devices and
Gr/WS2-3 devices displayed quantum steps between −1 eV and 1 eV, resembling the
ideal one-dimensional nanowires. And the electron transmission probability at the Fermi
energy level was almost zero, which shows a band gap feature between the conduction and
valence bands, corresponding to a Dirac cone in the energy band structure. Although the
system had almost no electrons passing through at this energy, at higher energies electrons
could easily tunnel through the potential barrier, increasing their mobility and the step
transmission coefficient, which indicates that there were several electron transmission
channels in these devices. After the formation of the heterojunction, many spikes appeared
away from the Fermi energy level, showing that the coupling between the graphene and
WS2 was weak. The band gap of graphene was not open, although it tends to be open,
which does not have a significant influence on its transport properties.

To further shed light on the inherent mechanisms of these two devices, we discuss
DOS around the Fermi level for these devices. Figure 5a,d illustrate that the DOS of the two
devices were zero at the Fermi energy level, corresponding to their electron transmission
spectrum. Before the construction of the heterojunction, the contribution of DOS near the
Fermi energy level originated mainly from the 2p orbitals of the graphene carbon atoms.
After the formation of the heterojunction, the contribution was mainly from the 2p orbital
of the graphene carbon atom and the 5d of the W atom. We can see clearly that several
peaks exceeded 100 in the Gr/WS2-3, more than twice that of the Gr-1. The highest peaks
in the valence band region were observed at −1.92 eV, while those in the conduction band
region were found at 1.44 eV. These peaks serve to protect fewer delocalized states near the
Fermi level.
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applied bias (0.0 V). Transmission eigenstate of Gr-1 (b,c) and Gr/WS2-3 (e,f) around Fermi level
with an isovalue of 0.21.

Here, the dominant transmission eigenstates near the Fermi energy level at equilibrium
were calculated to explore the physical roots of their transport phenomena. The calculated
results in Figure 5b,c,e, and f showed that the transmission of two devices around the Fermi
level was provided by two major transport channels, both with transmission eigenvalues
of nearly 1.000. The transmission eigenstates of both devices exhibited delocalization
throughout the whole central region, resulting in significant transport capability near
the Fermi energy level. We can see that the electronic states were evenly distributed in
the diffusion region between the left and right electrodes, along the graphene armchair
direction. This indicates that these states were all π-orbitals of the C atom of graphene,
leading to their metallic characteristic. However, the contribution of WS2 in Gr/WS2-3 was
almost negligible.

It is well known that the study of transmission spectra at non-zero bias voltages can
provide useful information for the study of I–V characteristics. This is because the current is
defined by the integrated area of the transmission curve within the bias window, as shown
by the Landauer–Buttiker formula. As a result, we calculated the transmission spectra
of the Gr-1 and Gr/WS2-3 devices under 0.4, 0.8, 1.2, 1.6, and 2.0 to further reveal their
transport phenomena (Figure 6a,b). The bias window’s perimeter is represented by the
colored parts. The effective integral area of the transmission curve within the bias window
grew with increased bias, producing a linear I–V characteristic, as we can see from both
devices. However, when the bias window increased to 1.2 V, the step transmission spectrum
started to change shape and expand in an arc, so the I–V curve began to show non-linear
features, and the slope subsequently increased. It is evident from the transmission spectrum
that quantum steps are always present within the bias window at different bias voltages
and that the steps shift as the bias window expands. The movement tendency of the steps
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in the conduction and valence band regions was indicated by the arrows, respectively. The
number of wave valleys within the bias window in the Gr/WS2-3 devices progressively
increased. Spikes far from the Fermi energy level moved in the opposite direction and were
unable to move inside the bias window, so the contribution of these spikes to the transport
properties was almost negligible. Interestingly, the lowest transmission probability was
always located at the boundary of the bias window, and as the bias increased from 0 V to
2 V, the gap shifted to the boundary of the bias window.
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It is worth noting that the transmission eigenstates of electrons may change under
external bias after forming the heterojunction. Therefore, the electronic transmission
eigenstates of Gr-1 and Gr/WS2-3 devices were calculated at different bias voltages. Before
2.0 V, the transmission eigenstates of both devices were mainly contributed by the two
transmission channels of graphene. However, when the bias voltage increased to 2.0 V,
the transmission channels at the Fermi level of Gr/WS2-3 changed from two to multiple
channels, as shown in Figure 6c,d. WS2 started to participate in the transport, but its
electronic state was localized at the left electrode and the transmission eigenvalue was so
small that it can still be disregarded.

3. Computational Method

DFT implemented in the Atomistix ToolKit (ATK) package was used to optimize the ge-
ometry structures and calculate the electronic structures of graphene/WS2 heterostructures.
The exchange–correlation function is a generalized gradient approximation (GGA) [42]
of Perdew–Burke–Ernzerhof (PBE) [43]. The selected valence electron configurations in
our calculation were W 5d4 6s2, S 3s2 3p4, C 2s2 2p2. In order to meet the computational
precision, the linear combination of atomic orbitals (LCAO) basis was selected for all atoms.
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Double-ζplus polarization (DZP) basis sets were adopted for the local atomic numerical
orbitals, and norm-conserving pseudo-potentials were employed. The Monkhorst–Pack
k-points of 5 × 5 × 1 were used to sample the Brillouin zone [44]. The cut-off energy for
the density mesh and the electron temperature were set to 75 Ha and 300 K, accordingly.

The device’s performances were studied with the DFT coupled with the NEGF method,
using the ATK package. A 15 Å vacuum layer along the X-direction was used to avoid
interactions between periodic images that were nearest neighbors. For self-consistent
calculation, the k-points of 5 × 5 × 100 were used for device models. The other parameters
of the DFT calculation remained unchanged, and the energy convergence criterion was
set to 10−4 eV. Before analyses, the devices were fully optimized by the quasi-Newton
approach until all residual stresses on each atom were less than 0.05 eV. The devices’
electronic properties were investigated by computing their currents, the density of states,
and the transmission spectra, and the current I through the device was calculated using the
Landauer–Buttiker equation [45]:

I =
2e
h

∫ +∞

−∞
dE(T(E, V)( f 1 (E)− f2(E)))

The quantity T(E) is the transmission function, which expresses the likelihood that
electrons will go through the device from source to drain; f1,2(E) denote the Fermi
functions of the source and drain electrodes; and e and h are the electron charge and
Planck’s constant, respectively.

4. Conclusions

In this work, we systematically studied the electronic transport properties and intrinsic
mechanisms of graphene/WS2 heterojunctions using first-principal calculations. Unique
linear I–V characteristics were found among the devices. Even though there was an
angle between the two surfaces, the heterojunction continued to exhibit this intriguing
Ohm’s law behavior. The transmission spectra, the density of states, and the transmission
eigenstate were calculated to explain this phenomenon. After forming the heterojunctions,
the quantum steps near the Fermi level approximated an ideal one-dimensional nanowire.
The DOS shows that the vdW heterojunctions significantly increased the number of peaks
and improved the maximum value of peaks, which protected less delocalized states near
the Fermi level. The transmission eigenstates showed that the high transport properties
came from the π orbitals of the C atoms in the graphene armchair direction. This study
provides valuable insights into the transport properties of graphene heterojunctions and
the potential fabrication of mixed-dimensional heterojunctions.
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Abstract: Di-isononyl phthalates are chemicals that are widely used as plasticizers. Humans are
extensively exposed to these compounds by dietary intake, through inhalation and skin absorption.
Sulfotransferases (SULTs) are enzymes responsible for the detoxification and elimination of numerous
endogenous and exogenous molecules from the body. Consequently, SULTs are involved in regulating
the biological activity of various hormones and neurotransmitters. The present study considers a
computational approach to predict the toxicological potential of the metabolites of di-isononyl
phthalate. Furthermore, molecular docking was considered to evaluate the inhibitory potential of
these metabolites against the members of family 1 of SULTs. The metabolites of di-isononyl phthalate
reveal a potency to cause liver damage and to inhibit receptors activated by peroxisome proliferators.
These metabolites are also usually able to inhibit the activity of the members of family 1 of SULTs,
except for SULT1A3 and SULT1B1. The outcomes of this study are important for an enhanced
understanding of the risk of human exposure to di-isononyl phthalates.

Keywords: metabolism; molecular docking; di-isononyl phthalate monoesters; toxicological effects

1. Introduction

Xenobiotics are chemical compounds that do not occur naturally in the human body
and, if not metabolized, they could reach toxic concentrations. Humans are exposed daily
to numerous xenobiotics: drugs, food additives, cosmetic ingredients, pesticides, environ-
mental pollutants, etc. The metabolism of xenobiotics usually occurs through enzymatic
reactions, and the enzymes involved are classified into phase I, phase II, and transporter
enzymes. Phase I enzymes (such as cytochromes P450) convert lipophilic xenobiotics into
more polar compounds for easier excretion and provide sites for conjugation reactions.
Phase II enzymes (such as glutathione transferases and sulfotransferases) carry out the
conjugation reactions and can interact directly with xenobiotics, but most of the time they
interact with the metabolites obtained in the phase I metabolism [1].

This study focuses on family 1 of sulfotransferases (SULT1), containing enzymes that
are known to catalyze the sulfate conjugation of pharmacologically important endobiotics
and xenobiotics by transferring a sulfate group from the donor 3′-phosphoadenosine
5′-phosphosulfate (PAPS) to the hydroxyl group of an acceptor [2]. In humans, there are
four subfamilies of SULT1: SULT1A (SULT1A1, SULT1A2, SULT1A3), SULT1B1, SULT1C
(SULT1C1/C2, SULT1C3, SULT1C4) and SULT1E1 [3]. SULT1A1 and SULT1A2 have
specificity for small phenolic compounds and SULT1A3 preferably sulfonates monoamines.
SULT1B1 and SULT1C1 are involved in the sulfonation of thyroid hormones, whereas
SULT1E1 sulfonates steroids, preferentially estrogens.
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Several polymorphisms have been identified for the SULT1 family of enzymes that
proved to alter enzyme activities and presented differences in the metabolism of endoge-
nous compounds, drugs and other xenobiotics [4,5]. The frequently identified SULT1A1
polymorphic variants are SULT1A1*1 (the wild type, WT), SULT1A1*2 (amino acids substi-
tution R213H) and SULT1A1*3 (amino acids substitution M223V) [4]. Significant differences
in the sulfation activities of SULT1A1*1, SULT1A1*2 and SULT1A1*3 have been identified,
with SULT1A1*2 revealing lower catalytic activity and thermostability [5].

Among other xenobiotics, humans are exposed to phthalates because these com-
pounds are widely used as solvents, additives and/or plasticizers in numerous consumer
products. People can be exposed to phthalates by ingesting them from food or drink, by
inhaling phthalate-contaminated air and dust resulting from paintings or furniture, by
using pharmaceuticals and cosmetics, and by skin contact with products and/or clothing
that contain them [6,7]. There are specific studies confirming the contamination of hu-
mans with phthalates as they reveal the presence of phthalate metabolites in human urine,
saliva, breast milk and some serum samples [8–10]. Frequently observed harmful effects
of phthalates on humans concern the reproductive, neurological and developmental sys-
tems [11]. A computational study conducted on 25 of the most used phthalates emphasized
that they have the potential to interact with numerous molecular targets in the human
organism (cytochromes, transporters, transcription factors, membrane receptors, kinases,
phosphatases) [12]. These interactions may lead to harmful effects: skin and eye irritation,
endocrine disruption, non-genotoxic carcinogenicity and toxicity of the respiratory and
gastrointestinal tracts [12].

In humans, the metabolism of phthalates occurs in at least two steps: (i) a phase I
hydrolysis when the diester phthalate is hydrolyzed into the monoester phthalate and
(ii) a phase II conjugation [13]. Some in vitro and in vivo animal studies exposed that
the monoester phthalates resulting from the metabolism of the diester phthalates are
often more bioactive compounds [14]. Literature data reveal that benzylbutyl phthalate
in high concentrations inhibits SULT1A1, whereas dibutyl phthalate and benzylbutyl
phthalate inhibit SULT1E1 [15]. Furthermore, numerous phthalate metabolites revealed
strong inhibition potential towards members of SULT1, especially SULT1A1, SULT1B1
and SULT1E1 [16]. SULT1A1 activity was strongly inhibited by mono-hexyl phthalate,
monobenzyl phthalate, mono-octyl phthalate and mono-ethylhexyl phthalate. Mono-hexyl
phthalate, mono-ethylhexyl phthalate, mono-octyl phthalate, mono-butyl phthalate and
mono-cyclohexyl phthalate inhibited the activity of SULT1B1. Mono-hexyl phthalate, mono-
ethylhexyl phthalate and mono-octyl phthalate inhibited the activity of SULT1E1 [16].

Di-isononyl phthalates (DiNP) are a group of isomeric forms of dinonyl phthalates
widely used as plasticizers and found in various products such as cables, foil, PVC flooring,
toys, shoe materials, tablecloths, etc. [17]. It was already assessed that upon ingestion,
at least 50% of DiNP is expected to be absorbed through the gastrointestinal tract, with
absorption decreasing as the dose increases (https://echa.europa.eu/documents/10162/31
b4067e-de40-4044-93e8-9c9ff1960715, accessed on 15 June 2023). Investigations conducted
on rats and on human adult volunteers have shown that DiNP has been metabolized
to a number of secondary metabolites before being excreted in the urine: monoisononyl
phthalate (MiNP), mono-hydroxy-isononyl phthalate (MHiNP), mono-carboxy-isooctyl
phthalate (MCiOP) and mono-oxo-isononyl phthalate (MOiNP) [18–20].

This study aims to predict the possible toxicological effects on humans of the metabo-
lites of DiNP and to assess the interactions of these xenobiotics with members of the SULT1
family, also taking into account the most frequently identified polymorphic variants of
SULT1A1 enzymes. To obtain this information, a computational study was implemented.

Sometimes the reliability of the results obtained by using calculation methods is called
into question. Considering both the cost of laboratory studies and the ethical concerns of
using animals for testing, the role of computational studies is becoming well recognized.
There has been an explosive growth in both the scale and diversity of data in the natural
sciences, leading to the creation of freely accessible databases and enabling scientists to
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build accurate computational models for toxicology assessments. Consequently, the Or-
ganization for Economic Development and Cooperation (OECD) created guidelines for
quantitative structure activity relationship (QSAR) models in 2004. The principles for build-
ing QSAR models and calculation methods have been described in detail since 2007 [21].
The Registration, Evaluation and Authorization of Chemicals (REACH) regulation has
recognized QSAR techniques for studying the toxicological profile of chemicals [22]. Last
but not least, molecular modeling methods offer the possibility to assess the risk to human
health due to exposure to different chemicals as they can simulate possible modes of action.
All these virtual screening tools have been useful for prioritizing bioassay requirements,
saving resources and limiting the use of laboratory animals for testing. In this particular
study, the computational approach was considered for a better understanding of the risk of
human exposure to phthalates.

2. Results
2.1. Physicochemical and Structural Properties of the Metabolites of Di-Isononyl Phthalate and of
the Ligands That Are Present in the Crystallographic Structures of SULT1 Enzymes

The physicochemical and structural properties of the DiNP metabolites and of the
ligands that are present in the crystallographic structures of SULT1 enzymes are presented
in Table 1.

Table 1. Physicochemical and structural properties of the metabolites of di-isononyl phthalate and of
the ligands that are present in the crystallographic structures of SULT1 enzymes: MW—molecular
weight, logP—partition coefficient, HBD—hydrogen bonds donors, HBA—hydrogen bonds acceptors,
RB—rotatable bonds, tPSA—topological polar surface area.

Compound MW (g/mol) LogP HBD HBA RB tPSA
(Å2)

Area
(Å2)

Volume
(Å3)

mono-carboxy-isooctyl phthalate 322.40 3.4 2 6 10 101.0 285.1 287.3

mono-hydroxy-isononyl phthalate 308.40 3.9 2 5 10 83.8 293.5 284.6

mono-isononyl phthalate 292.40 5.6 1 4 10 63.6 288.8 268.6

mono-oxo-isononyl phthalate 306.40 2.8 1 5 10 80.7 278.8 288.0

3,3′,5,5′-tetrachloro-4,4′-biphenyldiol 324.00 5.4 2 2 1 40.5 265.5 252.3

p-nitrophenol 139.11 1.9 1 3 0 66.0 128.6 106.1

dopamine 153.18 −1.0 3 3 2 66.5 156.8 132.4

resveratrol 228.24 3.1 3 3 2 60.7 217.7 191.0

Figure 1 reveals the molecular lipophilicity potential (MLP) on the molecular surface
for the DiNP metabolites and for the ligands that are present in the crystallographic
structures of SULT1 enzymes. In this figure, the hydrophobic parts of the surface are
colored by violet and blue and the hydrophilic ones by orange and red.

Data presented in Table 1 and Figure 1 reveal that DiNP metabolites have physico-
chemical and structural properties that better resemble those of the 3,3′,5,5′-tetrachloro-4,4′-
biphenyldiol, the SULT1E1 inhibitor. DiNP metabolites poses a higher number of rotatable
bonds and consequently reveals a higher flexibility compared to that of 3,3′,5,5′-tetrachloro-
4,4′-biphenyldiol. DiNP metabolites are bigger than dopamine, resveratrol and p-nitrophenol,
which are the ligands that are present in the structural complexes of some of the SULT1 en-
zymes. It is important to notice that there are two molecules of p-nitrophenol in the structural
file of the complex of SULT1A1*2 with this substrate.

2.2. Toxicological Effects of the Di-Isononyl Phthalate and of Its Metabolites

Considering the fact that DiNP metabolites were observed in urine from human sub-
jects, predictions about their toxicity on humans have been also obtained by using the
ADMETLab2.0 computational tool [23,24]. This tool uses quantitative structure activity
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relationship regression or classification models for predicting the absorption, distribution,
metabolism, excretion and toxicity (ADMET) profile of chemicals. For the ADMET proper-
ties that are predicted by the regression models, concrete predictive values are delivered,
whereas for ADMET properties predicted by the classification models, the prediction prob-
ability values are provided. A positive value for the probability reveals that the studied
molecule is more likely to produce the biological activity under investigation. Predicted
probabilities with values higher than 0.700 are considered as reliable predictions [24].
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The predicted toxicological effects of DiNP and of its metabolites on the human
organism are illustrated in Table 2. In this table, there are delivered predicted concrete
values for clearance (CL) and plasma protein binding (PPB) using regression models. Based
on classification models, predicted probabilities are also computed for the ability of DiNP
metabolites to penetrate the blood–brain barrier (BBB), to be inhibitors or substrates of
P-glycoprotein (PgpI/PgpS), to produce cardiotoxicity by inhibiting the h-ERG channel
(hERG), to produce drug liver injuries (DILI), to produce mutagenicity (Ames mutagenicity)
and carcinogenicity, respectively, and to affect the nuclear receptors (NR). In the case of
nuclear receptors, the probabilities that DiNP metabolites bind to the active sites of the
androgen receptor (NR-AR-LBD), the aryl hydrocarbon receptor (NR-AhR), the estrogen
receptor (NR-ER-LBD), the receptors activated by peroxisome proliferators (NR-PPAR-
gamma) and, respectively, the probability to produce endocrine disruption (NR-aromatase)
are predicted.

Table 2. Probabilities regarding the possible toxicological effects of DiNP metabolites: CL—
clearance, BBB—blood–brain barrier penetration, PPB—plasma protein binding, PgpI—inhibitor of
P-glycoprotein, PgpS—substrate of P-glycoproteine, hERG—human cardiotoxicity, DILI—induced
liver damage, NR-AR-LBD—binding domain of androgen receptor ligands, NR-AhR—aryl hydro-
carbon receptor, NR-aromatase—endocrine disrupting chemicals, NR-ER-LBD—estrogen receptor
ligand binding domain, NR-PPAR-gamma—activated receptors of peroxisome proliferators. Cells
colored in orange reveal mean toxicological effects.

Compound/Toxicity Di-
Isononyl Phthalate

Mono-Carboxy-
Isooctyl Phthalate

Mono-Hydroxy-
Isononyl Phthalate

Mono-
Isononyl Phthalate

Mono-Oxo
-Isononyl phthalate

CL (mL/min) 8.329 1.369 7.210 3.032 5.149
BBB 0.011 0.109 0.379 0.106 0.336

PPB (%) 97.84 95.97 90.69 97.34 92.87
PgpI 0.974 0.004 0.003 0.006 0.026
PgpS 0.000 0.001 0.026 0.000 0.004
hERG 0.190 0.053 0.209 0.260 0.198
DILI 0.358 0.795 0.743 0.852 0.770

Ames mutagenicity 0.002 0.007 0.004 0.004 0.005
Carcinogenicity 0.302 0.019 0.019 0.300 0.017

NR-AR-LBD 0.002 0.060 0.007 0.003 0.007
NR-AhR 0.071 0.012 0.015 0.057 0.042

NR-aromatase 0.086 0.005 0.009 0.011 0.008
NR-ER-LBD 0.230 0.064 0.036 0.010 0.012

NR-PPAR-gamma 0.060 0.744 0.890 0.872 0.785

The following can be observed from Table 2: (i) MiNP and MCiOP show a low
elimination rate from human organisms as the computed values for clearance are low,
3.032 mL/min for MiNP and 1.369 mL/min for MCiOP; (ii) DiNp may be an inhibitor of
P-glycoprotein as the computed probability for this effect is very high, 0.974; (iii) DiNP
and its metabolites may strongly bind to plasma proteins, with all predicted values for
binding being higher than 90%; (iv) all DiNP metabolites reveal the capacity to cause liver
damage (the computed probabilities for producing this effect being higher than 0.700), with
MiNP enlightening the higher probability to produce liver injuries; (v) all metabolites of
DiNP reveal the potential to inhibit the receptors activated by peroxisome proliferators
(computed probabilities to produce these effects are higher than 0.700); (vi) none of the listed
metabolites show cardiotoxicity, mutagenicity, carcinogenicity, do not inhibit androgenic,
estrogenic, endocrine and aryl hydrocarbon receptors, with the predicted probabilities
corresponding to these toxicological effects being low.

2.3. Evaluation of the Interactions of DiNP Metabolites with the Family 1 of Human Sulfotransferases

The outcomes of the molecular docking are revealed in Figures 2–7 and in Table 3.
MCiOP and MiNP are able to bind to the active site of SULT1A1*1 (Figure 2), whereas
MHiNP and MOiNP are not able to bind to the active site of this enzyme (Supplementary
Material, Figure S1).
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Table 3. Binding energies of DiNP metabolites to the active sites of SULT1 enzymes.

Enzyme

∆G (kcal/mol)

Mono-Carboxy-Isooctyl
Phthalate

Mono-Hydroxy-Isononyl
Phthalate

Mono-Isononyl
Phthalate

Mono-Oxo-Isononyl
Phthalate

SULT1A1*1 −8.06 - −6.79 -

SULT1A1*2 - - −7.51 −8.30

SULT1A1*3 −8.36 −11.36 −8.46 −8.29

SULT1A2 −7.3 - −7.75 −6.98

SULT1C1 −8.04 −9.99 −7.60 −7.76

SULT1E1 −7.95 −10.91 −7.54 −7.83
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In the case of the allelic variant SULT1A1*2, MiNP and MOiNP are the DiNP metabo-
lites that are able to bind to the active site of the enzyme (Figure 3).

As a control, the molecular docking of p-nitrophenol (the substrate that is present
in the crystallographic structure) to SULT1A1*2 emphasizes that the binding mode of
p-nitrophenol obtained through molecular docking strongly corresponds to the position of
one of the p-nitrophenol molecules in the crystallographic structure, the binding energy
being −6.05 kcal/mol (Supplementary Material, Figure S2). The binding modes of the
other two metabolites, MCiOP and MHiNP, that do not correspond to the active site of
SULT1A1*2 are revealed in Supplementary Material, Figure S3.

All the DiNP metabolites are able to bind to the active site of SULT1A1*3 (Figure 4).
In the case of SULT1A2, MCiOP, MiNP and MOiNP are able to bind to the active site of

SULT1A2 (Figure 5). MHiNP does not bind to the active site of this enzyme (Supplementary
Material, Figure S4). MHiNP has the higher topological polar surface area compared to the
other DiNP metabolites; this property may be responsible for the fact that it does not bind
to the active site of SULT1A2.

None of the DiNP metabolites bind to SULT1A3 and SULT1B1 active sites (Supple-
mentary Material, Figures S5 and S6).

In order to assess the binding of DiNP metabolites to SULT1C1, first the molecular
docking of iodothyronine (the typical substrate of SULT1C1) to the enzyme has been com-
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pleted. The binding to the active site of SULT1C1 has been emphasized by superposition of
the binding modes of iodothyronine to SULT1C1 with the structures of SULT1A1*2 and
SULT1B1 (Supplementary Figure S7). Further, the binding modes of DiNP metabolites to
SULT1C1 were compared to the position of iodothyronine.

All the DiNP metabolites are able to bind to the active site of SULT1C1 (Figure 6) and
the binding poses correspond to the position of iodothyronine.

All the DiNP metabolites are also able to bind to the active site of SULT1E1 (Figure 7),
with the binding poses matching the binding position of the inhibitor 3,3′,5,5′-tetrachloro-
4,4′-biphenyldiol.
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in green sticks.

Molecules 2023, 28, x FOR PEER REVIEW 7 of 18 
 

 

nitrophenol (yellow mesh surface). The inactive cofactor adenosine-3′-5′-diphosphate is revealed in 
green sticks. 

As a control, the molecular docking of p-nitrophenol (the substrate that is present in 
the crystallographic structure) to SULT1A1*2 emphasizes that the binding mode of p-ni-
trophenol obtained through molecular docking strongly corresponds to the position of 
one of the p-nitrophenol molecules in the crystallographic structure, the binding energy 
being −6.05 kcal/mol (Supplementary Material, Figure S2). The binding modes of the other 
two metabolites, MCiOP and MHiNP, that do not correspond to the active site of 
SULT1A1*2 are revealed in Supplementary Material, Figure S3.  

All the DiNP metabolites are able to bind to the active site of SULT1A1*3 (Figure 4). 

 
Figure 4. Binding of mono-carboxy-isononyl phthalate (orange sticks), of mono-hidroxy-isononyl 
phthalate (cyan sticks), of mono-isononyl phthalate (blue sticks) and of mono-oxo-isononyl 
phthalate (red sticks) to the active site of SULT1A1*3. All the binding poses correspond to the bind-
ing position of p-nitrophenol (yellow mesh surface). The inactive cofactor adenosine-3′-5′-diphos-
phate is revealed in green sticks. 

In the case of SULT1A2, MCiOP, MiNP and MOiNP are able to bind to the active site 
of SULT1A2 (Figure 5). MHiNP does not bind to the active site of this enzyme (Supple-
mentary Material, Figure S4). MHiNP has the higher topological polar surface area com-
pared to the other DiNP metabolites; this property may be responsible for the fact that it 
does not bind to the active site of SULT1A2. 

Figure 4. Binding of mono-carboxy-isononyl phthalate (orange sticks), of mono-hidroxy-isononyl
phthalate (cyan sticks), of mono-isononyl phthalate (blue sticks) and of mono-oxo-isononyl phthalate
(red sticks) to the active site of SULT1A1*3. All the binding poses correspond to the binding position
of p-nitrophenol (yellow mesh surface). The inactive cofactor adenosine-3′-5′-diphosphate is revealed
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Figure 5. Binding of mono-carboxy-isononyl phthalate (orange sticks), of mono-isononyl phthalate
(cyan sticks) and of mono-oxo-isononyl phthalate (blue sticks) to the active site of SULT1A2. All
the binding poses correspond to the binding position of p-nitrophenol (yellow mesh surface) to
SULT1A1*2. The inactive cofactor adenosine-3′-5′-diphosphate is revealed in green sticks.
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Figure 6. Binding of mono-carboxy-isononyl phthalate (orange sticks), of mono-hidroxy-isononyl
phthalate (cyan sticks), of mono-isononyl phthalate (blue sticks) and of mono-oxo-isononyl phthalate
(red sticks) to the active site of SULT1C1. All the binding poses correspond to the binding position of
iodothyronine (yellow mesh surface). The inactive cofactor adenosine-3′-5′-diphosphate is revealed
in green sticks.

The energies resulting from the molecular docking study and corresponding to the
binding modes matching the active sites of SULT1 enzymes are presented in Table 3.

Data presented in Table 3 emphasize the inhibition of SULT1A1*1, SULT1A1*2, SULT1A1*3,
SULT1A2, SULT1C1 and SULT1E1 by the DiNP metabolites. Furthermore, MiNP is the
metabolite that is able to inhibit almost all SULT1 enzymes, except SULT1A3 and SULT1B1,
with the highest binding energy corresponding to SULT1A1*3.

The results obtained using PLIP 2021 software regarding the identification of the
residues of the SULT1 enzymes that are involved in the noncovalent interactions with DiNP
metabolites are presented in Table 4.
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Information presented in Table 4 confirms the good correlation between the complexes
of SULT1 enzymes with their substrates resulted from docking and the complexes that are
present in the crystallographic structures.
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Figure 7. Binding of mono-carboxy-isononyl phthalate (orange sticks), of mono-hidroxy-isononyl
phthalate (cyan sticks), of mono-isononyl phthalate (blue sticks) and of mono-oxo-isononyl phtha-
late (red sticks) to the active site of SULT1A1E1. All the binding poses correspond to the bind-
ing position of 3,3′,5,5′-tetrachloro-4,4′-biphenyldiol (yellow mesh surface). The inactive cofactor
adenosine-3′-5′-diphosphate is revealed in green sticks.

3. Discussion
3.1. Toxicological Effects of the Di-Isononyl Phthalate and of Its Metabolites

To the best of our knowledge, this is the first study dealing with the possible toxicity
of DiNP and its metabolites. Predictions obtained using the ADMETLab2.0 tool revealed
that DiNp may be an inhibitor of P-glycoprotein, underlining that DiNP may potentially
affect the absorption, distribution, metabolism and elimination of the substrates of this
protein. The high degree of binding to plasma proteins of the DiNP and its metabolites may
lead to long acting xenobiotics as their bound fractions are not available for metabolism
or excretion.

The present study emphasizes that the DiNP metabolites may produce liver damage
and this outcome is in good correlation with literature data revealing that several phthalate
metabolites produced liver injuries [25]. The potential of the DiNP metabolites to inhibit
the receptors activated by peroxisome proliferators predicted in this study is also in good
agreement with published data revealing the interactions of several monoester phthalates
(including MiNP) with receptors activated by peroxisome proliferators [26].

None of the DiNP metabolites are considered to produce cardiotoxicity, mutagenicity
or carcinogenicity. These predictions correlate with no carcinogenic [27] and mutagenic [28]
effects noticed for some other phthalate metabolites. This study reveals no effects produced
by the DiNP metabolites against the androgenic, estrogenic, endocrine and aryl hydrocar-
bon receptors. This finding is also in good correlation with specific literature data revealing
no estrogenic and androgenic activities of mono-(2-ethylhexyl) phthalate [29].

Several toxicological effects on humans have been predicted for numerous other
xenobiotics [30–33] and all these results should be used to guide the decision making
regarding their use if human contamination is expected.
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3.2. Evaluation of the Interactions of DiNP Metabolites with the Family 1 of Human Sulfotransferases

A molecular docking study reveals that MCiOP and MiNP bind to the active site of
SULT1A1*1, but MHiNP and MOiNP do not bind to the active site of this enzyme. This
distinct behavior of MCiOP and MiNP that binds to SULT1A1*1 may be associated with
their higher molecular lipophilicity potential (as presented in Figure 1); it is known that
the distribution of lipophilicity in the molecular surface is important for the biological
activity of a chemical compound. Literature data reveal that other monoester phthalates are
strong inhibitors of SULT1A1*1: mono-hexyl phthalate, monobenzyl phthalate, mono-octyl
phthalate and mono-ethylhexyl phthalate [16].

MiNP and MOiNP are the only DiNP metabolites that bind to the active site of the
allelic variant SULT1A1*2. The binding energies for MiNP and MOiNP to the active site
of SULT1A1*2 are higher (Table 3) than the binding energy of the substrate p-nitrophenol,
underlining the strong inhibitory effects of these monoesters against SULT1A1*2.

The distinct interactions of the DiNP metabolites with SULT1A1*2 compared to
SULT1A1*1 may be due to the decreased flexibility of the active site of SULT1A1*2 [34],
with MCiOP and MhiNP being higher than the other two metabolites. This outcome is also
in good correlation with literature data revealing that an R213H mutation corresponding to
SULT1A1*2 induces a local conformational change and results in lower catalytic activity of
the enzyme [35].

In the case of SULT1A1*3, all DiNP metabolites bind to the active site of the enzyme.
It was already shown that an M223V mutation corresponding to the SULT1A1*3 allelic
variant produced an increase in the local flexibility of the active site of this enzyme [35].
This increased flexibility may add to the ability of this variant to accommodate all the DiNP
metabolites, when compared to the SULT1A1*1 and SULT1A1*2 variants. This outcome is
also in good agreement with information resulting from a molecular dynamics study and
emphasizing that an M223V mutation resulted in the loss of a hydrophobic contact between
M223 and M60 and led to increased local flexibility and the ability to accommodate larger
compounds [5].

DiNP metabolites do not bind to the active sites of SULT1A3 and SULT1B1, respec-
tively. As substrates, SULT1A3 has monoamines and biogenic catecholamines [36] that are
hydrophilic compounds. Consequently, it is not an unexpected result that the hydrophobic
DiNP metabolites are not able to bind to the active site of SULT1A3. The output of the
molecular docking study regarding the binding of dopamine (the known substrate of
SULT1A3) to SULT1A3 revealed that the binding mode obtained by docking corresponds
to the position of dopamine in the crystallographic structure (Supplementary Material
Figure S8), with the binding energy being −9.41 kcal/mol and underlying the correct
predictions obtained through docking.

In the case of SULT1B1, the crystal structure that was used for molecular docking con-
tains the enzyme in the complex with A3P and the substrate resveratrol. Table 1 and Figure 1
reveal dissimilar molecular properties and molecular lipophilic potential for resveratrol,
compared to those of the DiNP metabolites. Consequently, the physicochemical properties
of DiNP metabolites do not fit those of the active site of the enzyme. Another molecular
docking study revealed that several other monoester phthalates (mono-hexyl phthalate,
mono-octyl phthalate, mono-ethylhexyl phthalate, mono-butyl phthalate, mono-cyclohexyl
phthalate) were able to inhibit SULT1B1 [16]. Furthermore, it was shown that phthalate
monoesters, having shorter chains, significantly inhibited SULT1B1 but not the other SULT1
enzymes [16]. The compounds analyzed in the study of Huang et al. (2022) [16] are usually
smaller than the DiNP metabolites and their physicochemical properties are more similar
to those of resveratrol (Supplementary Material, Table S1). The output of the molecular
docking study regarding the binding of resveratrol (the known substrate of SULT1B1) to
the SULT1B1 structure highlighted that the binding mode obtained by docking matches the
position of resveratrol in the crystallographic structure (Supplementary Material Figure S9),
with the binding energy being −7.16 kcal/mol. It underlines the correct predictions ob-
tained through docking.
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All DiNP metabolites bind to the active sites of SULT1C1 and of SULT1E1, respectively.
The binding of DiNP metabolites to SULT1C1 can be explained by the resemblance of
their properties with those of the known SULT1C1 substrates: thyroid hormones and
phenolic drugs [37]. The thyroid hormones are hydrophobic compounds and have a
higher molecular weight (and consequently dimensions) compared to DiNP metabolites.
In the case of SULT1E1, the crystal structure that was used in the molecular docking study
contains the inhibitor 3,5,3′,5′-tetrachloro-biphenyl-4,4′-diol, a molecule that has similar
physicochemical and geometric properties to those of the DiNP metabolites (see Table 1 and
Figure 1). Moreover, the output of the molecular docking study regarding the binding of
the inhibitor 3,5,3′,5′-tetrachloro-biphenyl-4,4′-diol to the SULT1E1 structure emphasized
that the binding mode obtained by docking matches the position of the 3,5,3′,5′-tetrachloro-
biphenyl-4,4′-diol in the crystallographic structure (Supplementary Material Figure S10)
and underlies the correct predictions obtained through docking. The binding energy of
the inhibitor 3,5,3′,5′-tetrachloro-biphenyl-4,4′-diol to SULT1E1 is −6.91 kcal/mol, lower
than the binding energies of the DiNP metabolites to the active site of this enzyme (Table 3).
It sustains the inhibitory potential of DiNP metabolites against SULT1E1. Another study
revealed that mono-hexyl phthalate, mono-octyl phthalate and mono-ethylhexyl phthalate
were potent inhibitors of the activity of SULT1E1 [16].

SULT1A1*1, SULT1A1*2, SULT1A1*3, SULT1A2, SULT1C1 and SULT1E1 were inhibited
by some or all of the DiNP metabolites. MiNP is the metabolite that inhibits almost all
of these members of the SULT1 family, with the highest binding energy corresponding to
SULT1A1*3. The stronger interaction of MiNp with SULT1A1*3 may be explained by the fact
that, among the DiNP metabolites, MiNP has the lowest molecular weight and the highest
hydrophobicity. It was revealed that anM223V mutation corresponding to the SULT1A1*3
allelic variant produced an increase in the local hydrophobicity of the catalytic site [34].

Data obtained by using the PLIP 2021 software emphasize the amino acids that are
involved in the noncovalent interactions of the DiNP metabolites and SULT1 enzymes.
This outcome allows a full description of the inhibition of SULT1 by these compounds.
Taking into account the hydrophobic character of the DiNP metabolites, the predominance
of hydrophobic contacts was expected.

The inhibition of phase I or/and phase 2 of metabolism may result in toxic con-
centrations of both endo- and xenobiotics. Furthermore, for numerous xenobiotics, the
enzymes responsible for metabolizing them or/and the molecular targets of xenobiotics in
humans are unknown. Predicting the molecular targets and what enzymes are required for
metabolism allows for a better understanding of how humans handle a xenobiotic based
on a given exposure.

4. Materials and Method
4.1. Materials

Several metabolites of di-isononyl phthalate (IUPAC name bis(7-methyloctyl) benzene-
1,2-dicarboxylate) are considered in the present study (Figure 8): mono-carboxy-isooctyl
phthalate (MCiOP, IUPAC name 2-(8-carboxyoctan-2-yloxycarbonyl)benzoic acid), mono-
hydroxy-isononyl phthalate (MHiNP, IUPAC name 2-(1-hydroxy-7-methyloctoxy)carbony
lbenzoate), mono-isononyl phthalate (MiNP, IUPAC name 2-(7-methyloctoxycarbonyl)benzoic
acid) and mono-oxo-isononyl phthalate (MOiNP, IUPAC name 2-{[(4-methyl-7-oxooctyl)oxy]
carbonyl}benzoic acid). Their structures have been extracted from PubChem database [38]
and visualized using Chimera 1.16 software [39]. In order to implement the molecular
docking study (see further), structures of SULT1 enzymes and of their allelic variants in
complex with cofactor and ligands (if available) are also needed. These structures have been
extracted from Protein Data Bank (PDB, [40]) and are presented in Table 5. All structures
have been prepared for molecular docking using UCSF Chimera 1.16 software.
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Table 5. Structural files available in Protein Data Bank (PDB) corresponding to SULT1 enzymes and
their allelic variants in complex with cofactor and substrates/ligands. PAP—the inactive cofactor
adenosine-3′-5′-diphosphate.

PDB ID of the Structural File Description References

4GRA Crystal structure of SULT1A1*1 (wild type) complexed with PAP [41]

1LS6 Crystal structure of SULT1A1*2 complexed with PAP and the
substrate p-pitrophenol [42]

1Z28 Crystal structure of SULT1A1*3 complexed with PAP
[43]

1Z29 Crystal structure of SULT1A2 complexed with PAP, acetic acid and Ca2+

2A3R Crystal structure of SULT1A3 in complex with PAP and the
substrate dopamine [44]

3CKL Crystal structure SULT1B1 in complex with PAP and the substrate resveratrol [45]

3BFX Crystal structure SULT1C1 in complex with PAP [46]

1G3M Crystal structure SULT1E1 in complex with PAP and the inhibitor
3,5,3′,5′-tetrachloro-biphenyl-4,4′-diol [47]
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4.2. Extraction of the Physicochemical and Computation of the Structural Properties of the
Metabolites of Di-Isononyl Phthalate and of the Ligands That Are Present in the Crystallographic
Structures of SULT1 Enzymes

Physicochemical properties and three-dimensional structures of the metabolites of
DiNP have been extracted from PubChem database [38]. Surface area and volume of
these compounds have been computed using Chimera 1.16 software and their molecular
lipophilicity potential has been obtained using Molinspiration Galaxy 3D Structure Genera-
tor v2021.01 (https://www.molinspiration.com/cgi/galaxy, accessed on 4 June 2023). For
comparison purposes, the physicochemical and structural properties of ligands that are
present in the crystallographic structures of SULT1 enzymes have been also obtained.

4.3. Prediction of the Toxicological Effects of Di-Isononyl Phthalate and of Its Metabolites

ADMETLab2.0 server has been used in order to obtain information regarding the
possible human organ toxicological effects of DiNP and of its metabolites. The classification
models used for predicting the toxicity endpoints have a minimum accuracy of 80%; regard-
ing the regression models, most of them achieved an R2 > 0.72. There are numerous other
computational tools that can be used to assess the ADMET properties, with ADMETLab2.0
tool being used in this study because it is based on well-performed prediction models and
has been used by more than 50,0c millions of compounds screened [23,24]. The SMILES
(Simplified Molecular Input Line Entry System) formulas of the metabolites of DiNP were
used as the entry data, and the pharmacokinetics and toxicological endpoints under inves-
tigation were: clearance, penetration of the blood–brain barrier, possibility to be substrate
or inhibitors of P-glycoprotein, plasma protein binding, hepatotoxicity, nephrotoxicity,
cardiotoxicity, mutagenicity, carcinogenicity and endocrine effects.

4.4. Evaluation of the Interactions of DiNP Metabolites with the Family 1 of Human Sulfotransferases

The molecular docking approach has been considered for assessing the possible
interactions of the DiNP metabolites with the SULT1 family. In order to implement the
molecular docking study, the structures of enzymes and those of the metabolites of di-
isononyl phthalates are necessary. Structures of DiNP metabolites were extracted from
PubChem database. Structures of SULT1 enzymes have been extracted from Protein Data
Bank and are described in Table 5. All structures have been prepared for molecular docking
using UCSF Chimera 1.16 software [38]. Molecular docking has been implemented using
SwissDock web service [48] that is based on EADock algorithm [49]. An accurate and blind
docking has been selected.

It is known that both SULT1A1 and SULT1A2 have p-nitrophenol as a specific substrate;
in order to interpret the docking outputs, structures of the SULT1A2 and of the variants
SULT1A1*1 and SULT1A1*3 (that do not have a ligand in the structural file) have been
superimposed to the structure of SULT1A1*2 that corresponds to the complex formed by
the SULT1A1*2 variant with the inactive cofactor adenosine-3′-5′-diphosphate (A3P) and
two molecules of p-nitrophenol (Supplementary Material, Figure S11). The superimposition
reveals a high similarity between the structures and emphasized the most probable position
of p-nitrophenol when binding to SULT1A1*1, SULT1A1*3 and SULT1A2, respectively.
Consequently, the binding modes for the DiNP metabolites that resulted from molecular
docking were compared to the position occupied by the two p-nitrophenol molecules that
are present in the crystallographic structure of their complex with SULT1A1*2.

In the case of SULT1C1, in order to locate the catalytic cavity and to more easily inter-
pret the molecular docking outcomes, its crystal structure has been superposed with both
that of SULT1A1*2 containing the inactive cofactor A3P and two molecules of p-nitrophenol,
and that of SULT1B1 that contains the substrate resveratrol, with the superposition also re-
flecting a high similarity between the three structures (Supplementary Material, Figure S7).
Furthermore, as a control, molecular docking has been implemented for every enzyme with
its substrate/inhibitor that is present in the crystallographic structure, when available. In
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the case of SULT1C1 as a control, molecular docking has been implemented for assessing
its interaction with its known substrate, iodothyronine [37].

The noncovalent interactions between the DiNP metabolites and the SULT1 enzymes
have been analyzed using the Protein–Ligand Interaction Profiler tool [50].

5. Conclusions

The results obtained in the present study reveal several human health risks of the
metabolites of di-isononyl phthalate. These compounds revealed the capacity to cause liver
damage, to inhibit receptors activated by peroxisome proliferators and are usually able to
inhibit the activity of family 1 of sulfotransferases, except SULT1A3 and SULT1B1. Taking
into account that humans are extensively exposed to phthalates and the important role of
sulfotransferases for the detoxification and elimination of numerous endogenous and exoge-
nous molecules in the body, information regarding the biological effects of the metabolites
of phthalates and their possible inhibitory effects against the activities of sulfotransferases
contributes to better understanding the risk of human exposure to phthalates.

Supplementary Materials: The following supporting information can be downloaded at: https://www.
mdpi.com/article/10.3390/molecules28186748/s1, Figure S1. Binding of mono-hydroxy-isononyl ph-
thalate (a) and mono-oxo-isononyl phthalate (b) to SULT1A1*1; Figure S2. Outcome of the molecular
docking study for docking p-nitrophenol to SULT1A1*2 compared with the crystallographic structure
of the complex between SULT1A1*2a and p-nitrophenol; Figure S3. Binding of mono-carboxy-iso-
octyl phthalate (a) and mono-hydroxy-isononyl phthalate (b) to SULT1A1*2; Figure S4. Binding of
mono-hydroxy-isononyl phthalate to SULT1A2; Figure S5. Binding of mono-carboxy-iso-octyl phtha-
late (a), mono-hydroxy-isononyl phthalate (b), mono-isononyl phthalate (c) and mono-oxo-isononyl
phthalate (d) to SULT1A3; Figure S6. Binding of mono-carboxy-iso-octyl phthalate (a), mono-hydroxy-
isononyl phthalate (b), mono-isononyl phthalate (c) and mono-oxo-isononyl phthalate (d) to SULT1B1;
Figure S7. Superimposition of the outcome of the binding mode resulting from molecular docking
of iodothyronine to SULT1C1 to the crystalographic structure of the complex between SULT1B1
and resveratrol and to the structure of SULT1A1*2 in complex with two molecules of p-nitrophenol;
Figure S8. Outcome of the molecular docking study for docking dopamine to SULT1A3 compared
with the crystalographic structure of the complex between SULT1A3 and dopamine; Figure S9.
Outcome of the molecular docking study for docking resveratrol to SULT1B1 compared with the
crystalographic structure of the complex between SULT1B1 and resveratrol; Figure S10. Outcome
of the molecular docking study for docking the inhibitor 3,5,3′,5′-tetrachloro-biphenyl-4,4′-diol to
SULT1E1 compared with the crystalographic structure of the complex between SULT1E1 and 3,5,3′,5′-
tetrachloro-biphenyl-4,4′-diol; Figure S11. Superimposition of the structure of SULT1A1*2 with
structures of SULT1A1*, SULT1A1* and SULT1A2; Figure S12. Superimposition of the structure of
SULT1C1 (with structure of SULT1B1 and with structure of SULT1A1*2; Table S1. Physicochemical
and structural properties of the metabolites of di-isononyl phthalate and of the ligands that are
present in the crystallographic structures of SULT1 enzymes.
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Abstract: Betaine is a kind of zwitterionic surfactant with both positive and negative charge groups on
the polar head, showing good surface activity and aggregation behaviors. The interfacial adsorption,
structures and properties of n-dodecyl betaine (NDB) at different surface coverages at the air–water
interface are studied through molecular dynamics (MD) simulations. Interactions between the polar
heads and water molecules, the distribution of water molecules around polar heads, the tilt angle of
the NDB molecule, polar head and tail chain with respect to the surface normal, the conformations
and lengths of the tail chain, and the interfacial thickness of the NDB monolayer are analyzed. The
change of surface coverage hardly affects the locations and spatial distributions of the water molecules
around the polar heads. As more NDB molecules are adsorbed at the air–water interface, the number
of hydrogen bonds between polar heads and water molecules slightly decreases, while the lifetimes
of hydrogen bonds become larger. With the increase in surface coverage, less gauche defects along the
alkyl chain and longer NDB chain are obtained. The thickness of the NDB monolayer also increases.
At large surface coverages, tilted angles of the polar head, tail chain and whole NDB molecule show
little change with the increase in surface area. Surface coverages can change the tendency of polar
heads and the tail chain for the surface normal.

Keywords: betaine; molecular dynamics simulations; air-water interface; monolayer structure

1. Introduction

Betaine widely exists in animals and plants [1,2]. It is a kind of important osmotic
adjustment substance. For plants, betaine contributes to enhance stress resistance, such
as salt resistance and drought resistance. When the tail chain becomes longer, betaine
possesses interfacial activity. These betaines with long tail chains are classified to be
zwitterionic surfactants, which are important kinds of surfactants and have important
applications in industry and life [3].

Due to the wide application of betaine, it has attracted much scientific attention.
Liu et al. used surface tension and small angle neutral-scattering methods to study the
interaction between four kinds of betaines and the lipopeptide surfactin. They found that
the synergistic effect between them was related to the structure and molar ratio of betaine [4].
Hines et al. studied the aggregation structure of n-dodecyl-N,N-dimethylamino acetate
amphoteric surfactants at the gas–liquid interface using the neutral reflection method, and
they proposed the aggregation model of related systems at the gas–liquid interface [5].
Through surface tension and thermokinetic analysis, Erfani et al. studied the effect of
cocamidopropyl betaine on the adsorption of bovine serum albumin at the gas–liquid
interface. The results showed that betaine could effectively prevent the adsorption of
protein at the interface [6]. With small angle neutral scaling and visibility measurements,
McCoy et al. [7] studied the effect of organic additives on the micelles formed by oleyl
amidopropyl betaine. When nonpolar organic additives are added, wormlike micelles
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could transform into microemulsions, while polar additives only affected fluid rheology, not
changing micelles into microemulsions. Gao et al. [8] compared the interfacial adsorption
of alkylbetaine with the one of phenyl-containing betaine, showing that betaine with a
benzene ring has better interfacial activity. Hussain et al. [9] studied the effect of different
ethoxylation on the properties of betaine so as to study the betaine that can be dissolved in
aqueous solution containing salt.

In addition to experimental research, molecular dynamics (MD) simulation also plays
an important role in studying surfactant systems [10–15]. Liu et al. used the MD simulation
method to study the structural characteristics of several betaines and carboxylic acid
mixtures at the n-decane–water interface. They found that polar head tends to be parallel
to the interface, while the tail tends to be in the oil phase. The benzene ring on an alkyl
chain would affect the distribution of the tail chain [16]. Furthermore, Cai et al. studied
the microstructure characteristics of two betaines and three ionic surfactants mixtures at
the n-decane–water interface by MD simulation, focusing on the changes of microstructure
characteristics with different mixture systems [17]. Combining experimental and simulation
methods, Su et al. proposed that the benzene ring has a great influence on the synergistic
effect for betaine and anionic surfactants mixture systems [18]. Ergin et al. studied the
aggregation behavior of betaine and sodium dodecyl sulfate (SDS) surfactant mixtures
at the gas–liquid interface from the perspectives of the polar head, tail chain and water
structure through MD simulation [19]. In the previous study, we focused on the change of
the configuration entropy of betaine molecules at the interface, bulk phase and very dilute
solution [20]. The distribution of local configuration entropy in betaine micelle was used
to study the state of the micelle core [21]. In this paper, we focus on the effect of surface
adsorption areas of betaine (n-dodecyl betaine, NDB) molecules on its microstructure and
properties at the gas–liquid interface.

2. Results and Discussion
2.1. Distribution of Water Molecules around Polar Heads

In order to study the distribution of water molecules around the polar heads, we
calculate the radial distribution functions (RDFs) of water molecules around the N (N1)
and carboxyl-C (C16) atoms of polar heads. As shown in Figure 1, the curve shapes and
the locations of peaks hardly change with the increase in surface area. However, as the
interfacial area per surfactant increases from 0.44 to 64 nm2, the heights of different peaks
gradually increase. This means that the local densities of water molecules around peak
locations increase, which can also be confirmed by the analysis of the number of hydrogen
bonds in the later section. The first peaks of all RDFs around the N1 and C16 atoms are
around 0.44 nm and 0.35 nm, respectively. This difference is reasonable because the CH2
and CH3 groups are connected with the N atom to cause some steric hindrance, and the
C16 atom has closer contact with the water phase than the N atom in the view of the
NDB structure. The location of the first peak for C16-OW RDF indicates the existence
of hydrogen bonds between carboxyl groups and water molecules. From Figure 1, both
the N1-OW and C16-OW RDF curves have two peaks. The difference is that there is an
acromion on the right side of the first peak for N1 atom, which is located at about 0.58 nm.
One interesting finding is that the location of the first peak for N1-OW RDF is the one of
the first valley for C16-OW RDF, and the location of the second peak for N-OW RDF is the
one of the second valley for C16-OW RDF.

RDF analysis provides the averaged distribution of other atoms or molecules around
the specifically functional group, while the spatial distribution function (SDF) provides a
more detailed three-dimensional distribution. The SDFs of the first shell water molecules
around the N1 and C16 atoms for all the studied systems are plotted in Figure 2. The
graph shows the similar distributions around all polar heads, specifically around the
oxygen (O) atom on the outer side of the C=O bond on the polar head. For the carboxyl
group, water molecules are mainly located around two O atoms, presenting a circular
distribution. There is basically no water distribution in the direction of the extension
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line of the C=O bond. Water molecules exhibit a relatively broad distribution around
nitrogen (N) atoms. As the interfacial area per surfactant increases from 0.44 to 64 nm2, the
distributions of water molecules around the N1 and C16 atoms become more fragmented,
especially for those around N1 atoms. This change indicates a higher level of freedom for the
surrounding water molecules. It should be noted that the N1 atom already has four covalent
bonds, which prevents the N1 atom from forming hydrogen bonds with water molecules.
The surrounding water molecules are restrained by weak interactions such as van der
Waals forces.
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Figure 2. The SDFs of water molecules around C16 and N1 atoms. The top seven graphs present
those between C16 and water molecules, and the bottom seven graphs present those between N1 and
water molecules. The (a–g) symbols represent 0.44 nm2, 0.53 nm2, 0.79 nm2, 1 nm2, 2.56 nm2, 4 nm2,
16 nm2, and 64 nm2 systems, respectively. In order to maintain clarity, only a portion of the tail chain
is displayed.

2.2. Hydrogen Bonds between Water Molecules and Polar Heads

The hydrogen bond is a type of intermolecularly chemical bond, which typically refers
to the interactions between the hydrogen atom and the more electronegative atom (such
as nitrogen, oxygen, fluorine) in another molecule. The hydrogen bond is often stronger
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than other non-covalent bonds and can have important effects on many biochemical and
physical processes. The hydrogen bonds are determined using a geometric criterion, where
the distance between the chosen donor–acceptor pairs is within 3.5 Å and the H-O-H angle
is less than 120◦. Based on this definition, the hydrogen bond numbers between water
molecules and polar heads are calculated. Table 1 shows the averaged hydrogen bond
number of one polar head. From the table, the number of hydrogen bonds increases from
4.14 to 4.98 as the interfacial area per surfactant increases from 0.44 to 64 nm2. At a small
surface area per surfactant, the interfacial concentration is large, and surfactant molecules
tend to aggregate at the interface. Thus, some water molecules around the interface are
displaced, resulting in a small decrease for the hydrogen bond numbers. To give more
detailed information for the water molecules around polar heads, the coordination number
is calculated. The coordination number is calculated by integrating RDFs from zero to
the first location of the valley, which counts the coordination numbers of water molecules
in the first hydration layer. Table 1 lists all the counted coordination numbers. As the
interfacial area per surfactant decreases from 64 to 0.44 nm2, the coordination number
also decreases, which is consistent with previous discussions of the hydrogen bonds
between water molecules and polar heads. Differently, all coordination numbers of the
same interfacial area per surfactant are larger than the hydrogen bond numbers, meaning
that not all coordinated water molecules around the polar heads can form hydrogen bonds
with polar heads. This phenomenon is reasonable because the hydrogen bonds are defined
with rigorously geometric criteria. Some water molecules are restrained around the polar
heads but cannot satisfy the criteria to form hydrogen bonds with the polar heads.

Table 1. The hydrogen bond numbers, coordination numbers and lifetimes between water molecules
and polar heads.

System 0.44 nm2 0.53 nm2 0.79 nm2 1 nm2 2.56 nm2 4 nm2 16 nm2 64 nm2

Hydrogen bond
number 4.14 ± 0.08 4.21 ± 0.09 4.31 ± 0.11 4.36 ± 0.13 4.47 ± 0.19 4.61 ± 0.24 4.85 ± 0.45 4.98 ± 0.87

Coordination
number 5.31 ± 0.11 5.47 ± 0.13 5.62 ± 0.16 5.70 ± 0.19 5.89 ± 0.29 6.12 ± 0.36 6.60 ± 0.64 6.89 ± 1.21

Lifetime 14.84 ps 14.17 ps 12.94 ps 12.31 ps 10.78 ps 9.75 ps 8.63 ps 8.10 ps

To further study the interactions between water molecules and polar heads, we cal-
culate the time correlation function C(t) of hydrogen bonds for all systems as shown in
Figure 3. With the increase in surface area, the relaxation curves decline more rapidly. This
indicates that the water molecules around the NDB head group in systems with smaller
surface concentrations are freer to move, and the formed hydrogen bonds are weaker. In
addition, the larger the surface concentration of NDB systems, the slower their relaxation
curves decline. This suggests that the water molecules around the polar heads in systems
with larger surface concentrations are more restricted and less likely to escape. To verify
these phenomena, the lifetimes of hydrogen bonds are calculated by integrating the C(t),
which is fit through the multiple exponential function of C(t) = ∑ aie(−t/bi) [22,23]. As
shown in Table 1, the lifetime of hydrogen bonds decreases from 14.84 to 8.10 ps with the
increase in surface area from 0.44 to 64 nm2. This decrease is consistent with the analysis of
C(t) curves in different surface coverages. A longer lifetime indicates the stronger hydrogen
bond interactions at large surface coverage.
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water molecules.

2.3. Tilted Angle at the Interface

A very important analysis index of surfactant adsorption is the tilted angle of the
surfactant molecule at the air–water interface. In this study, we choose several types of
tilted angles along the Z-axis (surface normal) to analyze. As shown in Figure 4, the tilted
angle between the tail chain and Z-direction (A_Tail), tilted angle between the whole NDB
molecule and the Z-direction (A_Whole), and the tilted angle between the polar head
and the Z-direction (A_Polar) are considered. All calculated results are averaged. From
Figure 4, A_Tail is defined by the angle between the C4→C15 vector and Z-direction away
from the water phase, A_Whole is defined by the angle between the vector C16→C15 and
Z-direction away from the water phase, and A_Polar is defined by the angle between the
vector C16→C4 and Z-direction away from the water phase. Through these definitions, the
0◦ and 180◦ angles mean the perpendicular orientation of selected vectors to the vapor–
water interface. Differently, the 0◦ angle denotes the preference to vapor phase, while the
180◦ angle denotes the preference to water phase. The 90◦ angle represents that the selected
vector is parallel to the vapor–water interface. When 90◦ is reached, the NDB molecule or
tail chain or polar head lies on the interface.

From Figure 4, we can see that A_Tail and A_Whole increase as away from the water
phase surface area increases. This is reasonable because fewer NDB molecules are absorbed
at the vapor–water interface at a large surface area. With the increasement of surface area,
a larger extending space among NDB molecules exists and the preference of away from
the water phase NDB molecule and alkyl chain to the interface also increases. A singly
absorbed NDB molecule at the interface (64 nm2) can have the largest extending space,
making whole molecule and tail chain incline to the interface. In comparison, the angle
change is small (<5◦) when the surface area is small. This is similar to experimental results
that indicate the tilted angle hardly changes with the change of surface concentration [5].
At a very large surface area (corresponding to extremely dilute solution), the angle rises
ca. 10◦. On the contrary, A_Polar decreases with the increase in surface area, showing
an opposite trend with A_Tail and A_Whole. This opposite trend may be related to the
more alkyl chain lying on the interface at a large surface area. The deflection of the tail
chain will also deflect with the polar head, which makes the angle between the polar
head and Z-direction smaller. Since the arrangement of the polar head and tail chain has
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mutual affect, the angle distribution of the overall molecule is slightly lower than that of
the tail chain. In comparison, A_Polar angles are larger than A_Tail and A_Whole angles at
small surface area (<16 nm2), indicating that the tail chain has a larger tendency to surface
normal than the polar head. From 16 nm2, the A_Tail angle begins to be larger than the
A_Polar angle. When the surface coverage is low, the NDB polar head prefers to surface
normal more than the tail chain. The change of surface coverage has different effects on the
inclination of NDB polar heads and alkyl chain at the air–water interface.
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2.4. Gauche Defects of NDB Molecule

The distribution of dihedral conformations can be well described by the probability
of gauche defects. A dihedral angle that deviates from 180◦ exceeding 60◦ is defined as
a gauche angle. Twelve dihedral angles are defined and calculated. As shown in the
mark at the top of Figure 5, mark 1 is defined as a CCNC dihedral angle, and gradually,
mark 12 is a CCCC dihedral angle at the end of the tail chain. All curves in Figure 5
have similar distribution trends. From dihedral 1 to 12, the gauche probabilities begin
from ca. 0.5 to the highest value at dihedral 2, and the probability rapidly decreases
to the lowest value (<0.1) at dihedral 3. For dihedral 4, it again increases. Then, the
probability shows a U-shape distribution from dihedral 5 to dihedral 12 at surface
areas less than 16 nm2. When the surface area is large for 16 and 64 nm2, the gauche
probability reaches the approximate platform from dihedral 5. Until the last one
(dihedral 12), it slightly increases. In detail, the gauche probabilities of dihedral 1 of
all systems are around 0.5, which means that gauche and trans conformations account
for half, respectively. For dihedral angle 2, gauche defects reach the highest value,
showing that the proportion of gauche conformation is high and this chain section
bends to a large extent. Dihedrals 1 and 2 are two dihedral angles including the polar
head, and their gauche distributions slightly decrease with the increase in surface
area. For dihedral 3, gauche defects decrease to about 0.08, which means that the trans
conformation occupies a very high proportion. Interestingly, the probability of dihedral
3 hardly changes with the increase in surface area. Contrary to dihedrals related to
polar head, the gauche defects of dihedrals 4–12 along the alkyl chain increase with the
increase in surface area. For all systems, the gauche probabilities related to the polar
head are larger than those with alkyl chains.
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Gauche defects along the tail chain are related to the length of the alkyl chain. The
higher the gauche defects, the shorter the chain length. The length distribution of the NDB
chain is shown in Figure 6. With the increase in surface area, the distribution peak shifts
to the decreasing direction of the tail length. This trend is in good agreement with the
one of chain gauche distribution. When the NDB molecule has a small surface area, the
interfacial monolayer is compact. The whole NDB molecule and alkyl chain have less of
a chance of spreading on the air–water interface and will extend more uprightly, causing
more trans-conformations and a longer alkyl chain.
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2.5. The Thickness of Different NDB Monolayers

The thickness of the interfacial monolayer can be calculated with the “10–90”
rule [24,25]. The length between 10% and 90% of the bulk value on the number density
profiles of water is defined as the thickness of the interfacial monolayer. The calculated
monolayer thicknesses are listed in Table 2. As the interfacial area increases, the thick-
ness decreases and eventually reaches around 0.6 nm. This phenomenon is caused by
two factors discussed earlier: firstly, in extremely dilute conditions, alkyl chains bend
more severely with more gauche defects and become shorter; secondly, in extremely
dilute conditions, the tilt of the NDB molecule is the largest, and the NDB molecule is
more likely to be parallel to the interface rather than perpendicular.

Table 2. The interfacial thickness of different NDB monolayers.

Interfacial Thickness (nm)

System 0.44 nm2 0.53 nm2 0.79 nm2 1 nm2 2.25 nm2 4 nm2 16 nm2 64 nm2

Thickness 1.50 1.48 1.40 1.33 0.97 0.74 0.62 0.60

2.6. Weak Interaction Analysis

The interactions between different components of the NDB molecule and the in-
teractions between NDB and water molecules are analyzed with the method [26] pro-
posed by Johnson et al. The reduced density gradient function (RDG) is defined as
RDG(r) = 1

2(3π2)1/3
|∇ρ(r)|
ρ(r)4/3 [27]. As shown in Figure 7, red, green, and blue colors in

the color bar represent the repulsion, van der Waals, and attractive interactions, respec-
tively. The sign of λ2 is utilized to distinguish bonded (λ2 < 0) and nonbonded (λ2 > 0)
interactions. The quantity sign(λ2)ρ represents the product of ρ and the sign of λ2, where
λ2 is the second largest eigenvalue of the Hessian matrix of ρ. One or more spikes that
appear in low-density and low-gradient regions indicate the existence of weak interactions.
Figure 7 is generated with the Multiwfn 3.8 program [28] and VMD 1.9.3 [29].
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For one single molecule, the weak interaction isosurface will appear in the area where
the dihedral angle bends more severely. From Figure 7, green and red parts in the isosur-
face represent van der Waals interactions and spatially potential resistance interactions,
respectively. The gauche defects of the dihedral angles on the polar head are higher; thus,
green and red fragments are obvious near the polar head. Furthermore, some green and red
distributions exist at terminal tail parts, which also correspond to the increased distribution
of gauche defects. In order to study the interactions between NDB and water molecules, we
select all water molecules in the first hydration layer around NDB molecules to calculate.
In regions around polar heads, more green and red parts occur for NDB and the water
system. Moreover, some blue fragments appear, which correspond to the hydrogen bonds
formed between O atoms of the polar head and water molecules or between water and
water molecules around the polar head. It should be noted that N atoms cannot form
hydrogen bonds with water molecules due to the four bonds connected by N atoms.

3. Materials and Methods

The optimized NDB structure was obtained by Gaussian 09 software. All MD simu-
lations were performed using GROMACS 2019 software [30]. The general AMBER force
field (gaff2) is used as the force field. The atom-centered point charges are obtained with
the restrained electrostatic potential (RESP) methods [31] at HF/6-31G* level. TIP3P water
models [32] were applied. To build initial models, the 8 × 8 × 24 nm3 rectangular box
with the Z-axis being perpendicular to the interface was used. In the center of the box, a
water slab of 8 × 8 × 8 nm3 was placed to construct the water–vapor interface with the gmx
editconf command. Equal amounts of NDB molecules were respectively placed at two sides
of the water slab to build surfactant layers with the gmx solvate command. All trans alkyl
chains of NDB molecules extended away from the water phase and were perpendicular
to the interface. For each system, corresponding NDB molecules were added to obtain
interfacial systems from extremely dilute surface concentration to saturated concentration.
Detailed information of all simulated systems is provided in Table 3. In the table, the change
of surface concentration was characterized by the change of surface adsorption area of one
NDB molecule. For example, for a system with an area of 64 nm2, one molecule was placed
on each of two interfaces, resulting in a total of two NDB molecules in the system. The
surface area of each interface is 8 × 8 nm, which amounts to 64 nm2; hence, it is labeled as
64 nm2. Other systems are labeled similarly. It should be noted that the decreasing interface
area occupied by each molecule from 64 to 0.44 nm2 means that more NDB molecules are
gathering together. After constructing initial models, the steepest descent method was
applied to minimize systems. Then, the NVT simulation with 200 ns time-length was
carried out to equilibrate the system and obtain MD trajectories. To keep the temperature
of 298 K, the v-rescale temperature coupling method was used [33]. During the simulation,
the LINCS algorithm was used to constrain the bond length [34]. To calculate electrostatic
interactions, the particle mesh Ewald (PME) summation method was used [35]. The 1.0 nm
cut-off length was set for van der Waals interactions.

Table 3. Detailed composition of studied systems.

0.44 nm2 0.53 nm2 0.79 nm2 1 nm2 2.56 nm2 4 nm2 16 nm2 64 nm2

NDB 288 242 162 128 50 32 8 2
H2O 16,586 16,667 16,824 16,904 17,042 17,074 17,115 17,128

4. Conclusions

At the air–water interface, the structures and properties of NDB monolayers from
extremely dilute surface coverage to saturated surface coverage are analyzed with MD
simulations. Interactions between NDB monolayers and water molecules are analyzed by
the RDF, SDF and hydrogen bond analyses. As the surface area increases, the RDF locations
and SDF graphs are similar. For the polar carboxyl group, water molecules are mainly
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located around oxygen atoms with two circular distributions. Although the number of
hydrogen bonds between polar heads and water molecules and coordination numbers of
water molecules around polar heads increase with the increase in surface area, the time
correlation function decays faster, and the lifetime of hydrogen bonds decreases. Hydrogen
bonds formed at small surface areas are stronger than those at large surface areas. An
analysis of weak interactions also shows the hydrogen bonds’ interactions between polar
heads and water molecules. As more NDB molecules are adsorbed at the surface, gauche
defects including the polar head increase, but gauche defects along the alky chain decrease.
The NDB alkyl chains become longer at large surface coverage. Moreover, gauche defects
related to the polar head are larger than those with alkyl chains for each NDB monolayer,
which is consistent with the results of the weak interaction iso-surface. Both the tail chain
and NDB molecule tilt further away from the surface angle with the increase in surface
area, while the polar head shows the opposite change. When surface coverages are large,
the change of tilted angle is little. The tail chain and whole molecules rises ca. 10◦, but
the polar head reduces ca. 7◦ under extremely dilute conditions. Contrary to intuitive
thoughts, the tilted angle shows that polar heads are more inclined toward the interfacial
plane at large surface coverages, while tail chains prefer to tilt toward the interface at
low surface coverages. Based on the MD results, typical NDB monolayers at saturation
adsorption and extremely dilute condition are proposed as shown in Figure 8. The MD
models of NDB monolayers give a molecule-level presentation of different arrangements
for NDB molecules at the air–water interface, monolayer thickness, and the inclination of
NDB fragments at the air–water interface. This study provides the theoretical reference
for further exploration and application of NDB adsorption at the interface and for other
zwitterionic surfactant micelle systems.
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Abstract: The adsorption and detachment processes of n-dodecane (C12H26) molecules were studied
on silica surfaces with variable surface chemistry (Q2, Q3, Q4 environments), using molecular
dynamics simulations. The area density of the silanol groups varied from 9.4 to 0 per nm2. The
shrinking of the oil–water–solid contact line was a key step for the oil detachment, due to water
diffusion on the three-phase contact line. The simulation results showed that oil detachment was
easier and faster on a perfect Q3 silica surface which had (≡Si(OH))-type silanol groups, due to the
H-bond formation between the water and silanol groups. When the surfaces contained more Q2

crystalline type which had (≡Si(OH)2)-type silanol groups, less oil detached, due to the formations
of H-bonds among the silanol groups. There were no silanol groups on the Si-OH 0 surface. Water
cannot diffuse on the water–oil–silica contact line, and oil cannot detach from the Q4 surface. The
detachment efficiency of oil from the silica surface not only depended on the area density, but also on
the types of silanol groups. The density and type of silanol groups depend on the crystal cleavage
plane, particle size, roughness, and humidity.

Keywords: n-dodecane; SiO2 surface; adsorption; detachment; MD simulation

1. Introduction

The displacement mechanism of oil from solid surfaces plays a crucial role in a variety
of technological applications such as enhanced oil recovery, self-cleaning materials, and
flotation. Although the operating parameters and methods are different during the techno-
logical processes, two common essential and fundamental steps are involved, which are the
liberation of oil from reservoir solids or host rocks, and the separation of oil and water [1,2].
The interface properties of the solid–oil–water system determine the oil detachment from
the rock surfaces [3–7].

Due to the different intrinsic composition and structure of reservoir rocks, the reservoir
rocks exhibit different characteristic properties and wettability. In general, the reservoir
rocks can be divided into the hydrophobic type (carbonate rocks) and the hydrophilic
type (silicate rocks). Experimental studies have mostly focused on hydrophilic mineral
surfaces, specifically adsorption and wettability studies for crude oil extraction, mineral
flotation, removal of contaminants, etc. [8–10]. The hydrophobicity of mineral surfaces
is an important factor which affects the adsorption and detachment of crude oil, and the
altering of the solid wettability can affect the oil recovery rate.

Nowadays, molecular dynamics (MD) simulations have been used to evaluate complex
interactions from an atomistic point of view, and provide comprehensive information about
the static and dynamic properties of the system at the molecular level [11]. For example,
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MD simulations were used to study the aggregation mechanism of asphaltenes on the oil–
water interface and in different types of solvents, the effect of different surfactant structure,
the force field on the interfacial properties of water and oil, and the wettability variation of
reservoir rocks at the molecular scale [12].

Liu et al. [13] firstly evaluated intermolecular interactions in oil–water surfactant
hydrophilic silica systems, using MD simulations. Their simulation results demonstrated
the mechanism of oil detachment from silica surfaces in the presence of dodecyl trimethyl
ammonium bromide (DTAB). A three-stage model was revealed, which was composed
of the formation of water channels, the diffusion of water on the solid surface, and the
solubilization of alkane molecules in surfactant micelles. Surfactant molecules can lower
interfacial tension between the oil and water interface, accompany water molecules via
their tail or head groups into a water channel, and facilitate the process of oil detachment
from a rock surface. Due to the H-bonding and electrostatic interaction, water diffused on
the oil interface, and formed a gel layer on the hydrophilic silica surface. Oil molecules
were completely removed and solubilized into the surfactant micelles.

The adsorption of surfactant molecules altered the wetting properties of the solid
surface, which was important for an enhanced oil recovery. Moncayo-Riascos et al. [14–16]
investigated how the ester groups of surfactants could interact with the rock surface and
change its wettability. The contact angles of water were measured on the amorphous silica
coated by six different organosilicon surfactants with different chain lengths. In addition,
they evaluated the process of wettability alteration on glass surfaces in the presence of
surfactants. The adsorption of surfactants onto the glass surfaces could change the surface
wettability. Zhang et al. [17] evaluated the effect of ethoxylate group numbers of a non-
anionic surfactant on the wettability alteration of a lignite surface. Based on their simulation
results, it was found that when the surfactants had more ethoxylate groups, lignite surfaces
became more hydrophobic after the adsorption of non-anionic surfactants.

In contact with crude oil, the rock surface changed into a hydrophobic one, due to
the adsorption of polar components. Liu et al. [18] investigated whether the {1 0 − 1 4}
surface of calcite in carbonate reservoirs was indeed water-wet under initial conditions. The
contact angle of the calcite surface was 68.47 ± 3.6 deg. However, when the reservoirs came
into contact with the crude oil, the components containing multiple hydroxyl functional
groups, such as glycerol (GLYC), were adsorbed onto the water-wet calcite surface by
hydrogen bonding and Coulomb interaction, and the alcite surfaces became hydrophobic.
Mohammadail et al. [19] used MD simulation to evaluate the wettability alteration under a
steam injection process for bitumen and heavy oil recovery. The simulation results showed
that when there were more asphaltenes, the adsorption energy was higher between the
bitumen/heavy oil and quartz surfaces, due to the Coulomb interactions. Additionally,
quartz surfaces became more oil-wet when temperatures were above the water boiling
temperature. They were extremely water-wet at ambient conditions.

The wettability alteration process on different types of reservoir rocks was studied by
Mohammed and Gadikota through MD simulations [20]. Three rock surfaces, including
illite, calcite and quartz, were constructed to evaluate the process of wettability alteration in
contact with asphaltene molecules. The illite was the most hydrophobic among these three
surfaces. Time-dependent self-diffusion of asphaltene monomers was realized, and played
a crucial role in the wettability alteration process. Li et al. [21] studied the oil detachment
process from four different types of rock surfaces, including quartz, siderite, calcite and
dolomite. The wettability of dolomite rock surfaces was changed by all types of surfactants.
However, the non-anionic one took the longest time among the other surfactants. The
water channel formed quicker in the case of the anionic surfactant than with other types
of surfactants.

The wetting characteristics of water were investigated on three typical inorganic miner-
als (calcite, quartz and montmorillonite) by Yang et al. [22]. The water–mineral interaction
properties were obtained, including the interaction energy and adhesion work of the water–
mineral interface, mineral wettability, and the structural and diffusion properties of water
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molecules near the surface. Their simulation results revealed that the diffusion properties
of water molecules on mineral surfaces played an important role in the wetting process.

Most studies focused on rocks with different chemical compositions. However, surface
characteristics (such as cleavage plane, particle size and porosity), pH, and ionic strength
were shown to determine the adsorption and self-assembly of complex molecules. Zhu
et al. [23] studied the effect of rock surface roughness on the oil detachment process from
a quartz surface in the presence of β-cyclodextrins (βCD). Fateme, S. et al. [6], obtained a
silica surface model database for the full range of variable surface chemistry and pH (Q2,
Q3, Q4 environments with adjustable degree of ionization), and explained the mechanistic
details of the molecular adsorption of water vapor.

The number and arrangement of hydroxyl groups exposed on the mineral surface
may also have an effect on the adsorption and detachment of oil molecules. Silica exists
in different crystalline polymorphs and amorphous phases. The surface properties of
different types of silica were related to the cleavage crystal plane, syntheses methods,
roughness and thermal pretreatment. In this work, MD simulations were used to study the
dynamic process of the aggregation and detachment of n-dodecane from silica surfaces with
variable surface chemistry. Silica surfaces were obtained by mixing different crystalline
silica surfaces (Q2, Q3, Q4 environments) and non-ionizing. The adsorption process and
configurations of C12H26 molecules were simulated on different silica surfaces. Then, the
detachment processes of C12H26 molecules from different silica surfaces were studied in
the presence of sodium dodecyl sulphate (SDS) solutions.

2. Results
2.1. Adsorption of C12H26 on Different Silica Surfaces

The arrangement of oil molecules on the solid surface is important for the oil detach-
ment from the solid surface. At the beginning of the simulations, ninety C12H26 molecules
were put above the silica surfaces. Figure 1a illustrated the variation of energy LJ (SR)
between silica surfaces and oil molecules during the adsorption process of C12H26. The
energy of five systems decreased at the beginning of the simulations. After 10 ns, the LJ
energy profile of the systems reached a plateau, indicating that the five systems all reached
equilibrium. Figure 1b compared the interaction energy between C12H26 and silica surfaces
as a function of time during the adsorption process. The interaction energy between C12H26
and Si-OH 0 was lowest. The oil detachment from Si-OH 0 might be the most difficult,
which can be proved by the final configurations of C12H26 detachment simulations at 50 ns
and the oil and water density profiles.

The morphology of the oil adsorbed is related to the types and topography of the
solid surfaces. In previous works [13], the well-ordered and layered oil molecules formed a
close-packed structure on hydrophilic surfaces. Zhu et al. [23] reported that the interaction
energy between oil and silica surfaces increased with the depth of the grooves.

Side views of final configurations at different silica surfaces are shown in Figure 2. Five
silica surfaces were used, with variable surface chemistry (Q2, Q3, Q4 environments), and
which were cleaved on different crystal planes and had different types and area densities of
silanol groups. For all the systems, C12H26 molecules were adsorbed on the SiO2 surfaces
as layered structures. The first layer of C12H26 aligned parallel to the surface. There were
four layers on the Si-OH 9.4/nm2. Figure 3 shows the number density profiles of C12H26
in the direction (z) normal to the different silica surfaces at 60 ns. The density profile of
Si-OH 9.4/nm2 had four peaks. For Si-OH 6.9/nm2, the Si-OH 4.7/nm2 systems which
were mixed crystalline, the density profiles had three peaks. The arrangement of C12H26
molecules can be divided into three layers (as shown in Figure 2b,c). The distribution
of C12H26 molecules becomes more and more disordered on the second and third layers.
For the Si-OH 2.4/nm2 and Si-OH 0 systems, there were two broad peaks on the density
profiles, and the adsorptions of oil molecules can be divided into two layers (Figure 2).
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Top views of the final configurations of C12H26 after adsorption equilibrium are
presented in Figure 4. Unlike the previous work [13], the first layer of oil molecules fully
covered the silica surfaces. In this work, part of the silica surfaces was covered by C12H26
molecules. The rest of the oil molecules preferred to adsorb onto the first oil layer, rather
than directly onto the silica surfaces. The distances between the first layers and surfaces
were about 0.60 nm.
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Figure 4. Final adsorption configurations of C12H26 molecules on different silica surfaces (top view).
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2.2. Detachment of C12H26 on Different Silica Surfaces

After the C12H26 molecules adsorbed on the silica surfaces, SDS solutions were added
above the oil layers. After 50 ns simulations, the final configurations of the five systems
are shown in Figure 5. For Si-OH 9.4/nm2, Si-OH 6.9/nm2, Si-OH 4.7/nm2 and Si-OH
2.4/nm2, the oil molecules can be partly detached. The oil layer cannot be detached from
the Si-OH 0 surface.

Kolev et al. [24] carried out experiments on the detachment of oil drops from glass
substrates, and obtained results showing that the three-phase (solid–oil–water) contact
line shrank spontaneously in anionic surfactant solutions, and eventually the oil drop
detached from the substrate. The shrinking of the three-phase s contact line was due to
the molecular penetration (diffusion) of the water molecules between the oil drop and the
solid phase. The hydrogen bonds between the solid surface and water molecules are vital
for the formation of water channels and the diffusion of water onto the solid surface. The
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Si-OH 0 system is a Q4 crystalline type which is prepared from the Q3 surface by complete
condensation of surface silanol groups at high temperature. No silanol groups were on
the Si-OH 0 surface. Few H-bonds can form on the Si-OH 0 surface, so water molecules
cannot penetrate through the oil layer and cannot diffuse at the Si-OH 0 surface. The oil
arrangement of the first layer on the Si-OH 0 surface did not change after the addition
of the surfactant solution. Oil molecules cannot be replaced by water molecules on the
Si-OH 0 surface (as shown in Figure 5).

Molecules 2023, 28, x FOR PEER REVIEW 7 of 15 
 

 

 

(a) (b) (c) (d) (e) 

 

(f) (g) (h) (i) (j) 

Figure 5. The final configurations of C12H26 detachment simulations at 50 ns (top view and side 

view). Colors for atoms scheme are C12H26 (green), H (white), O (red), and Si (yellow). Side views: 

(a) Si-OH 9.4/nm2 (b) Si-OH 6.9/nm2 (c) Si-OH 4.7/nm2 (d) Si-OH 2.4/nm2 (e) Si-OH 0. Top views: (f) 

Si-OH 9.4/nm2 (g) Si-OH 6.9/nm2 (h) Si-OH 4.7/nm2 (i) Si-OH 2.4/nm2 (j) Si-OH 0. 

The number density profiles of the C12H26 molecules in the direction (z) perpendicular 

to the surface at different times are shown in Figure 6. For Si-OH 6.9/nm2 and Si-OH 

4.7/nm2, the first peak of the oil number density curves decreased and disappeared at 5 

ns. For Si-OH 9.4/nm2 and Si-OH 2.4/nm2, the first peaks of the oil number density curves 

decreased much slower than for the Si-OH 6.9/nm2, Si-OH 4.7/nm2. For Si-OH 0, the peak 

of oil number density at 3.15 nm did not decrease after 50 ns detachment simulations. 

These results agreed well with the final configurations of oil molecules at the end of the 

simulations. At the Si-OH 0, the arrangement of the first oil layer did not change. 

 

(a) (b) 

Figure 5. The final configurations of C12H26 detachment simulations at 50 ns (top view and side
view). Colors for atoms scheme are C12H26 (green), H (white), O (red), and Si (yellow). Side views:
(a) Si-OH 9.4/nm2 (b) Si-OH 6.9/nm2 (c) Si-OH 4.7/nm2 (d) Si-OH 2.4/nm2 (e) Si-OH 0. Top views:
(f) Si-OH 9.4/nm2 (g) Si-OH 6.9/nm2 (h) Si-OH 4.7/nm2 (i) Si-OH 2.4/nm2 (j) Si-OH 0.

The number density profiles of the C12H26 molecules in the direction (z) perpendicular
to the surface at different times are shown in Figure 6. For Si-OH 6.9/nm2 and Si-OH
4.7/nm2, the first peak of the oil number density curves decreased and disappeared at 5 ns.
For Si-OH 9.4/nm2 and Si-OH 2.4/nm2, the first peaks of the oil number density curves
decreased much slower than for the Si-OH 6.9/nm2, Si-OH 4.7/nm2. For Si-OH 0, the
peak of oil number density at 3.15 nm did not decrease after 50 ns detachment simulations.
These results agreed well with the final configurations of oil molecules at the end of the
simulations. At the Si-OH 0, the arrangement of the first oil layer did not change.
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The number density profiles of water molecules in the direction (z) perpendicular to
the surface at different times are shown in Figure 7. At the beginning of the simulations,
the number densities of the water molecules were zero below the oil layer (z < 2.5 nm).
The key to oil detachment on a hydrophilic surface is the formation of water channels and
the diffusion of water on the three-phase contact line [13]. Once the water channels are
formed, the oil will be detached rapidly, due to the weak interaction between the alkane
molecules and silica surfaces. At 500 ps, new peaks emerged at silica surfaces for the Si-OH
6.9/nm2, Si-OH 4.7/nm2 systems. At 1ns, new peaks emerged for the Si-OH 9.4/nm2 and
Si-OH 2.4/nm2. H-bonds are the main driving force for the formation of water channels
and the diffusion of water molecules on the silica surfaces. Under the H-bonds between
the water molecule and the silica surface, water penetrated through the oil layer and the
water channel formed through the oil layers. The density of water molecules at the silica
surface increased with the evolution of time.

Once the water-channel was formed, water molecules diffused on the solid surfaces
which contained Q2 and Q3 surface environments. The solid–oil–water contact line was
shrinking. The oil molecules were replaced by water molecules. The number densities
of oil decreased as a function of time, as shown in Figure 6. The water channel became
wider. More water molecules entered into the solid surface, and the new peaks of the
water density profiles increased as a function of time (Figure 7c,d). Unlike the previous
work [13], water number densities at the solid surfaces were lower than those in the bulk.
The continuous water film could not form at the end of the simulations, and the oil did not
completely detach. In contrast, a new peak of the water number density profile did not
emerge at the Si-OH 0 surface. The water could not diffuse and could not replace the oil
molecules on the Si-OH 0 surface.

Figure 8 shows the H-bond number profiles between the water molecules and silica
surfaces as a function of time during the oil detachment simulations. Although Si-OH
9.4/nm2 and Si-OH 6.9/nm2 had more silanol groups pre nm2, they all contained Q2

surface environments, which had two silanol groups per superficial silicon atom (=Si(OH)2).
Figure 9 shows the H-bonds on the Si-OH 6.9/nm2 surface at 50ns. Si-OH 6.9/nm2

(Figure 10) contained mixed Q2/Q3(1:1) surface environments. As shown in Figure 9, Si(1)
is a Q2 type. Si(2), Si(3), Si(4), and Si(5) are Q3 types. Silanol groups on Si(1) formed
H-bonds with both water and silanol groups of Si(2), Si(5). However, the silanol groups of
Si(3) and Si(4) only formed H-bonds with water. When the area density of the silanol groups
increased from 4.7 to 9.4 per nm2, the surface contained 50–100% Q2 surface environments.
The number of hydrogen bonds among the silanol groups increased when the surface
contained more Q2 surface (Figure 10), which hindered the diffusion of water. H-bonds
formed among silanol groups at Si-OH 9.4/nm2 were more than Si-OH 6.9/nm2. The
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shrinking of the oil–water–solid contact line became slower as the silanol numbers and Q2

contents increased.
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Figure 9. H-bonds formed on Si-OH 6.9/nm2 surface at 50 ns. Colors for atoms scheme are H (white),
O (red), and Si (yellow), H-bonds between water and silanol groups (blue), H-bonds among silanol
groups (green). Si(1) is a Q2 type. Si(2), Si(3), Si(4), and Si(5) are Q3 types.

Si-OH 4.7/nm2 are perfect Q3 crystalline, which has one silanol group per superficial
silicon atom (≡Si(OH)) type and the distribution of silanol groups are well-ordered (as
shown in Figure 10). The H-bond number between Si-OH 4.7/nm2 and water increased
more quickly than that on Si-OH 9.4/nm2 and Si-OH 6.9/nm2. Oil molecules detached
faster on Si-OH 4.7/nm2. For Si-OH 2.4/nm2, which contained Q3/Q4 mixed surface
environments, the H-bond number among the silanol groups was zero. Si-OH 2.4/nm2 had
fewer silanol groups, the H-bond number between the water and silanol groups increased
slowly, and the H-bond number was less than for Si-OH 9.4/nm2, Si-OH 6.9/nm2. Water
molecules diffused faster on Si-OH 9.4/nm2 and Si-OH 6.9/nm2 than on Si-OH 2.4/nm2.
However, the Si-OH 0 surface had no silanol groups on the surface, and few H-bonds
formed. Water diffusion was difficult on the Si-OH 0 surface, so the solid–oil–water contact
line did not shrink. The water could not replace the oil molecules on the Si-OH 0 surface.
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3. Discussion

The shrinking of the oil–water–solid contact line was a key step in the oil detachment,
due to water diffusion on the three-phase contact line. The formation of H-bonds was one of
the driving forces for water diffusion on the solid surface. Silica exists in various crystalline
polymorphs and amorphous phases. The type and area density of silanol groups depends
on the crystal plane, particle size, synthesis protocol, thermal pretreatment, roughness
and porosity.

In this work, silica surfaces were used with average area density of silanol groups
of between 9.4 and 0 per nm2 and contained variable Q2, Q3, Q4 surface environments.
Some hydrated cleavage planes of quartz, surfaces of large silica nanoparticles, and various
forms of silica at high pH contain Q2 surface environments (Figure 11a) and mixed Q2/Q3

surface environments (Figure 11b). The area density of the silanol groups is in the range
of 9.4 to 4.7 per nm2. The silanol groups of the Q2 surface were (-Si(OH)2), which was
two silanol groups per superficial silicon atom. H-bonds could be formed among the
silanol groups on the Q2 surface. When the area density of the silanol groups increased
from 4.7 to 9.4 per nm2, the surface contained 50-100% Q2 surface environments. The
shrinking of oil–water–solid contact line became slower as the silanol numbers and Q2

contents increased.
A perfect Q3 surface contains one silanol group per superficial silicon atom (=Si(OH)

and 4.7 Si-OH groups per nm2 (Figure 11c). Few H-bonds could be formed among silanol
groups on the Q3 surface (as shown in Figure 10). H-bonds preferred to form between
water and silanol groups (as shown in Figure 8), which promoted the diffusion of water on
the Q3 surface. The oil detachment was easier and faster on Si-OH 6.9/nm2 and 4.7/nm2

than on Si-OH 9.4/nm2.
A pure Q4 surface model (Figure 11e) was prepared from a Q3 surface by complete

condensation of the surface silanol groups at high temperature. The silanol density of the
Q4 surface was zero. Few H-bonds could be formed between the water and silanol groups
on the Q4 surface. Water cannot diffuse and oil cannot detach on the Q4 surface.

Silica surfaces and nanoparticles annealed at 200–1000 ◦C comprise Q2 and Q4 en-
vironments, and the average area density of the surface silanol groups is in the range of
4.7 to 0 per nm2. Si-OH 2.4/nm2 were mixed Q3/Q4 environments (Figure 11d). H-bond
numbers between the water and silanol groups of Si-OH 2.4/nm2 were much less than for
the Q2/Q3 surface, and so the three-phase contact line of Si-OH 2.4/nm2 shrank slowly,
and less oil could be removed.

Molecules 2023, 28, x FOR PEER REVIEW 11 of 15 
 

 

 

Figure 10. The number of hydrogen bonds among silanol groups as function of time. 

3. Discussion 

The shrinking of the oil–water–solid contact line was a key step in the oil detachment, 

due to water diffusion on the three-phase contact line. The formation of H-bonds was one 

of the driving forces for water diffusion on the solid surface. Silica exists in various crys-

talline polymorphs and amorphous phases. The type and area density of silanol groups 

depends on the crystal plane, particle size, synthesis protocol, thermal pretreatment, 

roughness and porosity. 

In this work, silica surfaces were used with average area density of silanol groups of 

between 9.4 and 0 per nm2 and contained variable Q2, Q3, Q4 surface environments. Some 

hydrated cleavage planes of quartz, surfaces of large silica nanoparticles, and various 

forms of silica at high pH contain Q2 surface environments (Figure 11a) and mixed Q2/Q3 

surface environments (Figure 11b). The area density of the silanol groups is in the range 

of 9.4 to 4.7 per nm2. The silanol groups of the Q2 surface were (-Si(OH)2), which was two 

silanol groups per superficial silicon atom. H-bonds could be formed among the silanol 

groups on the Q2 surface. When the area density of the silanol groups increased from 4.7 

to 9.4 per nm2, the surface contained 50-100% Q2 surface environments. The shrinking of 

oil–water–solid contact line became slower as the silanol numbers and Q2 contents in-

creased. 

  
(a) Si-OH 9.4/nm2 (b) Si-OH 6.9/nm2 

Figure 11. Cont.

125



Molecules 2023, 28, 4765Molecules 2023, 28, x FOR PEER REVIEW 12 of 15 
 

 

  
(c) Si-OH 4.7/nm2 (d) Si-OH 2.4/nm2 

 
(e) Si-OH 0 

Figure 11. Top views of different silica surfaces. Colors for atoms scheme are H (white), O (red), and 

Si (yellow). 

A perfect Q3 surface contains one silanol group per superficial silicon atom (=Si(OH) 

and 4.7 Si-OH groups per nm2 (Figure 11c). Few H-bonds could be formed among silanol 

groups on the Q3 surface (as shown in Figure 10). H-bonds preferred to form between 

water and silanol groups (as shown in Figure 8), which promoted the diffusion of water 

on the Q3 surface. The oil detachment was easier and faster on Si-OH 6.9/nm2 and 4.7/nm2 

than on Si-OH 9.4/nm2. 

A pure Q4 surface model (Figure 11e) was prepared from a Q3 surface by complete 

condensation of the surface silanol groups at high temperature. The silanol density of the 

Q4 surface was zero. Few H-bonds could be formed between the water and silanol groups 

on the Q4 surface. Water cannot diffuse and oil cannot detach on the Q4 surface. 

Silica surfaces and nanoparticles annealed at 200–1000 °C comprise Q2 and Q4 envi-

ronments, and the average area density of the surface silanol groups is in the range of 4.7 

to 0 per nm2. Si-OH 2.4/nm2 were mixed Q3/Q4 environments (Figure 11d). H-bond num-

bers between the water and silanol groups of Si-OH 2.4/nm2 were much less than for the 

Q2/Q3 surface, and so the three-phase contact line of Si-OH 2.4/nm2 shrank slowly, and 

less oil could be removed. 

  

Figure 11. Top views of different silica surfaces. Colors for atoms scheme are H (white), O (red), and
Si (yellow).

4. Materials and Methods
4.1. Model Systems

In this work, the C12H26 was used as an ideal model of the oil molecule. The C12H26
molecule and dodecyl sulfate ion were constructed using Avogadro-1.2.0n software. Silica
surfaces were from Fateme’s work [6] and neutrally charged. The Q2 surface was derived
from the (100) cleavage plane of α-quartz, and contained 9.4 Si-OH groups per nm2.
The Q3 surface models were derived from the (101) cleavage plane of α-cristobalit, and
contained 4.7 Si-OH groups per nm2. The pure Q4 surface model was prepared from the
Q3 surface by complete condensation of the surface silanol groups at high temperature.
After energy minimization, some Si-O bonds stretched 10% and the density of the silanol
groups was zero.

The SiO2 surfaces are shown in Figure 11. Figure 11a–e indicated the hydroxylation
densities of silicon surfaces of 9.4/nm2, 6.9/nm2, 4.7/nm2, 2.4/nm2 and 0, respectively.
Si-OH 9.4/nm2 are Q2 crystalline, and contained 9.4 Si-OH groups per nm2. Si-OH 6.9/nm2

are Q2 and Q3 mixed crystalline, and contained 6.9 Si-OH groups per nm2. Si-OH 4.7/nm2

are Q3 crystalline, and contained 6.9 Si-OH groups per nm2. Si-OH 2.4/nm2 was the Q3

and Q4 mixed crystalline type, and the Si-OH group density was 2.4 per nm2. Si-OH 0 was
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the Q4 crystalline type, and there were no Si-OH groups on the surface. The silica surface
model box size was about 6.9 × 6.9 × 10.0 nm3. The energy minimization and equilibrium
simulations were performed on five surfaces before the simulation process, to ensure the
stability of the surface structure.

4.2. Computational Details

GROMMACS 2019.3 software package was employed to carry out all the MD sim-
ulations. The all-atom optimized performance for the liquid systems (OPLS-AA) force
field [25–27] was adopted for all the potential. The simulation parameters for SDS and
oil molecules used in this study were derived from the AMBER force field [28]. Water
molecules were described by the simple point charge/extend (SPC/E) model [29]. The
atomic types and atomic charges of SiO2 in this paper are given in Table 1.

Table 1. Atom type symbols and atomic charges of silica used in this work.

Atom Atom Type Charge (e)

Si SC4 1.1
Si-O-Si OC23 −0.55
Si-O-H OC24 −0.675

H HOY 0.4

At the beginning of the simulations, ninety C12H26 molecules were put above each
silica surface. After the adsorption of C12H26 molecules, the last frame of the trajectory was
used in the detachment process. SDS solutions were added into the systems. Each of the
systems was firstly minimized, using the steepest descent method. After the minimization,
MD simulations (NVT) were carried out under canonical ensemble. Periodic boundary
conditions were applied in the x, y, and z directions. For each system, the absorption and
detachment process simulations were performed for 60 ns and 50 ns with a time step of
2 fs. The temperature was set to 300 K. The VMD 1.9.3 package was used for visualization
More details of the parameters for the simulation systems are given in Table 2.

Table 2. Details of simulation systems.

C12H26/N SOL/N SDS/N

Si-OH 9.4/nm2 90 9964 5
Si-OH 6.9/nm2 90 8941 5
Si-OH 4.7/nm2 90 8890 5
Si-OH 2.4/nm2 90 9650 5

Si-OH 0 90 9096 5

5. Conclusions

The area density and types of silanol groups played a role in the properties of the silica
surfaces. In this paper, the adsorption and detachment processes of dodecane molecules
were simulated on five silica surfaces with Q2, Q3, and Q4 surface environments. The
results demonstrated that more C12H26 were adsorbed on the Q4 crystalline type. When
the surfaces contained more Q2 crystalline type which had (≡Si(OH)2)-type silanol groups,
less oil detached, due to the formations of H-bonds among the silanol groups. More oil
detached on the Si-OH 4.7/nm2, which were Q3 crystalline type and had (≡Si(OH))-type
silanol groups. There were no silanol groups on the Si-OH 0 surface, even though, in the
presence of the surfactant solutions, the water cannot diffuse and the oil cannot detach from
the Si-OH 0 surface. The area density and type of silanol groups both affect the formation
of water channels and the diffusion of water on the silica surfaces, which are essential and
fundamental steps for the liberation of oil from reservoir solids or host rocks.
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Abstract: By means of a computational method based on Density Functional Theory (DFT), using
commercially available software, a novel method for simulating equilibrium geometry harmonic
vibrational frequencies is proposed. Finasteride, Lamivudine, and Repaglinide were selected as
model molecules to study the adaptability of the new method. Three molecular models, namely
the single-molecular, central-molecular, and multi-molecular fragment models, were constructed
and calculated by Generalized Gradient Approximations (GGAs) with the PBE functional via the
Material Studio 8.0 program. Theoretical vibrational frequencies were assigned and compared to the
corresponding experimental data. The results indicated that the traditional single-molecular calcula-
tion and scaled spectra with scale factor exhibited the worst similarity for all three pharmaceutical
molecules among the three models. Furthermore, the central-molecular model with a configuration
closer to the empirical structure resulted in a reduction of mean absolute error (MAE) and root
mean squared error (RMSE) in all three pharmaceutics, including the hydrogen-bonded functional
groups. However, the improvement in computational accuracy for different drug molecules using
the central-molecular model for vibrational frequency calculation was unstable. Whereas, the new
multi-molecular fragment interception method showed the best agreement with experimental results,
exhibiting MAE and RMSE values of 8.21 cm−1 and 18.35 cm−1 for Finasteride, 15.95 cm−1 and
26.46 cm−1 for Lamivudine, and 12.10 cm−1 and 25.82 cm−1 for Repaglinide. Additionally, this
work provides comprehensive vibrational frequency calculations and assignments for Finasteride,
Lamivudine, and Repaglinide, which have never been thoroughly investigated in previous research.

Keywords: DFT; molecular modeling; infrared spectroscopy; multi-molecular fragment interception

1. Introduction

Infrared (IR) spectroscopic analysis of biological samples commenced in the 1950s [1],
and was speedily put to use in the realm of pharmaceutical research [2]. Infrared spec-
troscopy records the spectral pattern of samples and expresses the chemical composition
as a function of wavenumbers between 400 and 4000 cm−1 [3,4]. With advancements in
testing technology, Fourier transform infrared (FT–IR) spectroscopy emerged as a potent
device for distinguishing and identifying an array of diverse samples, and, indeed, all
forms of samples could be characterized thereby. It is a prompt and refined modality for
sample characterization whereby the chemical configuration can be analyzed as simple
molecules, revealing specific absorption bands in the FT–IR spectra [5,6].

The vibrational frequencies serve as a distinctive signature for chemical compounds,
and are commonly employed in the identification and characterization of organic and
inorganic specimens [7–9]. The infrared spectrum is derived from the vibrational motion
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of the molecules, and has significant implications in the qualitative and quantitative ex-
ploration of matter [10]. At present, infrared spectroscopy is a widely used and easily
accessible characterization tool that plays a vital role in the understanding and utilization
of materials [11]. Although advanced techniques, such as nuclear magnetic resonance
and mass spectrometry, offer high-resolution molecular analysis, their prohibitive costs
limit their accessibility. Therefore, obtaining material property information using sim-
ple and cost-effective methods is particularly meaningful for many research institutions
and manufacturers. However, empirical guidance still dominates our interpretation of
infrared spectra, presenting significant challenges in analyzing weak functional groups
and fingerprint regions. Furthermore, infrared spectrometers have natural limitations,
including peak overlapping caused by the proximity of strong vibration peaks, which
impedes spectral analysis [12]. Therefore, it is urgent to develop a new perspective to
address these problems effectively.

In recent years, the application of DFT in the field of pharmacy has experienced a
rapid progression [13–15]. Quantum chemistry has played an important role in the field of
drug research and development, and a large number of investigations have been conducted
by means of computer-simulated infrared spectroscopy [16–18]. The force fields in these
calculations provide potential energy surfaces, which map out the relative energy of a
configuration of atoms in a molecule. One common type of force field is DFT-based, which
includes the popular GGA [19]. The PBE exchange–correlation functional is a widely
used form of GGA and has been shown to accurately predict and represent vibrational
spectra [20–22]. In our work, we focus on the utilization of the GGA/PBE level to simulate
vibrational spectra accurately.

However, up to the present, all of the research works have been optimized and
frequency-calculated by constructing single-molecular structures with different functionals
and basis sets [23,24]. The molecules were placed in a vacuum environment, and no heed
was given to the spatial configuration and hydrogen bonding of the molecules. As a
result, the outcomes were frequently imprecise, notably for molecules with intermolecular
hydrogen bonds. We considered the reasons for this and found that the input single
molecule models might differ significantly from the actual molecular state, which can
be attributed to two factors. First, the first step of all calculations is model optimization,
which is typically performed using the single-molecular model, neglecting the spatial
hindrance caused by the crystal or amorphous state. This can lead to changes in molecular
structure, which significantly affect vibrational frequencies and result in errors. Second,
materials with functional groups in crystals or amorphous states are often connected
through intermolecular hydrogen bonds (Figure S1), which have significant impacts on
infrared spectral peaks. However, when performing frequency calculations with the single-
molecular model as input, the molecular hydrogen-bond, or conjugation, information is lost,
leading to increased computational errors. Therefore, when compared with experimental
frequencies, theoretically-calculated harmonic frequencies were commonly discovered to
be 10–15% excessively high, partly due to the exclusion of anharmonic effects and the
incomplete incorporation of electron correlation [25]. To solve this problem, scale factors of
different functionals were proposed [26–28].

The development of scale factor calculation has been divided into two stages. In
the first stage, the factors were determined as an average of the experimental/theoretical
ratios for individual modes utilizing numerous molecules. For instance, Hout, Levi, and
Hehre (1982) [29] determined the scale factor of MP2/B3LYP (0.921, inverse of 1.086) using
36 molecules via this method. Secondly, the subsequent development of analytic second
derivatives with finite difference techniques was proposed to increase the availability of
theoretical frequencies. This method was validated by Simandiras, Handy and Amos [30],
indicating higher accuracy. Other methods, such as employing the E(ZPE) equation, have
also been proposed to calculate scale factors [25]. However, the methods and parameters
in the equations provide empirical and statistical results from the modification of a large
number of small molecular groups, which may not be applicable for molecules with distinct
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spatial configurations and intermolecular interactions. Furthermore, confusingly, different
literature has shown different values of scale factor for the same DFT. For example, for
HF/6-31G(d), Qi (2000) [31], Irikura (2005) [32] and Barone (2004) [33] demonstrated values
of 0.9590, 0.8982 and 0.8929, respectively. Therefore, a new simulation method must
be proposed to improve the calculation’s accuracy and eliminate the perplexity of scale
factor selection.

Harmonic approximation assumes that vibrations are harmonic and linear, which
simplifies calculations but has severe limitations when it comes to describing real-world vi-
brational phenomena [34]. The harmonic model assumes that the potential energy function
for a molecule is quadratic and that each vibrational mode oscillates with a single frequency.
This assumption holds when the vibrations are sufficiently small that the restoring force
in the bond potential can be approximated as linear, which makes it a reasonable starting
point for predicting vibrational spectra. However, this approach breaks down when larger
amplitude vibrations occur. Large-amplitude vibrations result in the stretching or bending
of bonds beyond their equilibrium positions, which leads to the appearance of higher-order
effects, including anharmonicity [35]. Anharmonicity describes the deviation of vibrational
modes from harmonic behavior, occurring when interactions between different vibrational
modes become significant, causing nonlinear coupling between the modes. This coupling
can result in large deviations from harmonic behavior, altering vibrational frequencies
and intensities [36]. In addition to anharmonicity, environmental factors can significantly
affect the behavior of molecules in ways that the harmonic model does not account for.
However, anharmonic analyses are computationally expensive and still not applicable to
all types of molecules. Additionally, although some more sophisticated methods, such
as B3LYP, M06-2X, and ω-B97X-D, can better describe anharmonic effects, the accuracy
of the results is limited by various drawbacks of the single-molecular model. While the
GGA/PBE method we use does not directly consider anharmonic effects in predicting
vibrational frequencies, it is still a very common computational method in this field at
present [20–22]. Therefore, in this paper, a new idea to construct a multi-molecular model
containing molecular environment information and intermolecular conjugation informa-
tion under harmonic approximation, so as to improve the accuracy of vibrational spectrum
calculation and save computational resources, is proposed.

There are several reasons why including multiple molecules in our calculations can
help reduce the limitations of the harmonic approximation and improve accuracy. Firstly, a
multi-molecular model can take into account intermolecular interactions, which are crucial
in many chemical processes, such as hydrogen bonding or protein–ligand binding. Neglect-
ing such interactions can lead to significant errors in spectroscopic predictions. Secondly, in
actual multi-molecular systems, the interactions between different molecules can change the
frequency and intensity of vibration modes. For example, in a multi-molecular hydrogen-
bond model, hydrogen bonding typically leads to a significant enhancement of anharmonic
effects in the vibration modes and introduces higher-order vibration terms [37]. When we
use a single-molecular model, we may neglect the influence of non-covalent interactions in
multi-molecular systems and treat molecular vibrations as purely internal vibrations, which
is a harmonic approximation and may lead to significant discrepancies with the experimen-
tal results. On the other hand, using a molecular model containing multiple molecules can
better consider the non-covalent interactions and environmental effects between molecules,
and, thus, more accurately describe the vibrational behavior and spectral characteristics
of molecules. Additionally, the inclusion of multiple molecules in the model can lead to a
more realistic representation of the sample material analyzed by spectroscopic techniques.
We believe that including assets such as multiple molecules within the limitations of the
harmonic approximation provides a useful and computationally efficient tool for analyzing
vibrational spectra of light-to-medium-sized molecules.

In this paper, a novel vibrational simulation method was developed to facilitate the
correct assignment of infrared spectra. The pharmaceutical molecules Finasteride (FIN),
Lamivudine (LAM), and Repaglinide (REP) were employed as models for this purpose. The
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theoretical and experimental results of the vibrational harmonic spectra were compared to
validate the new method. Three models were constructed in the Material Studio program,
and vibrational simulations of single molecules, multi-molecular fragments, and central
molecules were conducted and compared with the scaled spectrum.

2. Results and Discussion
2.1. Traditional Single-Molecular Vibration Analysis

Frequency simulations conducted thus far have only involved single molecules and
scaling with scale factors. However, calculated spectra with scale factors still exhibit sig-
nificant deviation from experimental results, and the scale effect varies across different
molecules and functional groups, even with the same factor. To verify this problem, we
extracted FIN, LAM, and REP single molecules as model molecules, optimized and calcu-
lated their harmonic vibration frequencies and infrared spectra, and compared these with
the experimental spectra. The infrared spectra for the experimental spectra, the simulated
single molecule, and the simulated single molecule after scaling for FIN, LAM, and REP
are displayed in Figure 1. A portion of observed and calculated vibrational frequencies,
along with their respective dominant normal modes, for FIN, LAM, and REP are listed in
Table 1. The scaled wavenumbers are presented after being scaled by a scaling factor of
0.99 [38]. All assignments are provided in the Supplementary Materials (Tables S1–S3).
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Figure 1. The infrared spectra of experimental, simulated single molecule, and simulated single
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Table 1. A portion of observed and calculated vibrational frequencies with their respective dominant
normal modes for FIN, LAM, and REP a.

Name Assignment Exp Single Molecular Single Molecular after
Scaled by Scale Factor

FIN

νN2H35 3429 3517.12 3481.95
A:νN1H 3349 3514.26 3479.12
νC13H14 2914 2924.11 2894.87
νC3=01; νC1=C2; βN1H36; 1688 1695.16 1678.21
νC19=02; βN2H35; 1668 1693.63 1676.69
βC8,16H9,19; 1277 1268.44 1255.76
ρC14–15H15–18; γN2C19 766 766.83 759.16
MAE (for all data) b 12.99 16.99
RMSE (for all data) c 29.80 27.14

LAM
νasN3H3–4 3383 3656.99 3620.42
νsN3H3–4 3328 3518.43 3483.25
νC1O1 1651 1701.03 1684.02
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Table 1. Cont.

Name Assignment Exp Single Molecular Single Molecular after
Scaled by Scale Factor

LAM

νC3N2; βN3H3 1498 1531.51 1516.19
γC2H1; ρC8H9–10 1030 1041.08 1033.67
ρN3H3–4; βC5H5; γC4,6H2,6;
γC8H9–10; ring prckering vibration; 538 533.74 528.40

MAE (for all data) b 52.17 50.56
RMSE (for all data) c 109.50 101.75

REP

νO4H36 3428 3640.80 3566.16
νN2H35 3307 3551.09 3478.29
νC12,16H 2804 2863.56 2804.86
νC25O3; βO4H36 1686 1747.65 1711.82
νC17O1; βN2H35; γC18H8 1635 1699.94 1665.09
νC7,18H;N2H 1300 1299.66 1273.02
γN2H35; ωC18H8–9; γC7–11H 474 475.74 465.99
MAE (for all data) b 26.48 29.39
RMSE (for all data) c 57.51 44.34

a Frequencies are in cm−1; b MAE in cm−1; c RMSE in cm−1; ν: stretching; β: in-plane bending; γ: out-of-plane
bending; ρ: in-plane rocking.

As depicted in Figure 1, the calculated and scaled infrared spectra of single molecules
for FIN, LAM, and REP were similar to the experimental results. The simulated and experi-
mental spectra exhibited similar peak shapes at corresponding wavenumbers, indicating
high calculation accuracy. MAE and RMSE were used in the linear regression analysis
to assess the deviations between the theoretical and experimental structural parameters.
The MAE and RMSE between the calculated, scaled, and experimental infrared spectra for
each molecule were compared, yielding values of 12.99 cm−1 and 29.80 cm−1, 52.17 cm−1

and 109.50 cm−1, 26.48 cm−1 and 57.51 cm−1 for the single-molecular simulation; and
16.99 cm−1 and 27.14 cm−1, 50.56 cm−1 and 101.75 cm−1, 29.39 cm−1 and 44.34 cm−1 for
the scaled spectra of FIN, LAM, and REP, respectively. Therefore, after scaling, the in-
frared spectrum of LAM exhibited greater similarity to the experimental data, while the
opposite was observed for FIN and REP. Thus, for macro-molecules, particularly those
with complex configurations, the scale factor may not be entirely applicable. Nonethe-
less, at hydrogen-bonding sites, the scaled vibrations outperformed the single-molecular
simulations. In the case of FIN (Table 1), the N-H and C=O stretching were calculated as
3517.12 cm−1, 3514.26 cm−1, 1695.16 cm−1, 1693.63 cm−1 for the single-molecular simula-
tion and 3481.95 cm−1, 3479.12 cm−1, 1678.21 cm−1, 1676.69 cm−1 for the scaled spectra,
respectively. In these bands, the scaled vibrations exhibited better fit to the experimental
spectra, which was consistent with the behaviors observed in LAM and REP (Table 1). This
result correlates with a slight reduction in the value of the RMSE after scaling. Consequently,
the scale factor was primarily employed to adjust the vibrations of hydrogen-bonded func-
tional groups, and had minimal impact on the overall molecule, particularly in the skeleton
vibration and fingerprint region.

This could be due to the fact that the optimization was searching for the smallest
potential point by changing the atomic situation around the input structure. However, most
single-molecular models are derived from crystal lattices, which simplifies the structural
optimization process, but results in a loss of information regarding intermolecular interac-
tions and spatial arrangements. Consequently, this leads to inaccuracies in calculation and
vibration assignment. Although the use of a scale factor improves the similarity between
the calculated and experimental results to some extent, it is an empirical and statistical
value that is insensitive to intermolecular interactions and spatial configurations. This
shortcoming may lead to unsatisfactory outcomes. Therefore, it can be concluded that the
traditional single-molecular simulation method, even with the inclusion of a scale factor, is
not a reliable approach for accurately calculating molecular frequencies.
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2.2. Central-Molecular Simulation Analysis

In order to investigate the impact of spatial configuration on vibrational simulation,
we constructed the minimum repeating space structure unit to preserve the configuration
as much as possible while minimizing computational resources. To accurately depict the
true configuration and intermolecular interactions, the crystal cells of FIN, LAM, and REP
were imported in the MS program and supercells of 2 × 1 × 1, 3 × 3 × 1, 2 × 1 × 3
were constructed, respectively. The structures of supercells are shown in Figure S1. We
extracted the minimum repeating unit from the supercell of molecules and optimized
it using the GGA/PBE functional. After optimization, the central single molecule was
then extracted and calculated the frequencies at the same level of theory. The minimum
multi-molecular repeating units for FIN, LAM, and REP are shown in Figure 2. The scaled,
central-molecular calculated and experimental spectra for the three drugs are also shown
in Figure 3. A portion of available experimental and theoretical vibrational frequencies
with their respective dominant normal modes for FIN, REP, and LAM are listed in Table 2.
All the assignments are included in the Supplemental Materials (Tables S1–S3).
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Table 2. Observed and calculated vibrational frequencies and their dominant normal modes for FIN,
LAM, and REP a.

Name Assignment Exp. Central Molecular Single Molecular after
Scaled by Scale Factor

FIN

νN2H35 3429 3522.08 3481.95
A:νN1H 3349 3437.05 3479.12
νC13H14 2914 2920.99 2894.87
νC3=01; νC1=C2; βN1H36; 1688 1664.17 1678.21
νC19=02; βN2H35; 1668 1662.83 1676.69
βC8,13,16H9,14,19 1225 1224.87 1218.55
βN1H36; βC6,10H6–7,10–11; δasC17,18H20–25 890 882.29 872.55
MAE (for all data) b 9.34 16.99
RMSE (for all data) c 21.81 27.14

LAM

νasN3H3–4 3383 3484.85 3620.42
νsN3H3–4 3327.9 3331.83 3483.25
νC1O1 1615 1671.64 1684.02
βN3H3; νC3N2 1498 1467.85 1516.19
βC5,7H5,8; ωC6H6–7;
γC2H1

1184 1182.63 1151.56

ωC6H6–7; νC6S1 752 757.16 750.60
MAE (for all data) b 20.36 50.56
RMSE (for all data) c 30.40 101.75

REP

νO4H36 3428 3162.17 3566.16
νN2H35 3307 3424.00 3478.29
νC25O3; βO4H36 1686 1666.48 1711.82
νC17O1; βN2H35; γC18H8 1635 1621.51 1665.09
νC7,18H; νN2H 1300 1304.87 1273.02
γN2H35; γC2,3,4,5H6,7,5,4; γC12–16H; νC1N2 619 610.53 597.38
MAE (for all data) b 23.12 29.39
RMSE (for all data) c 52.21 44.34

a Frequencies are in cm−1; b MAE in cm−1; c RMSE in cm−1; ν: stretching; β: in-plane bending; γ: out-of-plane
bending; δ: formation; ω: out-plane rocking.

From Figure 3, it is apparent that the spectra of the central molecule were superiorly
compatible than those of the single molecule and the scaled spectrum. This observation
strongly implies that spatial configuration played a pivotal role in the frequency calculations
of all three molecules. Furthermore, the MAEs and RMSEs between the experimental
infrared spectra and the simulated and scaled spectra of the central molecule for FIN, LAM,
and REP were compared. The results showed that the MAE and RMSE for the central-
molecular model were 9.34 cm−1 and 21.81 cm−1, 20.36 cm−1 and 30.40 cm−1, 23.12 cm−1

and 52.21 cm−1 for FIN, LAM, and REP, respectively, whereas the corresponding values
for the scaled spectra were 16.99 cm−1 and 27.14 cm−1, 50.56 cm−1 and 101.75 cm−1,
29.39 cm−1 and 44.34 cm−1, as listed in Table 2. The significant reduction observed in
the RMSE of LAM was primarily due to the precise calculation of the infrared vibration
at the hydrogen-bonding site (νasN3H3–4) by the central-molecular model. Therefore, the
central-molecular model for vibrational simulation was found to be more accurate than
the single-molecular and scaled results for all three pharmaceutics. Moreover, for the
hydrogen-bonded functional groups, the central-molecular model was also found to yield
better fits to the experimental spectra.

After optimization, the geometrical parameters (bond length, bond angle, and dihedral
angle) of the single molecule may differ from those of the central molecule due to the lack of
intermolecular interactions in the former case. For instance, in the case of the REP molecule,
the ethoxy and carboxyl groups were twisted by 4.06 and 6.22 degrees, respectively, after
optimization by the single-molecular and multi-molecular repeating units (as observed in
Figure 4). Therefore, multi-molecular units can retain the configuration when optimized
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with functional theory, leading to more accurate calculations of frequencies, which are
closer to experimental values.
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One may be inclined to assume that the single molecule extracted from the crystal cell
has the same configuration as the real molecule and performs optimally. However, it was
observed that the calculated spectra of the single molecule without optimization differed
greatly from the experimental results, and even displayed imaginary frequencies. This
could be attributed to the fact that frequency simulations in Gaussian are based on the first
derivative of the potential function being zero. As such, structures without optimization
cannot be processed using the Schrodinger equation.

Therefore, when compared to the single-molecular model and scaled spectra, the
central-molecular model that was optimized using multi-molecular repeating units ex-
hibited a better fit to the experimental spectrum. However, the central-molecular model
only provided configuration information and lacked information on intermolecular interac-
tions. As a result, the calculated frequencies at the hydrogen-bonding donor and receptor
sites still deviated significantly from the experimental results. For instance, for LAM
(Table 2), the experimental value of N3-H3 stretching was 3383 cm−1, which was calculated
as 3620.42 cm−1 for scaled spectra and 3484.85 cm−1 for the central-molecular calculation,
respectively. For REP (Table 2), the experimental value of O4H36 peak was at 3428 cm−1,
which corresponded to 3162.17 cm−1 and 3566.16 cm−1 for the central-molecular and scaled
spectra, respectively. In general, the accuracy of the central-molecular model was similar
to that of the scale factor method. To overcome this limitation, a new multi-molecular
fragment interception method was proposed.

2.3. Multi-Molecular Fragment Interception Simulation Analysis

The discussion of the central-molecular model analyzed the influence of configura-
tion on vibrational simulation. However, the calculated frequencies of hydrogen-bonded
functional groups exhibited significant deviation from experimental results. To solve this
problem, a multi-molecular fragment interception method was proposed. This model was
derived from the optimized multi-molecular repeating unit by eliminating long-distance
molecular fragments with low conjugation and charge effects around the central molecule.
To accurately depict the true configuration and intermolecular interactions, the crystal cells
of FIN, LAM, and REP were imported into the MS program and supercells of 2 × 1 × 1,
3 × 3 × 1, 2 × 1 × 3 were constructed, respectively (Figure S1).

To retain the space configuration and hydrogen-bond information as far as possible, we
optimized the repeating unit using the GGA/PBE functional, rather than a single molecule.
Additionally, to reserve the computing resources, the long-distance molecular fragments
with low conjugation and charge effect around the central molecule were intercepted to
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construct the multi-molecular fragment (see Figure 5). The frequency of the molecules
was then calculated using the same functional, and the infrared spectrum cooperation
are shown in Figure 6. Upon comparison of the calculated spectra with the experimental
spectra, numerous matching bands in this region were identified and are presented in
Table 3, for FIN, LAM, and REP.
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Figure 6. The infrared spectrum of experimental, simulated multi-molecular fragment, simulated
central molecule, simulated single molecule and scaled single molecule for (a) FIN, (b) LAM, and
(c) REP.

The calculated spectra of the multi-molecular fragment exhibited greater similar-
ity to the experimental spectra in terms of frequencies and peak shapes for all three
drug molecules (see Figure 6). This phenomenon suggests that the multi-molecular
fragment model, which includes the original space configuration and intermolecular in-
teractions, is superior to traditional scaled single-molecular calculations for frequency
simulation. Both MAE and RMSE were calculated to evaluate the performance of the
central-molecular, single-molecular, and multi-molecular fragment models. The MAE
values for the central-molecular, single-molecular, and multi-molecular fragment mod-
els were 9.34 cm−1, 20.36 cm−1, and 23.12 cm−1 for FIN, and 8.21 cm−1, 15.95 cm−1,
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and 12.10 cm−1 for the multi-molecular fragment model. In addition, the RMSE values
were also calculated and compared with the MAE values. The RMSE values for FIN
were 29.80 cm−1, 21.81 cm−1, and 18.35 cm−1 for the single-molecular, central-molecular,
and multi-molecular fragment models, respectively. For LAM, the RMSE values were
109.50 cm−1, 30.40 cm−1, and 26.46 cm−1, and for REP, the RMSE values were 57.51 cm−1,
52.21 cm−1, and 25.82 cm−1. Therefore, the utilization of the multi-molecular fragment
model resulted in a considerable reduction in the MAE and RMSE values. These results
indicate that the multi-molecular fragment interception model outperformed both the
single-molecular and central-molecular models in terms of ability to accurately predict
vibrational frequencies. Therefore, the multi-molecular fragment interception model for
vibrational simulation was more accurate than the other models described above for all
three pharmaceutics. Additionally, the frequencies calculation with the multi-molecular
fragment model for hydrogen-bonded functional groups also demonstrated the best per-
formance relative to empirical spectra. For instance, for FIN in Table 3, the C3-O1 and
C19=O2 stretching vibrations were calculated to be 1664.17 cm−1 and 1662.83 cm−1 for
the central-molecular model, and 1681.01 cm−1 and 1665.21 cm−1 for the multi-molecular
fragment model, respectively. The experimental frequencies for these two vibrations were
1688 cm−1 and 1668 cm−1, indicating that the multi-molecular fragment interception model
was a better fit to the experimental spectrum. Similar conclusions could be drawn for the
REP and LAM molecules.

Table 3. Vibrational frequencies and dominant normal modes of multi-molecular fragment model
and central molecular model for FIN, LAM, and REP a.

Name Assignment Exp. Multi-Molecular
Fragment Model Central Molecular

FIN

νN2H35 3429 3520.79 3522.08
A:νN1H 3349 3399.51 3437.05
νC3=01; νC1=C2; βN1H36; 1688 1681.01 1664.17
νC19=02; βN2H35; 1668 1665.21 1662.83
βC8,13,16H9,14,19 1225 1225.5 1224.87
γN1H36; ρC15H17–18; δasC17H20–22 600 589.69 580.71
MAE (for all data) b 8.21 9.34
RMSE (for all data) c 18.35 21.81

LAM

νasN3H3–4 3383 3393.37 3484.85
νsN3H3–4 3327.9 3232.27 3331.83
νC1O1 1651 1653.55 1671.64
βN3H3; νC3N2 1498 1498.19 1467.85
γC2H1; ρC8H9–10 1030 1033.46 1031.56
γN3H3; γC5H5 752 757.55 757.16
MAE (for all data) b 15.95 20.36
RMSE (for all data) c 26.46 30.40

REP

νO4H36 3428 3415.14 3162.17
νN2H35 3307 3395.98 3424.00
νC25O3; βO4H36 1686 1689.41 1666.48
νC17O1; βN2H35; γC18H8 1635 1632.85 1621.51
βC7–12,14H; βN2H35 1112 1125.59 1117.81
γN2H35; γO4H36; γC26H; ring prckering vibration 763 758.78 743.32
MAE (for all data) b 12.10 23.12
RMSE (for all data) c 25.82 52.21

a Frequencies are in cm−1; b MAE in cm−1; c RMSE in cm−1; ν: stretching; β: in-plane bending; γ:out-of-plane
bending; δ: formation; ρ: in-plane rocking.

The reason for the improved accuracy of the multi-molecular fragment model may
be attributed to the fact that the model was obtained by intercepting a fragment from
the optimized minimum multi-molecular repeating units of hydrogen bonds, which re-
tained both the hydrogen-bonded information and the original configuration. Compared
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to the central-molecular model, the multi-molecular fragment model removed the long-
distance molecular fragments with low conjugation and charge effect around the central
molecule, and, thereby still retaining the hydrogen-bonded information as much as possi-
ble. Moreover, during the optimization and interception processes, the central molecule
of the multi-molecular fragment model was able to maintain its configuration nature and
intermolecular interactions, unlike a single molecule in vacuum. Consequently, using a
single-molecular model simplified the atomic positions, velocities, and potential energy
and yielded a considerable discrepancy between the calculated results and the actual situ-
ations. Additionally, a single-molecular model is incapable of describing intermolecular
interactions and environmental factors, such as steric hindrance and lattice constraints. In
contrast, a multi-molecular model addresses intermolecular interactions between neigh-
boring molecules, encompasses hydrogen bonding, electrostatic, and van der Waals forces,
and calculates infrared resonance for complex systems. In addition, the multi-molecular
model also considers the interactions between the molecule and its surrounding envi-
ronment. Compared to the single-molecular model, the multi-molecular model provides
better characterization of the molecular spatial structure, and functional group structure,
and offers a realistic portrayal of macroscopic substance states, enhancing computational
accuracy. The multi-molecular model also encompasses intramolecular resonance effects,
dense packing effects, and nonlinear effects, enabling a more comprehensive depiction of
molecular vibration and physical–chemical processes, thereby improving the prediction of
vibrational frequencies.

As a result, the new method of multi-molecular fragment interception effectively
overcomes the limitations of traditional single-molecular vibrational simulation and outper-
forms other methods with the smallest simulation deviation. It essentially preserves the con-
figuration information and intermolecular interactions, and significantly improves the calcu-
lation accuracy, offering a more critical and time-efficient approach for frequency simulation.

2.4. Absolute Error Analysis

To investigate the sources of absolute errors (AEs) among different models, we clas-
sified the vibrational frequencies of three types of drug molecules into functional group
vibrations and non-functional group vibrations. We then studied in detail the changes in
AEs caused by different models, as shown in Figure 7.
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The results showed that for functional group vibrations, the scale factor had some
accuracy improvement effect on the correction of the single-molecular model results, but
the effect was generally poor and fluctuated greatly. In the non-functional group set, the
scale factor correction increased the calculation error, instead of lowering it. Therefore, the
mechanism of adding scale factors sacrificed the calculation accuracy of skeletal vibrations
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to promote a higher fit between functional group vibrations and experimental values,
although this increase in accuracy was not significant (see in Figure 7).

In addition, for functional group vibrations, although the center-molecular model
comes from the optimized structure of multi-molecular models, it does not contain inter-
molecular hydrogen-bonding, or conjugated, information, but the center molecule model
has a significantly reduced error compared to the single molecule model. This may be
due to two reasons. First, the center molecule model inherits the advantages of the multi-
molecule model, and the averaged molecular structure composed of multiple molecules is
more similar to the actual molecular structure. Therefore, by averaging multiple molecules
and taking the center molecule, the compression or deformation of the actual molecular
structure caused by strong interaction forces such as hydrogen bonding can be eliminated.
Secondly, considering the intermolecular interactions together with the individual atomic
structure in the optimization process can improve the accuracy of calculating the frequency
of hydrogen-bonding functional groups in the center molecule model. However, the center
molecules of REP did not show small relative AE values, and the center molecule models of
FIN and LAM molecules showed great differences in accuracy improvement. This indicates
that there is still considerable instability in using center molecule models for vibrational
frequency calculation. For the non-functional group region, the analysis of the AEs between
the center molecule and the multi-molecule fragment model shows that the AEs of the
two models are very similar, and the decrease in AEs compared to the single molecule
model is also similar. This indicates that the improvement in calculation accuracy of the
non-functional group region is mainly due to the fact that the molecular structure is closer
to the true state after optimizing the overall molecular structure of the multi-molecule re-
peating unit, and the effect of hydrogen bonding information on the vibrational calculation
optimization of the non-functional group region is not significant. This conclusion is also
easy to understand because there is no hydrogen-bond generation in the non-functional
group region, so the addition of multi-molecule hydrogen bonds has a very small effect on
vibrational calculation.

Additionally, we can also illustrate that for FIN, LAM, and REP, the reduction in
MAE values of the multi-molecular fragment model and single-molecular scale model
were 8.07 cm−1, 8.96 cm−1 and 57.04 cm−1, 18.94 cm−1 and 28.36 cm−1, 13.36 cm−1 in the
functional group and non-functional group regions, respectively. For LAM and REP, the im-
provement of computational accuracy in the functional group regions had a more significant
effect on reducing the overall MAE, whereas for FIN, the contribution of both functional
group and non-functional group vibrations to the overall error was similar. Interestingly,
for all three drug molecules, the magnitude of MAE reduction in the multi-molecular
fragment model in the functional group region (LAM > REP > FIN) was consistent with
the variational trend of intermolecular hydrogen bonds or interactions. This indicates that,
for multi-molecular models, the more intermolecular hydrogen bonds present, the greater
the reduction in errors observed in functional group vibrations. This may be due to the
retention of hydrogen bonding and conjugation information in the multi-molecular model,
leading to higher computational accuracy at the hydrogen-bonding connection sites during
vibrational frequency calculation.

In conclusion, the improvement in accuracy of the center-molecular and multi-molecular
fragment models in the non-functional group region was mainly due to the molecular
structure being closer to the true state, and the molecular conjugation information having
no significant effect on the accuracy improvement of this part. In the functional group
region, both molecular structure and intermolecular conjugation information had signifi-
cant impacts on the calculation accuracy of vibrational frequencies. The more hydrogen
bonding among molecules in the original structure, the greater the contribution of inter-
molecular conjugational systems to the reduction of MAE. However, the center-molecular
model did not have good accuracy performance in all drug molecule models, while the
multi-molecular fragment model showed the lowest error values among all models for all
drug molecules.
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2.5. Computational Time Comparison

To provide a quantitative comparison of the computational performance among differ-
ent models, we conducted structural optimization and vibrational frequency calculations
for all models using the same computer and computational resources. The time required
for each calculation is summarized in Table 4.

Table 4. Comparison of calculation times among different models.

Drug Process
Single

Molecule
Model (h)

Central
Molecule
Model (h)

Multi-Molecule
Fragment
Model (h)

FIN
Configuration
optimization 0.27 4.18 4.18

Frequency calculation 2.51 2.44 4.10

LAM
Configuration
optimization 0.10 15.40 15.40

Frequency calculation 0.44 0.48 3.26

REP
Configuration
optimization 0.26 26.21 26.21

Frequency calculation 2.45 2.42 7.76

Traditional single-molecular models have the smallest number of atoms, and requires
the least amount of time for configuration optimization and vibrational frequency calcula-
tion, with a total calculation time not exceeding 3 h. In our paper, the central-molecular and
multi-molecular fragment models both used minimal molecular repeat units with hydrogen
bonds as initial structures for configuration optimization, causing a significant increase
in the time required for this step. Compared to the single-molecular model, FIN, LAM,
and REP required an additional 3.91 h, 15.30 h, and 27.95 h, respectively. In the vibrational
frequency calculation stage, the central-molecular model took a similar amount of time as
the single-molecular model because only one molecular unit was involved. Whereas, due
to the inclusion of a large number of hydrogen bonds and conjugated structural fragments
in the multi-molecular fragment model, its frequency calculation took approximately 2 h
longer than that of the single-molecular model.

However, when selecting drug molecules as calculation models to demonstrate the
applicability of new methods more convincingly, we specially selected drug molecules with
a high number of atoms, complex structures, and representative hydrogen-bond numbers.
For small drug molecules, commonly used for vibrational analysis verification, such as
aspirin, the calculation time using the multi-molecular fragment model was only 0.29 h.
Moreover, we were pleased to find that although the overall calculation time was longer due
to various reasons, including the lack of professional computing servers, our calculations
could still be completed within roughly one day. Achieving high computational accuracy is
critical in ensuring precise spectral analysis, as even small infrared spectral peak shifts can
cause significant analytical errors. Thus, considering the significant reduction in MAEs and
the instability observed in the prediction results of the central-molecular model (Figure 7),
we regarded the additional time cost as being justified.

The key findings from our study also have several important implications for molec-
ular simulation and drug design. Firstly, the improved accuracy of the multi-molecular
fragment interception model suggests that accurately describing intermolecular interac-
tions is critical for accurate vibrational frequency calculations. This finding highlights
the importance of advanced modeling approaches that accurately capture the complex
interplay between molecules in biological systems. Secondly, this method can be applied to
a wide range of molecular systems and provide insights into their structural and functional
properties. By accurately calculating vibrational frequencies, the new approach can aid in
the interpretation of IR spectra and elucidation of molecular structure and function. This
capability is particularly relevant in drug design, where understanding the vibrational
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properties of drug molecules is critical for predicting their behaviors in vivo. Additionally,
this method provides highly accurate guidance for the determination of supramolecular
structures, such as co-crystals or co-amorphous systems, enabling precise structural char-
acterization. Thirdly, it has potential applications in optimizing drug formulations and
identifying potential drug candidates with desired properties. By accurately describing the
intermolecular interactions that contribute to the stability and efficacy of drug formulations,
the new approach can aid in the development of more effective and efficient drug delivery
systems. Additionally, by accurately describing the vibrational modes associated with
specific functional groups, this method can facilitate the identification of potential drug
candidates with specific properties or functional groups. We believe that this approach
has significant implications for molecular simulation and drug design, and has the po-
tential to contribute to the development of more effective and efficient drug design and
development strategies.

3. Materials and Methods
3.1. Materials

Finasteride, Repaglinide, and Lamivudine were obtained from Hunan Qianjin Xi-
angjiang Pharm. Inc. (Zhuzhou, China). Ethanol was obtained from Sinopharm Chemical
Reagent Co., Ltd. (Shanghai, China). The chemicals were used as received from the
companies without further purifications.

3.2. Preparation of Drug Crystalline Forms

The Finasteride form I [39] and Repaglinide form I [40] were obtained by recrystalliza-
tion from absolute ethanol by means of the slow evaporation method and ethanol/water
(2:1) by the solvent–antisolvent method, respectively. The received samples were dried
under vacuum for 48 h at 313 K.

The Lamivudine form II [41] was produced by heating a suspension of Lamivudine in
industrial methylated spirit to reflux to obtain a clear solution. The solution was filtered
while hot and half the amount of the solvent from the filtrate was distilled. Then, heating
was stopped and the concentrated solution was seeded with authentic form II crystals. The
seeded solution was then cooled from 353 K to 298 K for one hour. After further cooling of
the the suspension to 288 K and stirring it for an hour, it was filtered and washed with IMS
and then dried to give the Form II crystals.

The precipitates were stored in a desiccator until use in the experiment.

3.3. FT–IR

FT–IR patterns were recorded using a NICOLET 380 FT-IR spectrometer (Townsend,
MA, USA) at wavelengths of 4000–400 cm−1. Samples were prepared in KBr pellets by
grinding Ca. 1 mg of the drug with KBr and the resolution was 2 cm−1.

3.4. Computer Details

The spatial configuration and atom numbering schemes of Finasteride, Repaglinide
and Lamivudine molecules are given in Figure 8. Initial crystalline cells of Finasteride
(form I, CCDC Code: WOLXOK02), Repaglinide (form I, CCDC Code: JOHKUM) and
Lamivudine (form II, CCDC Code: RUKHAG) were obtained from the Cambridge Crystal-
lographic Database (CCDC, Cambridge, UK) with Conquest 1.8 software (CSD, version
5.27, November 2006 plus 31 updates, Conquest version 1.8).

For each pharmaceutical molecule, we created three distinct models: the single-
molecular model, the central-molecular model, and the multi-molecular fragment model,
with the single-molecular model serving as a control group. The single-molecular model
was a single molecular structure obtained by optimizing the molecular structure extracted
from the crystal cell. The central-molecular and multi-molecular fragment models were
optimized with multi-molecular hydrogen-bonded repeating units. The minimum multi-
molecular hydrogen-bonding repeating unit refers to the random selection of a central
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molecule and the extraction of all the molecules that were hydrogen-bonded to it to form a
multi-molecular hydrogen-bonding unit, with the aim of preserving the molecular spatial
structure and hydrogen-bonding information as much as possible. We obtained the central
molecule by taking the central molecule after optimizing the multi-molecular repeating
unit with the GGA/PBE functional [19], a widely used and extensively tested method
with proven accuracy in various applications [42–44]. The vibrational frequencies were
then calculated to investigate the influence of proximity to the original material struc-
ture. Additionally, for the multi-molecular fragment model, we further processed the
optimized multi-molecular repeating unit by removing structures farther away from the
central molecule and only preserving the portion connected to it through hydrogen bonds
or conjugated structures, thus, saving computational resources. The construction process
of the three models is depicted in Figure 9.
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The structural optimization of the single-molecular and minimum repeating units
was performed at the GGA/PBE functional level under vacuum conditions. PBE is the
recommended default exchange–correlation functional, especially for studies of molecules
interacting with metal surfaces, but also widely-used and reliable for bulk calculations [19].
Convergence criteria were specified independently for maximum energy change, maxi-
mum force and maximum displacement, these being 1 × 10−5 Hartree, 0.002 Hartree Å−1
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and 0.005 Å, respectively. The vibrational frequencies of the single-molecular and multi-
molecular fragment were simulated at the same level of theory as the geometrical op-
timizations, and the MAEs between the calculated and experimented frequencies were
compared to validate the accuracy of the new method. All calculations were conducted by
the DMol3 module in Material Studio 2017 program package [45], utilizing a Dell Precision
7670 Workstation.

4. Conclusions

In summary, our study presents a novel methodology for simulating equilibrium geom-
etry harmonic vibrational frequencies using multi-molecular fragment interception models.
The results showed that the traditional single-molecular simulation and scaling method
deviated significantly from the experimental results, while the central-molecular model
was better but still not accurate enough, especially for hydrogen-bonded functional groups.
Moreover, using the central-molecular model for vibrational frequency calculation resulted
in unstable computational accuracy for different drug molecules. The multi-molecular
fragment model, on the other hand, demonstrated the highest calculation accuracy with min-
imum simulation deviation, by preserving the configuration information and intermolecular
interactions. The study also provided complete vibrational frequencies calculations and
assignments for the three pharmaceutics, which could provide more accurate interpreta-
tions of infrared spectra and have never been thoroughly investigated in previous research.
Overall, the proposed method has the potential to subvert the current frequency simulation
method and improve the accuracy of vibrational spectrum interpretation.

Despite the potential applications of the method, there are limitations and challenges
that must be overcome to further enhance its accuracy and applicability. One limitation is
the computational cost of the multi-molecular fragment interception model. The model
requires a large number of calculations to account for intermolecular interactions, which can
increase computational time and limit its applicability to larger systems. To overcome this
limitation, one possible improvement would be to incorporate machine learning approaches
to optimize the multi-molecular fragment models and improve computational efficiency.
For example, artificial neural networks could be trained to estimate intermolecular poten-
tials, reducing the number of calculations required to accurately describe intermolecular
interactions. Another limitation is the scalability of the methodology to larger molecular
systems. The multi-molecular fragment interception model is more accurate than tradi-
tional single-molecular simulations and scaling methods but has limitations in accurately
capturing intermolecular interactions in large systems. To overcome this limitation, one
possible future direction would be to explore the use of hybrid functionals, which com-
bine the strengths of different exchange–correlation functionals, to improve the accuracy
of vibrational frequency calculations for complex molecular systems. By incorporating
these hybrid functionals, we may be able to accurately describe intermolecular interac-
tions in larger systems, expanding the applicability of the method to a wider range of
molecular systems.

Supplementary Materials: The following supporting information can be downloaded at: https://www.
mdpi.com/article/10.3390/molecules28124638/s1, Figure S1: The supercell structures of 2 × 1 × 1 FIN
supercell (a), 3 × 3 × 1 LAM supercell (b), and (c) 2 × 1 × 3 REP supercell (Hydrogen bonds are
illustrated by blue dashed lines); Table S1: Observed and calculated vibrational frequencies of finas-
teride with different simulation models; Table S2: Observed and calculated vibrational frequencies of
lamivudine with different simulation models; Table S3: Observed and calculated vibrational frequencies
of repaglinide with different simulation models.
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Abstract: The crystal morphology of high energetic materials plays a crucial role in aspects of their
safety performance such as impact sensitivity. In order to reveal the crystal morphology of ammonium
dinitramide/pyrazine-1,4-dioxide (ADN/PDO) cocrystal at different temperatures, the modified
attachment energy model (MAE) was used at 298, 303, 308, and 313 K to predict the morphology
of the ADN/PDO cocrystal under vacuum and ethanol. The results showed that under vacuum
conditions, five growth planes of the ADN/PDO cocrystal were given, which were (1 0 0), (0 1 1),
(1 1 0), (1 1 −1), and (2 0 −2). Among them, the ratios of the (1 0 0) and (0 1 1) planes were 40.744%
and 26.208%, respectively. In the (0 1 1) crystal plane, the value of S was 1.513. The (0 1 1) crystal plane
was more conducive to the adsorption of ethanol molecules. The order of binding energy between
the ADN/PDO cocrystal and ethanol solvent was (0 1 1) > (1 1 −1) > (2 0 −2) > (1 1 0) > (1 0 0). The
radial distribution function analysis revealed that there were hydrogen bonds between the ethanol
and the ADN cations, van der Waals interactions with the ADN anions. As the temperature increased,
the aspect ratio of the ADN/PDO cocrystal was reduced, making the crystal more spherical, which
helped to further reduce the sensitivity of this explosive.

Keywords: ADN/PDO cocrystal; attachment energy model; molecular dynamics; growth morphology

1. Introduction

High-energy compounds are a class of compounds containing explosive groups that
can independently undergo chemical reactions and output energy. They are widely used
in exploration, aviation, and other fields. Ammonium dinitramide (ADN) [1] is an ionic
energetic compound, which is in the α crystal form at normal temperature and pressure,
with a crystal density of 1.812 g/cm3 [2], an enthalpy of formation of −1.22 mJ/kg [3],
and an oxygen balance of 25.8% [4]. Compared with ammonium perchlorate (AP), ADN
has a higher enthalpy of formation [5], which can provide higher specific impulse when
used in propellants. Since ADN is free of chlorine, its combustion products are clean, and
its characteristic signal, such as primary smoke, etc., is low when it burns. However, the
application of ADN is limited by the high hygroscopicity at room temperature [6,7].

Cocrystallization of energetic materials can effectively improve the physical and
chemical properties [8,9]. Previous studies [10,11] have shown that cocrystallization is
an effective way to improve the hygroscopicity of ADN. The moisture absorption rate
experiment with an AD/18C6 (18-crown-6) cocrystal [12] showed that the hygroscopicity
of the ADN/18C6 cocrystal was significantly lower than that of the ADN. The modified
attachment energy was adopted by Xie [13] to explore the influence of ethanol on the
morphology of an ADN/18C6 cocrystal at different temperatures. The results revealed
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that the morphology of the ADN/18C6 cocrystal was close to spherical at 293 K, and the
cocrystal of the ADN/18C6 had lower hygroscopicity than the ADN at this temperature.
Pyrazine-1,4-dioxide (PDO) was selected by Michael K [14] to construct an ADN/PDO
cocrystal with a molar ratio of 2:1. The hygroscopicity test showed that the hygroscopicity
of the ADN decreased significantly after the cocrystallization of the ADN and PDO. The
thermal stability of the ADN/PDO cocrystal was higher than the ADN. Meanwhile, the
energetic properties were improved over the ADN.

As an important indicator of crystals, their morphology has been widely consid-
ered [15–17]. The morphology of an energetic material can significantly affect its sen-
sitivity [18], which is affected by saturation, solvent, temperature, etc. [19,20]. In this
work, an “explosive/solvent” double-layer model was constructed, and four temperatures
were adopted to perform the molecular dynamics, which was carried out at 298, 303, 308,
and 313 K. The morphology of the ADN/PDO cocrystal was predicted with the help of
a modified attachment energy model. The binding energy, radial distribution function,
and diffusion coefficient were used to reveal the growth morphology of the ADN/PDO
cocrystal in an ethanol environment.

2. Results and Discussion
2.1. Force Field Verification

As an ionic compound, ADN has strong electrostatic interactions between anions and
cations. In order to accurately calculate the interaction energy between the ADN/PDO
and ethanol, the DMol3 program was selected to calculate the Mulliken charge of the
ADN/PDO unitcell and ethanol, which was adopted as the atomic charge for subsequent
calculations. The Perdew–Burke–Ernzerhof (PBE) correlation was used to calculate the
exchange-correlation energy. The all-electron method was implemented to treat the core
electrons. The double numerical plus polarization numerical basis set (DNP) was adapted.
The Mulliken charge is shown in Figure 1.
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Figure 1. Mulliken charges of the ADN, PDO, and ethanol. (a) ADN (b) PDO (c) EtOH. 

In classical molecular dynamics, the force field parameters directly determine the ac-
curacy of calculation results. In order to accurately describe the interaction in the 
ADN/PDO cocrystal, COMPASSIII, PCFF, CVFF, Universal, and Dreiding force fields and 
the Mulliken charge were adopted to describe the properties of the atom in the whole 

Figure 1. Mulliken charges of the ADN, PDO, and ethanol. (a) ADN (b) PDO (c) EtOH.

In classical molecular dynamics, the force field parameters directly determine the accu-
racy of calculation results. In order to accurately describe the interaction in the ADN/PDO
cocrystal, COMPASSIII, PCFF, CVFF, Universal, and Dreiding force fields and the Mulliken
charge were adopted to describe the properties of the atom in the whole simulation model.
The optimized unit cell parameters of the ADN/PDO cocrystal are given in Table 1. The
relative error (RE) of the unit cell parameters in Table 1 revealed that the RE optimized
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by CVFF was smaller than the results under other force fields, and it was closer to the
experimental value. Meanwhile, the calculation of Yusop [21] revealed that the CVFF force
field was suitable for the molecular dynamics simulation of ethanol. Therefore, the CVFF
force field was adopted to perform the molecular dynamics simulation.

Table 1. ADN/PDO unit cell parameters and relative errors optimized by five force fields.

Parameters Exp COMPASSIII PCFF CVFF Universal Dreiding

a/Å 11.592 10.946 11.533 11.626 11.819 11.347
b/Å 8.188 8.143 9.167 8.504 8.472 7.960
c/Å 7.227 6.832 6.946 7.217 7.687 7.696
α/◦ 90.000 90.000 90.000 90.000 90.000 90.000
β/◦ 101.236 99.546 93.744 101.050 100.974 100.628
γ/◦ 90.000 90.000 90.000 90.000 90.000 90.000
REa 0.00% −5.57% −0.51% 0.29% 1.96% −2.12%
REb 0.00% −0.54% 11.96% 3.86% 3.47% −2.78%
REc 0.00% −5.47% −3.89% −0.14% 6.36% 6.49%
REα 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%
REβ 0.00% −1.67% −7.40% −0.18% −0.26% −0.60%
REγ 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%

Note: RE is the relative error.

2.2. Morphology of the ADN/PDO in Vacuum

The morphology of the ADN/PDO in vacuum was calculated based on the AE model,
as shown in Figure 2. Under vacuum conditions, the important growth planes and area
ratios of the ADN/PDO cocrystal are shown in Table 2. It can be seen from Figure 2 that
the vacuum morphology of the ADN/PDO cocrystal was approximately hexagonal prism,
and the aspect ratio of the crystal was 2.569. Its crystal morphology was mainly composed
of five growth crystal planes (1 0 0), (0 1 1), (1 1 0), (1 1 −1), and (2 0 −2). Among them, the
(1 0 0) surface had the largest exposed area, accounting for 40.744%, and had the greatest
morphological importance. According to Formula (3), it can be seen that the absolute value
of the attachment energy was proportional to the relative growth rate of the corresponding
crystal plane. The order of the relative growth rate of each crystal plane of the ADN/PDO
was (2 0 −2) > (1 1 −1) > (1 1 0) > (0 1 1) > (1 0 0).
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Table 2. The crystal habits parameters of the ADN/PDO cocrystal under vacuum (attachment
energy model).

(h k l) dhkl Surface Area/Å2 Eatt (total)/(kcal·mol−1) Total Facet Area/% Aspect Ratio

(1 0 0) 11.411 61.370 −61.570 40.744

2.569
(0 1 1) 5.442 128.669 −117.417 26.208
(1 1 0) 6.818 102.703 −109.348 18.177

(1 1 −1) 5.220 134.151 −119.789 14.450
(2 0 −2) 3.306 105.900 −148.904 0.422

In the modified attachment energy (MAE) model, S was used to characterize the
surface roughness of the (h k l) crystal plane [22]. The larger the value of S, the rougher the
surface of the corresponding crystal plane, and the more conducive to the adsorption of
solvents [18,23]. It can be seen that the values of S corresponding to (1 0 0), (0 1 1), (1 1 0),
(1 1 −1), and (2 0 −2) crystal planes were 1.223, 1.513, 1.359, 1.389, and 1.836, respectively.
The packing patterns of five crystal planes of the ADN/PDO and the corresponding
Connolly surfaces are shown in Figure 3. Based on Figure 3, more chemical groups were
exposed in the (0 1 1) and (2 0 −2) crystal planes compared with the other three crystal
planes. It can be seen from Figure 3b,e that the (0 1 1) crystal plane was mainly exposed
to the PDO and the cations of the ADN, and the (2 0 −2) crystal plane was exposed to
both the cations and anions of the ADN and PDO. This results in the (2 0 −2) crystal plane
were more bumpy and rougher than the (0 1 1) crystal plane. The (2 0 −2) plane was the
roughest and had more adsorption sites. It was conducive to absorbing the molecule of
solvent. This had a certain hindering effect on the growth of the crystal plane.
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2.3. Morphology of the AND/PDO in Solvent
2.3.1. Binding Energy

When a crystal grows in a solution, the solute molecules first diffuse to the crystal
surface through diffusion, then overcome the desorption energy barrier of the solvent, and
finally adsorb to the crystal surface to complete the crystal growth [23,24]. Therefore, the
crystal morphology can be significantly affected by the adsorption of solvents on the crystal
surface. The greater the binding energy between solvent and crystal plane, the stronger the
binding effect, the greater the desorption energy barrier that the solute needs to overcome,
and the stronger the inhibitory effect of the solvent on the growth of crystal plane. The
formula for calculating the binding energy is

Ebind = −Eint = −(Etot − Ecry − Esol) (1)

where Ebind, Eint are the binding energy and interaction energy between the crystal plane
and the solvent, respectively. Etot is the total energy of the mixed system of crystal plane
and solvent, Ecry is the energy of the crystal plane in the model, Esol is the energy of the
solvent in the model. The calculation results are shown in Table 3.

Table 3. Energy details of the layered model for each crystal face of ADN/PDO-EtOH at different
temperatures.

T/K (h k l) Etot/
(kcal·mol−1)

Esol/
(kcal·mol−1)

Ecry/
(kcal·mol−1)

Ebind/
(kcal·mol−1)

298

(1 0 0) −31,481.17 −977.69 −30,057.88 445.60
(0 1 1) −30,628.73 −1821.46 −27,671.08 1136.19
(1 1 0) −34,837.67 −1936.03 −32,224.39 677.25

(1 1 −1) −36,757.43 −1570.34 −34,100.57 1086.52
(2 0 −2) −13,735.02 −1740.63 −11,101.82 892.57

303

(1 0 0) −31,274.01 −817.80 −29,976.35 479.86
(0 1 1) −30,552.83 −1790.10 −27,651.20 1111.53
(1 1 0) −34,632.60 −1770.36 −32,133.13 729.11

(1 1 −1) −36,837.35 −1703.37 −34,060.68 1073.30
(2 0 −2) −13,690.91 −1658.16 −11,116.84 915.91

308

(1 0 0) −31,210.31 −829.50 −29,875.30 505.50
(0 1 1) −30,341.76 −1626.49 −27,541.56 1173.72
(1 1 0) −34,523.77 −1706.96 −32,087.83 728.98

(1 1 −1) −36,633.24 −1583.95 −33,947.88 1101.40
(2 0 −2) −13,497.78 −1561.47 −11,070.35 865.96

313

(1 0 0) −31,010.92 −714.65 −29,865.60 430.68
(0 1 1) −30,239.24 −1560.73 −27,580.70 1097.81
(1 1 0) −34,250.38 −1550.09 −31,982.37 717.92

(1 1 −1) −36,502.03 −1486.06 −33,840.10 1175.87
(2 0 −2) −13,428.79 −1492.03 −11,066.84 869.92

According to Table 3, it can be seen that the binding energy between the ADN/PDO
cocrystal and the ethanol solvent were positive on all important growth crystal planes,
indicating that the interaction between the solute and the solvent was dominated by
attraction. The variations of the binding energy between the ADN/PDO and the ethanol
on each important crystal face of the ADN/PDO cocrystal are shown in Figure 4, which
were obtained under different temperatures. The order of binding energy between five
crystal planes of the ADN/PDO cocrystal and ethanol was (0 1 1) > (1 1 −1) > (2 0 −2)
> (1 1 0) > (1 0 0). It can be revealed that the binding effect between the ethanol and
the ADN/PDO was the strongest on the (0 1 1) crystal plane. Meanwhile, ethanol had
the strongest inhibitory effect on the growth of this crystal plane. It can be seen from
Figure 4 that the binding energy between the ADN/PDO crystal plane and ethanol first
increased and then decreased as the temperature increased. Its value was always positive,
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indicating that the process of ethanol adsorption onto the ADN/PDO crystal plane is an
exothermic process.
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2.3.2. Radial Distribution Function

The radial distribution function (RDF) is often adopted to analyze non-bonding inter-
actions between atomic pairs. It represents the probability of finding atom B at a distance r
from atom A. In general, non-bonding interactions between atomic pairs include hydrogen
bonding (less than 3.1 Å), van der Waals forces (3.1–5.0 Å), and electrostatic forces (greater
than 5.0 Å).

Taking the (0 1 1) crystal plane as an example, the RDF results are shown in Figure 5.
The black, red, and blue curves corresponded to the RDF between the oxygen atom in
ethanol (EtOH-O) and the nitrogen atom connected to two nitro groups in the ADN anion
(ADN-N), the RDF between the EtOH-O and the oxygen atom in the PDO (PDO-O), and
the RDF between the EtOH-O and the nitrogen atom in the ADN cations (ADN-N1),
respectively. The coordinates of the local maximum value of each curve are given in the
Figure 5. Based on Figure 5a, the RDF of the EtOH-O and ADN-N1 had the first peak at
r = 2.85 Å at 298 K, indicating that there was a hydrogen bond between the ethanol and
ADN cations. The peak of the black curve appeared at the position of r = 4.91 Å, indicating
that there was a van der Waals interaction between the ethanol and the ADN anions. There
were two peaks in the radial distribution function between the EtOH-O and PDO-O, which
appeared at r = 2.67 and 4.67 Å respectively. This revealed the presence of hydrogen bonds
and van der Waals interactions between the ADN and the PDO.
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Figure 5. Radial distribution functions between the oxygen atoms in the ethanol and the oxygen
atoms in the PDO, the nitrogen atoms in the ADN in the (0 1 1) plane at different temperatures. (a)
298 K (b) 303 K (c) 308 K (d) 313 K.

Similarly, when the temperatures were 303, 308, and 313 K, there were hydrogen bonds
and van der Waals interactions between the ethanol and the PDO. There were hydrogen
bonds and van der Waals interactions between the ethanol and the cation and anion of the
ADN, respectively. As the temperature increased, the number of local maximum values
of the three RDFs remained unchanged, while the abscissa of the local maximum point
moved to the right as a whole. This revealed that the increase in temperature led to the
change of the hydrogen bond and van der Waals interaction between the ethanol and the
ADN, PDO, which first increased and then decreased. It was consistent with the binding
energy results in Figure 4.

2.3.3. Diffusion Coefficients

Generally, the diffusion of a solvent is greatly affected by temperature. The diffusion
of a solvent on the crystal surface may cause it to adsorb on the crystal surface. Absorption
of solute molecules to the crystal surface is blocked by this process. The growth of the
corresponding crystal planes is also inhibited. To reveal the effect of temperature on the
diffusion of ethanol molecules on the AND/PDO crystal plane, the calculated trajectories
were processed, and the corresponding mean square displacement curves were calculated,
which is given in Figure 6.
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Figure 6. Mean square displacement curves of the solvent in the ADN/PDO-EtOH layered model at 
different temperatures. (a) (1 0 0) (b) (0 1 1) (c) (1 1 0) (d) (1 1 −1) (e) (2 0 −2). 
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According to Einstein’s law of diffusion, the formula for calculating the diffusion
coefficient is

lim
t→∞

〈∣∣∣⇀r (t)−⇀
r (0)

∣∣∣
2
〉

= lim
t→∞

MSD = 6Dt (2)

where D is the diffusion coefficient. Therefore, the diffusion coefficient is one-sixth of the
slope of the mean square displacement curve.

The diffusion coefficients of the ethanol on each crystal surface at different tempera-
tures are given in Table 4. Taking the (0 1 1) surface as an example, when the temperature
was 298 K, the diffusion coefficient of the ethanol in the system was 0.52 × 10−8 m2·s−1.
When the temperature rose to 313 K, the diffusion coefficient of the system was
0.64 × 10−8 m2·s−1. As the temperature increased, the diffusion coefficient of the ethanol
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under the same crystal plane increased gradually. At the same temperature, the largest
diffusion coefficient of the ethanol in the layered model was obtained under the (1 1 0)
crystal plane. However, the final morphology of the crystals in the solvent was determined
by the diffusion of the solute and solvent and the competitive adsorption of the solute and
solvent on the crystal surface.

Table 4. Diffusion coefficient of the solvent on each crystal face at different temperatures.

(h k l)
D/(×10−8 m2·s−1)

298 K 303 K 308 K 313 K

(1 0 0) 0.53 0.61 0.60 0.71
(0 1 1) 0.52 0.59 0.62 0.64
(1 1 0) 0.57 0.61 0.63 0.73

(1 1 −1) 0.56 0.61 0.60 0.66
(2 0 −2) 0.57 0.56 0.62 0.61

2.3.4. Morphology Analysis

According to the modified AE model, the corrected attachment energy and aspect
ratio between the crystal plane of the ADN/PDO cocrystal and ethanol are shown in
Table 5, which was calculated under different temperatures. The calculated morphology
of the ADN/PDO cocrystal in ethanol at different temperatures and the corresponding
experimental crystal morphology of the ADN/PDO cocrystal [25] are shown in Figure 7.
Based on Table 5, it can be seen that the (0 1 1) crystal surface of the ADN/PDO cocrystal
had a greater interaction with the ethanol than the (1 0 0) plane at the four temperatures
(298, 303, 308, and 313 K). This indicated that the ethanol had a strong inhibitory effect on
the growth of the ADN/PDO (0 1 1) crystal surface.

Table 5. Modified attachment energies and related parameters of the ADN/PDO cocrystals in ethanol
at different temperatures.

T/K (h k l) Eint/
(kcal·mol−1)

Es/
(kcal·mol−1)

Eatt
′/

(kcal·mol−1)
Total Facet

Area/% Aspect Ratio

298

(1 0 0) −445.60 −27.85 −27.51 15.37

3.324
(0 1 1) −1136.19 −71.01 −10.00 84.63
(1 1 0) −677.25 −42.33 −51.81 -

(1 1 −1) −1086.52 −67.91 −25.46 -
(2 0 −2) −892.57 −55.79 −46.46 -

303

(1 0 0) −479.86 −29.99 −24.90 19.85

2.653
(0 1 1) −1111.54 −69.47 −12.33 80.15
(1 1 0) −729.11 −45.57 −47.40 -

(1 1 −1) −1073.30 −67.08 −26.61 -
(2 0 −2) −915.91 −57.24 −43.78 -

308

(1 0 0) −505.50 −31.59 −22.94 12.33

4.090
(0 1 1) −1173.72 −73.36 −6.45 87.67
(1 1 0) −728.98 −45.56 −47.41 -

(1 1 −1) −1101.40 −68.84 −24.17 -
(2 0 −2) −865.96 −54.12 −49.52 -

313

(1 0 0) −430.68 −26.92 −28.65 10.70

2.353
(0 1 1) −1097.81 −68.61 −13.63 61.50
(1 1 0) −717.92 −44.87 −48.35 -

(1 1 −1) −1175.87 −73.49 −17.71 27.80
(2 0 −2) −869.92 −54.37 −49.06 -
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According to the results of S on each crystal plane of the ADN/PDO cocrystal, the
(2 0 −2) crystal plane was the roughest, which was the most favorable for the adsorption of
solvents. However, the binding energy between the solvent and the (2 0 −2) crystal plane
was weak, and the diffusion coefficient of ethanol on the (2 0 −2) plane was small. Under
the comprehensive influence of various factors, the relative growth rate of the (2 0 −2)
plane was large, which made the (2 0 −2) crystal surface disappear eventually during the
growth process. Similarly, the roughness of the (0 1 1) surface and the binding energy
between explosives and ethanol were large. This gave the (0 1 1) surface the largest area
ratio in the ethanol solvent.

When the temperature was lower than 308 K, the morphology of the ADN/PDO
cocrystal in the ethanol solvent was a quadrangular prism. The three crystal planes (1 1 0),
(1 1 −1), and (2 0 −2) eventually disappeared during the growth process owing to the high
relative growth rate. When the temperature increased from 298 to 308K, the (0 1 1) surface
area ratio of the ADN/PDO cocrystal was greater than 80%, and the aspect ratios of the
ADN/PDO cocrystal were 3.324, 2.653, and 4.090, respectively. When the temperature was
313 K, the morphology of the ADN/PDO cocrystal was irregular prism, and the aspect ratio
was 2.353. The ADN/PDO cocrystal morphology calculated by the modified AE model
was the closest to the experimental one at 313 K. The presented modeling and simulations
can also be applied for the prediction of the drug crystal topologies in a pharmaceutical
application employing drug delivery carriers [26–28].

3. Modeling and Simulation
3.1. Modified Attachment Energy Model

The Attachment Energy Model (AE model) was developed by Hartman and Ben-
nema [25,29] on the basis of the Periodic Bond Chain (PBC) theory. In the AE model, the
relative growth rate of each crystal plane of the crystal is proportional to the absolute value
of the crystal plane attachment energy.

Rhkl ∝ |Eatt| (3)

where Rhkl is the relative growth rate, and Eatt is the attachment energy of the crystal plane,
kcal·mol−1. The attachment energy (Eatt) is defined as the energy released by a wafer with
a thickness of dhkl attached to the (h k l) crystal plane. The formula is

Eatt = Elatt − Eslice (4)

where Eatt, Elatt, Eslice are the attachment energy, lattice energy of crystal, and the energy of
growth slice, respectively.
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By calculating the attachment energy of the crystal face, the habit of the crystal can be
predicted with the help of the AE model. However, the external environment of crystal
growth is not considered by the AE model. It is difficult to accurately reveal the actual
growth process of crystals in solution [30,31]. Therefore, the AE model should be corrected,
and the modified formula for calculating the attachment energy is

E′att = Eatt − S·Es (5)

where S is used to describe the surface characteristics and is defined as S = Aacc
Ahkl

.
Among them, Aacc is the accessible area of solvent on the crystal plane unit (h k l), Ahkl

is the cross-sectional area of the crystal plane unit (h k l). Es represents the effect of the
solvent on the crystal plane growth, which is defined as

Es = Eint·
Ahkl
Abox

(6)

where Abox and Eint are the cross-sectional area of the simulation box and the interaction
energy between the crystal layer and the solvent, respectively.

Eint is defined as
Eint = Etot − (Ecry + Esol) (7)

where Etot, Ecry, Esol are the total energy of the mixed system of crystal plane and solvent,
the energy of crystal plane in the calculation model, and the energy of the solvent in this
model, respectively. Meanwhile, under solvent conditions, the relative growth rate of the
crystal is proportional to the absolute value of the corrected attachment energy.

R′hkl ∝
∣∣E′hkl

∣∣ (8)

3.2. Computational Methods

The initial unit cell for the ADN/PDO cocrystal was obtained from the Cambridge
Crystallographic Data Centre (CCDC) [14]. The initial unit cell parameters of the ADN/PDO
cocrystal were a = 11.592 Å, b = 8.188 Å, c = 7.227 Å, α = γ = 90◦, β = 101.236◦, and the space
group was P21/c, belonging to the monoclinic crystal system. The molecular structure of
the ADN and PDO and the unit cell structure of the ADN/PDO cocrystal are shown in
Figure 8. In Figure 8, the gray, white, red, and blue balls correspond to carbon, hydrogen,
oxygen, and nitrogen atoms, respectively.
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The flowchart of the calculation model is given in Figure 9. At first, the stable struc-
ture of the ADN/PDO unit cell was obtained after geometry optimization. The Smart
optimization algorithm was used, which is the built-in algorithm in Materials Studio 2020.
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The Ewald summation method was selected as the electrostatic force summation method,
and the precision was set to 0.001 kcal·mol−1. The atom-based method was selected as the
van der Waals force summation method, and the cut-off radius was set to 12.5 Å. The mor-
phology of the AND/PDO in vacuum was predicted with the help of the AE model. The
important growth planes under vacuum conditions were determined. Then, the important
crystal planes of the ADN/PDO were cut to expand it into a 4 × 4 × 4 supercell structure.
A solvent layer containing 400 ethanol molecules was constructed using the Amorphous
Cell module. The Build Layers function was used to construct an “explosive/solvent”
double-layer model with a 50 Å vacuum layer above the solvent layer.

Molecules 2023, 28, x FOR PEER REVIEW 12 of 14 
 

 

  

 

 

(a) (b) (c) 

Figure 8. ADN molecular structure, PDO molecular structure, and unit cell structure of the ADN/PDO 
cocrystal. (a) ADN molecular structure (b) PDO molecular structure (c) Unit cell structure. 

 
Figure 9. Schematic diagram of the flow chart of calculation model construction. 

The model was optimized using the Forcite module of Materials Studio 2020, fol-
lowed by molecular dynamics calculations at specified temperatures (298, 303, 308, and 
313 K). When molecular dynamics calculations were performed, the ensemble and the 
simulation time were set as NVT and 500 ps, respectively. A total of 500,000 calculation 
steps were performed, and the timestep was set as 1 fs. The Andersen method was 
adopted to control the temperature through the whole simulation process. The initial ve-
locity of the particle was randomly assigned according to a Gaussian distribution. Finally, 
the homemade script was used to calculate the interaction energy between the ADN/PDO 

Figure 9. Schematic diagram of the flow chart of calculation model construction.

The model was optimized using the Forcite module of Materials Studio 2020, followed
by molecular dynamics calculations at specified temperatures (298, 303, 308, and 313 K).
When molecular dynamics calculations were performed, the ensemble and the simulation
time were set as NVT and 500 ps, respectively. A total of 500,000 calculation steps were
performed, and the timestep was set as 1 fs. The Andersen method was adopted to control
the temperature through the whole simulation process. The initial velocity of the particle
was randomly assigned according to a Gaussian distribution. Finally, the homemade script
was used to calculate the interaction energy between the ADN/PDO explosive and ethanol,
the radial distribution function, the mean square displacement, and the mass density
distribution based on the stable part of the calculated trajectory.

4. Conclusions

In summary, the modified attachment energy (MAE) model was adopted to inves-
tigate the morphology of the ADN/PDO cocrystal in vacuum and ethanol at different
temperatures (298, 303, 308, and 313 K). The CVFF forcefield and Mulliken charges were
used to perform the molecular dynamics simulation. The main conclusions of this work
are as follows:
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(1) The growth morphology of the ADN/PDO is hexagonal prism in vacuum, and the
five main crystal surfaces are (1 0 0), (0 1 1), (1 1 0), (1 1 −1), and (2 0 −2). Among
them, the (1 0 0) surface has the largest exposed area, accounting for 40.744%.

(2) The binding energy between the ADN/PDO cocrystal and ethanol solvent is positive
on all important growth planes. The order of binding energy is (0 1 1) > (1 1 −1) >
(2 0 −2) > (1 1 0) > (1 0 0). The binding effect between the ethanol and ADN/PDO is
strongest on the (0 1 1) crystal plane.

(3) The radial distribution function analysis of the (0 1 1) crystal plane showed that there
are hydrogen bonds between the ethanol and ADN cations, van der Waals interactions
with the ADN anions, and hydrogen bonds and van der Waals interactions with the
PDO at the same time. In the (0 1 1) crystal plane, the value of S is 1.513, which
indicates that this surface has a large roughness. This is more conducive to the
adsorption of ethanol molecules.

(4) As the temperature increases, the diffusion coefficient of the ethanol under the same
crystal plane increases gradually. Meanwhile, the morphology analysis indicated that
increasing the temperature is beneficial to reducing the aspect ratio of the crystal. This
is conducive to the reduction of explosive sensitivity.
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Abstract: Cancer cells can evade immune surveillance through binding of its transmembrane receptor
CD47 to CD172a on myeloid cells. CD47 is recognized as a promising immune checkpoint for cancer
immunotherapy inhibiting macrophage phagocytosis. N-terminal post-translated modification (PTM)
via glutaminyl cyclase is a landmark event in CD47 function maturation, but the molecular mechanism
underlying the mechano-chemical regulation of the modification on CD47/CD172a remains unclear.
Here, we performed so-called “ramp-clamp” steered molecular dynamics (SMD) simulations, and
found that the N-terminal PTM enhanced interaction of CD172a with CD47 by inducing a dynamics-
driven contraction of the binding pocket of the bound CD172a, an additional constraint on CYS15
on CD47 significantly improved the tensile strength of the complex with or without PTM, and a
catch bond phenomenon would occur in complex dissociation under tensile force of 25 pN in a
PTM-independent manner too. The residues GLN52 and SER66 on CD172a reinforced the H-bonding
with their partners on CD47 in responding to PTM, while ARG69 on CD172 with its partner on CD47
might be crucial in the structural stability of the complex. This work might serve as molecular basis
for the PTM-induced function improvement of CD47, should be helpful for deeply understanding
CD47-relevant immune response and cancer development, and provides a novel insight in developing
of new strategies of immunotherapy targeting this molecule interaction.

Keywords: CD47; CD172a; post-translated modification; molecular dynamics simulation; structure–
function relation; mechano-chemical regulation

1. Introduction

The transmembrane protein CD47, also known as an integrin-associated protein (IAP)
and served as a self-recognition marker [1], is ubiquitously expressed in human cells,
various hematologic and solid tumors [2], and involved in cell apoptosis, proliferation,
adhesion, migration and tumor development, as well as immune responses [3–7]. Binding
to CD172a (the signal regulatory protein α, SIRPα) on macrophage, CD47 on tumor cells
can send the inhibitory signal “do not eat me” to macrophages so as to maintain the
immune tolerance of own cells, prevent tumor cells from being phagocytized, and inhibit
tumor antigen presentation [8,9]. The overexpression of CD47 has become a key strategy
of the tumor cell in evading macrophage-mediated phagocytosis [10,11]. Thus, CD47 has
emerged as a promising checkpoint molecule for anti-tumor therapy [12,13].

CD47 is a 50 kDa membrane receptor consisting of an extracellular N-terminal IgV-like
domain, five transmembrane helices, and a short C-terminal intracellular tail [14,15]. The
extracellular IgV-like domain contains five N-glycosylation sites, while there exist four
kinds of spliceosomes in the intracellular regions of 4–36 amino acids (Figure 1) [15–17].
The distribution and expression of these spliceosomes are different in vivo; spliceosome 2 of
sixteen amino acids is the most widely expressed and distributed on the surfaces of almost
all hematopoietic cells, endothelial cells, and epithelial cells [16]. Crystallographic studies
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show very little ligand-induced change in CD47 conformation [17]. The disulfide bond
between CYS15 in the extracellular domain and CYS245 in the transmembrane domain of
CD47 is susceptible to the redox potential change, and leads CD47 to take an orientation in
favor of ligation binding and the subsequent signal transduction [14,17,18]. CD172a is a
crucial ligand of CD47, belongs to the immunoglobular superfamily, and has an extracellular
region of three Ig-like domains, in which only the first Ig-like domain participates in binding
with CD47 (Figure 1), and an intracellular domain of two immunoreceptor tyrosine-based
inhibitory motifs (ITIMs) [19]. CD47 promotes the tyrosine phosphorylation of CD172a
ITIMs, causing recruitment of Src homology region 2 domain-containing phosphatase-1
and 2 (SHP-1 and 2) and inhibiting phagocytosis [20,21].
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Figure 1. The signaling pathway, crystal structure and binding site of the CD47/CD172a complex.
(A) The schematic diagram for CD47-CD172a axis. Interaction of CD47 and CD172a induces the
phosphorylation of two tyrosine residues within the immunoreceptor tyrosine-based inhibition
motif (ITIM) of SIRPα’s cytoplasmic domain. This event subsequently initiates the recruitment and
activation of SHP1 and SHP2, leading to a signaling cascade that culminates in the dephosphorylation
of myosin IIA and resulting in the inhibition of phagocytosis. Upregulation of CD47 expression
is one of the mechanisms underlying the increased activity of the CD47-CD172a axis, while the
post-translational modification of CD47 is involved in this aforementioned process, too. (B) The
crystal structure of the complex of CD47 with CD172a. The crystal structure of the complex (PDB
ID: 2JJT) is shown using a new cartoon representation. The CD47 extracellular IgV-like domain (in
cyan) (the 1st–115th residue) is responsible for binding with CD172a. It contains three short β-strands
(A, B and E), two helices, and five long β-strands (C, C′, C′′, F and G) [17]. The first extracellular Ig
subdomain (the 2nd–115th) (in orange) of CD172a binds to CD47, is consisting of eight β-strands
(A, B, C, C′′, D, E, F, G1, G2 and F) and their linker loops. The Cα-atom of pyroglutamic acid (green)
at position 1 in the residue sequence of the wild-type (WT) CD47 is represented in van der Waals
mode. The crystal structure of CD47 (in cyan) bound to CD172a (in orange) is shown in a new cartoon
representation. (C–E) The binding site of CD47/CD172a complex. The labeled residues in CD47 or in
the CD loop (C), DE loop (D) and FG loop (E) of CD172a were involved in binding to CD47.

Passing through Golgi apparatus, CD47 will be catalyzed by glutaminyl cyclase, which
converts a glutamine at the N-terminus to a pyroglutamic acid (PCA) and is dominant
for CD47 signaling [22,23]. This post-translational modification (PTM) significantly im-
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proves CD47’s affinity with CD172a, possibly by increasing protein resistance to enzymatic
degradation [24]. However, the dynamics mechanism for regulation of the N-terminal mod-
ification on CD47 affinity with CD172a is unclear, even though the solved crystal structure
of CD47/CD172a complex has shown two hydrogen bonds between SER66 on CD172a
and the pyroglutamic acid, the N-terminal residue of CD47 [17]. Additionally, several
lines of evidence indicate biochemical regulation in the interaction of CD47 with CD172a.
Cytokine stimulation in HLH patients reduces CD47 expression [25], interleukin 4 (IL-4),
IL-7, and IL-13 influence CD47 expression on Sezary cells [26], and the expression level
of CD47 in cancer cells is regulated by miR-133a, MYC oncogene, and the ERK signaling
pathway [27–29]. A transformation from the “do not eat me” signal to “eat me” one is
believed to relevant to a conformation change of CD47 for the experimental aging red blood
cells [30].

Numerous studies have shown mechano-sensing properties of immunoreceptors [31].
Periodic mechanical force stimulation of human chondrocytes can elicit a CD47-dependent
change in the membrane potential, showing an actor of CD47 as a force sensor [32]. CD47-
antibody-induced apoptosis occurs in tumor cells on hard substrates rather than soft
gels [33], suggesting a requirement of substrate stiffness for CD47-modulated cancer devel-
opment. The Protein Linking Integrin-Associated Complexes (PLICs) can act as a linker of
the CD47 cytoplasmic tail and the cell skeleton [34], transmitting transmembrane mechano-
chemical signaling. Additionally, interaction of CD47 with either thrombospondin and/or
CD172a can promote the integrin-dependent recruitment of T cells towards endothelial
cells [35,36]. These studies mentioned above do suggest a possible deep involvement of
mechano-microenvironment in CD47-relevant cellular physio-pathological processes, but
there is less knowledge of the mechanism of mechanical regulation on interaction of CD47
with CD172a.

Herein, we investigate the effects of PTM and tensile force on the interaction of CD47
with CD172a through molecular dynamics (MD) simulations with two molecular systems
using CD172a bound to CD47 with or without PTM. Our results state that the PTM-induced
local flexibility change in CD172a might be responsible for the upregulation of CD47
affinity to CD172a, and, the N-terminal PTM and tensile force may improve CD47 affinity
to CD172a by stabilizing the binding pocket of CD172a. The present study provides a novel
insight into the dynamics mechanism and molecular basis for CD47/CD172a interaction
under tensile force with or without PTM. This should assist with our understanding of
CD47-involved cellular immune response and tumor development and should be useful
for developing novel therapeutic strategies targeting CD47 in cancers.

2. Results
2.1. N-Terminal Post-Translational Modification Improved CD47 Affinity to CD172a

To assess the role of post- translational modification (PTM) on binding of CD47 with
CD172a at the atom level, free MD simulation of 40 ns was performed thrice for each of
two different equilibrated CD172a/CD47 complexes, which took its wild-type (WT) or
GLN-type (GT), respectively (Figure 1) (Materials and Methods). The WT complex had a
PTM on N-terminus of CD47 and lacked the GT one.

We found from the time courses of Cα-RMSD (Figure 2A) that the Cα-RMSD pattern
of WT complex has less difference from that of GT complex, while Cα-RMSD fluctuated
slightly, increased slowly with time, and then reached a plateau of about 1.75 Å, while
it varied within a range of 1 Å throughout the simulation time no matter whether CD47
was WT or GT, showing a high thermal stability of CD172a/CD47 complex in a PTM-
independent manner. NHB, the mean number of hydrogen bonds across the interfacial
surface, was calculated to be 9.8 ± 0.27 for the WT complex and 8.7 ± 0.16 for the GT
complex (Figure 2B), exhibiting a PTM-enhanced H-bonding between CD172a and CD47.
As a result, a lower dissociation probability f D (= (6.77 ± 7.48) × 10−7) was predicted
for the WT complex in comparison with f D (= (1.30 ± 0.63) ×10−5) of the GT complex
(Figure 2C). This PTM-induced upregulation of CD47 affinity to CD172a was reflected by
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the PTM-induced increase in the mean buried SASA and decrease in both the mean binding
energy and the mean Rgyr (Figure 2D–F). The present data showed that the mean binding
energies (EB) were -553.7 ± 35.13 and −520.4 ± 16.09 kcal/mol, the mean Buried-SASA
values were 9.9 ± 0.01 and 9.1 ± 0.16 nm2, and the mean rotation radius (Rgyr) were
19.9 ± 0.03 and 20.2 ± 0.07 Å for the WT and GT complexes, respectively (Figure 2D–F).
These data had a PTM-upregulated affinity of CD172a to CD47. This result matched well
with a previous report that the N-terminal modification of CD47 could enhance the binding
ability of CD47 to CD172a [23].
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Figure 2. Effect of N-terminal modification on interaction of CD47 with CD172a. (A) The mean
time-courses of Cα-RMSD, (B) the mean interfacial H-bond number (NHB), (C) the dissociation
probabilities (f D), (D) the mean binding energy (EB), (E) the mean buried SASA, and (F) the mean
rotation radius (Rgyr) of either WT or GT CD47/CD172a complex over 40 ns production simulation.
The p-values of the unpaired two-tailed Student’s t test were shown to indicate the statistical difference
significance (* p < 0.05; ** p < 0.01), or lack thereof. Data were shown with mean ± S.D of three runs.

2.2. PTM Enhanced Interfacial H-Bonding and Induced Contraction of Binding Pocket of
Bound CD172a

To investigate the structural basis for the PTM-enhanced CD47 affinity with CD172a,
we further examined the effect of CD47 N-terminal PTM on the complex conformation
through free MD simulations. Three geometrical characteristics, consisting of the distance
(H) between the centroids of CD and DE loops in CD172 (Figure 3A), the angle (α) between
the C strand of CD172a and the straight line extending from the Cα atom of GLN52 to the
Cα atom of LYS53 in CD172a (Figure 3B), and the angle (θ) between the G strand in CD47
and the C strand in CD172a (Figure 3C), were used to quantify conformational evolution
under thermal excitation.

We found that high conformational conservation lay in the bound CD47 with or with-
out PTM, while a significant PTM-induced conformation change occurred in the binding
pocket of the bound CD172a. This PTM-induced allostery of CD172a was demonstrated
by the PTM-induced decreases in H and α (Figure 3D,E). The values of H and α were
16.1 ± 0.4 Å and 69.8◦ ± 2.7◦ for the WT complex and 17.4 ± 0.3 Å and 90.0◦ ± 2.7◦ for
the GT complex, respectively, while a reduction of θ from 95.4◦ ± 1.3◦ to 89.5◦ ± 0.4◦

occurred (Figure 3F). This allostery stated a PTM-induced contraction of the binding pocket
of the bound CD172a, brought the CD loop closer to the BC and DE loops for the bound
CD172a (Figures 1 and 3A,B), and led to closer contact between CD47 and CD172a by
causing a roll of CD172a on CD47 (Figure 3C,F), saying that contraction of the binding
pocket of CD172a was involved in PTM-induced enhancement of CD47 affinity to CD172a.
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Additionally, the mean RMSF pattern of CD172a showed that flexibilities of the CD loop
(the 50th–60th residues) in the WT complex were smaller than that of the GT complex
(Figure 3G), suggesting a more stable CD172a binding pocket or a stronger CD47-related
constraint on CD172a in the WT complex instead of the GT one.
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Figure 3. PTM-induced Allostery of the bound CD172a. The schematic diagram for (A) the distance
H between the centroids of CD loop and DE loop in CD172a, (B) the angle α between the C strand
in CD172a and the straight line extending from the Cα-atom of GLN52 to the Cα atom of LYS53 in
CD172a, and (C) the angle θ between the G strand in CD47 and the C strand in CD172a. The plots of
the distance H (D), the angle α (E), and θ (F) over thrice 40 ns simulations. (G) The mean RMSF of
the bound CD172a over three 40 ns simulation. WT or GT denoted the bound CD47 with or without
PTM, respectively. The p-values of the unpaired two-tailed Student’s t test were shown to indicate
the statistical difference significance (* p < 0.05; ** p < 0.01; *** p < 0.001), or lack thereof. Data were
shown with mean ± S.D of three runs.

Meanwhile, we detected twelve hydrogen bonds in the binding site from thrice 40ns
free MD simulations (Table 1, Figure 1C–E). Of all these bonds, seven were enhanced
significantly by the N-terminal PTM of CD47, and the involved residues were ASP57,
GLU97, GLU100, GLU104, GLU106, GLU100, and PCA1 on CD47, as well as their respective
partners, such as GLN52, LYS53, SER66, ARG69, LYS96, and SER98 in CD172a (Table 1).
They should play a crucial role in the PTM-induced enhancement of CD47 affinity with
CD172a, although PTM showed a stronger H-bond (with occupancy of 77%) between ASP51
on CD47 and ARG95 on CD172a very weak (Table 1). The five key residues on CD172a
were located in the CD, DE and FG loop (Figure 1C–E). Additionally, three GLN1-involved
H-bonds were weak, with survival ratios smaller than 0.25, and would vanish completely
with the formation of a moderate H-bond (with a survival ratio of 0.52) between PCA1
on CD47 N-terminus and SER66 on the DE loop of CD172a, hinting that a reinforcement
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signal for CD47 binding with CD172 was triggered through converting a glutamine at
N-terminus of CD47 to a pyroglutamic acid. The H-bond between GLU35 on CD47 and
ARG69 on CD172a was strong, with high occupancy larger than 80% no matter whether
PTM occurred at the CD47 terminal or did not, indicating that this residue pair should be
crucial for binding of CD47 to CD172a.

Table 1. Key residues pairs in binding of CD172a to CD47 with or without PTM.

Number
Residue Occupancy

CD47 CD172a WT GT

1 GLU106 LYS53 0.54 ± 0.04 0.48 ± 0.03
2 GLU104 LYS96 0.66 ± 0.04 0.52 ± 0.10
3 GLU104 GLN52 0.60 ± 0.03 0.22 ± 0.07
4 GLU100 ARG69 0.79 ± 0.06 0.69 ± 0.01
5 GLU97 LYS96 0.66 ± 0.09 0.30 ± 0.09
6 GLU97 LYS53 0.34 ± 0.01 0.28 ± 0.04
7 ASP51 ARG95 0.07 ± 0.06 0.77 ± 0.07
8 ASP46 SER98 0.53 ± 0.06 0.30 ± 0.13
9 GLU35 ARG69 0.82 ± 0.01 0.81 ± 0.02
10 PCA1 or GLN1 SER66 0.52 ± 0.04 0.21 ± 0.08
11 PCA1 or GLN1 GLU54 0 0.08 ± 0.03
12 PCA1 or GLN1 GLN52 0 0.15 ± 0.04

2.3. Mechanical Constraint on CYS15 of CD47, Instead of N-Terminal PTM, Might Improve
Tensile Strength of CD172a/CD47 Complex

A stable transmembrane signal transduction through the CD47/CD172a axis required
better mechanical strength for the CD47/CD172a complex, especially in the mechano-
microenvironment. Herein, we performed “force-ramp” SMD simulation over 10ns thrice
with pulling velocity of 5 Å/ns for each system to investigate the mechanical strength
of the mechano-constrained complex with or without PTM. Two loading modes, mode
1 and 2, were applied in SMD simulations, no matter whether the bound CD47 was one
with N-terminal PTM or not. In each loading mode, the Cα atom of CD172a C-terminal
(ALA115) was selected as the steered one; and in mode 2, two Cα-atoms of CD47, one on
C-terminal (VAL115) and another on CYS15, were fixed, but in mode 1, only the C-terminal
Cα-atom of CD47 was fixed (Figure 4C).

The force–time curve showed that the tension rose rapidly to its peak (the rupture
force) of about 530 pN in mode 2 or about 420 pN in mode 1 (Figure 4A,D) in either PTM
presence or absence, exhibiting a strong resistance to the pull-induced CD172a dissociation
from CD47 in a manner independent of PTM and the loading modes. However, the
present data revealed that the mechanical constraint on CYS15 of CD47 improved the
tensile strength of the complex and did not improve the CD47 N-terminal PTM. It was
believed that a disulfide bond could form between CYS15 in the extracellular domain
and CYS245 in transmembrane domains of CD47 [17], meaning that the formation of the
disulfide bond provided a mechanical intramolecular constraint on CD47, and made CD47
anchor tightly to the cellular membrane. The present data revealed that this disulfide bond
enhanced resistance to the pull-induced CD172a dissociation from CD47 by modifying the
CD47 orientation relative to the cellular membrane surface and the tensile direction along
CD172a/CD47 axis under a mechano-microenvironment (Figure 4A,C,D).

The patterns of interfacial H-bonds indicated a diverse pull-induced evolution of the
H-bond interaction on the binding site of WT or GT complex with one or two fixed atoms
(Figure 4B). The synergistic interactions of the interfacial H-bonds contributed to resistance
pull-induced dissociation of the complex. A similarity existed in the two systems for WT
complex, and for GT complex (Figure 4B), although all the H-bond occupancy patterns
were different from each other. However, the residue pairs, LYS96 on CD172a with GLU104
on CD47 and ARG69 on CD172a with both GLU100 and GLU35 on CD47, contributed
three H-bonds with higher occupancies (Figure 4B), meaning that these residues provided
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a dominant resistance to the pull-induced dissociation of the WT or GT complex with or
without constraint on CYS15 on CD47.
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Figure 4. Pull-induced dissociation of CD172a from CD47. The data were from “force-ramp” SMD
runs over thrice 10ns using pulling velocity of 5 Å/ns along direction from steered Cα atom on
ALA115 on CD172a to either the Cα atom on VAL115 of CD47 or the center of the line between two
fixed Cα atoms on VAL115 and CYS15 of CD47. (A) The representative time curves of loading force
for four different systems, the WT or GT complex with one or two fixed Cα atom. The symbols, WT-SS
and GT-SS, expressed the WT and GT complexes, in which the two Cα atoms on VAL115 and CYS15
of CD47 were fixed, respectively. The symbols, WT-NO and GLN-NO, were assigned to the WT
and GT complexes, in which only the Cα atom on VAL115 of CD47 was fixed, respectively. (B) The
occupancy patterns of interfacial H-bonds for a representative for each system. (C) Schematic diagram
of the ligated CD47 under stretching. (D) The scatter plot of the rupture force for each system.

2.4. Catch Bond Mechanism Mediated the PTM-Enhanced CD172a-CD47 Interaction by Making
the CD172a Binding Pocket Contract Further

To examine mechanical regulation of CD47 dissociation from CD172a under a physi-
ological mechano-microenvironment, we performed “ramp-clamp” SMD simulation on
each of the WT and GT molecular systems for 40 ns thrice at a tensile force of 25 pN just
using loading mode 2, which was selected to model the physiological native disulfide bond
from CYS245 paired with CYS15 in CD47 [17]. We found that the Cα-RMSD fluctuated in a
range from 1 to 2 Å during the simulation duration (Figure 5A), while the distance from the
steered atom to the fixed one stayed at a plateau with a slight roughness of height of about
4 Å (Supplementary Figure S1), suggesting a stable conformation of the stretched complex
with an allosteric modulation. The tensile force of 25 pN caused an increase in HNB (the
mean interfacial H-bond number over 40 simulation time thrice) and a slight decrease in
either the dissociation probability (f D) or the binding energy (EB), no matter whether the
CD172a-bound CD47 was WT or GT (Figure 5B–D). In spite of that, the tensile change
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in either Buried-SASA or in Rgyr of the complex with or without PTM was negligible
(Supplementary Figure S2). However, these data suggested a catch bond mechanism for
the PTM-enhanced CD172a-CD47 interaction.
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Figure 5. Interaction of CD47 with CD172a under tensile force of 25 pN. All data were sampled
from “force-clamp” SMD runs of 40 ns thrice for WT-SS and GT-SS system at static state or under
tensile force of 25 pN. (A) The representative time-courses of Cα-RMSD, (B) the mean hydrogen
bond number (HNB), (C) the dissociation probability (f D), and (D) the mean binding energy of
WT or GT CD47/CD172a complex at static state or under tensile force of 25 pN. The p-values of
two-way analysis of variance (ANOVA) with Tukey’s multiple comparisons were shown to indicate
the statistical difference significance (* p < 0.05), or lack thereof. Data were shown with mean ± S.D
of three runs.

To uncover the structural basis of the catch bond phenomenon in interaction of CD47
with CD172a, we measured the three abovementioned geometric characteristics (H, α and
θ) (Figure 3A–C) of the complex from the “ramp-clamp” SMD runs at static and tensile
force of 25 pN. In comparison with the case at static state, we found that the tensile force
of 25 pN caused a slight decrease in either the distance H and the angle α (Figure 6A,B),
leading to a force-induced contraction of the CD172a binding pocket. This force-induced
change in H and α was pronounced more clearly in the GT rather than the WT complex
(Figure 6A,B), and the angle θ remained almost constant for the WT complex but had a
slight increase for the GT one (Figure 6C), indicating a PTM-mediated enhancement of
mechanical stabilization of the complex structure. The present data suggested that a catch
bond mechanism might mediate PTM-enhanced CD172a-CD47 interaction by making the
CD172a binding pocket contract further.

Additionally, we found that all the thirteen interfacial H-bonds could be clustered to
three types, type I, II, and III, based on their responses to the tensile force (Figure 6D). The
H-bonds in the type I were force desensitized, and consisted of two members contributed
by GLU104 on CD47 with LYS96 on CD172a and GLU35 on CD47 with ARG69 on CD172a.
All six force-enhanced H-bonds were assigned to type II, and contributed by GLU104 on
CD47 with GLN52 and LYS53 on CD173, ASP46, PCA1, THR102, and ASP51 on CD47
with their respective partners, such as SER98, SER66, ARG69, and ARG95 on CD172a.
Meanwhile, five residue pairs, consisting of GLU106, GLU100, GLU97, LYS39, and LYS36
on CD47 with their respective partners, such as LYS53, ARG69, LYS96, ASP100, and GLU54
on CD172a, contributed the other five force-weakened H-bonds in the type III (Figure 6D).
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However, it was the synergistic effect of the thirteen H-bonding interactions that induced
the catch–bond phenomenon in CD47-CD172a interaction. Additionally, the residue ARG69
on CD172 with its partner on CD47 might be crucial to the structural stability of the complex
because of their relevant H-bonds of high occupancies (Figure 6D).
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Figure 6. Tension-induced structural change in CD172a and the involved residue pairs at binding
site. The plots of the distance H (A), the angle α (B), and θ (C) over thrice 40 ns “force-clamp” SMD
runs for four systems, the WT-SS and GT SS systems at static state or under tensile force of 25 pN.
(D) The heatmap of H-bond occupancies and their involved residue pairs under different conditions.
The p-values of two-way analysis of variance (ANOVA) with Tukey’s multiple comparisons were
shown to indicate the statistical difference significance (* p < 0.05; ** p < 0.01; *** p < 0.001), or lack
thereof. Data were shown with mean ± S.D of three runs.

3. Discussion

The post-translated modification (PTM) of CD47, or the conversion of glutamine (the
1st residue in CD47 N-terminus) to pyroglutamic acid via catalysis of glutaminyl cyclase
on Golgi apparatus, was highly related to CD47 functions [17,22,23]. Meanwhile, the cells,
which adhered to ECM or interacted with each other, would deform or move away from
each other in response to mechanical stimulus, such as fluid shear stresses, squeezing, and
tearing forces from surrounding tissues or cells [31]. Together with cell rolling or tethering,
the cytoskeletal rearrangement, membrane expansion, and contraction of the deformed cells
triggered transmembrane mechano-signaling, possibly leading to a remarkable tensile force
on the CD47-CD172a linker between the cell and ECM or cell. Better mechanical strength
and stability of the CD47-172a complex should be required for formation and stability
of cell–cell cross-talking under diverse mechano-microenvironments in the presence and
absence of PTM. With a series of free and steered MD simulations, we demonstrated that
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PTM induced enhancement of CD47 binding to CD172a through contraction of the CD172a
binding pocket either at static or under loading status. Support for this statement came
from the fact the N-terminal PTM did not affect CD47 expression on cytomembrane but
enhanced binding of CD172a in solution to CD47 on membrane, and the pharmacological
inhibition or absence of the glutaminyl cyclase would inhibit CD47 signaling [22,23,37].

CYS15 in extracellular domain could form a disulfide bond with CYS245 on the trans-
membrane domain in CD47 [17]. This disulfide bond is sensitive to changes in redox
potential, providing an additional membrane anchor point to likely constrain the orientation
of CD47 relative to the cell membrane. It thereby prompted CD47–ligand binding and subse-
quent signal transduction [14,17,18]. To model the CYS15 anchor, we fixed the two Cα-atoms
on CYS15 and VAL115 of CD47 for SMD runs. The present data exhibited that the constraint
on CYS15 would induce enhancement of the mechanical strength of CD172a/CD47 complex
with or without N-terminal PTM (Figure 4D), in better consistency with the statement for
the disulfide bond (between CYS245 and CYS15)-induced improvement of CD47 adhesion
function [14,18]. The residue GLN52 on CD172a with its partner CLU104 on CD47 might
serve as anther pivot in responding to PTM, coming from the dramatic increase in the
occupancy of H-bonding between this residue pair (Figure 4B; Table 1).

Conceivably, CD47 N-terminal PTM would trigger a cascade of intramolecular events
for the CD47/CD172a complex. Through hydrogen interaction with SER66 on CD172a,
the pyroglutamic acid on N-terminus of CD47 triggered remodeling of the interfacial
H-bond occupancy pattern of the complex (Table 1) first, then caused an increase in the
interfacial surface and a change in interfacial topology (Figures 2E and 3). It thereby
enhanced binding of CD47 with CD172a. Being highly relevant to remodeling of interfacial
H-bonding and binding site, the dynamics-driven and/or tensile force-induced contraction
of the CD172a binding pocket with better flexibility was a crucial event in the cascade
mentioned above (Figure 3). Additionally, we found that the stretched complex was stable
under the given tensile force of 25 pN, and the force would enhance binding of CD172a to
CD47 with or without PTM, but the complex with PTM had better mechanical stability in
comparison with one without PTM (Figure 5C). This catch–bond phenomenon might be
required for a stable cell–cell crosstalk, has been observed in various molecular systems,
including P-selectin bound with PSGL-1 using the force clamp assay with AFM and a flow
chamber [38], as well as Kindlin2 bound with β3 integrin and Mac-1 bound with GPIbα
using molecular dynamics simulations [39,40]. So, the aforementioned data from SMD
simulations stated that CD47 was mechano-sensitive, had a stable tension-induced allostery
with an enhanced affinity to CD172a, and served not only linker molecules but also as a
mechano-chemical signaling axis in cell–cell cross talking through binding with CD172a,
while PTM raised the mechanical strength of the CD47-CD172a axis. The residue ARG69 on
CD172a with its partner on CD47 might be crucial to the structural stability of the complex
(Figure 6D), because of their relevant H-bonds of high occupancies. However, the effects of
N-terminal PTM on CD47/CD172a complex dissociation were more significant than that of
tensile force.

In conclusion, we determined from the MD simulation that both N-terminal PTM
and tensile force did regulate binding of CD47 and CD172a. Our results suggested that
the N-terminal PTM of CD47 mediated the dynamics-driven interfacial H-bonding en-
hancement of the complex, along with contracting of the binding pocket in the bound
CD172a. An additional constraint on CYS15 on CD47 significantly improved the tensile
strength of the complex with or without PTM, and a catch–bond phenomenon would also
happen in complex dissociation under tensile force of 25 pN in a PTM-independent manner.
Additionally, several binding site residues, such as GLN52, SER66, and ARG95 on CD172a,
were qualified as candidates of the key residues in the PTM-enhanced binding of CD172a to
CD47. This MD simulation prediction provided an explanation for the mechano-chemical
regulation on the CD47 binding with CD172a at atom level, which might serve as the
molecular basis for the PTM-induced function improvement of CD47. It would also be
helpful for a deeper understanding CD47-relevant cellular immune response and cancer
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development and for developing new strategies of immunotherapy targeting this adhesion
molecule interaction.

4. Materials and Methods
4.1. System Setup

Two molecular systems were set up using the CD47/CD172a complexes of wild-type
(WT) and GLN-type (GT). A post-translational modification occurred on the N-terminal
of CD47 in the WT complex and did not in the GT one. The crystal structure of WT CD47
(the 1st–115th residue)/CD172a (the 2nd–115th) complex was read from the Protein Data
Bank (PDB ID: 2JJT) (Figure 1) [17], while the initial structural model of the GT complex
was created by replacing residues 1–3 in the WT complex with residues 1–3 of CD47 bound
with antibody B6H12 (PDB ID:5TZU) [41]. The initial model of the GT complex was energy
minimized along the protocol, such that all atoms except either the third–fourth residues
of CD47 at the first 1000 minimization steps or the first–fourth residues of CD47 at the
followed 2000 minimization steps were fixed, and the last 5000 minimization steps were
run for all the unconstrained atoms [42]. Each of the WT and GT complex structures
was solvated in TIP3P water in a rectangular box with walls at least 15 Å away from any
protein atom using VMD 1.9.2 [43]. The system was then neutralized with 150 mM NaCl to
resemble the physiological environment.

4.2. Molecular Dynamics Simulation

Two software packages, VMD 1.9.2 and ChimeraX 1.4, were used for visualization and
modeling [44], while MD simulations were performed using NAMD 2.13 with CHARMM36
force field [45]. Each system was subjected to an energy minimization first and then
equilibrated thrice for 50 ns. A stable complex structure in each equilibrated system was
chosen as the initial conformation for production simulations for each system. Free MD
simulation was run thrice on each system over 40 ns.

The so-called “ramp-clamp” SMD simulations, a force-clamp MD simulation followed
by a force-ramp one, were performed on each equilibrated system to examine the force-
induced changes in complex conformation and function in the presence or absence of the
post-translational modification of CD47. Two loading modes, mode 1 and mode 2, were
applied in SMD simulations for studying mechanical constraint effects on CD47 function.
In mode 1, just the Cα-atom of VAL115 on CD47 was fixed, and the steered atom, the
C-terminal Cα atom of CD172a (ALA115), was pulled along a direction from the fixed atom
to the pull atom. In mode 2, two Cα-atoms of CD47, one on VAL115 and another on CYS15,
were fixed, and the Cα atom of CD172a C-terminal (ALA115) was the steered one, but
pulling took place along the direction from the center of the line between two fixed atoms
to the steered atom. For the loading manner in mode 2, we fixed CYS15 in the extracellular
domain of CD47 to form a disulfide bond with CYS245 in its transmembrane domain [17].
Model 2 was used to model the disulfide bond between CYS15 and CYS245, which lay in
the extracellular and transmembrane domain of CD47, respectively [17]. The virtual spring
connecting the dummy atom and the steered atom had a spring constant of 34.74 pN/nm.
For each system at either loading mode 1 or 2, the force-camp MD simulation ran over
10 ns thrice with a time step of 2 fs and a constant velocity of 5 Å/ns, at which the pulling
would be contributed to complex dissociation with secondary structure conservation.

Once tensile force reached 25 pN, the SMD simulation was transformed from the
force-ramp mode to a force-clamp one, at which the complex was stretched with the given
constant tensile force for the following 40 ns thrice. Herein, only loading mode 2 with
two fixed CD47 Cα-atoms (one on VAL115 and another on CYS15) was applied to the
force-clamp simulations, for simplicity. Each event of hydrogen bonding under stretching
was recorded to examine the involved residues and their functions.
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4.3. Data Analysis

VMD tools were used to analyze atom trajectories from MD simulations. The Cα-
root mean square deviation (RMSD), the solvent accessible surface area (SASA, with a
1.4 Å probe radius) and the rotation radius (Rgyr) of complex were measured to estimate
the structural stability, the complex interface geometry characteristics, and the tightness
of complex structure, respectively. The number of hydrogen bonds (H-bonds) on the
complex interface was calculated with a cutoff donor–acceptor distance of 3.5 Å and a
cutoff donor–hydrogen–acceptor angle of 30◦. The occupancy (or survival ratio) of a
H-bond was evaluated based on the fraction of bond survival time in the simulation
period. Additionally, the probability of ligand dissociation from receptor was calculated to
approximately evaluate the receptor’s affinity to its ligand, as described in our previous
works [39]. The binding energy consisted of gas-phase energy difference between the
complex and the separated receptor and ligand, the polar solvation free energy, and the
nonpolar solvation-free energy.

4.4. Statistical Analysis

Statistical analysis was performed using GraphPad Prism version 9.0.0 (GraphPad
Software, Inc., La Jolla, CA, USA). Unpaired two-tailed Student’s t-tests were used to
determine the statistical significance of the differences between the data obtained from the
WT and GT systems (* p < 0.05; ** p < 0.01; *** p < 0.001). Two-way analysis of variance
(ANOVA) with Tukey’s multiple comparisons was employed to assess the statistical signifi-
cance of the data obtained from the SMD simulations (* p < 0.05; ** p < 0.01; *** p < 0.001).
All error bars represent the mean plus or minus standard deviation of the mean based on
several independent experiments.

Supplementary Materials: The following supporting information can be downloaded at: https://www.
mdpi.com/article/10.3390/molecules28104224/s1. Figure S1: Time-courses of distance between Cα

atom of VAL115 in CD47 and Cα atom of ALA115 in CD172. All data were sampled from “force-
clamp” SMD runs of 40 ns thrice for WT-SS and GT-SS system at static state or under tensile force of
25 pN. Figure S2: The plots of the Buried-SASA and the Rgyr over thrice 40 ns “force-clamp” SMD
runs for four systems, the WT-SS and GT SS systems at static state or under tensile force of 25 pN.
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Abstract: The aggregation structure of Triton X (TX) amphiphilic molecules in aqueous solution plays
an important role in determining the various properties and applications of surfactant solutions. In
this paper, the properties of micelles formed by TX-5, TX-114, and TX-100 molecules with different
poly(ethylene oxide) (PEO) chain lengths in TX series of nonionic surfactants were studied via
molecular dynamics (MD) simulation. The structural characteristics of three micelles were analyzed
at the molecular level, including the shape and size of micelles, the solvent accessible surface area, the
radial distribution function, the micelle configuration, and the hydration numbers. With the increase
of PEO chain length, the micelle size and solvent accessible surface area also increase. The distribution
probability of the polar head oxygen atoms on the surface of the TX-100 micelle is higher than that in
the TX-5 or TX-114 micelle. In particular, the tail quaternary carbon atoms in the hydrophobic region
are mainly located at the micelle exterior. For TX-5, TX-114, and TX-100 micelles, the interactions
between micelles and water molecules are also quite different. These structures and comparisons at
the molecular level contribute to the further understanding of the aggregation and applications of TX
series surfactants.

Keywords: Triton X; micelle; hydration number; solvent accessible surface area

1. Introduction

Micelles aggregated from surfactant molecules have been widely used owing to
their ability to dissolve hydrophobic compounds effectively. People’s interest in micelle
solutions comes from their application potential as functionally molecular assemblies [1].
Different cationic, anionic, zwitterionic, and non-ionic surfactants have been widely studied.
Compared with ionic surfactants, non-ionic surfactants are much less toxic and have more
efficient surface active properties [2]. Among them, the series of Triton X (TX) non-ionic
surfactants have been studied in depth and characterized [3]. Because of their unique
molecular structure and amphiphilic nature, the micelles formed by TX surfactants have
very flexible surface-active properties. The critical micelle concentration (CMC) of TX
surfactant is very low, especially in aqueous solution. Different TX surfactants have been
widely used in the fields of microbiology and biomedicine [4].

The TX-100 as one typical nonionic surfactant [5–7], has been extensively studied [8–10].
This surfactant consists of one hydrophilic chain of 9–10 ethylene oxide units linked to a
benzene ring with an octyl chain [6]. Many researchers have explored the structural charac-
teristics of TX-100 micelles in aqueous solution and their interaction with water by experi-
mental techniques such as 2D NOESY NMR [11–13], pulsed field gradient NMR [8], solvent
paramagnetic relaxation enhancement [7], fluorescence spectra [14,15], surface tension [15],
light scattering [16], static and dynamic light scattering [15,17], turbidimetric method [18],
small-angle X-ray scattering [13], quasi-elastic light scattering spectroscopy [19]. It is very
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important to study the hydration and the size of TX-100 micelles [20], because the effec-
tiveness of micellar applications depends on their size and their effects on the properties
of the solution [21]. Robson and Dennis [16], Paradies [13], Streletzky and Phillies [19],
Phillies et al. [22] used different experimental methods to determine the hydration degree
of TX-100 micelles. Other relevant researchers studied the size of the TX-100 micelle by
measuring its radius. The aggregation characteristics of TX-100 micelles are also the key
aspects that affect their potential applications [7]. Yuan et al. [12] revealed the dependence
of the conformation of TX-100 micelles on the environment, and emphasized that the spatial
arrangement of PEO chains in micelles is to a certain extent very compact. In addition,
the self aggregation and supramolecular micelle structure of TX-100 surfactant molecules
in aqueous solution determined by Denkova et al. [11] shows that TX-100 may aggregate
in a double-layer or multilayer spherical conformation interlaced between PEO chains
and octyl phenyl parts. In order to further explore the structural characteristics, Zhang
et al. [7] proposed a more detailed aggregation mode of TX-100 micelles, pointing out that
this micelle is more likely to be a multilayer staggered spherical micelle and octyl phenyl is
partially dispersed in different layers.

With the development of the computer and algorithm, molecular dynamics (MD)
simulation has been widely applied in scientific studies from a micro-perspective. MD
simulation is a method of calculating and simulating the time evolution of a group of
interacting atoms using Newtonian equations of motion. By solving classical Newton’s
equations of motion, the motion trajectory of the system can be obtained. This trajectory
includes a large number of samplings of molecular configurations, as well as information
of the position and velocity of the particles. Further analysis of the obtained configuration
ensemble can provide macroscopic observable properties (density, surface tension, solu-
bility, viscosity, and thermodynamic information) and microscopic properties (intuitive
structure, conformational distribution, degree of structural fluctuation, position and inten-
sity of non-bonded interactions, particle spatial distribution) of the system. The description
(force field) of the interactions between molecules and atoms is the key for this method
to obtain reliable results. This calculation method shows a high degree of relevance in
the detailed characterization of self-assembly related systems, including complementarity
with experimental data, optimization of experimental design, and prediction of related
properties of chemical systems. This may be expensive or difficult for experimentation [23].
Moreover, MD simulations have been effectively applied to investigate the self-assembly
and interfacial adsorption of surfactant systems.

In addition to many experimental studies, some literature studies [24–29] further
discussed the aggregation characteristics of TX-100 micelles at the molecular level by MD
simulation. Among these literature studies, the simulation results of several of these
literature studies [24,25,28,29] show that the shape and behavior of micelles mainly depend
on the aggregation number of aggregates. An important application of TX-100 micelles
is that the hydrophobic part can dissolve insoluble organic compounds [30]. A detailed
understanding of the pure micelle system is a prerequisite for the study of organic matter
and micelle composite systems [31]. In order to better understand this solubilization
mechanism, researchers [26,27] explored the basic structure of micelles under a specific
aggregation number. Farafonov et al. [26] first observed that the surface of the micelles was
highly irregular when they were finally balanced in aqueous solution. Generally, when
the temperature was 298 K, the aggregation number of the TX-100 micelle measured by
experiments [8,19,22] was about 100. Therefore, Pacheco-Blas and Vicente [27] studied the
morphology of TX-100 micelles with an aggregation number of 100 with MD simulation.
It was observed that the micelles appeared as a quasi-sphere. The hydrophobic parts of
the surfactants preferentially gather in the core of the micelles; however, there is some
probability that these hydrophobic groups may be located at the outer region of the micelle.

Micelle structure in surfactant solutions is an important factor affecting the properties
and application fields of self-assembly [11]. In this paper, we used all-atom MD simulations
to study the self-aggregation properties of TX-5, TX-114, and TX-100 surfactant systems. By
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analyzing micelle shape and size, the solvent accessible surface area (SASA) of the micelle,
the micelle morphology, as well as the interactions between micelles and water molecules,
the differences and connections of these three micelles could be compared.

2. Results and Discussion

Figure 1 shows the time evolutions of radius of gyration (Rg), the solvent accessible
surface area (SASA), and the energy of the system during a simulation run to determine
the equilibriums of the systems. As can be seen from Figure 1a,b, the Rg and SASA of three
micelles tend to be stable after 150 ns. The total energies of the three systems hardly change
during the whole process. These changes of Rg, SASA, and total energies indicated that our
simulated systems all reach equilibrium after 150 ns, and the last 30 ns trajectory of each
system was used for result analyses in this paper.
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2.1. Micelle Shape and Size
2.1.1. Micelle Shape

The ratio of the moments of inertia Imax/Imin is usually used to characterize the
shape of the micelle, where Imax and Imin are the largest and the smallest moment of
inertia along the x, y, or z axis, respectively. When Imax/Imin is equal to 1, it is a perfect
spherical micelle [32]. According to the results obtained in Table 1, the ellipsoidal degree
of TX-100 micelle is significantly greater than that of TX-5 and TX-114 micelles. The
TX-114 micelle is slightly more spherical than the TX-5 micelle. In addition, eccentricity
(e) is also an important indicator to judge the shape of the micelle, which is defined as
e = 1−Imin/Iavg [32]. The Iavg is the average moment of inertia of micelle. When e is equal to
0, the micelle shows a perfect spherical shape. When micelle shape is stable, the eccentricity
will converge near a certain value and small fluctuations will appear [33]. In order to
further verify the accuracy of the calculation results, we calculated the e values of the three
micelles. The e of the TX-100 micelle is about 0.12, which is close to the value (0.08) of the
TX-100 micelle obtained by Pacheco-Blas et al. [27]. The results show that the ellipsoidal
degree of the TX-100 micelle is the largest, and the spheroidal degree of the TX-114 micelle
is slightly larger than the TX-5 micelle.

2.1.2. Micelle Size

The size of the micelle is one of the important characteristics of micelle structure, in
which Rg is a standard to characterize the size of the micelle [34]. It can be seen from Table 1
that Rg increases with the increase of the PEO chain length. In addition, the average micelle
radius (Rs) is also used to judge the size of the micelle, and its definition [35] is as follows:

Rs =

√
5
3

Rg
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According to the results obtained in Table 1, the change trend of Rs is the same as that
of Rg. The radius value of the TX-100 micelle (≈2.83 nm) obtained in this paper is consistent
with the radius value of the TX-100 micelle (≈2.87 nm) simulated by Pacheco-Blas et al. [27]
and the experimental result (3.1 nm) obtained by Brown et al. [8]. Our calculated results
are therefore considered to be reliable.

Table 1. Structural characteristics of micelles Triton X-5, Triton X-114, Triton X-100.

TX-5 TX-114 TX-100

Imax/Imin 1.15 ± 0.03 1.12 ± 0.04 1.26 ± 0.03
e 0.07 ± 0.02 0.06 ± 0.02 0.12 ± 0.02

Rg (nm) 1.96 ± 0.01 2.07 ± 0.01 2.19 ± 0.01
Rs (nm) 2.53 ± 0.01 2.67 ± 0.01 2.83 ± 0.01

SASA(total) (nm2) 132.24 ± 2.77 147.52 ± 3.25 159.54 ± 2.97
SASA(hydrophilic) (nm2) 30.62 ± 2.33 32.72 ± 2.27 35.81 ± 1.96

SASA(hydrophobic) (nm2) 101.66 ± 2.19 114.77 ± 2.29 123.71 ± 2.54

2.1.3. Solvent Accessible Surface Area

Solvent accessible surface area (SASA) is the surface area of the TX micelle in contact
with solvent, which can well reflect the properties of the micelle surface. To calculate the
SASA of the micelle, the double cubic lattice method [36] was applied. With this method,
all water molecules are first removed from the system [35], and then one spherical probe
molecule with a radius of 1.4 Å is used to simulate the rolling of water molecules on the
surface of the micelle [37]. Table 1 lists the total SASA and the hydrophilic and hydrophobic
SASA values of the three micelles. We find that all SASA values increase with the increase
of PEO chain length, which is consistent with the increasing trend of micelle size. The
hydrophobic surface area of each micelle is much larger than the hydrophilic surface area,
and the proportion of the hydrophobic area increases with the rise of the polar head chain.
This is on account of the polar head of the research system being polymerized by PEO,
and each PEO contains a hydrophobic C2H4 group and a hydrophilic O group. Therefore,
the hydrophobic part accounts for a large proportion. In addition, some hydrophobic tails
are distributed outside of the micelle. These hydrophobic groups will also increase the
proportion of the hydrophobic surface area of the micelle.

2.2. Micelle Structure

The spatial distribution of atoms in a micelle can characterize the structural properties
of the micelle [38]. The main difference between the non-ionic surfactant molecules of the
TX family lies in the number of ethylene oxide units or the chain length [29]. In order to
analyze the structures of the three micelles TX-5, TX-114, and TX-100 studied in this paper,
we calculated the probability distributions of O atoms at different positions in each micelle
system and the carbon atoms at the end of the hydrophobic tail chain relative to the micelle
center of mass (COM). All the results are shown in Figure 2.

In general, the nonpolar alkyl chain of amphiphilic surfactant molecules usually
aggregates in the hydrophobic region of the micelle, while the polar chain is exposed in
the hydrophilic region. Sodium dodecyl sulfate (SDS) is a commonly used ionic surfactant
and has been widely studied. Shelley et al. explored the structure of the SDS micelle in
aqueous solution by MD simulation. It was found that most of the terminal C atoms of the
SDS hydrophobic chain were distributed in the interior of the micelle, and only a small
part were distributed on the surface of the micelle [39]. Gao et al. [40], Palazzesi et al. [38],
MacKerell et al. [41], and Liu et al. [35] also found a similar phenomenon. It should
be noted that these studies are ionic surfactants with small tail chains and polar heads.
For TX micelle, there is a relatively large benzene ring near the end of the hydrophobic
tail chain and long polar PEO chain head, which is very different from the SDS ionic
surfactant. Pacheco-Blas et al. [27] used MD simulation to study the behavior of the non-
ionic surfactant Triton X-100 in extracting metal ion Cd2+ in an aqueous environment. In
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the paper, it was found that the hydrophobic chain had a relatively high distribution in
the outside of the micelle. In addition, Zhang et al. [7] considered that the TX-100 micelle
was more likely to be a multilayer spherical micelle. Molecules from different layers were
staggered, and octyl phenyl was dispersed in different layers. In this study, we found that
the probability distribution of the tail C of the TX-100 micelle with respect to micelle COM
is relatively wide, ranging from the micelle core to the outside of the micelle. In particular,
the probability distribution of the terminal C in the outer region of the micelle is higher.
The TX-5 and TX-114 micelles also show a similar phenomenon. This may be due to the
large benzene rings in the hydrophobic region of the micelles, which are spatially exclusive
and widely distributed. Although the tail C has a high probability in the outer region of the
micelle, its distribution is also located on the left side of the distribution of the outermost
polar O atoms. This means that most tail C atoms are included by the external polar O
atoms, to avoid contact with environmental water as much as possible. The distributions
of both hydrophobic terminal C and polar head O atoms are multimodal, indicating the
existence of the micelle multilayer structure.
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In order to show the differences among the three micelle structures intuitively, we
highlighted the C atom at the end of each micelle and the outermost O atom on the polar
head to observe their internal structures more clearly. It can be seen from Figure 3 that the
micelle shape is consistent with that obtained by the ratio of the moment of inertia and
the eccentricity. In agreement with the multimodal probability distributions of terminal
C atoms from the micelle center to the micelle surface, some terminal C atoms of the
hydrophobic chains are distributed widely in the whole micelle.
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2.3. Interactions between Micelle and Water
2.3.1. Hydration Numbers

The interactions between the micelle and water are characterized by calculating the
hydration numbers of C and O atoms at different positions in TX-5, TX-114, and TX-100
surfactant molecule. For convenient analysis, the selected C and O atoms are grouped.
Among them, a C atom with a similar chemical environment was selected and averaged
for calculation, as shown in Figure 4. The hydration numbers were obtained by calculating
the radial distribution function (RDF) integral of water molecules around the selected C
atom or O atom in the range of 0.35 nm [40,42]. It can be seen from Figure 4 that the three
systems have a similar distribution. From the end of the hydrophobic chain to the position
of the polar head, the hydration numbers of the selected atoms show increasing trends. The
hydration numbers of C atoms 1–4 on the hydrophobic chain are very low. The hydration
numbers of C atoms in the benzene ring increase slightly. For C atoms and O atoms in the
PEO chain, the hydration numbers present a zigzag trend. The hydration number of the
O atom in each ethylene oxide (EO) unit is greater than that of the C atom. Moreover, the
hydration numbers of the O atom closer to the position of the polar head is larger. The
hydration numbers of the outermost O atoms of the polar head are significantly larger than
those of other atoms (>3) with the decreased sequence of TX-100 > TX-114 ≈ TX-5. The
hydrations numbers of H atoms on the OH groups also show this sequence. In addition,
the hydration numbers of the C atoms at the same position in the three micelles are similar.

Molecules 2023, 28, x FOR PEER REVIEW 7 of 12 
 

 

 
Figure 4. Hydration numbers of C and O atoms at different positions in TX-5, TX-114, and TX-100 
surfactant molecules. Note: the Triton X molecular diagram on the right describes the atoms corre-
sponding to each number. Dark green sphere represents C atoms, red sphere represents O atoms, 
and gray-white sphere represents H atoms. 

2.3.2. Number of Hydrogen Bonds 
In order to further characterize the interactions between the three micelles and water, 

we calculated the average numbers of hydrogen bonds between the O atoms at different 
positions and the water molecules. The geometric criterion for the existence of hydrogen 
bonds is that the distance between donor and acceptor pairs is within 3.5 Å and the angle 
between hydroxyl and hydrogen atoms is less than 120° [43]. As shown in Figure 5, the 
numbers of hydrogen bonds of the three systems show a significant upward trend from 
inner O atom to micelle surface O atom. Among them, the numbers of hydrogen bonds 
formed between the O atom close to the hydrophobic moiety and the water molecules are 
the lowest. In previous discussions, the hydration numbers of the outmost polar head O 
atoms of the three systems were the largest, ca. 4. However, the number of hydrogen 
bonds formed between these O atoms and water molecules is ca. 0.3, which means that 
not all the hydrated water molecules can form hydrogen bonds. 

 

Figure 4. Hydration numbers of C and O atoms at different positions in TX-5, TX-114, and TX-100
surfactant molecules. Note: the Triton X molecular diagram on the right describes the atoms corre-
sponding to each number. Dark green sphere represents C atoms, red sphere represents O atoms, and
gray-white sphere represents H atoms.

2.3.2. Number of Hydrogen Bonds

In order to further characterize the interactions between the three micelles and water,
we calculated the average numbers of hydrogen bonds between the O atoms at different
positions and the water molecules. The geometric criterion for the existence of hydrogen
bonds is that the distance between donor and acceptor pairs is within 3.5 Å and the angle
between hydroxyl and hydrogen atoms is less than 120◦ [43]. As shown in Figure 5, the
numbers of hydrogen bonds of the three systems show a significant upward trend from
inner O atom to micelle surface O atom. Among them, the numbers of hydrogen bonds
formed between the O atom close to the hydrophobic moiety and the water molecules are
the lowest. In previous discussions, the hydration numbers of the outmost polar head O
atoms of the three systems were the largest, ca. 4. However, the number of hydrogen bonds
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formed between these O atoms and water molecules is ca. 0.3, which means that not all the
hydrated water molecules can form hydrogen bonds.
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and water molecules in a surfactant molecule in TX-5, TX-114, and TX-100 micelles. The O atom label
is same as the schematic diagram of Figure 2.

2.3.3. Time Correlation Function of the Hydrogen Bond

One method to analyze the dynamic properties of the hydrogen bond is to calculate the
intermittent hydrogen bond time correlation function (CHB(t)), which is defined as follows:

CHB(t) =
〈h(t)h(0)〉

(h)

This function is considered to be the criterion for judging the formation or fracture of
hydrogen bonds, and CHB(t) allows the hydrogen bonds to break and reform within the
time interval t [44]. The faster CHB(t) decays, the more unstable is the hydrogen bond [45].

In this paper, the CHB(t) changes of the hydrogen bonds between O atoms at different
positions and water molecules and between the outermost hydroxyl group and O atoms
of water molecules in the three systems were calculated by this function. As shown in
Figure 6, TX-5, TX-114, and TX-100 systems all show three fast decay curves for O atoms
connected to hydrophobic chain, the outermost O and H atoms of the polar head. Among
these three curves, the outermost H atoms decay fastest. The hydration numbers of the
outermost H atoms are the largest and they have a spatial advantage, so that the water
molecules that form hydrogen bonds with them exchange faster. This may result in the
faster decay curve of the hydrogen bond. The outmost O atoms also behave the same. For
internal O atoms, they may behave due to the environmental impact of being connected to
the benzene ring of the hydrophobic chain and the spatial limits.
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3. Materials and Methods

In this paper, we chose the aggregation number of TX-5, TX-114, and TX-100 micelles as
100 according to the experimental values [46,47]. The molecular structures of TX-5, TX-114,
and TX-100 were optimized by Gaussian 09 software [48] at the 6-31g(d) level. Then,
the force field parameters of all studied molecules were obtained through the automated
force field topology builder (ATB) [49,50]. With Packmol software [51], 100 pre-aggregated
surfactant molecules for the three micelles were constructed. Then, the TX-5, TX-114, and
TX-100 systems were treated with Gromacs 2019 software [52]. Pre-constructed micelle
was placed in the center of a 10 × 10 × 10 nm3 cube box for each system by inbuilt tools.
With the gmx solvate tool, water molecules were randomly added to fill the box. This
inbuilt tool can ensure that water molecules are added in the box at locations larger than the
volume of water molecules. Subsequently, the tension of the system can be released through
pre-equilibrium processes. The simulated systems can achieve equilibrium and obtain a
stable conformation. The single point charge (SPC) model was selected to describe water
molecules. Specific compositions of all the studied systems are shown in Table 2. After
minimizing the energy of the system, a reasonable initial structure was obtained for each
system. With the V-rescale method [53], the 2 ns NVT equilibrium was performed to reach
the required 298 K. The constant τT of 0.1 ps was used. Then, the NPT equilibrium with 2 ns
was carried out to stabilize the system at 1 bar with a Berendsen pressure controller [54]. In
this step, a constant τp of 2.0 ps was applied. After balancing the temperature and pressure
of the system, the 200 ns NVT simulations were carried out to obtain the MD production
trajectories. The same temperature controlling method as the NVT equilibrium step was
used in the MD production step. In the process of simulation, periodic boundary conditions
were used in all directions of the simulation system. The LINCS algorithm [55] was used
to limit hydrogen-included bonds, and the particle-mesh Ewald (PME) [56] summation
method was used for electrostatic interactions. The 1.4 nm cutoff value was used for van
der Waals interactions and short-range electrostatic interactions. The integration time step
was 2 fs. For every 10 ps interval, the MD sampling configurations were stored.

Table 2. Specific composition of micelle system Triton X-5, Triton X-114, Triton X-100.

Molecule TX-5 (n = 5) TX-114 (n = 7) TX-100 (n = 9)

Nagg 100 100 100
H2O 30,830 30,264 29,751

n represents oxyethylene groups.
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4. Conclusions

Through MD simulations, we studied the structural characteristics of TX-5, TX-114,
and TX-100 micelles at the same aggregation number and for the related properties of
each micelle in aqueous solution. With the increase of the PEO chain length, the degree of
micelle sphericity was reduced while the micelle radius increased. It is worth noting that
the tail C atoms of each micelle were distributed widely with multimodal distributions
extending from the micelle COM to the micelle surface. Large parts of the hydrophobic
tail of the C atoms were located in the outer region of the micelle. Some polar O atoms
close to the hydrophobic chains also showed multimodal distributions. These distributions
indicate the existence of a multilayer structure of the TX micelles. The distributions of
the tail chains and the polar heads of these three micelles are significantly different from
those of traditional cationic and anionic surfactant micelles. For TX-5, TX-114, and TX-100
micelles, the outermost O and H atoms have the largest hydration numbers and hydrogen
bond numbers, but the decay of the hydrogen bonds is the fastest. The outermost OH
groups of TX-100 show stronger interactions with the surrounding water molecules than
those of TX-5 and TX-114. More importantly, the representative structures of TX-5, TX-114,
and TX-100 micelles can serve as the structural basis for understanding the properties of
the relevant micelles. This study provides a reference for further expanding the exploration
and application of TX-5, TX-114, and TX-100 micelles in related fields and it is of great
significance for the exploration of other non-ionic surfactant micelle systems.
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