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Preface

It is with great pleasure that I present this reprint, “Image-Based Computational and

Experimental Biomedical Flows”, a curated collection of thirteen groundbreaking research papers

that focus on the intersection of medical imaging data and fluid dynamics in cardiovascular flows.

The primary aim of this reprint is to provide readers with a comprehensive overview of the latest

techniques in computational modeling and experimental measurements, enabling the quantification

of 4-D (space+time) hemodynamics in human vascular systems derived from patient-specific

imaging data. These works represent the forefront of innovation in the field, addressing complex

cardiovascular pathologies such as intracranial aneurysms, coronary artery disease, and myocardial

ischemia, with the goal of advancing diagnostic accuracy and improving treatment outcomes through

personalized medicine.

The motivation behind this special collection stems from the increasing need for precise,

patient-specific approaches in cardiovascular disease management. The studies featured herein

bridge the gap between in silico simulations, in vitro experiments, and in vivo data, demonstrating

the potential of these methodologies to revolutionize how cardiovascular conditions are diagnosed,

treated, and understood. By leveraging tools such as computational fluid dynamics (CFD), the lattice

Boltzmann method, and advanced experimental setups, these papers provide valuable insights into

hemodynamic phenomena that are otherwise difficult to capture.

This reprint contains an editorial. It is intended for researchers, clinicians, and engineers who

are working at the intersection of medical imaging, fluid dynamics, and cardiovascular research. It

serves as both a reference for those already immersed in the field and a resource for those new to

these cutting-edge technologies.

I would like to express my sincere gratitude to the authors for their contributions and to the

reviewers for their invaluable feedback. Special thanks go to the editorial team at Fluids for their

unwavering support throughout the preparation of this Special Issue. Without their collective efforts,

this reprint would not have been possible.

Huidan (Whitney) Yu

Editor
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Editorial

Image-Based Computational and Experimental Biomedical
Flows

Huidan (Whitney) Yu

Purdue University in Indianapolis, Indianapolis, IN 46202, USA; yu597@purdue.edu

Fluids is pleased to present a Special Issue named “Image-Based Computational
and Experimental Biomedical Flows”, a curated collection of thirteen featured research
papers that explore the integration between medical imaging data and 4-D (space + time)
fluid dynamics for patient-specific cardiovascular flows. This Issue highlights recent
developments in both computational and experimental methodologies, delivering valuable
insights into the intricate hemodynamic complexities within human vascular systems. By
bridging the gap between medical imaging and advanced fluid dynamics, these studies
open new avenues for more accurate diagnosis, personalized treatment strategies, and the
potential to revolutionize cardiovascular disease management. The featured articles dive
deep into a diverse range of topics, including patient-specific modeling of blood flow in
major arteries, the hemodynamics of intracranial aneurysms, and the intricate behavior
of coronary artery stents. Each paper not only showcases state-of-the-art techniques but
also emphasizes the real-world applications of these technologies in understanding and
predicting vascular behavior under both healthy and diseased conditions. A recurring
theme throughout this Issue is the synergy between computational fluid dynamics (CFD),
image-based hemodynamic simulations, and innovative experimental setups, designed
to replicate human arterial systems. By leveraging advanced computational tools like
the lattice Boltzmann method and OpenFoam and experimental setting such as mock
circulation loops, along with physical devices like flow diverter stents, these studies provide
highly accurate simulations of blood flow, pressure distributions, and vascular responses.

The contributions in this Special Issue cover a wide range of topics.
Aneurysm Studies: A significant portion of this Issue is devoted to the study of

aneurysms, reflecting the critical importance of this pathology in cardiovascular research [1,2].
Souza et al. [3] present a comprehensive analysis of cerebral aneurysms that goes beyond
traditional flow studies. By coupling CFD with structural simulations, they investigate
not only the flow behavior but also the biomechanical response of the aneurysm wall.
Their results, spanning various Reynolds numbers and rheological models, reveal valuable
insights into how flow patterns influence wall stresses and deformations, potentially aiding
in rupture risk assessment. The cutting-edge topic of flow diverter stents for treating in-
tracranial aneurysms is addressed by both Sanches et al. [4] and Boniforti et al. [5]. Sanches
et al. [4] use CFD simulations to quantify the dramatic changes in intra-aneurysmal hemo-
dynamics induced by these devices. They report significant reductions in wall shear stress
and flow velocity, coupled with increased turnover time, suggesting a higher likelihood of
thrombotic occlusion and reduced rupture risk. Boniforti et al. [5] expand on this work by
conducting a detailed numerical investigation of flow diverter treatment, offering insights
into optimal device selection based on porosity and other parameters. In a pioneering
study, Boniforti et al. [6] apply CFD techniques to investigate an abdominal aortic aneurysm
caught in the act of rupturing. By analyzing CT images of the rupturing aneurysm and
creating a virtual pre-rupture model, they identify hemodynamic parameters associated
with rupture risk. Their findings highlight the potential of CFD as a predictive tool for
aneurysm management. Duronio and Di Mascio [7] utilize the open-source CFD software
OpenFOAM to simulate blood flow in both healthy and aneurysmal thoracic aortas. Their

Fluids 2024, 9, 227. https://doi.org/10.3390/fluids9100227 https://www.mdpi.com/journal/fluids1
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work not only provides insights into the hemodynamic changes associated with aortic
aneurysms but also demonstrates the capabilities of open-source tools for patient-specific
cardiovascular modeling. Jeken-Rico et al. [1] address a critical methodological challenge by
evaluating the impact of domain boundaries on hemodynamic simulations of intracranial
aneurysms. Their work provides valuable guidance for researchers and clinicians on how to
set up computational domains for accurate and reliable aneurysm simulations, particularly
in the complex anatomical context of the Circle of Willis.

Cardiac Function and Disease: Several papers in this Issue focus on cardiac function
and specific cardiac pathologies [8–10]. Korte et al. [11] advance the research by analyzing
left ventricular hemodynamics in patients with mitral valve insufficiency under both rest
and exercise conditions. Their echocardiography-based simulations reveal intriguing differ-
ences in kinetic energy patterns between rest and exercise states, as well as between different
stages of valve insufficiency. This work demonstrates the potential of computational mod-
eling to provide new diagnostic and prognostic indicators for cardiac function. Baraikan
et al. [12] present an ambitious multi-scale modeling framework to quantify myocardial
ischemia. By integrating various levels of cardiovascular modeling, from zero-dimensional
models to CFD simulations, their approach offers a comprehensive tool for personalizing
and predicting ischemic burden, with potential implications for clinical decision-making
in coronary artery disease. Ihsan Ali et al. [13] leverage 4-D flow MRI to assess pressure
changes in the repaired tetralogy of Fallot patients. This non-invasive imaging technique
offers a unique window into the hemodynamics of congenital heart disease, providing
valuable data for both clinical assessment and computational model validation.

Arterial Flow and Stenosis: This Issue also addresses the critical topic of vascular flows,
particularly in the context of stenosis. Yu et al. [14] make significant strides in improving
the accuracy of image-based computational hemodynamics. They develop physiological
inlet and outlet boundary conditions based on patient-specific medical data and integrate
them into a volumetric lattice Boltzmann method. Their approach, validated on six human
aortorenal arterial systems, shows excellent agreement with medical measurements.

Hong et al. [15] develop an innovative mock circulation loop for in vitro hemodynamic
measurements in stenosed arteries. This experimental setup bridges the gap between
computational and experimental approaches, allowing for the validation of numerical
models and the investigation of flow phenomena that may be challenging to capture in
silico. Yukhnev et al. [16] present a study that exemplifies the power of combining advanced
experimental techniques with computational modeling. They compare ultrasound vector
flow measurements to CFD simulations for pulsatile flow in femoral-popliteal bypass
grafts, validating computational approaches and showcasing the capabilities of advanced
ultrasound imaging in capturing complex flow patterns.

Coronary Artery Interventions: LaDisa et al. [17] provide a comprehensive review of
recent advancements in modeling wall shear stress changes induced by coronary artery
stents. This paper synthesizes state-of-the-art computational approaches, image-based re-
construction methods, and novel boundary condition implementations, offering a roadmap
for future patient-specific modeling efforts in interventional cardiology.

Methodological Advancements: Several papers in this Issue focus on methodological
advancements that have broad implications for the field of cardiovascular flow modeling.
Yu et al. [14] demonstrate the potential of the lattice Boltzmann method [18–22] for hemody-
namics simulations, offering an alternative to traditional Navier–Stokes-based approaches.
Jeken-Rico et al. [1] provide crucial insights into the impact of domain boundaries on
CFD simulations, addressing a key challenge in the computational modeling of vascular
flows. Duronio and Di Mascio [7] showcase the capabilities of open-source CFD software
(OpenFOAM) for cardiovascular simulations, potentially democratizing access to advanced
modeling tools.

Experimental Techniques: While computational methods dominate this Issue, several
papers highlight the crucial role of experimental approaches in validating and comple-
menting numerical simulations. Hong et al. [15] develop a mock circulation loop that
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allows for detailed in vitro studies of stenosed arteries. Yukhnev et al. [16] demonstrate the
power of advanced ultrasound vector flow measurements in capturing complex arterial
flow patterns. Ihsan Ali et al. [13] showcase the potential of 4D flow MRI for non-invasive
assessment of cardiovascular hemodynamics.

Multi-scale and Integrated Approaches: A trend towards more comprehensive, multi-
scale modeling approaches is evident in several papers. Souza et al. [3] combine fluid
dynamics and structural analysis to provide a more complete picture of aneurysm biome-
chanics. Baraikan et al. [12] present a multi-scale framework that integrates various levels
of cardiovascular modeling to study coronary ischemia.

This Special Issue represents the cutting edge of image-based cardiovascular flow mod-
eling and analysis, showcasing the incredible strides being made in this rapidly evolving
field. From refining fundamental simulation techniques to tackling highly complex clinical
challenges, these studies reveal the immense potential of computational and experimental
approaches to transform our understanding of cardiovascular physiology and pathology.
By seamlessly integrating computational models, experimental methods, and clinical data,
these papers illustrate the remarkable synergy between these domains, driving forward the
science of cardiovascular flows. As medical imaging technologies continue to advance and
computational power reaches unprecedented heights, the fusion of in silico, in vitro, and
in vivo approaches is set to revolutionize the future of cardiovascular medicine [23,24]. The
promise of personalized cardiovascular care is no longer a distant goal, but an emerging
reality. Patient-specific simulations will soon guide clinical decision-making, enabling tai-
lored treatment strategies that optimize outcomes for each individual. With this confluence
of technology and medicine, we stand on the brink of a new era—one where cardiovascular
disease can be understood, treated, and potentially prevented with unparalleled precision
and insight.

Conflicts of Interest: The authors declare no conflict of interest.
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Fluid Flow and Structural Numerical Analysis of a Cerebral
Aneurysm Model
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Rui Lima 2,4,* and João Ribeiro 1,5
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sabrinasouza680@gmail.com (M.S.S.); cveiga@ipb.pt (C.S.F.); jribeiro@ipb.pt (J.R.)

2 Mechanical Engineering and Resource Sustainability Center (MEtRICs), University of Minho,
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3 ALGORITMI Research Centre, University of Minho, Campus de Azurém, 4800-058 Guimarães, Portugal;
st@dps.uminho.pt
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R. Dr. Roberto Frias, 4200-465 Porto, Portugal

5 Centro de Investigação de Montanha (CIMO), Instituto Politécnico de Bragança, 5300-252 Bragança, Portugal
* Correspondence: rl@dem.uminho.pt

Abstract: Intracranial aneurysms (IA) are dilations of the cerebral arteries and, in most cases, have no
symptoms. However, it is a very serious pathology, with a high mortality rate after rupture. Several
studies have been focused only on the hemodynamics of the flow within the IA. However, besides
the effect of the flow, the development and rupture of the IA are also associated with a combination
of other factors such as the wall mechanical behavior. Thus, the objective of this work was to
analyze, in addition to the flow behavior, the biomechanical behavior of the aneurysm wall. For
this, CFD simulations were performed for different Reynolds numbers (1, 100, 500 and 1000) and
for two different rheological models (Newtonian and Carreau). Subsequently, the pressure values of
the fluid simulations were exported to the structural simulations in order to qualitatively observe
the deformations, strains, normal stresses and shear stress generated in the channel wall. For the
structural simulations, a hyperelastic constitutive model (5-parameter Mooney–Rivlin) was used. The
results show that with the increase in the Reynolds number (Re), the recirculation phenomenon is
more pronounced, which is not seen for Re = 1. The higher the Re, the higher the strain, displacement,
normal and shear stresses values.

Keywords: CFD; structural simulation; intracranial aneurysm; cerebral aneurysm; hemodynamics

1. Introduction

Intracranial aneurysms (IA) are local dilations of the intracranial arteries; their oc-
currence in the world population varies from 0.5% to 6% [1,2]. About 0.25% of these IAs
rupture and present subarachnoid hemorrhage [3]. The mortality rate from these hemor-
rhages reaches 60% [4]. The literature indicates how a combination of multiple factors can
lead to the onset and development of IA: genetic diseases, fungal infection, hypertension,
cigarette smoke inhalation, alcohol intake and just aging [5,6]. These factors result in an
alteration of the original arterial wall properties and flow behavior. Factors such as weaken-
ing of the vessel wall, hemodynamic changes and inflammatory processes can also trigger
the appearance of the aneurysm, which can become a stable dilatation or rupture [7–9].
The interaction of these factors and complex processes that lead to aneurysm formation
still need to be better understood. Thus, it is essential to study the biomechanical behavior
of the blood vessel together with the behavior of blood flow to determine regions more
susceptible to rupture.
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An important characteristic of blood vessels is the existence of soft tissues, which have
a behavior called hyperelasticity [10]. Hyperelastic materials have a mechanical behavior
characterized by a high deformation before reaching the breaking strength [11,12]. Due
to the risks involved, it is very difficult to analyze in vivo the biomechanical behavior of
blood vessels, particularly in the region of the aneurysm [13]. However, it is possible to
manufacture flow phantom biomodels for experimental tests with compatible properties
and geometries [14,15]. Flow phantoms basically consist of models that mimic vascular
geometry for flow analysis (rigid flow phantoms) and flow analysis and arterial wall
deformation (flexible flow phantoms). These biomodels were produced in silicone rubber,
as they allow optical access to the flow and also reproduce the physiological compliance of
the artery [16,17]. In its manufacture, materials whose biomechanical behavior is close to the
real biological material were used [18]. A frequently used material is polydimethylsiloxane
(PDMS) [19,20]. PDMS has been widely used in different kinds of research fields [21–27]
due to its excellent properties and ability to replicate reliable geometries, in addition to
its high flexibility, low glass transition temperature, good chemical resistance, excellent
thermal stability and biocompatibility [28].

In addition to the experimental approach, in recent years, there has been an increase in
numerical hemodynamic studies using the computational fluid dynamics tool CFD [29–34].
This tool has been effective in investigating the relationship of vascular hemodynamics
with the mechanisms of initiation, growth and rupture [9,35–37]. CFD is also used to
evaluate endovascular treatments [38,39] and validate new endovascular devices [40,41].
Most of these studies use Newtonian flow models; however, blood flow does not have
this type of behavior, and there is no consensus on which type of viscosity model should
be adopted to model blood flow in IA [37,42]. Some studies consider that blood viscosity
follows a Newtonian behavior in cerebral arteries, as shear rates are considered to be
higher than the range necessary for non-Newtonian properties to become effective [37,43].
Other studies report that, for medium and large arteries, blood viscosity is practically
constant, which justifies, in blood flow simulations, considering it as Newtonian [44].
However, some studies claim that Newtonian viscosity results in excessive predictions of
aneurysm wall shear stress, which could compromise the effectiveness of predicting the
risk of rupture [37]. Given these controversies about which type of viscosity to use, it is
important to compare the type of regime for each application. In this study, numerical
simulations were performed using different Reynold numbers (Re), and comparisons were
made between Newtonian and non-Newtonian flow (Carreau fluid model).

Although the numerical study using the CFD tool has achieved some advances in the
understanding of IAs, they have some limitations, most of these studies use rigid vessel wall
aneurysm models, and in reality, there is an interaction of blood flow with the vessel wall.
Endothelial cells present in vessel walls detect blood flow through a variety of mechanical
cell surfaces and intracellular sensors, any change in blood flow. Endothelial cells initiate
different biological processes [45,46] that lead to a dynamic cycle of wall degeneration and
subsequent remodeling. Studies have also shown that endothelial cells respond to WSS [47].
Thus, recent studies reported the importance of taking into account the interaction between
blood flow and the vessel wall in the model of IA formation, growth and rupture [18,48].
However, there are few studies that precisely characterize this phenomenon of interaction;
as such, in order to fill the little information reported in scientific publications, the aim of
this work was to numerically determine the state of displacement and stress on the IA wall
caused by different flow conditions. Thus, in order to characterize the mechanical behavior
of biological tissues under different flow conditions, numerical simulations were performed
using the Mooney–Rivlin constitutive model that mathematically describes hyperelastic
materials [49].

In this work, numerical simulations were performed by combining both fluid flow
and structural analysis [50,51] using Ansys® software. The fluid flow analysis simulates
the blood flow inside the vessels, and the resulting pressure in the vessel wall was analyzed
for mechanical deformations occurring in the vessel wall as well as in the aneurysm. The
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existence or absence of the recirculation phenomenon in different Reynolds numbers (Re)
was studied, and it was possible to visualize and analyze the development of the fluid
recirculation phenomenon inside the aneurysm. Finally, the numerical characterization of
the biomechanical behavior of aneurysms was carried out.

2. Problem Description

In the present study, numerical simulations of blood flow and biomechanical wall’s
behavior of an in vitro channel with aneurysm, represented in Figure 1, were performed,
resorting to Ansys® software. The geometry and dimensions of the idealized IA model are
based on the work developed by Parlea et al. [52].

 
Figure 1. Studied IA model.

Initially, fluid dynamics simulations were performed in order to observe hemodynamic
patterns such as flow recirculation inside the aneurysm and pressure gradients for different
flow velocities. The fluid flow analysis also allows obtaining the pressure distribution on
the channel walls, which are later used as boundary conditions in structural simulations.
Structural simulations were carried out in order to analyze the biomechanical behavior of
the wall through the values of displacement, strain and stress.

2.1. Fluid Flow Simulations

For flow simulations, both continuity and Navier–Stokes equations were solved using
the finite volume commercial software Fluent, Ansys 2020 R2.

The steady and incompressible regime and rigid walls were prescribed. Simulations
were carried out considering and discarding the non-Newtonian properties of blood, which
permits evaluating the impact of non-Newtonian characteristics of blood in the properties
of studied flows. As constitutive equations, Newtonian and Carreau models were used,
the last one being described by Equation (1):

η = η∞ + (η0−η∞)
[
1 +

(
λ

.
γ
)2
](n−1)/2

(1)

where η is the viscosity, η0 is the zero viscosity, η∞ is the infinite viscosity, λ is the char-
acteristic time (the inverse of the shear rate for which pseudoplastic behavior begins), n
is the power index and

.
γ is the shear rate. For blood, parameters of Equation (1) assume

the values η0 = 0.056 Pa·s, η∞ = 0.00345 Pa·s, λ = 3.313 s and n = 0.3568 [26]. In the case
of the Newtonian model, blood viscosity considered was 0.00345 Pa s and the density
1050 kg/m3 [26].

2.1.1. Geometrical Domain and Mesh

Initially, the idealized geometry of the aneurysm based on other studies [11] was
drawn in the SolidWorks® CAD software, converted to Parasolid format (.x_t) and then
exported to Ansys®.
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For fluid flow simulation, only the fluid domain was considered (Figure 1). The ana-
lyzed geometry is a cylindrical channel with 3.7 mm in diameter and 50 mm in length, with
a central sphere representing an artery and an aneurysm idealized saccular, respectively.

A mesh consisting predominantly of hexahedral elements was generated, with a total
of 170,820 elements and 174,332 nodes (Figure 2). Before choosing the mesh, a preliminary
mesh test was performed. A mesh with twice the number of elements was created, keeping
the same spatial distribution, and then the simulations were performed. The maximum
velocities values obtained by both meshes were observed, and a difference of less than 1%
was found in the results, which shows that the results are independent of the mesh used.

Figure 2. Detail of the mesh used in CFD calculations.

2.1.2. Boundary Conditions and Solver

The simulations were carried out considering atmospheric pressure as the operating
pressure. As boundary conditions, four distinct mean velocities were imposed in the inlet
of the channel: 0.9 mm/s, 88.8 mm/s, 444 mm/s and 888 mm/s. These velocities were
chosen in order to obtain the corresponding Reynolds numbers (Re): 1, 100, 500 and 1000,
respectively, for Newtonian flows. These Re values were chosen in order to verify the
occurrence or not of fluid recirculation and if this phenomenon would increase according
to the growth of Re values. At the structural level, observe whether the deformations were
proportional to the increase in Re.

The wall of the channel was assumed rigid, and as the wall velocity is zero, the non-slip
condition was applied at the wall. Additionally, the gauge pressure (0 Pa) was imposed in
the outlet of the channel.

The pressure-based solver was used to solve numerical integrations, as this is the most
suitable for problems with incompressible fluids. Speed–pressure coupling was performed
using the PISO scheme. The spatial discretization of the pressure equation was performed
with the PRESTO! approximation, while the moment equations were discretized with the
QUICK scheme.

2.1.3. Model Validation

In order to validate CFD calculations, simulations were carried out for the conditions
referred before in a channel similar to the one presented above but lengthier in the section
before the aneurysm to guarantee a fully developed flow in that region. Two tests in that
section were performed. First, velocity profiles were compared with the analytical solution
for a Newtonian fully developed flow in a circular pipe which can be determined by [53]:

v(r) = 2u
(

1 −
( r

R

)2
)

(2)

where v is the velocity, u is the mean velocity, R is the radius of the channel and r is the
radial position.
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In Figure 3, it is possible to verify the good agreement between numerical results and
analytic profile (mean relative error range between 2.4% and 2.6% for the three velocities),
which concludes that the numerical model predicts the local properties of the studied
flow well.

Figure 3. Velocity profile for fully developed Newtonian flow in the region before the aneurysm,
u = 88.8 mm/s.

The second test consists of the comparison between the obtained pressure drops and
predictions from the Haggen–Poiseuille equation [54]:

ΔP =
8ηLu

R2 ⇔ ΔP
L

=
8ηu
R2 (3)

where ΔP represents the pressure drop and L is the channel length. Once again, a good
agreement between pressure drop obtained by Equation (3) and numerical results was
found, as shown in Table 1.

Table 1. Pressure drop for fully developed Newtonian flows in the region before the aneurysm.

Re (ΔP/L)Equation (3) (Pa/m) (ΔP/L)numerical (Pa/m) Relative Error (%)

100 716.11 713.79 0.33
500 3580.54 3575.83 0.13

1000 7161.08 7364.60 2.84

2.2. Structural Simulations

The structural simulations were performed using the static structure of the Ansys
software. Initially, new material was inserted into the Engineering Data. The material
considered was Polydimethylsiloxane (PDMS) Sylgard 184, as it is a hyperelastic material,
as are the arteries. A stress/strain curve of the PDMS obtained by tensile testing was then
inserted into the properties and approximated by a hyperelastic model previously defined
in Ansys, Mooney–Rivlin parameter 5 model, which is a constitutive model adequate
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for this kind of simulation [55]. The Mooney–Rivlin constitutive law is described by
Equation (4):

Ψ = C10(I1 − 3) + C01(I2 − 3) + C20(I1 − 3)2 + C11(I1 − 3)(I2 − 3) + C02(I2 − 3)2 (4)

where Ψ is the strain energy density function; I1 and I2 are the strain constants; and C10,
C01, C20, C11 and C02 are the material parameters, which are determined using the data
obtained experimentally by tensile test.

In Figure 4, the approximation of the mentioned curve can be seen.

Figure 4. Approximation of the curve stress/strain by the Mooney–Rivlin 5 Parameter model.

The geometry for this simulation represents only the channel wall that has 0.15 mm
of thickness.

As the geometry for the flow simulations, this geometry was previously drawn in
Solidworks and later exported to Ansys. A tetrahedral mesh with an element size of 0.5 mm
was generated, with a total of 48,931 nodes and 24,370 elements. This mesh can be seen in
Figure 5a. Next, the boundary conditions were defined, fixed support was applied to the
sides of the model, and then the pressure imported from fluid simulations in Fluent was
applied to the inner wall of the channel. Figure 5b illustrates the pressure applied to the
channel wall.

(a) (b) 

Figure 5. (a) Mesh used for the outer part of the channel (wall); (b) pressure imported from fluent for
the structural static.
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Finally, the software was configured to calculate the solutions for displacement, strain,
the normal and shear stress.

3. Results

In this section, the results of the fluid flow simulations for different velocities and the
results of the structural simulations are presented.

3.1. Fluid Flow Analysis

Fluid flow simulations were carried out considering the positive z-axis as the main
flow direction, as shown in Figure 2.

3.1.1. Flow Patterns

The hemodynamic pattern was analyzed, and similarities were found between all the
studied flows (distinct inlet velocities and different rheological models). Figure 6 illustrates
the flow behavior for the four Re analyzed in the central plane at x position (x = 0). It is
clear that for Re = 1, the flow makes a smooth curvature, bypassing the geometry of the
aneurysm wall; in this case, there is no recirculation. However, for the other Re, which
has much higher flow velocities, recirculation inside the aneurysm is noted, which is more
pronounced as the number of Re increases.

Figure 6. Streamlines for different Re.

By observing the streamlines (Figure 7), two distinct sections can be considered con-
cerning flow behavior. In a region close to the inlet and outlet of the channel, the typical
behavior of laminar flow in a circular pipe was observed. However, when we move closer
to the bulge, the flow suffers a deviation in the direction of protuberance and vortex for-
mation inside it was observed. The last phenomenon is more pronounced for the higher
velocities, as already shown.
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Figure 7. Streamlines for Newtonian flow and Re = 500.

In Figure 8, it is also possible to verify the behavior described before. Lines 1 and 3
exhibits the typical shape of velocity profiles in a circular pipe, that is, symmetric profiles
about the center of the channel. The shape of these two profiles differs since the region
before the aneurysm is clearly a region of developing flow, and after the aneurysm, the
parabolic profile appears since flow is closer to a developed flow. This behavior is the
reason for using a lengthier channel for the model validation. It should be noted that for
lower velocity (88.8 mm/s), the difference presented and discussed in this paragraph was
not found, and two parabolic profiles were observed.

Figure 8. (a) Velocity profiles in three different regions of the channel for Newtonian model and
u = 444 mm/s. (b) Three cutting planes corresponding to the curves of (a), respectively.

The profile represented by line 2 in Figure 8 illustrates well the lower velocities in the
aneurysm. Moreover, it is possible to verify a little shift of the maximum velocity in the
bulge direction.

By comparing the obtained results for the same velocity inlet, considering and dis-
carding the non-Newtonian properties of the blood, the differences observed in velocity’s
magnitude could be neglected, which is the reason why the authors decide to present only
an example of profiles and streamlines.

3.1.2. Pressure

As observed for velocity, pressure distribution was also revealed to be almost indepen-
dent of non-Newtonian properties of the blood, as shown in Figure 9b. However, pressure
is always higher when blood rheology is described by the Carreau model.
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Figure 9. (a) Static pressure along the channel for Carreau model and different velocities. (b) Ratio
between static pressure for Carreau and Newtonian models.

In Figure 9a, static pressure along the channel is presented for the Carreau model. As
expected, pressure decrease in the flow direction, except in the region of the aneurysm
where pressure remains almost constant due to the increase of the cross-section of the
channel and velocity close to zero.

Pressure drop for all studied flows was determined and presented in Table 2. An-
alyzing the ratio between ΔP obtained, using Carreau model and Newtonian model as
constitutive models, a reduction in this ratio with the increase in Re, although they are all
very close to 1.

Table 2. Pressure drop for both rheological models.

Re ΔPCarreau (Pa) ΔPNewtonian (Pa) ΔPratio

100 46.73 37.64 1.24
500 290.41 274.81 1.06

1000 726.12 704.84 1.03

The influence of mean velocity in the ratios of pressure drop, as well as pressure, could
be explained by blood viscosity obtained with the Carreau model. As shown in Figure 10,
blood viscosity increase with the decrease in mean velocity and assume values higher than
the Newtonian viscosity (0.00345 Pa.s), which leads to higher pressure drops.

Figure 10. Viscosity in the central plane (x = 0) for non-Newtonian flows and distinct velocities.
(a) u = 888 mm/s; (b) u = 444 mm/s; (c) u = 88.8 mm/s.

13



Fluids 2022, 7, 100

As referred before, flow simulations were performed in order to find the blood pressure
in the wall (Figure 11) and use it as a boundary condition in the wall structural analysis.

Figure 11. Wall pressure distribution for Carreau model and u = 888 mm/s.

In Figure 12, static pressure obtained along the black line of Figure 11 is presented.
Once again, the decrease in pressure in the main flow direction was observed, except in
the region of the aneurysm. Here the pressure remains constant along with the bulge
and exhibits pronounced increases/decreases in the transition of the circular channel to
the aneurysm.

Figure 12. (a) Static pressure along the wall for Carreau model and different velocities. (b) Ratio
between wall’s static pressure for Carreau and Newtonian models.

The minimums observed in Figure 12 are in the transition from the circular duct to
the bulge, where blood viscosity obtained with the Carreau model moves closer to the
Newtonian viscosity, as could be verified in Figure 10.

3.2. Structural Analysis

The results of the channel wall structural simulations are presented below.
By observing Figure 13 below, it is possible to observe that the displacement along

the channel occurs in a similar way; in a qualitative perspective, this effect can also be
justified by the fixation support applied on the sides of the geometry during the modeling
of the problem, which causes that the total displacement values are null at the ends, but
do not affect the results in the aneurysm. Displacement values increase as the Reynolds
number increases.
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Figure 13. Total displacement: (a) Re = 1; (b) Re = 100; (c) Re = 500; (d) Re = 1000.

However, it is clear that at the dome of the aneurysm, there is a change in the behavior
of total displacement for each Re. The total displacement becomes more and more intense
on the sides of the aneurysm (areas of great effort) and is reduced at the top of the aneurysm.

Figure 14 shows the strain values. For these results, it is notorious both in the channel
and in the dome of the aneurysm the increase of strain as the inflow velocity is increased.
The highest strain values are concentrated in the transition zones, from channel to aneurysm
and from the aneurysm to channel.

 
Figure 14. Equivalent Elastic Strain: (a) Re = 1; (b) Re = 100; (c) Re = 500; (d) Re = 1000.
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In addition to displacement and strain, normal stress and shear stress values were also
computed. Next, the images of shear stress (Figure 15) and normal stress (Figure 16) for
the highest Re (Re = 1000) and the graph of normal stress for all analyzed Re (Figure 17)
are presented.

Figure 15. Shear stress to Re = 1000. (a) XY, (b) YZ and (c) XZ component.

Figure 16. Normal Stress to Re = 1000. (a) X, (b) Y and (c) Z axis.
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Figure 17. Normal stress as a function of Re.

The behavior of the shear stress changes according to the coordinates, with the change
close to the aneurysm being more noticeable (Figure 15). For shear stresses analyzed in
component XY, the highest stress values are in the channel zone below the aneurysm dome.
In the YZ component, the highest shear stress values are found in the channel along the
curvature of the aneurysm outlet. Additionally, in component XZ, the highest values are
near the neck of the aneurysm. By analyzing the mean of the values in each direction, we
have the highest mean shear stress in the YZ component, which is the flow direction within
the channel.

Figure 16 shows the results for normal stress. As can be seen, the normal stress is
more accentuated in the Z direction. The higher stress values are close to the aneurysm
entrance and exit. When we analyze the graph in Figure 17, with the mean stress values,
it is clear that the normal stress in Z, for all analyzed Re, has a greater relevance (higher
values) when compared to the other directions (X and Y).

4. Conclusions

The present work aimed to observe the flow behavior in an ideal intracranial aneurysm
using a Newtonian blood viscosity model and a non-Newtonian model (Carreau model).
In addition, the biomechanical behavior of the wall was analyzed.

By analyzing the distribution of velocities in the two rheological models, it was
observed that there was no significant difference in the magnitude of velocities. Regarding
the pressure distribution, despite the values being higher in the blood rheology described
by the Carreau model, this also proved to be almost independent of the non-Newtonian
properties of the blood. Hence, this result indicates that assuming the characteristics of
blood, being Newtonian fluid, is acceptable.

In order to obtain more insights into the hemodynamic behavior, different Re was
compared, from Re = 1 (without physiological relevance) to Re = 1000, in order to observe
the existence or not of recirculations inside the IA. With the obtained results, it was evident
that the increase in the number of Re makes the phenomenon of blood recirculation more
noticeable. There is only the formation of a vortex in the center of the aneurysm, which
becomes increasingly accentuated closer to the wall. Nevertheless, there is no formation of
additional vortex regions as the Re number increases. For Re = 1, the phenomenon of blood
recirculation does not appear due to the extremely low flow velocities at the channel inlet.

Regarding the structural analysis, it was observed that the displacement was maximum
on the sides of the aneurysm and in the passage from the channel to the aneurysm and
from the aneurysm to the channel, which are the areas where there is an abrupt change in
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geometry. Likewise, an increase in the Re leads to an increment of both normal stress and
shear stress values. However, for Re = 1, the stress was extremely low, with values close
to zero.

The normal stresses have shown more accentuated values at the Z direction, and the
shear stresses presented the highest values at the XY plane. Hence, the normal stresses
were higher at the transition region from the vessel to the aneurysm. Additionally, the shear
stresses were higher at the sides of the aneurysm. Note that the representation of the type
of distribution of the normal and shear stresses was similar to the tested Reynolds numbers.

Although in the present work, a simplified vessel model was used, this does not
withdraw the validity of results since the form and geometry of the blood vessel vary
from patient to patient. The use of a more realistic vessel, for example, constructed from
2D medical images obtained by computed tomography, gives more precise information
regarding this patient. In the near future, it is intended to perform this comparison.
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Abstract: Cerebral aneurysms are pathological dilatations of the vessels supplying the brain. They
carry a certain risk of rupture, which in turn, results in a high risk of mortality and morbidity. Flow
diverters (FDs) are high-density meshed stents which are implanted in the vessel segment harboring
an intracranial aneurysm to cover the entrance of the aneurysm, thus reducing the blood flow into
the aneurysm, promoting thrombosis formation and stable occlusion, which prevents rupture or
growth of the aneurysm. In the present study, the blood flow in an idealized aneurysm, treated with
an FD stent and a regular stent (RS), were modeled and analyzed considering their design, surface
area porosity, and flow reduction to investigate the quantitative and qualitative effect of the stent
on intra-aneurysmal hemodynamics. CFD simulations were conducted before and after treatment.
Significant reductions were observed for most hemodynamic variables with the use of stents, during
both the peak systolic and late diastolic cardiac cycles. FD reduces the intra-aneurysmal wall shear
stress (WSS), inflow, and aneurysmal flow velocity, and increases the turnover time when compared
to the RS; therefore, the possibility of aneurysm thrombotic occlusion is likely to increase, reducing
the risk of rupture in cerebral aneurysms.

Keywords: cerebral aneurysms; CFD; flow diverter stent; hemodynamics

1. Introduction

Cerebral aneurysms present a disease characterized by the local dilatation of arterial
walls in the intracranial vasculature that generally occur on arterial curves and bifurcations
in the circle of Willis [1]. The aneurysm may rupture and cause subarachnoid hemorrhage,
which is associated with high mortality and morbidity [2]. A clinical study [3] reports that
about 2% to 5% of the population is carrying such intracranial aneurysms.

In clinical practice, cerebral aneurysms are occasionally being discovered more fre-
quently because of enhanced and widely utilized imaging technologies. Understanding the
hemodynamic mechanisms involved is crucial for reducing the risk of rupture and hemor-
rhage in cerebral aneurysms and for identifying effective treatment options. Numerical
methods may also offer good support for the medical treatment of brain aneurysms.

There are two approaches to effectively treating brain aneurysms. The first one is
via clipping the aneurysmal neck and the other is via endovascular intervention. The
advantage of the endovascular treatment is the fact that there is no need to do a craniotomy,
exposing the surface of the brain vessel. Large or giant aneurysms, defined as wide-necked,
dissecting, and fusiform aneurysms having a diameter ≥25 mm, are considered more
challenging and less tractable to the traditional endovascular coiling [4]. While stent-
assisted coiling and balloon-assisted coiling are alternative techniques developed to deal
with such complex aneurysms, they offer less than desired efficacy, given their high rate
of recanalization [5,6], and the flow diverter stent represents a paradigm change, with
the intervention carried out in the parent artery [7,8]. The FD stent is a well-established
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method of endovascular reconstruction and aneurysm occlusion for large and complex
intracranial aneurysms, with an overall porosity metallic mesh set in the parent artery
to reduce the blood flow in the intracranial aneurysm to the point of stagnation and
continuous aneurysmal thrombosis [9]. This phenomenon is affected by the metal surface
area coverage provided by the stent. Rather than porosity, the pore density of the flow
diverters seems to be a critical factor modulating device capability [10].

Computational techniques offer new capabilities in healthcare provision for cerebral
aneurysms. The availability of a simulation tool for the flow diverter is extremely useful to
support the decisions of treatment options by medical experts and to develop and optimize
new implant designs.

Among several hemodynamic parameters that are discussed as key factors in the
initiation, development, or rupture of intracranial aneurysms, one of the most studied
parameters is the WSS. High or low local values of the WSS and non-uniform distribution
of instability are negative conditions for the development of an aneurysm. Low WSS may
lead to the spatial disorganization of endothelial cells and a dysregulation of antioxidant
and anti-inflammatory mediators, resulting in arterial wall remodeling [11]. Consensually,
high WSS may lead to the initiation of aneurysm formation, but its influence on growth
and rupture is largely unknown. Tremmel et al. [12] suggest that both high WSS and low
WSS could lead to rupture and growth of the aneurysm. Jou et al. [13] found that ruptured
aneurysms had low WSS, whereas Shogima et al. [14] and Cebral et al. [15] suggested that
high WSS was associated with ruptured aneurysms.

Several cerebral aneurysms have been effectively treated with flow diverter devices [16–21],
albeit there have been reports of problems connected to late rupture [22–25]. These issues show
that the aneurysms are not immediately protected following the procedure. Therefore, obtaining
stable aneurysm occlusion quickly is necessary to improve the success of these treatments.

Goubergrits et al. [26] numerically studied the hemodynamic changes in the flow
diverter device compared with a non-flow diversion device, rather than another stent;
therefore, there is no information regarding the blood flow viscosity assumption. They
conclude that the stenting does not affect the pressure in the cerebral aneurysm post-
treatment, but significantly alters intra-aneurysmal hemodynamics through flow reduction
and a change in flow pattern. Jou et al. [27] analyzed the flow behavior in a giant aneurysm
using a CFD simulation, and they show that flow impingement is pointed as a significant
factor for aneurysm initiation, growth, and burst. An impingement index is utilized to
evaluate the size and effectiveness of flow impingement. However, the analysis was
performed on pre-stent giant aneurysms. Chien et al. [28] investigated the hemodynamics
of small unruptured and ruptured aneurysms at the same anatomical location, using
simulation tools, and they concluded that the wall shear stress is an important parameter
related to the development and rupture mechanism in brain aneurysms. This study shows
the relevance of WSS, but considered only small aneurysms. Bouillot et al. [29] compared
the hemodynamic characteristics in only medium-sized untreated cerebral aneurysm before
and after the treatment with stents with different porosities. CFD simulations and particle
imaging velocimetry (PIV) showed quantitative and qualitative evidence of the pressure
and shear rate mechanisms driving the flow for both pre- and post-stent treated aneurysms,
which is consistent which the findings in the present study.

Previous studies [30] show that the risk of rupture in large and giant aneurysms
is higher than in small aneurysms. However, there are no studies regarding several
hemodynamic changes in giant cerebral aneurysms treated with stents of different porosities
and the non-Newtonian blood flow model.

The present numerical study investigates, in detail, the effect of stent porosity on
hemodynamics in an idealized giant sidewall, wide-neck aneurysm. It might lead to a
better understanding of failed aneurysm occlusion with flow-diverter stents.
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2. Materials and Methods

2.1. Vascular Modeling and Stent Geometry

An idealized giant saccular brain aneurysm, cf. Figure 1, is designed based on a 3D
rotational angiography. A spherical aneurysm with a diameter of 33 mm is located at 2.0 mm
above a straight cylindrical artery of diameter 4.5 mm. The distance of the artery inlet to the
aneurysm proximal is 52 mm, and the length of the aneurysm distal to the artery outlet is also
52 mm. Thus, the inlet and outflow conditions were imposed far away from the location of
the aneurysm, and the flow characteristics in the aneurysm were not affected.

 
Figure 1. Idealized model of an idealized saccular giant brain aneurysm.

Two stents with meshes made of cylindrical metal wires are considered which fit the
shape of the parent artery. Their geometrical configuration is summarized in Figure 2 using
a stent unit cell [31]. The stent with a low metal coverage proportion is called a regular
stent (RS), and that with a high metal coverage proportion is known as a flow diverter stent
(FD). The porosity ε, cf. Figure 2, of a stent is given by

ε =
Swm

Ss
(1)

where Swm is the surface area of the stent without the material, Ss the surface area of the
stent, and ε is the porosity.

 

Figure 2. Geometrical configuration [31] of the RS and the FD.

2.2. Numerical Grid and Mathematical Model

The computational meshing is created using the octree technique by the mesh gen-
erator software ICEM CFD v.19.2 (ANSYS Inc, Canonsburg, PA, USA). Due to the rapid
variations of the hemodynamic parameters near the arterial wall, the numerical meshing
consists of five prismatic layer elements near the wall surface, which are combined with
tetrahedron grid cells into the flow region. Concerning the parent artery segment, covered
with the stent devices, only tetrahedron grid cells are created. The distance of the first layer
to the vessel surface is fixed to 0.01 mm with an average nodal space, increasing by a ratio
of 1.2.

For the stent, the numerical grid is refined until the computed flow field is independent
of the number of grid nodes. For the configuration with the regular stent, 11.4 million, and
for the flow diverter, 11.9 million cells are used. The maximum velocities values obtained
by the meshes were observed, and a difference of less than 2% was found in the results. For
the untreated aneurysms, a similar mesh density (6.2 million) was computed to maintain
the consistency between the huge number of elements. The stents have no deformation,
due the flow interactions.
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The blood flow is assumed as incompressible, and the unsteady Navier–Stokes equations
are solved using the continuity and momentum equations [32,33], which are as follows

∇·u = 0 (2)

ρ

(
∂u

∂t
+u·∇u

)
= −∇p +∇·τ (3)

where u is the fluid velocity field, ρ is the fluid density, and p is the static pressure. τ is the
deviatoric stress tensor

τ = μ
( .
γ
)(∇u +∇uT

)
, (4)

where the superscript T denotes the transposed tensor and μ is the shear-dependent
dynamic viscosity, cf. Equation (5).

The discretized governing equations are solved using the finite volume-based soft-
ware platform OpenFOAM V3.1 (OpenCFDLtd, London, England), where a second-order
upwind scheme for the convective terms is used, and a semi-implicit method for pressure-
linked equations coupled with a solution scheme based on the algebraic multi-grid method
is activated.

To close the system of equations, a constitutive law must be given to calculate the local
fluid dynamic viscosity. The blood rheology literature provides a robust indication that the
non-Newtonian behavior of the blood flow cannot be ignored [34]. Mainly, for predicting
the risk of rupture in brain aneurysms, the accurate understanding of quantities such as the
WSS and pressure distribution are crucial. Here, we assume the power-law Carreau–Yasuda
viscosity model [35], a non-Newtonian viscosity model, to simulate shear-thinning blood,
given by

μ = μ∞ + [μ0 − μ∞]
[
1 +

((
λ

.
γ
)2
)]( a−1

2 )
], (5)

where μ0 = 0.0456 Pa·s and μ∞ = 0.0032 Pa·s are the asymptotic viscosities at zero and for
infinite shear rate, respectively. The shear rate, which is a scalar measure of the strain rate
tensor, is represented by

.
γ. The relation time constant λ equals 10.03 s, and the power law

index a is 0.344 [32].
In the present calculations, the inlet flow rate has been found [36] to be equal to the

average values of the flow velocity in the internal carotid artery. A zero-pressure condition
was used at the outlet. All the vascular walls are assumed rigid, with a no-slip boundary
condition. In contrast to the substantial vessel wall motions in the aortic artery, the radial
dilation of the arteries in the circle of Willis does not increase by more than 10% of its
diameter [37].

The wall shear stress (WSS), recognized as one of the main risk factors for the
aneurysm’s initiation, growth, and rupture, is analyzed [38]. The WSS is a viscous force,
consisting of the tangential component of the stress tensor applied on the arterial wall. The
stress tensor σ is given by [32]

σ = pI − τ (6)

where I is the identity tensor.
Thus, the WSS is represented by

σn − (σn·n)n = τn − (τn·n)n (7)

where n is the normal vector to the arterial wall. σn and τn are the normal components of
the stress and deviatoric tensors, respectively.

The intra-aneurysmal flow activity describes the aneurysm’s hemodynamics, which
is quantified through the averaged magnitude of flow velocity in the aneurysm and the
vorticity contours, which will be analyzed in the Results section. The wall distribution of
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the static pressure in both the untreated and treated aneurysm will also be studied. To
quantify the stasis of the flow inside the aneurysm, the turnover time is given by

tt =
Vaneurysm

ϑinflow
(8)

which is defined as the volume of the aneurysm divided by the aneurysmal volumetric
inflow rate at the neck. The magnitude of the average flow velocity is calculated to indicate
the flow activity inside the aneurysm.

3. Results and Discussion

Simulations are performed for the untreated aneurysm (UA), the aneurysm with a
regular stent (RS), and with a flow diverter stent (FD), cf. Figures 1 and 2, to calculate the
change in the intra-aneurysmal hemodynamics.

Speaking of the saccular intracranial aneurysms, measurement at the neck is impor-
tant to identify the characteristics of the blood flow entering and exiting the aneurysm
sac, providing more information about the growth of the aneurysm sac in time, without
changing its shape. The dome is the region at which most ruptures occur. To investigate the
rupture risk, knowing the hemodynamic properties in this area is necessary. Additionally, a
change in the hemodynamics from the neck to the dome (i.e., measurements performed in
the middle segment of the sac) could clarify the growth pattern, secondary bleb formation,
and rupture risk of the aneurysm.

First, the maximum value of the WSS magnitude on the aneurysmal wall will be
analyzed at the different cross-sections, as shown in Figure 3, i.e., at the neck of the
aneurysm (A-A’), in the center (B-B’), and in the dome (C-C’). Tables 1 and 2 show the
maximum value of the WSS magnitude on the aneurysmal wall for the UA, RS, and FD for
the systolic (0.17 s) and diastolic (0.78 s) cardiac flow, respectively. A strong reduction in
the WSS for the different cross sections, for both the regular stent and the flow diverter, is
observed. However, the WSS reduction of the flow diverter during the peak systole is more
significant (up to 99.2% in the dome).

 

Figure 3. Giant cerebral aneurysm divided into three different cross sections.

Table 1. WSS for the systolic cardiac flow.

UA RS FD

A-A’ 13.2000 Pa 2.6000 Pa (−80.3%) 1.3000 Pa (−90.1%)
B-B’ 0.4500 Pa 0.0660 Pa (−85.3%) 0.0400 Pa (−91.1%)
C-C’ 0.1800 Pa 0.0310 Pa (−82.7%) 0.0015 Pa (−99.2%)

Table 2. WSS for the diastolic cardiac flow.

UA RS FD

A-A’ 1.620 Pa 0.8800 Pa (−45%) 0.2400 Pa (−85%)
B-B’ 0.0380 Pa 0.0043 Pa (−88.7%) 0.0043 Pa (−88.7%)
C-C’ 0.0130 Pa 0.0018 Pa (−86.1%) 0.0001 Pa (−99.2%)
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The huge variation in the reduction in the WSS between the RS and the FD occurs
during diastolic cardiac flow in the aneurysm’s neck, where the RS shows a decrease in
WSS of 45% and of 85% for the FD, respectively, compared to the untreated aneurysm.
However, during the diastole, the WSS reductions in the center of the aneurysm are similar
for the RS and the FD (88.7%), and present a significant discrepancy in the aneurysm neck,
with 45% for the RS and 85% for FD.

Figures 4 and 5 show the velocity contour and streamlines, respectively, of the systole,
and Figures 6 and 7 display the corresponding plots for the diastole. The contour plots
show the cut at the mid-plane (B-B’), cf. top parts of Figures 4 and 6, as well as a zoom of
the neck region in the lower parts of those figures. The velocity streamlines refer to the
3D situation. Each figure shows the flow in the untreated aneurysm (left), the aneurysm
treated with a regular stent (center), and treated with the flow diverter (right). Note that
Figures 5 and 7 show the placement of the RS (center) and the FD (right), which are omitted
in Figures 4 and 6 for a better visibility of the flow pattern in the aneurysm neck.

 

Figure 4. Velocity contour at the mid plane (top) and the zoom view of the velocity contour (bottom)
of the UA (left), RS (center), and FD (right) at peak systole.

Figure 5. Velocity streamlines of the (left) UA, (center) RS, and (right) FD at peak systole.

 
Figure 6. Velocity contour at the mid plane (top) and the zoom view of the velocity contour (bottom)
of the UA (left), RS (center), and FD (right) at late diastole.
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Figure 7. Velocity streamlines of the (left) UA, (center) RS, and (right) FD at late diastole.

During the systole, the flow within the untreated aneurysm is characterized by a
regular vortex located at the center of the aneurysm, cf. Figure 5, with inflow at the distal
and outflow at the proximal edge of the neck. After the treatment with the regular stent,
the flow pattern has similar characteristics as seen in the UA, with a slight displacement of
the vortex towards the outflow of the cerebral aneurysm. After the FD implant, the flow
field shows a separation of the vortex, where the main vortex circulates inwards towards
the proximal side of the neck, as seen in the UA and RS situations, and a separated vortex
rotates outwards from the proximal towards the distal side of the neck. The zoom view of
the velocity contour plots in Figure 4 shows the strong impact of both the RS and the FD on
the flow field in the neck of the aneurysm, which is accompanied by a strong decrease in
blood flow into the cerebral aneurysm: the flow is shifted from the neck of the aneurysm
towards the parent artery, and the performance of the stent devices is obvious. Note how
the struts of the stent affect the velocity flow field. Notice that in the outflow region of the
aneurysmal neck, the velocity profiles in both aneurysms treated with the RS and the FD,
the flow widens somewhat upward, showing the critical region where a risk of rupture
may occur in aneurysms treated with stent devices.

The flow diverter’s pore size, albeit sufficiently small to achieve flow re-channeling, is
large enough to provide a scaffolding for the growing of endothelial and neointimal tissue
across the aneurysmal neck [39]. Regarding the flow direction, the intensity of this effect is
proportional to the stent porosity.

For the diastole shown in Figures 6 and 7, the flow field in the UA is characterized by
a regular vortex, which is slightly displaced towards the outflow of the aneurysm, with
inflow at the distal and outflow at the proximal side of the neck. The velocity streamlines
after the implant of the RS reveal some flow division close to the aneurysm’s neck, where
the fluid circulates counterclockwise towards the distal inflow and clockwise towards the
proximal outflow. This flow alteration is accompanied by a strong reduction in the absolute
blood flow velocity in the aneurysmal neck and a shift of the peak values towards the
parent artery. Both effects are strengthened by the implant of the FD, which shows its
superior performance over the RS in this region. Thus, the numerical results clearly show
that the flow impingement on the aneurysmal wall in the distal neck region reduces with
decreasing stent porosity.

With the decrease in stent porosity, the magnitude of the vortical flow is decreased.
Figures 8 and 9 show the vorticity contours at the different cross sections marked in Figure 3.
The magnitude of the vorticity perpendicular to the plane is displayed, where blue and red
colors indicate clockwise and counterclockwise rotation, respectively. For all cross-sections,
the magnitude of the vorticity is significantly reduced through the deployment of the RS
and the FD; note the different scales used at the different cross-sections.

During the systole, inside the aneurysm, the rotation occurs from the proximal to
distal for the UA, RS, and FD cases, to the neck, middle, and dome cross sections, as shown
by Figure 8. During the diastole, as shown in Figure 9, the rotation pattern is the same,
except for FD middle and dome of the aneurysm, which shows the direction from the distal
to the proximal within the aneurysm.
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Figure 8. Vorticity contour at different cross-sections of the (left) UA, (center) RS, and (right) FD at
peak systole.

 

Figure 9. Vorticity contour at different cross-sections of the (left) UA, (center) RS, and (right) FD at
late diastole.

The static pressure on the distal neck was decreased after both the RS and the FD
implant, for both systole and diastole, as shown in Figures 10 and 11. The mean static
pressure in the middle and in the dome of the aneurysmal is not significantly affected by the
implant treatment. The primary aim of the stent intervention is the prompt and extensive
aneurysmal occlusion by improving the flow diversion, consequently creating favorable
conditions to generate aneurysmal thrombotic occlusion, as well as the reconstruction of
the parent vessel. An increase in the turnover time, will increase the intra-aneurysmal
thrombotic activity, consequently providing a better chance of a successful treatment [40].
The turnover time increases with decreasing stent porosity, as shown in Figure 12. For the
UA, a turnover time of 0.63 s is obtained, and it reaches a maximum of 1.4 s after the RS
implant and 2.1 s after the FD treatment, respectively, for the systolic cardiac flow. For the
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diastole, the RS had a turnover time of 3.8 s and after the FD, 6.8 s, starting from 2.1 s for
the UA. Thus, the FD again shows its superior performance compared to the RS.

 

Figure 10. Pressure contour at the mid plane of the UA (left), the RS (center), and FD (right) at
peak systole.

 

Figure 11. Pressure contour at the mid plane of the UA (left), RS (center), and FD (right) at late diastole.

  
(a) (b) 

Figure 12. (a) Turnover time of the UA, RS, and FD at peak systole and late diastole and (b) average
intra-aneurysmal velocity magnitude of the UA, RS, and FD at peak systole and late diastole.

The turnover time increases with decreasing stent porosity, as shown in Figure 12a. For
the UA, a turnover time of 0.63 s is obtained, and it reaches a maximum of 1.4 s after the
RS implant and 2.1 s after the FD treatment, respectively, for the systolic cardiac flow. For
the diastole, the RS had a turnover time of 3.8 s and after the FD, 6.8 s, starting from 2.1 s
for the UA. Thus, the FD again shows its superior performance compared to the RS. The
average intra-aneurysmal flow, as shown in Figure 12b, decreases with an increased stent
porosity. This reduced aneurysmal inflow can accelerate the blood clotting condition and the
thrombotic occlusion in the aneurysm [41].

For the systole, the average of the flow velocity within the UA is 0.43 m/s, for the RS
it is 0.23 m/s, and for the FD, 0.15 m/s is obtained. Considering the diastolic cardiac cycle,
the average of the intra-aneurysmal flow for the UA is 0.13 m/s, for the RS it is 0.09 m/s,
and 0.05 m/s for the FD. The WSS is higher on the distal neck compared to the proximal
neck region of the aneurysm. With the RS implant, the WSS exhibits a strong reduction at
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the neck, middle, and dome areas of the aneurysm, for both the systole and diastole cardiac
flows. However, with the FD implant, the reduction in the WSS is even more significant,
avoiding the impact of the WSS on the distal aneurysmal wall.

In the untreated aneurysm, for both the systole and the diastole, the blood inflow
into the aneurysm occurs with strong impingement on the distal aneurysmal wall, in a
counterclockwise intra-aneurysmal flow. This flow entering the aneurysm is both pressure-
and viscous shear-driven, as described by Meng et al. [42]. For the regular stent, a reduction
in the velocity gradient occurs, and thereafter, a decrease, but not a complete extinction,
in the inflow jet on the distal aneurysmal wall is observed. The implantation of the
flow diverter obstructs the flow at the aneurysm neck, promoting a lower shear stress
transmission, eliminating the inflow jet at the distal wall, and causing a rise of the pressure
gradient along the parent artery. The pressure drives the circulating fluid inward and
outward from the brain aneurysm at the distal and proximal sides, respectively.

The pattern of the velocity streamlines is consistent with the PIV experiments per-
formed by Bouillot et al. [43], for the UA, RS, and FD. An exception is noted in the
streamlines after the FD for the systole, which for that PIV experiments, showed com-
plete dissolution of the single vortex, which does not happen in the present situation, where
the single vortex resides with magnitude; however, the single vortex strongly reduces
at all cross sections. These differences may be due the different sizes of the aneurysms
studied, with a medium size for the experiment and a giant size in the present study. In the
medium-sized aneurysm, the intracranial aneurysmal pressure is higher than the pressure
at the proximal neck and lower than the pressure at the distal neck, causing a clockwise
flow in the aneurysm. In the present giant aneurysm, a partial clockwise vortex is created
beneath the center of the aneurysm, because the intra-aneurysm pressure is only slightly
higher than that at the aneurysm proximal neck, which is not sufficient to create a complete
clockwise flow within the aneurysm. Thus, in the giant cerebral aneurysm, there is an
occurrence of both clockwise and counterclockwise flows in the intracranial aneurysm. The
FD implantation is effective in reducing the velocity magnitude within the intracranial
aneurysm, but it does not cause extinction of the single vortex in the giant aneurysm.

In agreement with the studies presented by Kerl et al. [44] and by Larrabide et al. [45],
the intra-aneurysmal mean static pressure was not affected by the stents devices deployed,
except for a small pressure change at the distal neck region. This change in pressure is due
to stagnation of impingement flow in that region.

The difference in the reduction in the aneurysm inflow and the flow activity after
the implantation of the regular stent and flow diverter stent is a key factor for thrombus
formation inside the aneurysm. As the average intra-aneurysmal flow velocity decreases,
the turnover time flow increases in an inverse proportion, and therefore, the chance of
aneurysm thrombotic occlusion is likely to increase [12]. A delay at the complete aneurysm
occlusion exposes the patients to prolonged use of blood-thinners, which in the meantime,
could increase the risk of bleeding [46].

4. Limitations and Outlook

There are a few limitations in the present study, such as the assumption of the absence
of fluid-structure interaction between the flow and the aneurysm [47,48], and the stent
and the vessel. Furthermore, we are considering the flow as a single phase, neglecting the
thrombus formation and growing effects and interaction with the stent. Further studies
are planned to involve in-vitro and in-vivo 4D flow magnetic resonance imaging patient-
specific image models to validate the simulations.

5. Conclusions

The flow diverter effectively reduces the wall shear stress and the blood flow velocity,
while also providing a structure that supports the endothelization and reconstruction of
the parent vessel. This device also decreases the vorticity magnitude and relocates the
center of the vorticity in the intracranial aneurysm. The implantation of the FD does not
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affect the static cerebral aneurysm pressure. It was observed that due its low porosity, the
use of the FD greatly improves the performance compared to the RS, promoting a more
efficient reduction in the aneurysm inflow, in addition to an increase in the higher turnover
time, and consequently, a gradual thrombosis formation. The hemodynamic alterations
in the cerebral aneurysm blood flow dynamics by the deployment of the stent have the
potential to induce intra-aneurysmal thrombosis, which is the objective of this treatment
paradigm. Further studies are necessary to correlate hemodynamics with intra-aneurysmal
thrombosis and to determine the optimum stent design for cerebral aneurysm applications.
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Abstract: Flow diverter stents (FDS) are increasingly used for the treatment of complex intracranial
aneurysms such as fusiform, giant, or wide-neck aneurysms. The primary goal of these devices
is to reconstruct the diseased vascular segment by diverting blood flow from the aneurysm. The
resulting intra-aneurysmal flow reduction promotes progressive aneurysm thrombosis and healing
of the disease. In the present study, a numerical investigation was performed for modeling blood
flow inside a patient-specific intracranial aneurysm virtually treated with FDS. The aim of the study
is to investigate the effects of FDS placement prior to the actual endovascular treatment and to
compare the effectiveness of devices differing in porosity. Numerical simulations were performed
under pulsatile flow conditions, taking into account the non-Newtonian behavior of blood. Two
possible post-operative conditions with virtual stent deployment were simulated. Hemodynamic
parameters were calculated and compared between the pre-operative (no stent placement) and
post-operative (virtual stent placement) aneurysm models. FDS placement significantly reduced
intra-aneurysmal flow velocity and increased the Relative Residence Time (RRT) on the aneurysm,
thus promoting thrombus formation within the dilatation and aneurysm occlusion. The results
highlighted an increase in the effectiveness of FDS as its porosity increased. The proposed analysis
provides pre-operative knowledge on the impact of FDS on intracranial hemodynamics, allowing the
selection of the most effective treatment for the specific patient.

Keywords: hemodynamics; intracranial aneurysm; flow diverter stent; image-based computational
fluid dynamics (CFD); patient-specific modelling; wall shear stress (WSS); oscillatory shear index
(OSI); endothelial cell activation potential (ECAP); relative residence time (RRT)

1. Introduction

Intracranial aneurysms (IA) are pathological dilatations of the arterial wall in the
intracranial vasculature, most frequently observed in curves and bifurcations in the circle
of Willis. They have a 3–5% incidence in the adult population [1].

Based on their shape, they are categorized into saccular and non-saccular types. Most
IA remain asymptomatic during the lifetime of the patients. Nevertheless, if they rupture,
subarachnoid hemorrhage occurs, which is associated with a high mortality and morbidity
rate [2].

The evaluation of the risk of intracranial aneurysm rupture is still difficult and con-
troversial. Several studies have suggested that hemodynamic changes associated with
arterial dilatation might play an important role in aneurysm rupture. Many hemodynamic
parameters have been correlated with the growth and rupture of the cerebral aneurysm,
including low and/or high wall shear stress (WSS) and blood recirculation [3]. During
the cardiac cycle, the luminal arterial surface is constantly subjected to the action of shear
stress as a result of the blood flow. The temporal and spatial variations in WSS significantly
affect the rates at which endothelial cells are remodeled, so that they are hypothesized to be
associated with the growth and rupture of the intracranial aneurysm [4–6]. Conventionally,
these vascular lesions were treated by surgical clipping or endovascular coiling. Insertion
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of coils promotes blood coagulation inside the aneurysm, reducing inflow into the arterial
dilatation. Consequently, the aneurysm is gradually excluded from the main blood stream,
and the risk of rupture decreases [7]. Nowadays, treatments include flow diverter stents,
which offer a minimally invasive alternative to traditional methods, especially for giant or
fusiform aneurysms and those with a wide neck that might be untreatable by conventional
coiling [8]. The primary function of flow diverters is to redirect the flow reaching the
aneurysm towards the original stream direction, decreasing inflow into the dilatation. This
allows for reducing blood recirculation into the aneurysm, inducing a gradual thrombosis
with subsequent healing of the disease [9]. The final result of the endovascular treatment
will depend on the efficacy of the selected FDS. Thus, it is relevant to investigate the effect
of different FDS on the aneurysmal hemodynamics in order to evaluate their efficacy.

Flow diverter stents can differ in porosity and pore density. The first is defined as the
ratio of the metal-free surface area to the total surface area of the stent, the second indicates
the number of pores per unit surface area [10]. Recently, several computational investi-
gations analyzed the influence of stent porosity on the effectiveness of the endovascular
treatment and the hemodynamic changes deter-mined by FDS placement [11–13].

Despite the interest of recent findings, some limitations recur in the numerical investi-
gations on the FDS efficacy for the treatment of intracranial aneurysms. Many hemody-
namic studies on cerebral aneurysms treated with flow diverter stents consider idealized
models, disregarding the influence of real patient-specific geometries on WSS and the
associated hemodynamic indices [14–18]. Furthermore, most numerical simulations of in-
tracranial aneurysm hemodynamics model blood as a Newtonian fluid. This last hypothesis
significantly affects the computational results since the characteristics of blood flow strongly
depend on the rheological properties of the blood, and evidence for non-Newtonian be-
havior of intracranial blood flow was recently confirmed from Doppler ultrasonography
measurements conducted in the cerebral arteries of 16 selected patients [19]. Furthermore,
several researchers avoid the complex virtual reconstruction of the flow diverter stent and
simulate the FDS as a porous medium with porosity and permeability equivalent to those
of the actual FDS [11,20–22]. This kind of approach considers the flow through a medium
with uniform spatial characteristics, whereas the mesh of flow diverter stents can be coarser
in some regions and denser in others, influencing blood flow dynamics.

At last, it should be noted that, although FDS represents an effective alternative to
conventional treatments, postoperative complications have been reported [23,24]. Further-
more, no firm conclusion has been reached yet about hemodynamic changes inside the
aneurysm once flow diverting devices are placed into the diseased artery. For all these
reasons, a better understanding of the effect of FDS placement in the intracranial aneurysm
is critical for evaluating the most effective aneurysm treatment and planning surgery.

Taking into account the previous considerations, an accurate image-based computa-
tional investigation was performed for transient modeling of the blood stream inside a
patient-specific intracranial aneurysm treated with flow diverter stents. The aim of the
present study was to investigate the effects of FDS placement prior to the actual endovas-
cular treatment and to compare the effectiveness of devices differing in porosity. In this
way, it was possible to provide valuable insight into the most effective way to achieve the
desired therapeutic outcome.

The patient-specific aneurysm model was derived from Computed Tomography An-
giography (CTA) images. Following the reconstruction of the intracranial aneurysm, two
FDS geometric models, differing in porosity, were realized. The flow diverter stents that, in
the actual treatment, would be implanted in the patient-specific aneurysm were virtually
inserted within the aneurysm, thus simulating real endovascular treatment.

Subsequently, the effect of FDS placement on the aneurysm hemodynamics was
analyzed. The effectiveness of the devices was compared based on their ability to redirect
blood flow towards the parent flow direction and exclude the aneurysm from blood
circulation. For this purpose, numerical simulations were performed under pulsatile
flow conditions in the pre-operative model (IA without stent placement) and in the post-
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operative ones (IA virtually treated with FDS deployment). Blood was modeled as a
non-Newtonian fluid using the Carreau rheological model. As time-averaged wall shear
stress (TAWSS) was found to play an important role in aneurysm growth, rupture, and
thrombosis [2,3,24], hemodynamic parameters including TAWSS, oscillatory shear index
(OSI), and endothelial cell activation potential (ECAP) were compared between the pre-
operative and post-operative models. In addition, instantaneous velocity streamlines were
analyzed. At last, a further hemodynamic parameter, the relative residence time (RRT),
was evaluated to quantify the tendency toward thrombus formation and consequently the
healing of the disease. This index made it possible to estimate the relative time that blood
resided close to the aneurysmal wall. It was found to be a fundamental indicator of altered
aneurysm hemodynamics and thrombus deposition [25–27], thus allowing the evaluation
of the FDS’s effectiveness.

Importantly, the methodology used for the FDS reconstruction and its deployment
in a real (non-ideal) patient-specific geometry allowed for evaluating the effect of FDS
placement on the hemodynamics of the intracranial aneurysm and identifying the most
effective treatment.

2. Materials and Methods

2.1. Intracranial Aneurysm and FDS Reconstruction Process

The first step to simulating the pulsatile blood flow inside patient-specific aneurysms
is their accurate geometrical reconstruction. In this study, the intracranial aneurysm model
was derived from anonymous patient data received in Digital Imaging and Communica-
tions in Medicine (DICOM) format from “Università Cattolica del Sacro Cuore, Policlinico
A. Gemelli”, Italy. Informed consent was obtained from the patient. Computed Tomog-
raphy Angiography revealed the presence of a saccular aneurysm in the vertebral artery,
with a maximum diameter of about 14 mm and a wide neck of approximately 10 mm.
No radiological signs of rupture were found. Endovascular repair with the deployment
of a flow diverter stent was indicated for the aneurysm treatment. The procedures for
patient-specific aneurysm reconstruction from the CTA images and FDS reconstruction are
illustrated below.

First, a rough 3D model was reconstructed from the CTA data using the image analysis
software ITK-SNAP (v.3.6.0). Subsequently, smoothing of the arterial wall was performed
using the Meshmixer software (v.3.5). At last, further post-processing was performed with
the software Vascular Modeling Toolkit (VMTK, v.1.4.0) to obtain the final model of the
patient-specific aneurysm. In this last step, cylindrical flow extensions were added at the
inlet and outlet of the aneurysm model to reduce boundary effects on numerical results and
allow the flow to become fully developed before affecting the aneurysmal dilatation. Once
the processing of CTA images was completed, the SpaceClaim software (v.2022 R1, ANSYS
Inc., Canonsburg, PA, USA) was used to extract the luminal surface of the aneurysm,
which was needed to perform the numerical simulations. The main steps of the aneurysm
reconstruction process are shown in Figure 1.

Following the reconstruction of the patient-specific aneurysm, two FDS geometric
models differing in porosity were created using DesignModeler software (v.2022 R1, ANSYS
Inc., Canonsburg, PA, USA). The flow diverter stents that, in the actual endovascular
treatment, would be implanted in the patient-specific aneurysm have been virtually inserted
within the vascular model.

The method of realizing and inserting flow diverter stents into the patient-specific
IA model required several steps. First, an unperforated reference tube, representing the
scaffold of the flow diverter stent, was realized using DesignModeler software, approxi-
mately following the centerline of the non-dilated vessel. Then, several circular contours
identifying the hypothetical healthy artery were placed inside the aneurysmal dilatation,
as shown in Figure 2a. These circles identified the “skeleton” of the reference tube and
allowed its reconstruction (Figure 2b).
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Figure 1. Schematic workflow chart of the intracranial aneurysm reconstruction from CTA images:
(a) Volume rendering of the patient-specific intracranial aneurysm; (b) rough segmentation; (c) smoothing
of the luminal surface; (d) insertion of extensions and global smoothing; (e) patient-specific final model.
The arrows indicate the flow direction.

Figure 2. (a) Patient-specific aneurysm and circles identifying the “skeleton” of the reference tube;
(b) patient-specific aneurysm with the reference tube representing the scaffold of the flow diverter
stents; (c) section view of the patient-specific aneurysm with virtual FDS placement.

The initial and final cross-sections of the reference tube were made equal to those of
the healthy artery. The surface of the scaffold in the initial area, to a limited extent, was
accurately superimposed on the arterial wall. Checking the adherence between the scaffold
surface and the vessel surface in the initial area of the scaffold (before the aneurysm
dilatation) limited leakage problems and ensured the correct functionality of the flow
diverter. Thus, preliminary tests were performed to determine the correct placement of the
scaffold in the dilated artery.

Subsequently, suitable Boolean subtraction operations allowed the holing of the reference
pipe to obtain two FDS models, named FD1 and FD2, which had the same pore density but
differed in porosity. The FDS porosity was calculated by the ratio of the void surface area to
the total surface area of the devices, that is, the surface of the reference tube. The porosity of
the reconstructed FD1 and FD2 stents was equal to 76% and 49%, respectively.

Each FDS model was virtually deployed in the previously reconstructed patient-
specific aneurysm, thus simulating the clinical endovascular treatment. The deployment
of the flow diverter devices inside the intracranial aneurysm was achieved using a fur-
ther Boolean subtraction operation. In particular, the considered flow diverter stent was
subtracted from the aneurysmal geometry, thus obtaining the final computational fluid
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domain corresponding to the intracranial aneurysm with virtual implantation of the flow
diverter stent (Figure 2c).

2.2. Governing Equations and Numerical Setup

The mass and momentum conservation equations for incompressible fluids and negli-
gible gravity forces are [28]:

∇·→u = 0 (1)
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D, where μ is the dynamic viscosity of the fluid and

.
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shear rate. The system of Equations (1) and (2), with the associated boundary and initial
conditions, determines the blood flow inside the aneurysm.

The pulsatile nature of the blood flow was modeled by assigning physiological bound-
ary conditions. A no-slip condition,

→
u = 0, was imposed on the arterial wall of the

patient-specific models; a time-dependent velocity v = v(t) was uniformly assigned at the
inlet; and the pressure p = 100 mm Hg was prescribed at the outlet of the aneurysm models,
that is, in the cases with and without FDS placement. Since the patient-specific velocity
waveform was not available, a typical flow-rate waveform for the vertebral cerebral artery
was taken from the literature [29]. Then, the inlet area of the patient-specific aneurysm
was used to calculate the time-dependent velocity waveform, which was assigned at the
inlet of the models (Figure 3). The period of the velocity waveform was equal to 0.8 s,
the maximum velocity occurred at the systolic peak instant t = 0.16 s, and the minimum
velocity was observed at the diastolic instant t = 0.432 s. Further significant instants were
considered for describing hemodynamics inside the aneurysm, as illustrated in Figure 3.
The instants t = 0.096 s, t = 0.112 s, and t = 0.208 s referred to the systolic phase; the instant
t = 0.64 s referred to the diastolic phase.

Figure 3. Pulsatile velocity waveform assigned at the inlet of the IA models. Red points indicate the
instants of the cardiac cycle selected for the hemodynamic investigation.
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The non-Newtonian rheological properties of blood were taken into account. The
shear-thinning behavior of blood was modeled by the Carreau model, using the following
relationship for the dynamic viscosity μ:

μ
( .
γ
)
= μ∞ + (μ0 − μ∞)

[
1 +

(
λ

.
γ
)2
] n−1

2 (3)

where μ0 = 0.056 kg/(m·s) is the viscosity at zero shear rate
.
γ, μ∞ = 0.0035 kg/(m·s) is the

viscosity for an infinite shear rate, λ = 3.313 is the relaxation time, and n = 0.3568 is the
power-law index [30].

A laminar blood flow was assumed, as suggested by the low value of the averaged
Reynold number Re = ρUD/μ, which is based on the diameter D of the healthy artery at
the model inlet (D = 0.00427 m) and the time-averaged velocity U assigned at the inlet
(U = 0.1034 m/s). Assuming the blood density ρ = 1060 kg/m3 and the dynamic viscosity
μ = μ∞ = 0.0035 kg/(m·s), the averaged Reynolds number is about Re ≈ 134, and the
maximum Reynolds number, corresponding to the systolic peak velocity, is Remax ≈ 257.
Furthermore, the rigid wall assumption was made.

A computational investigation was performed for modeling blood flow in the patient-
specific aneurysm under pulsatile flow conditions. The analyzed cases referred to the
pre-operative vascular geometry obtained from the image segmentation process and the
simulated post-operative ones obtained by virtual placement of the FD1 and FD2 stents in-
side the aneurysm. The numerical simulations were performed using ANSYS Fluent.v.2022
R1 [31]. The SIMPLE (Semi-Implicit Method for Pressure-Linked Equations) method for the
pressure-velocity coupling and a second-order upwind scheme for the spatial discretization
of momentum were adopted [32]. For the discretization of the temporal terms, a first-order
implicit method was used.

The cardiac cycle was divided into 100 time-steps of 0.008 s, and 200 iterations were
performed for each time step. The convergence criteria were set such that the residuals of
velocity components and continuity were below 10−5 at each time-step. To minimize the effect
of initial numerical transients at the beginning of the computation, three cardiac cycles were
simulated, and only the third cycle was considered for the hemodynamic analysis.

The computational domains associated with the pre-operative condition (IA with no
FDS placement) and the post-operative ones (IA with FD1 placement and IA with FD2
placement) were discretized into a large number of tetrahedral computational cells. The
size of the mesh elements in the lumen was the same in all cases. However, in the cases of
FD1 and FD2, the mesh was refined in the proximity of the devices.

2.3. Mesh Convergence Analysis

The size of the mesh elements can greatly affect the accuracy of numerical solutions.
Therefore, a mesh sensitivity analysis was performed for each IA model to ensure that the
numerical results were not sensitive to the mesh size. For the mesh independence study,
TAWSS values were monitored for different mesh sizes along a curve located in the middle
of the aneurysmal surface. Figure 4 shows the comparison of the TAWSS values along the
selected curve for the last three mesh sizes considered. The values refer to the analyzed
cases, that is, the pre-operative model and the two post-operative ones. As the number of
mesh elements increased, a greater agreement between the TAWSS profiles was observed,
and a mesh independence condition could be assumed (Figure 4). As a further validation of
the mesh independence, Table 1 shows the influence of the mesh size on the instantaneous
WSS value averaged on the artery wall for the considered models. The values refer to
the systolic peak instant. In all cases, only a minimal variation of less than 1% was found
between the WSS values associated with the two last meshes, i.e., the meshes with the
largest number of elements.

39



Fluids 2023, 8, 189

Figure 4. Dimensionless TAWSS along the middle curve in the patient-specific aneurysm for three
different mesh sizes (coarse, medium, and fine): (a) pre-operative model with no FDS placement,
number of mesh elements approximately equal to 1 × 106, 2 × 106, and 3 × 106; (b,c) post-operative
models with FD1 and FD2 placement respectively, number of mesh elements approximately equal to
2 × 106, 3 × 106, and 4 × 106 in both cases.
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Table 1. WSS at the systolic peak instant (t = 0.16 s), averaged on the artery wall, for different numbers
of mesh elements in the pre-operative IA model and in the two post-operative ones.

No FDS Placement FD1 Placement FD2 Placement

Elements
(approximate

number)
WSS (Pa)

Elements
(approximate

number)
WSS (Pa)

Elements
(approximate

number)
WSS (Pa)

1 × 106 1.24014 2 × 106 1.2718 2 × 106 1.22263
2 × 106 1.23136 3 × 106 1.23366 3 × 106 1.21016
3 × 106 1.24095 4 × 106 1.2331 4 × 106 1.2181

The results shown in Table 1 and the good correspondence in the TAWSS profiles
for the highest numbers of mesh elements suggested the choice of the optimal mesh. In
particular, the final mesh in the absence of flow diversion devices reached approximately
3 × 106 elements, as opposed to approximately 4.1 × 106 and 4.3 × 106 elements in the
presence of FD1 and FD2 devices. These values were obtained using an element size equal
to 0.12 mm in the lumen for all cases and 0.05 mm in the vicinity of the flow diverter devices
for FD1 and FD2 cases.

Figure 5 shows the computational mesh generated in the case of virtual FDS placement
(post-operative condition) and the refinement near the flow-diverting stent. The finer mesh
cells locate the FDS position.

Figure 5. Mesh view of the cross section identified by the blue line in the intracranial aneurysm in
the case of FDS placement. The finer mesh cells locate the position of the flow diverter stent.

2.4. Hemodynamic Parameters

To analyze the effect of FDS placement in the patient-specific aneurysm, the hemo-
dynamic indicators TAWSS, OSI, ECAP, and RRT were calculated. These time-averaged
parameters are able to quantify the unsteady nature of blood flow and were found to be
essential for describing the altered hemodynamics in intracranial aneurysms after FDS
implantation and evaluating the performance of the devices.

The time-averaged wall shear stress TAWSS furnishes the average over the cardiac
cycle of the magnitude of the WSS vector, i.e.,

TAWSS =
1
T

∫ T

0

∣∣∣∣−−−→WSS
∣∣∣∣dt

where T is the period of the cardiac cycle and
−−−→
WSS indicates the instantaneous wall shear

stress vector.
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The oscillatory shear index OSI is a non-dimensional parameter that takes into account
directional changes of the WSS vector during the cardiac cycle with respect to the dominant
direction of the flow [33].

OSI =
1
2

⎛
⎜⎜⎝1 −

∣∣∣∣∫ T
0

−−−→
WSS dt

∣∣∣∣∫ T
0

∣∣∣∣−−−→WSS
∣∣∣∣dt

⎞
⎟⎟⎠

OSI values range from 0 to 0.5. Unidirectional shear stress, corresponding to a zero
OSI value, is related to a healthy condition, while a high OSI value was recognized as
inducing an inflammatory response of the artery wall [34].

Another important hemodynamic parameter is the endothelial cell activation potential
(ECAP), which correlates the TAWSS values with the OSI values:

ECAP = OSI/TAWSS

This parameter is generally used to characterize the “thrombogenic susceptibility” of
the aneurysm wall. The knowledge of the ECAP distribution allows us to locate areas with
high ECAP values. These regions are exposed to both high OSI and low TAWSS at the same
time, which identifies conditions of endothelial susceptibility [35,36].

Furthermore, according to Himburg and co-authors [25], the residence time of particles
near the vessel wall can be evaluated using the RRT index:

RRT =
1

(1 − 2·OSI)·TAWSS
=

1

1/T
∣∣∣∣∫ T

0

−−−→
WSS dt

∣∣∣∣
(4)

This last parameter allows us to quantify the reduction of the velocity of blood flow
in the aneurysmal dilatation, thus identifying the possibility of thrombus formation and
subsequent aneurysm healing. For this reason, it is particularly useful for determining the
effectiveness of flow-diverting devices.

3. Results and Discussion

The primary function of flow diverters is to optimally alter the hemodynamics within
the aneurysm sac, reducing flow recirculation and allowing for thrombus formation within
the aneurysm. The results of the computational investigation highlighted that in the
absence of FDS, the flow pattern in the aneurysmal sac was characterized by a single large,
organized vortex at each instant of the cardiac cycle. The blood recirculating region was
characterized by a counterclockwise vortex, as depicted in Figure 6, at a selected instant of
the cardiac cycle.

Figure 6. The 2D and 3D streamlines in the patient-specific aneurysm without stent placement at the
instant t = 0.208 s of the cardiac cycle. The arrows highlight the direction of blood flow, coming from
the parent artery, through the aneurysm dome, and towards the outlet.
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3.1. FDS Effects on Blood Flow

The deployment of the flow-diverting devices in the patient-specific geometry signifi-
cantly altered the aneurysm hemodynamics. Figure 7 shows the time-averaged velocity
contours on a longitudinal cross-section of the intracranial aneurysm in the analyzed
conditions: the pre-operative condition, i.e., aneurysm with no FDS placement, and the
simulated post-operative conditions, i.e., virtual placement of the FD1 and FD2 stents,
respectively. The presence of flow diverter stents redirected blood flow within them, thus
reducing the enlargement of the fluid vein in the dilatation, dampening the region of high
velocity in the inflow zone, and restoring the original healthy stream direction, as shown
in Figure 7. The results of the numerical investigation highlighted a significant decrease
in the time-averaged velocity inside the aneurysm after FDS implantation and a greater
blockage of blood supply to the aneurysm for the lower-porosity FD2 stent.

 

Figure 7. Time-averaged velocity contours on a longitudinal cut plane in the patient-specific intracra-
nial aneurysm in the cases of aneurysms with no stent placement, with FD1 stent placement, and
with FD2 stent placement. The inflow zone is the area of the aneurysm neck where the blood flow
enters the aneurysm.

The instantaneous velocity contours on the longitudinal section of the aneurysm
confirmed the diversion of blood flow from the aneurysmal sac in the majority of the
cardiac cycle (Figure 8). It is interesting to note the FDS efficacy in reducing velocity
inside the aneurysmal dome in almost all phases of the cardiac cycle, that is, in the systolic
acceleration phase, the diastolic minimum, and the late diastole phase. On the contrary, in
the absence of FDS placement, extensive regions of high velocity values were observed in
the aneurysm dome, as depicted in the first column of Figure 8. At the systolic peak instant
(t = 0.16 s), the FDS efficacy in decreasing the high-velocity regions in the dome was less
than in the other instants, as the flow diverting devices were not able to completely contain
inside them the incoming fast flow. However, unlike the other phases of the cardiac cycle,
this instant was not associated with a large recirculation involving the entire aneurysm
dome, as shown in Figure 9.

The last consideration suggested that the effectiveness of the devices for the treatment
of intracranial aneurysms could be better evaluated by considering additional hemody-
namic indicators able to take into account the complexity of the blood flow. With this aim,
the distribution on the aneurysm surface of the time-averaged parameters TAWSS, OSI,
ECAP, and RRT was evaluated in order to quantify the tendency toward thrombus forma-
tion and the consequent evaluation of the FDS efficacy. In addition, streamline evolution
during the cardiac cycle was analyzed. The knowledge of the flow evolution during the
cardiac cycle was significant because recirculating flow associated with low TAWSS has
been considered responsible for the deterioration of the arterial wall [37,38]. In particular,
the dynamics of the recirculation regions give rise to non-physiological WSS, which in turn
appears to be negatively correlated with thrombus deposition [39].
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The 2D streamline evolution during the cardiac cycle is illustrated in Figure 9. In
addition, Figure 10 shows the 3D streamlines in the considered models at the instants of
systolic peak (t = 0.16 s) and diastolic minimum (t = 0.64 s).

 

Figure 8. Velocity magnitude contours on the longitudinal section of the intracranial aneurysm at the
selected instants of the cardiac cycle. The first column refers to the pre-operative condition (absence
of FDS placement); the second and third columns refer to the simulated post-operative conditions,
that is, FD1 and FD2 placement, respectively.
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Figure 9. The 2D streamlines evolution during the cardiac cycle in the patient-specific aneurysm
without a flow diverter stent (first column), with the FD1 stent placement (second column), and the
FD2 stent placement (third columns). The streamlines were colored by the local velocity magnitude.
The same number of streamlines was considered in all three cases.

At the selected instants of the cardiac cycle, different flow patterns were observed.
The flow distribution in the longitudinal plane revealed a large recirculation area in the
aneurysm that was found at all instants of the cardiac cycle in the absence of FDS treatment
(Figure 9, first column). Referring to this pre-operative condition, it can be observed as
follows. A counterclockwise recirculation area involved the entire aneurysm dome at all
instants of the cardiac cycle except the instant of the systolic peak. In the presence of
this large vortex, the flow pattern was divided into two separate regions: a recirculating
region confined to the aneurysm dome and an underlying fluid vein advancing in the
original stream direction. In the phase of systolic acceleration, the pre-existing vortical
region emerging from the previous cycle was reduced due to the action of the blood flow
entering the aneurysm that compressed the vortex region, confining it to the top of the
dome (Figure 9, t = 0.112 s). At the instant of the systolic peak, t = 0.16 s, only a small
recirculating region caused by flow detachment from the wall was observed. This vortex
was confined to the proximal area of the aneurysm by the fast blood flow advancing in the
mainstream direction that widened into the dilatation. As the velocity assigned at the inlet

45



Fluids 2023, 8, 189

of the IA model decreased (during the cardiac cycle), the vortex gradually widened to the
entire aneurysm dome (Figure 9, t = 0.208 s). In the last phase of the cardiac cycle, the low
velocity inlet values characterizing the late diastole allowed for the maintenance of a large
recirculating region at all instants of the diastolic phase, as shown in Figure 9 for t = 0.432 s
and t = 0.64 s. In this phase, a single large vortex was observed, caused by the slow flow
entering the dilatation distally and flowing back along the aneurysm wall.

 

Figure 10. The 3D streamlines in the patient-specific aneurysm without a flow diverter stent (first
column), with the FD1 stent placement (second column), and the FD2 stent placement (third columns)
at the systolic peak instant t = 0.16 s and the diastolic minimum instant t = 0.64 s. The streamlines
were colored by the local velocity magnitude. The same number of streamlines was considered in all
three cases.

Figure 10 shows the 3D streamlines at the systolic peak instant t = 0.16 s and the
diastolic minimum instant t = 0.64 s in the considered pre- and post-operative models of
the intracranial aneurysm.

The presence of flow diverter stents significantly altered the described blood flow
dynamics. The flow redirection effect, due to the FD1 or FD2 placement, determined a
substantial reduction in flow recirculation and velocity magnitude inside the aneurysm, as
depicted in the second and third columns of Figures 8–10. The lower porosity of the FD2
stent enhanced this effect, determining a further decrease in the velocity values inside the
aneurysm and preventing or weakening the formation of the vortex region.

3.2. Hemodynamic Parameters

The hemodynamic parameters averaged over the cardiac cycle were significantly
modified by the virtual deployment of the flow diverter stents. The distributions of
TAWSS, OSI, ECAP, and RRT for the pre-operative model of the aneurysm and the post-
operative ones are shown in Figure 11. After FDS placement, significant increases inside
the aneurysm were observed for all hemodynamic indices except TAWSS, which, on the
contrary, decreased on the surface of the aneurysm (Figure 11). In fact, the flow redirection
effect due to the stent placement translated into a reduction of TAWSS values on the
aneurysmal dome, determining an advantageous effect on the aneurysmal flow pattern.
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Figure 11. TAWSS, OSI, ECAP, and RRT contours on the luminal surfaces of the patient-specific
aneurysm in the pre-operative condition (absence of FDS placement, first column) and in the consid-
ered post-operative conditions (FD1 and FD2 flow diverter placement, second and third columns,
respectively). The red circle highlights the high RRT values due to the FD1 placement.

Furthermore, the alteration of the flow due to the FDS treatment produced an elevation
of the OSI and modified its distribution on the aneurysm wall. The higher OSI values
observed in the dome indicated remarkable fluctuations of the WSS vector during the
cardiac cycle in the aneurysm.

Numerical results highlighted that the high OSI region increased with the increase
in the FDS porosity, that is, in the case of the FD1 placement. However, high OSI alone
is not sufficient for identifying critical regions for thrombus formation, while the regions
where both high OSI and low TAWSS were found, have a high probability of thrombus
deposition [39]. Thus, the ECAP parameter was analyzed since it combines the effects of OSI
and TAWSS, taking into account the level of the shear and its oscillatory character [36]. As
well documented in the literature, this parameter is an appropriate hemodynamic indicator
for identifying the endothelial susceptibility of the aneurysm wall [35]. The deployment of
FD1 and FD2 stents in the parent vessel harboring the aneurysm resulted in a substantial
increase in the ECAP values, especially at the top of the aneurysmal dome. Again, the
higher porosity of the FD1 stent, which was less effective in reducing intra-aneurysm
velocity and recirculation, determined a greater increase in the high ECAP region than in
the FD2 case.
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At last, a substantial increase in RRT on the aneurysm wall compared to the pre-
operative condition was found in the presence of FDS placement, as shown in the last row
of Figure 11 and in the different aneurysm views illustrated in Figure 12.

 

Figure 12. RRT contours on the luminal surfaces of the patient-specific aneurysm in the considered
cases: absence of FDS placement, FD1 flow diverter placement, and FD2 flow diverter placement.
The red circle highlights the high RRT values due to the FD1 placement.

The extensive regions with high RRT observed in the presence of FDS treatments
indicated blood flow stagnation in the aneurysmal dome and suggested the formation of
thrombogenic conditions advantageous for aneurysm occlusion, confirming the efficacy
of the FDS treatments. The use of the FD1 stent, characterized by the higher porosity,
enhanced this beneficial effect, further increasing the residence time of blood (RRT) in the
neighborhood of the vascular endothelium, as depicted in the last row of Figure 11 and in
Figure 12. Although the higher porosity of this stent partially allowed blood inflow into
the aneurysm, the more extensive regions of high RRT suggested the FD1’s greater efficacy
in producing blood thrombosis and aneurysm occlusion.

3.3. Study Limitations

The main assumptions adopted in the current study are analyzed in the following.
Because the patient-specific velocity profile was not available, a pulsatile velocity wave-

form typical of the vertebral artery was taken from the literature and used as inlet boundary
condition for the computational models. Despite the fact that patient-specific inflow is
desirable for flow simulations in patient-specific analysis, the use of a literature waveform
does not limit the validity of the numerical investigation since patient-specific inlet wave-
forms minimally affect the hemodynamics of patient-specific intracranial aneurysms [40].
Confirming this, a recent study conducted on 156 intracranial aneurysms indicated that
patient-specific inflow boundary conditions may not be a must-have condition in CFD
simulations, and hemodynamic parameters associated with rupture are the same using
patient-specific and generalized inflow boundary conditions [41].

Another assumption that may affect the results of this study is the hypothesis of a rigid
wall of the aneurysm, although it is commonly adopted in most computational studies on
the hemodynamics of cerebral aneurysms. This assumption is justified by the loss of elastic
lamina and substantial variability in collagen architecture found in cerebral aneurysms, which
results in reduced wall compliance [42,43]. On the other hand, fluid–structure interaction
investigations, which account for wall compliance, require information on patient-specific
material properties of the arterial wall, including aneurysm wall stiffness, thrombus properties,
and the local thickness of the aneurysm wall. These quantities are difficult to evaluate,
and the lack of this information can result in marked differences in the distributions of the
fundamental hemodynamic parameters. As an example, accounting for non-uniform wall
thickness distribution in fluid-structure simulations, strong differences were found in the
wall stress distribution, and much higher stress values were found in the rupture site of an
intracranial aneurysm compared to a configuration with constant wall thickness [44]. Future
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studies will address these limitations. Furthermore, it could be interesting to investigate the
influence of pore density on the efficacy of the FDS endovascular treatment.

4. Conclusions

In recent years, flow diverting devices have become an effective alternative to con-
ventional treatments of intracranial aneurysms. Understanding FDS’s effectiveness in
inducing aneurysm occlusion may be fundamental for treatment planning. To achieve
this aim, a computational investigation of the hemodynamics of a patient-specific intracra-
nial aneurysm reconstructed from medical images and virtually treated with FDS was
performed. The FDS porosity was taken into account as it plays a crucial role in the effec-
tiveness of the device. This parameter affects the stent’s ability to redirect blood flow away
from the aneurysm into the parent artery. A low porosity is desirable, but if the porosity
is too low, the stent might become too rigid for deployment. Two possible post-operative
conditions were simulated, with the deployment of flow diverter stents differing in poros-
ity. A comparison of the devices in modifying cerebral aneurysm hemodynamics was
analyzed. The flow diverter stents were virtually implanted in the parent vessel harboring
the aneurysm, with the devices covering the entire neck area. The placement of the devices
determined a substantial reduction in flow recirculation and velocity magnitude inside the
aneurysm. A reduction of the TAWSS values and an increase in the OSI and ECAP values
were found. In particular, the relative residence time RRT on the aneurysmal wall markedly
increased, indicating blood flow stagnation in the dome and thrombogenic conditions for
the aneurysm occlusion.

Interestingly, the different impact of the considered flow diverter stents on the aneurys-
mal hemodynamics. An increase in the region occupied by higher RRT was observed for
an increase in the porosity of the flow diverter device, that is, for virtual implantation of
the FD1 stent. Although this higher porous stent was less effective in decreasing flow recir-
culation and velocity within the aneurysm dome, it determined more marked increases in
the ECAP and RRT values on the aneurysm wall, thus resulting more effective in thrombus
formation and aneurysm occlusion.

At last, the current study highlighted how a computational investigation of the effects
of FDS placement performed before the actual surgical procedure can provide valuable
information on the most effective treatment to achieve the desired therapeutic result.
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Abstract: Blood flow dynamics plays a crucial role in the growth and rupture of abdominal aortic
aneurysms. The aim of this study was to analyze the possibility of predicting aneurysmal rupture by
numerical investigations based on diagnostic images. The blood flow dynamics was analyzed in a
patient-specific abdominal aortic aneurysm, reconstructed from CT images of an aneurysm while it
was rupturing. The patient-specific geometry was virtually repaired in order to obtain a non-ruptured
model representative of the geometry immediately preceding the rupture. To reproduce physiological
conditions, numerical simulations were performed under pulsatile flow conditions, and blood was
modelled as a non-Newtonian fluid, using the Carreau rheological model. Hemodynamic parameters
that influence the rupture of the aneurysm were investigated, and their possible association with
vascular disease was discussed. The results of the numerical simulations indicated regions of
slow recirculation and low values of Time Averaged Wall Shear Stress (TAWSS) in the region of
rupture. Unlike literature results, a high Oscillatory Shear Index (OSI) was not clearly found in this
region. Nevertheless, just in the region where the rupture will occur, high values of Endothelial
Cell Activation Potential index (ECAP) were found. This index is therefore extremely significant for
assessing the vulnerability of the aortic wall and locating the critical rupture region.

Keywords: abdominal aneurysm; computational fluid dynamics; wall shear stress; oscillatory shear
index; patient-specific modelling

1. Introduction

Abdominal aortic aneurysms (AAAs) are pathological dilatations of the abdominal
aorta, which represent a life-threatening condition, as their rupture is often lethal. They
involve an increase in diameter above 50% with respect to the diameter of the healthy aorta,
which is about 2.0 cm in the abdomen [1,2].

Surgery is generally recommended if the maximum aortic diameter exceeds 5.0 cm in
women and 5.5 cm in men, or if the maximum diameter shows a growth rate greater than
0.5–1.0 cm in one year [3,4].

Nevertheless, rupture of small and medium abdominal aortic aneurysms is found as
well as perfect integrity of large AAAs over long periods [2,5–10]. Consequently, maxi-
mum AAA diameter cannot be the only indicator to predict the AAA’s rupture and plan
the surgery.

A rupture potential index (RPI), defined as the ratio of the locally acting wall stress to
the wall strength, was firstly proposed by Vande Geest et al., which found for ruptured
aneurysm a mean RPI value equal to 0.48 [11]. This index was found to be high in ruptured
aortic aneurysms. The evaluation of this index allowed a significant differentiation of
the risk of rupture for diameters in the range of 55–75 mm, for which the criterion of the
maximum diameter was not always useful [12]. Although this index and some others can
help to predict AAA rupture risk, their validation is often difficult. Furthermore, they are
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often based only on mechanical quantities without considering the effect of the pulsatile
flow that interacts with the arterial wall.

Actually, intraluminal thrombus (ILT) accumulation and progression of the AAA
pathology determine variations in the physiological geometry of the artery, which result
in a disturbed blood flow. The perturbed flow plays in turn a crucial role in the growth
of the abdominal aortic aneurysm (AAAs) and contributes to the progression of the AAA
pathology. In fact, it indirectly determines damage to the endothelium and increases the
degeneration of the arterial wall.

As matter of fact, the biological relevance of the wall shear stress (WSS) and its
relationship with the endothelium was largely emphasized [13]. Changes in magnitude and
direction of the WSS vector act on blood vessels owing to the presence of the endothelial
cells, which form the inner lining of the vessel walls. WSS sensed by endothelial cells
plays an important role in the development, remodeling and maintenance of the vascular
system [13]. Non-physiological shear stress associated with the perturbed flow in the
aneurysm correlates with atherosclerotic lesion, as well documented in literature [14,15].
This non-physiologic shear stress was also indicated to promote the growth and possible
rupture of the aneurysm [16].

Deterioration of the arterial wall was also associated with low Time Averaged Wall
Shear Stresses (TAWSS) and recirculating blood regions [16–19]. While unidirectional
wall shear stress characterizes healthy regions of the arterial wall, regions exposed to
disturbed flow conditions are associated with Oscillatory Shear Stress (OSI), which induces
monocyte adhesion in endothelial cells and inflammatory response [20]. In abdominal
aortic aneurysms, compared to healthy aorta values, lower WSS and higher OSI have
been found [18]. However, some contradictory results were found, since ILT growth was
observed in regions of low OSI [21,22].

To help clinicians in the difficult decision on the need for surgery, this study highlights
how some hemodynamic parameters can provide useful indications for the prediction of
aneurysm rupture.

In particular, numerical simulations of the blood flow have been employed to investi-
gate the relationship between hemodynamics and aneurysm rupture. A patient-specific
model of an abdominal aortic aneurysm was reconstructed from a CT angiography of a
ruptured aneurysm, obtained immediately after the rupture in the Hospital of the Univer-
sity of Siena (Italy). The geometry of the aneurysm immediately preceding the rupture
was assumed to be similar to the ruptured geometry since it does not change significantly
during the rupture. Based on this hypothesis, the patient-specific model reconstructed from
the CT diagnostic images was virtually repaired, and a non-ruptured model, which was
representative of the geometry immediately preceding the rupture, was used to investigate
the blood flow dynamics.

Numerical simulations in physiological conditions of pulsating motion were carried
out, and hemodynamic parameters that can predict possible rupture of the aneurysm
were analyzed. In particular, 2D streamlines on suitable longitudinal cross-sections were
studied throughout the cardiac cycle. Moreover, hemodynamic quantities that can help
in identifying artery regions that could be subject to rupture, i.e., time-averaged velocity,
TAWSS, OSI, and Endothelial Cell Activation Potential (ECAP), were evaluated.

This work is organized as follows. Firstly, in paragraph 2, the methods and setting
up of the study are presented. In particular, the procedure for the 3D reconstruction of the
pre-rupture patient-specific aneurysms from the CT images is described, and the governing
equations and hypotheses for the numerical fluid dynamics model are furnished. Special
attention is also paid to the fluid dynamics parameters used to describe the blood flow in
the aneurysm, providing a physics-based interpretation of their role. In paragraph 3, the
main results obtained from the computational investigation are presented, with the aim of
a better understanding of the blood flow in the AAA’s pre-rupture condition. Finally, some
concluding remarks are provided, taking into account the link between the hemodynamic
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fields and the presence and position of rupture regions. In particular, the important role of
the ECAP index was highlighted.

It is important to underline the innovative methodology used to obtain the pre-rupture
model of the aneurysm, which allows a hemodynamic investigation in an unruptured
aneurysm in impending rupture, with the advantage of knowing the real future position of
the rupture region.

The results of this work highlight the importance of a patient-specific fluid dynamics
investigation to predict a possible rupture of the aneurysm and to aid clinicians in the
difficult decision regarding the need for surgery.

2. Materials and Methods

2.1. Pre-Rupture Patient-Specific Model Reconstruction

To simulate the pulsatile blood flow in diseased arteries, accurate reconstruction of the
patient-specific model is a fundamental step, as it furnishes the computational domain to be
used in the numerical investigation. Incorrect segmentation leads to incorrect hemodynamic
analysis which results in wrong conclusions in the assessment of the progression of the
disease. The method of reconstruction of the patient-specific geometry from the CT images
used in this work is illustrated below.

The AAA model was derived from patient data selected from the clinical case database
of the Vascular Surgery Unit, Department of Medicine, Surgery and Neuroscience, Uni-
versity of Siena, Italy. The clinical history was the following. An 81-year-old woman was
admitted to the emergency department with abdominal pain. A thoracoabdominal com-
puted tomography angiography was performed, and the exam highlighted the presence of
an infrarenal abdominal aortic aneurysm with no radiological signs of rupture or impend-
ing rupture. The patient was hospitalized to perform in the following days an endovascular
repair of the AAA with the implantation of a bifurcated aortic endograft. [23,24]. In the next
hours, the patient started to be hemodynamically unstable with significant hemoglobin loss.
In this light, an emergent CT was repeated that revealed a clear rupture of the AAA. The
subject gave informed consent to use data for research purposes at the moment of hospital
admission. The ethical committee of the hospital was informed of the no-experimental,
retrospective analysis of the case, and no objections were raised.

The Angio-CT of the ruptured aneurysm was used for the 3D model reconstruction.
As illustrated, the Angio-CT was acquired immediately after the rupture of the aneurysm.
Since it is reasonable that the geometry of the aneurysm does not change significantly
immediately before and after the rupture, the CT scans of the ruptured aneurysm were
considered representative of the conditions immediately preceding the rupture. Based on
this assumption, the ITK-SNAP software (v.3.8.0) was used for the segmentation process,
in order to reconstruct the pre-rupture geometry, i.e., the geometry that immediately
precedes the rupture. Therefore, a first coarse model of the luminal surface of the rupturing
patient-specific aneurysm was obtained. The region of rupture, which corresponds to the
leakage of blood, was artificially closed and smoothed, by the Meshmixer 3.5 software
(http://www.meshmixer.com/ (accessed on 7 October 2021) Autodesk, Inc., San Rafael,
CA, USA). In this step of model reconstruction, visceral arteries and minor arteries that
branch off the aorta were occluded to simplify the model, and the blood flow was confined
into the aorta.

A further pre-processing phase of the aneurysm model reconstruction was made using
the open-source VMTK software (Vascular Modeling Tool Kit, version 1.4.0) in order to
obtain the final geometry of the pre-rupture aneurysm. In this step, a global smooth of
the luminal surface was made, and cylindrical flow extensions were added at the inlet
and outlets of the patient-specific model. The insertion of the artificial extensions reduces
boundary effects on numerical results and allows the flow to become fully developed before
affecting the aneurysmal dilatation [25,26].

The final refined model, in STL format, reflects all the patient-specific morphological
features of the examined abdominal aneurysm and allows analyzing the effects of hemody-
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namics on its rupture. Once the preliminary process on medical images was completed,
the specific geometry of the aneurysm was imported into SpaceClaim software (ANSYS
Inc., 2020 R2), which allowed extracting surfaces from the STL file. The main steps of the
aneurysm model reconstructions and the final pre-rupture geometry are shown in Figure 1.

Figure 1. Main steps of the patient-specific aneurysm reconstruction from the Angio-CT medical
images of a ruptured aneurysm: (a) rough segmentation (ITK_SNAP), (b) virtual repair and cut of
minor arteries (Meshmixer), (c) global smooth (VMTK) (d) insertion of extensions (VMTK), (e) surface
extraction (SpaceClaim).

2.2. Governing Equations and Numerical Setup

To achieve reliable results on the influence of hemodynamics on the growth and
rupture of abdominal aortic aneurysms, numerical simulations of blood flow in aneurysms
must be carried out considering the complexity of the physical problem. In the abdominal
artery, the flow is pulsating, the blood is characterized by non-Newtonian rheological
behavior, and the patient-specific aneurysmal geometries are extremely complex and must
be accurately reconstructed. The above considerations were taken into account in the
present computational investigations.

The governing equations of the fluid dynamics problem are the mass and momentum
conservation equations, which for incompressible fluid and negligible gravity force are [25]:

∇·→u = 0 (1)

ρ(
∂
→
u

∂t
+

→
u ·∇→

u ) = −∇p+∇·τ (2)

where
→
u is the velocity vector, p the pressure, and ρ the density of the fluid. The devi-

atoric stress tensor τ is a function of the strain rate tensor D, according to the relation
τ = 2 μ

( .
γ
)

D, where μ is the dynamic viscosity of the fluid,
.
γ is the shear rate, and

D = (∇→
u +∇→

u T)/2.
The assigned boundary conditions are:

→
u = 0 on the wall of the patient-specific model

(no-slip condition), a flat (plug) velocity profile v = v(t) normal to the inlet section, and a
time-dependent pressure p = p(t) at the outlet sections (Figure 2).

The system of Equations (1) and (2), with the associate boundary and initial conditions,
determines the blood flow. It was numerically solved using the computational fluid
dynamics software ANSYS Fluent (v. 2021 R2). A first order implicit method was used for
the discretization of the temporal terms, the SIMPLE (Semi-Implicit Method for Pressure
Linked Equations) scheme was used for the pressure-velocity coupling, and a second order
upwind scheme was selected for the spatial discretization of momentum [19,27–29].

Furthermore, the following assumptions were adopted. Blood was modelled as
an incompressible fluid, characterized by a non-Newtonian behavior, due to both its
composition of suspended cells and the ability of red blood cells to deform and aggregate.
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The shear-thinning behavior of blood was modelled by the Carreau model. Thus, the
following relationship holds for the dynamic viscosity μ:

μ
( .
γ
)
= μ∞ + (μ0 − μ∞)[1 +

(
λ

.
γ
)2
]

n−1
2 (3)

where μ0 = 0.056 kg/(m·s) is the viscosity at zero shear rate
.
γ, μ∞ = 0.0035 kg/(m·s) is the

viscosity for an infinite shear rate, λ = 3.313 is the relaxation time, and n = 0.3568 is the
power-law index [30].

A laminar flow condition was assumed. This assumption is suggested by the low value
of the average Reynolds number Re = ρUD/μ, where D is the diameter of the healthy aorta
at the inlet of the model (D = 0.024 m), and U is the time averaged velocity (U = 0.09 m/s)
assigned at the inlet where a velocity distribution constant along the radial direction
was assumed. Assuming the blood density ρ = 1060 kg/m3 and the dynamic viscosity
μ = 0.0035 kg/(m·s), the Reynolds number is approximately Re ≈ 680. The maximum
Reynolds number, corresponding to the systolic peak velocity, is equal to 2190. This
value is less than 2300 which is the threshold for turbulence of Newtonian steady flow
in pipes, when Poiseuille’s law holds. In this study, unsteady pulsatile flow conditions
of a non-Newtonian fluid are considered. Thus, the laminar flow condition is only a
reasonable assumption, frequently used in hemodynamic investigations of the abdominal
aortic aneurysm [19,27,31,32].

The unsteady nature of the pulsatile blood flow was modelled by assigning appropriate
physiological boundary conditions at the inlet and the outlets of the patient specific model.
In particular, a pulsating flow was set at the inlet of the model and a pressure pulse at
the iliac outlets. Due to the fact that the patient-specific velocity and pressure waveforms
were not available, typical pulses of the abdominal aortic segment, derived from the
literature [33], were assigned at the inlet of the model (Figure 2). As shown in Figure 2,
peak systolic velocity occurs at t = 0.25 s, and a reverse flow condition is observed at the
diastolic minimum instant t = 0.51 s. Other instants were considered for the computational
simulations, as they were significant for the evolution of the hemodynamic field. In
particular, they refer to the systolic acceleration phase (t = 0.18 s), the deceleration phase
(t = 0.31 s and t = 0.43 s), and the diastolic acceleration phase (t = 0.66 s) (Figure 2).

Figure 2. (a) Pulsatile velocity waveform assigned at the inlet of the model, (b) pressure waveform
assigned at the outlets of the model. Red points indicate the instants of the cardiac cycle selected for
the numerical investigation.

Furthermore, a no-slip condition was imposed on the walls, and the aneurysm wall
was assumed to be rigid, due to the fact that abdominal aortic aneurysms become stiffer
with the progression of the disease [5,34]. This last assumption is also supported by
degradation of elastin and increase in collagen fibers of the aortic wall that characterize the
aneurysm growth [35–37].
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In this perspective, numerical simulations were performed under pulsatile flow condi-
tions, using the representative vascular geometry obtained from the segmentation process.
A computational mesh was generated with the ANSYS meshing software, with a refinement
near the wall in order to capture the high velocity gradients in that area (Figure 3).

Figure 3. Mesh cross section through the aneurysm in the central region and enlarged view near the
wall highlighting the local refinement.

The number of mesh elements can greatly affect the accuracy of the numerical solutions.
Therefore, a mesh sensitivity analysis was performed, with element size ranging from
1.3 mm to 0.42 mm, to ensure the numerical results were not sensitive to the mesh size. In
particular, the maximum values of the Time Averaged Wall Shear Stress (TAWSS) evaluated
at the third numeric cycle was monitored for the different mesh size. Between the last two
values, only 1.5% variation was found (Table 1).

Table 1. Maximum TAWSS values at the third numeric cycle for different mesh size.

Mesh Element Size (mm) TAWSS (Pa)

1.3 2.78073
0.9 2.91181
0.6 2.98067
0.5 3.10283

0.42 3.05512

Moreover, for different sizes of the mesh elements, the velocity profiles, plotted in
section A-A passing from the healthy aorta to the aneurysm, were compared at the instant
of the systolic peak of the pulsatile motion (Figure 4). As the element size decreased, a
minor discordance among the velocity profiles was observed. The good correspondence
in the velocity distributions for the lower values of the element size, shown in Figure 3,
highlighted the independence of the solutions from the number of computational cells
and suggested the choice of the element size of the mesh. Therefore, a maximum size of
0.42 mm was selected for the mesh elements, which corresponds to 3,486,569 elements
in the mesh. The element size and the number of elements obtained from the sensitivity
analysis are similar to what others have reported for similar cases [31,38–40].
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Figure 4. Dimensionless w-velocity at systolic peak instant (t = 0.25 s), plotted in section A-A passing
from the healthy aorta to the aneurysm, for different sizes of the mesh element: 1.3 mm, 0.9 mm, 0.6
mm, 0.5 mm, and 0.42 mm.

The time step used for numerical integration was equal to 0.005 s, and 200 time steps
were necessary to represent cardiac cycle, which was equal to 1 s. A time-step independence
was assumed at the selected time step, in line with similar studies in the literature [32,41,42]

A maximum value of 200 iterations were performed for each time step. The threshold
value for residual error convergence of velocity components and continuity was set as 10−5.
The numerical investigations were carried out for three cycles in order to minimize the
influence of initialization effects, but only the third cycle was analyzed.

2.3. Hemodynamic Parameters

To furnish useful information on the hemodynamic field in the pre-rupture model of
the patient-specific aneurysm, 2D and 3D streamline evolutions as well as the instantaneous
WSS contours were analyzed at the selected significant instants of the cardiac cycle shown
in Figure 2. Moreover, the hemodynamic indicators TAWSS, OSI and ECAP were calculated.
These parameters are able to characterize significantly the unsteady nature of the flow in the
diseased artery and to identify areas of potential rupture. In particular, the time averaged
wall shear stress TAWSS furnishes the average over the cardiac cycle of the magnitude of
WSS vector:

TAWSS =
1
T

∫ T

0

∣∣∣∣ →
WSS

∣∣∣∣ dt (4)

where T is the period of the cardiac cycle, and
→

WSS indicates the instantaneous WSS vector.
The oscillatory shear index OSI takes into account changes in the direction of the WSS

vector with respect to the dominant direction of the flow during the cardiac cycle [15]:

OSI =
1
2

⎛
⎜⎜⎝1 −

∣∣∣∣∫ T
0

→
WSS dt

∣∣∣∣∫ T
0

∣∣∣∣ →
WSS

∣∣∣∣ dt

⎞
⎟⎟⎠ (5)
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Values of OSI range from 0 to 0.5, where 0 indicates unidirectional shear stress. High
OSI value has been recognized as inducing an inflammatory response of the artery wall,
while unidirectional shear stress is related to a healthy condition [20]. Moreover, a positive
correlation between OSI and ILT growth was found [43].

The endothelial cell activation potential ECAP relates TAWSS and OSI through ratio of
the two indices and characterizes the degree of ‘thrombogenic susceptibility’ of the vessel
wall [38]:

ECAP = OSI/TAWSS (6)

This index is generally used to locate areas of the arterial wall that are exposed to both
high OSI and low TAWSS at the same time. High ECAP values correspond to large OSI
and small TAWSS, that is, conditions of endothelial susceptibility [38].

3. Results and Conclusions

Non-Newtonian pulsatile blood flow in the rupturing patient-specific aneurysm was
numerically investigated to evaluate the effect of hemodynamics on the evolution of the
disease. Due to the fact that the rupture zone of the aneurysm was artificially repaired,
fundamental information was known about the incipient rupture in the analyzed geometry
and the location of the rupture zone. Consequently, the link between the flow patterns and
the rupture of the aneurysm could be investigated to establish the role of hemodynamic
parameters in predicting the rupture of the abdominal aortic aneurysm.

The results of the numerical simulations are shown below. In particular, the temporal
evolution of 2D and 3D streamlines in the pre-rupture model of the aneurysm was analyzed
to understand how flow patterns and recirculation regions develop in time (Figures 5 and 6).
The 2D and 3D streamlines were examined in the same representative phases of the cardiac
cycle (Figure 2a). The 2D streamlines refer to a longitudinal section of the aneurysm, which
was chosen to capture the maximum area of the dilatation in the direction of the mean flow
and to highlight the blood flow around the rupture zone.

The geometry of the considered aneurysm was characterized by high surface complex-
ity and tortuosity, which significantly affected the blood motion. At the selected instants of
the cardiac cycle, different flow patterns were observed. In the first instants of the phase of
systolic acceleration, the residual vortices emerging from the previous cycle were quickly
suppressed by the accelerating flow and were not found in the aneurysm, even if a helical
flow persists (Figures 5 and 6, t = 0.18 s).

As the systolic peak was reached, the flow velocity increased significantly, highlighting
the maximum values (Figures 5 and 6, t = 0.25 s). Despite this temporal acceleration, the
enlargement of the vessel leads to a consistent spatial deceleration in the bulge with respect
to the flow condition in the healthy aorta region. The consequent increase in pressure
determines the separation of the flow within the dilatation already at the first instants of the
deceleration phase (Figures 5 and 6, t = 0.31 s). This is highlighted by the small recirculation
area originating in the region of the most significant widening of the aneurysm, marked
with A in Figure 5 (t = 0,31 s). At the same time, a consistent vortical flow originated
in the healthy aorta upstream of the aneurysm, due to the detachment of the fluid in
correspondence with the pronounced angle of the vessel (region B in Figure 5, t = 0,31 s).

In the following phase of the cardiac cycle, the inlet velocity reaches zero values, and
the vortices gradually reduce their velocities but widen, affecting the entire bulge of the
aneurysm and a large region of the upstream non-dilated aorta (Figures 5 and 6, t = 0.43 s).
The vanishing of the inlet velocity at this instant contributes to the onset of a strongly
disturbed blood flow in the vessel, with a large number of new vortices in the healthy aorta
slowly recirculating.

In the successive diastolic phase, a retrograde flow interacts with the preexisting vor-
tices, determining the weakening of the larger recirculation regions and the disappearance
of the smaller vortices close to the wall (Figures 5 and 6, t = 0.51 s and t = 0.66 s). In the
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later phases of the cardiac cycle, the vortices decrease in number and gradually disappear
when a subsequent cycle starts.

Figure 5. 2D streamlines on the longitudinal cross-section of the patient-specific model of the
rupturing aneurysm at the selected instants of the cardiac cycle. In the figure, the recirculation areas
in the aneurysm and the healthy aorta are indicated respectively with the letters A and B.
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Figure 6. 3D streamlines at the selected instants of the cardiac cycle.

The spatial distributions of WSS were analyzed during the cardiac cycle, since low and
oscillating WSS characterizing the pulsatile motion seems to be associated with possible
rupture of the aneurysm [27,29,44]. The 3D streamlines’ evolution during the cardiac cycle
is simulated in Video S1.

The understanding of the flow evolution during the cardiac cycle is significant, because
recirculating blood associated with low TAWSS have been considered as responsible for
the deterioration of the arterial wall [16–19]. In particular, the dynamics of the recirculation
regions give rise to non-physiological WSS that in turn appears to be negatively correlated
with ILT accumulation [19,43] and disruption of artery wall integrity [45]. Moreover,
regions characterized by low WSS and high OSI are susceptible to thrombus deposition and
consequently to a higher risk of rupture [40]. Lastly, low and oscillating WSS characterizing
the pulsatile motion was associated with possible rupture of the aneurysm [27,29,44,46].

Taking into account the above consideration, the instantaneous WSS distributions
at the selected instants of the cardiac cycle, TAWSS, OSI and ECAP distributions, were
determined in the present study.

Figure 7 shows the instantaneous WSS contours obtained from the computational
simulations for the image-based reconstructed model of the pre-rupture aneurysm at the
selected instants of the cardiac cycle.
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Figure 7. WSS contours distribution in the rupturing aneurysm at the selected instants of the cardiac
cycle (t = 0.18 s, t = 0.25 s, t = 0.31 s, t = 0.43 s, t = 0.51 s, and t = 0.66 s). The arrow and the black cross
indicate the future rupture point.

The temporal and spatial distribution of WSS inside the rupturing abdominal aortic
aneurysm was due to its specific geometry, which caused flow separation and the con-
sequent emergence of recirculation regions. As highlighted in Figure 7, an altered WSS
was found in the aneurysm concerning the physiological values that characterize the non-
diseased artery. During the entire cycle, lower WSS compared with the values in the healthy
aorta were found on the aneurysmal wall, in agreement with literature results [44,46,47].
Relatively high values characterized the proximal and distal regions of the aneurysm. High
WSS were also found in the iliac arteries, due to their tortuosity and the narrowing of the
vessels, but these areas are not of interest in this study.

It is interesting to note that, at the instant of systolic peak (t = 0.25 s) the healthy arterial
wall was associated with an extremely high WSS that decayed in the subsequent instants.
Furthermore, at any instant of the cardiac cycle, there were always minimum relative values
around the area of the incipient rupture (Figure 5). During the systolic deceleration phase
(t = 0.31s), the WSS values in the bulge significantly decreased around the future rupture
region but assumed high values in the region of high curvature at the inlet of the dilatation.

At the diastolic minimum, i.e., t = 0.51 s, the retrograde flow, although associated
with low velocities, interacted with the pre-existing vortical flow, determining local small
increases in WSS. Finally, at the diastolic acceleration phase, t = 0.66s, the WSS values
decrease drastically in the bulge.

To describe in more detail the interaction between pulsating blood flow and possible
rupture of the aneurysm, the spatial distribution of fundamental hemodynamic quantities,
averaged over the entire cardiac cycle, was analyzed, i.e., distribution of time-averaged
velocity, TAWSS, OSI and ECAP.

Figure 8 illustrates time-averaged velocity contours on the longitudinal cross-section
of the patient-specific model of the rupturing aneurysm. Figures 9–11 show the TAWSS,
OSI and ECAP on the luminal surfaces for the patient-specific aneurysm examined in the
pre-rupture condition.
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Figure 8. Time-averaged velocity contours on the longitudinal cross-section of the rupturing
aneurysm. The arrow and the black cross indicate the region where rupture really occurred (future
rupture region).

Figure 9. TAWSS contours distribution on the luminal surfaces of the rupturing aneurysm: (a) front
view, (b) back view. The arrow and the white cross indicate the region where rupture really occurred
(future rupture region).
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Figure 10. OSI contours distribution on the luminal surfaces of the rupturing aneurysm: (a) front
view, (b) back view. The arrow and the white cross indicate the region where rupture really occurred
(future rupture region).

Figure 11. ECAP contours distribution on the luminal surfaces of the rupturing aneurysm: (a) front
view, (b) back view. The arrow and the white cross indicate the region where rupture really occurred
(future rupture region).

The results of the numerical simulations indicated regions of slow recirculation flows
and low values of Time Averaged Wall Shear Stress (TAWSS) in the region of rupture
(Figures 6 and 7). Unlike literature results, high Oscillatory Shear Index (OSI) was not
clearly found in this region, and further regions of high OSI values were detected that were
not linked to the ruptured zone (Figure 8).

Nevertheless, just in the region where the rupture will occur, the maximum value
of the Endothelial Cell Activation Potential index (ECAP) was found (Figure 9), and,
unlike what happens when analyzing TAWSS and OSI contour maps, no uncertainty
arises regarding further possible areas of rupture of the aneurysm. This index is therefore
extremely significant for assessing the vulnerability of the aortic wall and locating the
critical rupture region.

In the present study, the wall of the aneurysm was assumed rigid, as widely accepted
in the literature [32,39,46–48]. The hypothesis is due to the increase in wall stiffness of the
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abdominal aortic aneurysm AAAs with the progression of the disease [5,34]. In support
of this, degradation of elastin and increase in collagen fibers of the wall have been found
in the development of the aortic aneurysm [35–37]. On the other hand, fluid–structure
interaction models, which take into account the elasticity of the wall, require patient-specific
parameters, e.g., artery wall stiffness or thrombus properties, difficult to evaluate. However,
in future research, it might be of interest to consider the elasticity of blood vessels in the
analysis of the earlier stages of the disease.

Another limitation in this study is the assumption of non-patient-specific velocity
and pressure pulses. As the patient-specific data were not available, only typical pulses
of the abdominal aortic segment were used to model blood flow. In this regard, although
more accurate results could be achieved with patient-specific boundary conditions, some
limitations however could occur, related to the spatial resolution of the current imaging
techniques, such as 4D MRI. Moreover, it does not provide information on the pressure
field [49].

Despite the above limitations, this study highlights the importance of hemodynamics
in assessing the vulnerability of the aortic wall. Moreover, it furnishes a contribution to
identifying significant parameters for the prediction of the risk of aneurysm rupture as an
alternative to the criterion of maximum diameter, supporting the clinical management of
AAA disease.

Supplementary Materials: The following supporting information can be downloaded at: https://
www.mdpi.com/article/10.3390/fluids7080269/s1, Video S1: 3D streamlines’ evolution during the
cardiac cycle.
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Abstract: Cardiovascular diseases still represent one of the most deadly pathologies worldwide.
Knowledge of the blood flow dynamics within the cardio-vascular system is crucial in preventing
these diseases and analysing their physiology and physio-pathology. CFD simulations are highly
effective in guiding clinical predictions and, more importantly, allow the evaluation of physical and
clinical parameters that are difficult to measure with common diagnostic techniques. Therefore,
in particular, this study is focused on investigating the hemodynamics of the thoracic aorta. Real
aortic geometries regarding a sane and diseased patient presenting an aneurysm were considered.
CFD simulations were performed with the OpenFOAM C++ library using patient-specific pulsatile
blood flow waveforms and implementing the Windkessel pressure boundary condition for the
artery outflow. The adopted methodology was preliminarily verified for assessing the numerical
uncertainty and convergence. Then, the CFD results were evaluated against experimental data
concerning pressure and velocity of the thoracic aorta measured with standard diagnostic techniques.
The normal aorta’s blood flow was also compared against the pattern regarding the patient-specific
aortic aneurysm. Parameters such as wall pressure, wall shear stress (WSS) and velocity distribution
were investigated and discussed. The research highlighted that the blood flow in the aorta is strongly
affected by the aneurysm onset, with the growth of recirculation zones being potentially hazardous.
The outcomes of the investigation finally demonstrate how CFD simulation tools, capturing the
detailed physics of the aortic flow, are powerful tools for supporting clinical activities of the cardio-
vascular system.

Keywords: CFD; aorta aneurysm; cardiovascular flow; patient-specific simulation

1. Introduction

The aorta, the largest artery in the human body, plays a vital role in systemic circu-
lation, carrying oxygenated blood from the left ventricle to various organs. The thoracic
aorta includes the ascending aorta, aortic arch and descending aorta, with three main
branches originating from the arch to supply blood to the upper body. Despite significant
advancements in clinical care and public awareness, cardiovascular diseases (CVD) remain
the most important cause of mortality worldwide [1]. The aorta faces various diseases,
such as atherosclerosis, aortic aneurysm and dissection, posing life-threatening risks due
to potential rupture at weakened sections. Understanding the mechanisms behind the
development and progression of these diseases is critical, leading to active research in
this area.

The thoracic aorta exhibits a complex anatomy characterised by severe bending, non-
planarity, branching, tapering lumen and elastic arterial walls. Blood flow in the aorta
exhibits intricate patterns. During systole, as blood is accelerated, it leaves the left ventricle
through the aortic valve. Hot-film anemometry measurements have demonstrated that
velocity profiles are nearly flat in the ascending aorta, and reversed flow occurs during
systolic deceleration and the diastolic phases [2]. These complex flow patterns expose
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large areas of the vessel walls to high and low shear stress, promoting the development of
atherosclerotic lesions [3].

Extensive experimental and numerical studies were conducted to investigate the dy-
namics of aortic flow. While idealised geometries provided a fundamental understanding of
flow phenomena [4,5], more detailed and realistic in vivo anatomical models become essen-
tial. Advancements in non-invasive methods, such as magnetic resonance imaging (MRI)
technology, allow assessing the morphology and function of the cardiovascular system.
Even more, MRI allows the measurement of complex arterial geometries, including their
movement and blood velocities throughout the cardiac cycle [6–9]. Consequently, these
techniques provide the anatomical and hemodynamic input necessary for computational
fluid dynamics (CFD) simulations to obtain comprehensive fluid-dynamic information.
By combining these two methods, CFD simulations can predict crucial hemodynamic
quantities, such as wall shear stress, which cannot be directly measured in the human
vascular system.

However, it must be underlined that boundary conditions play a critical role in
obtaining accurate and reliable results from CFD simulations. At the aorta, inlet velocity
boundary conditions are usually prescribed. Pulsatile waveforms, based on experimental
data, are frequently used to represent accelerating, decelerating, reversed and zero flow
regions [10,11].

The downstream side of the artery of interest presents challenges in determining
appropriate boundary conditions for computational fluid dynamics (CFD) simulations.
Arteries are branched and connected to smaller vessels, making it impractical to trace all
the branching in the simulation. Therefore, the model needs to be terminated at some
point, and the branches must be lumped into a suitable terminal description to accurately
represent wave propagation and artery impedance characteristics.

Previous studies used various outlet boundary conditions, including constant or
time-varying pressures and velocity profiles. However, these conditions have limitations,
as they do not accurately replicate the fluid impedance of the downstream vasculatures.
Prescribing zero or equal pressures for different outlets neglects the dominant effect of the
resistance of the downstream vasculatures, leading to inaccurate flow [11–14]. Additionally,
prescribing constant pressure or velocity may not result in physiologically realistic blood
pressure values, limiting the accuracy of the simulations.

Outflow conditions can be prescribed also as constant fractions of the in-flowing blood.
However, these methods may not fully account for patient-specific characteristics and flow
dynamics during the cardiac cycle. Alternative approaches also involve using personalised
PC-MRI-measured blood flow rates as outlet boundary conditions.

More sophisticated zero-dimensional (lumped parameter) models can be used to
overcome these shortcomings. These models provide boundary conditions for 3D com-
putational simulations and consider branching patterns and vasculature properties. They
allow for a more dynamic description of the blood flow downstream of the computational
domain and can be coupled explicitly or embedded into CFD codes [14–16].

In this study, the OpenFOAM C++ library was employed to simulate blood flow
through two different aorta geometries: a normal subject’s aorta and that of a patient with
an aortic aneurysm. The convergence and the grid sensibility were initially evaluated with
a commonly adopted procedure. Next, the validity of the results was assessed by relying
on diagnostic data.

The blood flow patterns of the normal aorta model and the aneurysmatic model were
compared. Important hemodynamic parameters such as blood pressure, wall shear stress
(WSS) and velocity distribution were estimated during the analysis. This comparison aims
to gain insights into the differences in flow behaviour between the two models and their
potential implications for cardiovascular health.
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2. Mathematical and Numerical Method

2.1. Geometries of Aorta and Generation of the Computational Domain

The aorta of two young male subjects of comparable age (18 and 23 years old) were
considered in this study. The two geometries regard a sane and a diseased aorta. The latter
presents an aneurysm on the descending section due to Marfan syndrome. Marfan syn-
drome is a genetic disorder that affects the body’s connective tissue. Connective tissue
provides support and strength to various structures in the body, including bones, joints,
ligaments, blood vessels and the heart. This condition is named after Antoine Marfan,
the French paediatrician who first described it in the late 19th century. Among cardiovas-
cular issues, Marfan syndrome affects the heart and the blood vessels, originating aortic
aneurysms (bulging of the aorta) and mitral valve prolapse.

Computed tomography (CT) scans of the aorta were used to create the 3D patient-
specific anatomical models used in computational fluid dynamics (CFD) simulations. All
the required data were obtained from the public repository of the National Institutes of
Health [17].

The aorta geometries were discretised using OpenFOAM’s utility snappyHexMesh.
The computational grid so obtained was further refined and improved, creating boundary
layer cells. This process refines the mesh near the boundaries, adding additional layers of
hexahedral cells aligned to the boundary surface and removing irregular cells.

Three different meshes were computed to perform grid sensitivity analysis: a fine
grid featuring elements of 0.5 mm average dimension, an intermediate grid of 1 mm and
a coarse grid of 2 mm.

Figure 1 shows the computational grid.

Figure 1. Sane and diseased aorta geometries are shown on the left while, on the right, some details
of the computational grid used are shown.

For the finer grid, the boundary layer cells are 0.15 mm high. A posteriori check, using
the average wall shear stress, showed that the y+ was everywhere lower than 1.

2.2. Model Setup

Governing equations of the blood flow within the aorta are essentially the continuity
and the Navier–Stokes equations that express mass and momentum conservation of an in-
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compressible flow. This assumption was deemed true considering the blood density and
low velocities typical of this kind of flow [18,19].

∇ · u = 0 (1)

ρ
Du

Dt
= −∇p + ρf + μ∇2u (2)

This is a system of four partial differential equations. The analytical solution of them is
possible only in very few cases. A numerical solution is required due to the aorta’s complex
geometry and unsteadiness of the blood flow. The equations were discretised by adopting
the upwind scheme, while temporal integration was performed with the Euler method.
The PIMPLE algorithm, featuring an implicit solution of the pressure–velocity coupling,
was adopted to compute the solution [20–23].

A variable time step was chosen to keep the Courant number equal to 0.8.
The aorta walls are considered solid, rigid and impermeable boundaries. The blood

flow near the wall was assumed to have zero velocity (no-slip boundary condition). Typ-
ically, blood exhibits non-Newtonian behaviour due to its complex composition and in-
teractions between its components. However, it can be considered Newtonian when the
shear rate exceeds 100 s−1 [24]. This happens particularly in large vessels such as the
aorta [25]. Numerous literature studies adopted Newtonian behaviour for blood in large
arteries [26–28]. In this particular study, the focus is on the aorta and its three major
branches, where the diameters are larger than 0.1 mm. As a result, the shear rate in these
large arteries is well above 100 s−1, allowing for the acceptance of blood as a Newtonian
fluid, so a constant kinematic viscosity of 4 × 10−6 m2/s and a density of 1050 kg/m3 were
considered [29–31].

Based on the nominal diameter of the aorta, the peak pulsatile flow resulted in
a Reynolds number ranging from 5000 to 6000, indicating turbulent flow conditions [18,32].
The Spalart–Allmaras detached eddy simulation (DES) [33,34] was chosen to model this
turbulent flow. This hybrid model switches between a pure LES approach in the core
turbulent region, where large unsteady turbulence scales can be resolved by grid size,
and a RANS Spalart–Allmaras model near solid walls, where the typical length scale of the
turbulent eddies is significantly smaller than the grid dimensions.

In the study of blood flow in the arteries, boundary conditions play a critical role in
accurately representing the complex nature of the flow. At the upstream side of the artery
of interest, a velocity boundary condition was prescribed.

Figures 2 and 3 report the flow-rate waveforms used for the present study regarding
the sane and diseased patients obtained from specific measurements [17].

Figure 2. Pulsatile waveform used as Dirichlet inlet boundary condition for the sane patient.
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Figure 3. Pulsatile waveform used as Dirichlet inlet boundary condition for the diseased patient
(aorta with aneurysm).

A three-element Windkessel model was adopted as boundary condition for the out-
flow patches. The Windkessel model is a simplified model that considers the downstream
arterial system as a combination of a capacitance vessel (arterial compliance) and a resis-
tance vessel (arterial resistance). The compliance of the arteries allows them to stretch
during systole, when blood is ejected from the heart, and to store part of the energy. Dur-
ing diastole, when the heart is relaxed, the stored energy is released, helping to maintain
blood flow and pressure in the arteries. The three-element Windkessel model features a
resistor to account for the resistance to blood flow caused by the aortic valve and a parallel
combination of another resistor and a capacitor representing the total arterial compliance
and peripheral resistance. Exploiting an electrical analogy, the three-element Windkessel
model is represented in Figure 4.

Figure 4. Electrical analog of the 3-element Windkessel model.

The dynamics of this circuit can be mathematically expressed by the following Equation (3):(
1 +

Rd
Rp

)
Q(t) + CRd

dQ(t)
dt

=
P(t)
Rp

+ C
dP(t)

dt
(3)

A new OpenFOAM solver called pimpleWKFoam was developed to include the three-
element Windkessel model as a pressure boundary condition. Further details regarding the
solution procedure are not reported here for the sake of brevity and can be found in the
literature [15].
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The numerical values of Rp, Rd and C can be defined relying on specific patient mea-
surements regarding mainly cardiac output and mean aortic pressure [16,35–37]. Following
the various literature references, the proximal resistance results to be 10% of the overall
vascular resistance while the distal resistance is 90% [38].

All the values adopted are reported in Tables 1 and 2.

Table 1. Resistance and compliance values for healthy aorta. LCCA = left common carotid artery;
LSA = left subclavian artery; RCCA = right common carotid artery; RSA = right subclavian artery.

Rp [Pa · s/m5] Rd [Pa · s/m5] C [m5/Pa]

OUTFLOW 4.09 × 107 1.29 × 108 1.29 × 10−8

LCCA 3.23 × 108 1.02 × 109 1.64 × 10−9

LSA 2.72 × 108 8.58 × 108 1.94 × 10−9

RCCA 2.81 × 108 8.86 × 108 1.88 × 10−9

RSA 1.52 × 108 4.80 × 108 3.46 × 10−9

Table 2. Resistance and compliance values for aneurysmatic aorta. LCCA = left common carotid
artery; LSA = left subclavian artery; RCCA = right common carotid artery; RSA = right subcla-
vian artery.

Rp [Pa · s/m5] Rd [Pa · s/m5] C [m5/Pa]

OUTFLOW 3.03 × 107 9.13 × 107 1.74 × 10−8

LCCA 2.18 × 108 6.58 × 108 2.42 × 10−9

LSA 1.74 × 108 5.24 × 108 3.04 × 10−9

RCCA 1.71 × 108 5.14 × 108 3.09 × 10−9

RSA 1.32 × 108 3.98 × 108 4.00 × 10−9

3. Results

3.1. Convergence and Grid Sensibility Study: Preliminary Discussion

The assessment of the simulations’ accuracy and stability is crucial to ensure reli-
able results.

Figure 5 reports the pressure and the velocity sampled along the aorta path line,
together with the computed uncertainty during the systolic peak.

Figure 5. Pressure and velocity sampled on the aorta path-line during the systolic peak.
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The uncertainty of the numerical results was evaluated in accordance with the criterion
illustrated by Roache in [20,39], where the assessment procedures adopted by the AIAA,
ITTC and IEEE are described and discussed in detail. Table 3 reports the grid convergence
index and the order of convergence for the average value of pressure and velocity fields
sampled along the aorta path-line.

Table 3. Grid convergence index and the order of convergence for the pressure and velocity fields.

Grid Convergence Index Order of Convergence

U 0.72% 2.03
p 0.23% 2.83

To verify the adequacy of the adopted grid far from the aorta surfaces, where the
turbulence model reduces to a large-eddy simulation, the modelled kinetic energy was
evaluated and compared with the total energy. To do that, we followed Di Mascio et al. [40].
Figure 6 shows the ratio between the modelled kinetic energy and the total kinetic energy
on various cross-sections of the aorta geometry for a specific temporal instant (during the
systolic phase).

Figure 6. Kmod/(Kmod + Kres) horizontal sections.

The modelled kinetic energy is reasonably small in the bulk flow compared to the
resolved one; the ratio between the modelled and total kinetic energy is almost everywhere
smaller than the value of 0.3, and therefore, the grid can be considered adequate for LES
resolution, according to the Pope criterion [41] (there are only a few spots where the latter
exceeds 0.3). Of course, the ratio becomes larger than 0.3 in the boundary layer on the aorta
walls, where we have a Reynolds-averaged Navier–Stokes equation simulation.

Figure 7 shows a 3D volumetric representation of the velocity field captured during
early, peak and late systole, 0.08, 0.18 and 0.3 s, respectively.
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Figure 7. Computed velocity flow field of the sane aorta.

Unfortunately, flow measurements regarding the specific aorta here numerically inves-
tigated are not available, but the magnitude of the velocities predicted by CFD simulations
are physiologically reasonable, being totally comparable with the ones measured with 4D
magnetic resonance imaging (4D-MRI) in various literature works [7,42].

The same can be stated for pressure. The pressure field is reported in Figure 8, where
the colour map shows the relative pressure computed with respect to a reference point
chosen at the sino-tubular junction (inlet patch).

Figure 8. Computed pressure field of the sane aorta.
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The range of variation is of the order of some hundreds of Pa, or, in mmHg, from ap-
proximately −10 mmHg to +1/+2 mmHg as usually experimentally measured with di-
agnostic techniques [9,43]. The pressure peak zone travels from the ascending to the
descending as moving from the early to late systole phases.

3.2. Discussion of Aneurysmatic and Sane Aorta Results

Once having assessed the reliability of the computational methodology developed,
further simulations regarding the aorta with the aneurysm were performed, and the results
here were reported.

Figure 9 shows the velocity streamline of the sane and aneurysmatic aorta.

Figure 9. Comparison of sane and diseased aorta. Streamline coloured accordingly with the veloc-
ity magnitude.
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The flow in the normal aorta model appears to be highly stable with smooth and
continuous streamlines. In contrast, in the aneurysmatic aorta model, the flow is unstable
and recirculation regions are observed within the aneurysm region.

Figure 10 highlights this fact, reporting the vorticity vector. It is the curl of the velocity
field. It is fundamental in understanding the behaviour of turbulent flows and the vortex
formation describing the local rotation or swirling motion of fluid particles.

Figure 10. Comparison of sane and diseased aorta. 3D visualisation of the vorticity vector.

Observing the descending aorta, it can be noted how the flow is well organised and
almost laminar, while the aneurysm enlargement creates chaotic vortical structures. The
flow becomes unorganised, and the recirculation causes the blood particles to remain in
prolonged contact with the aneurysm lumen surface, which can lead to the deposition of
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platelets on the surface [44]. The deposition of platelets on the lumen surface contributes to
thrombus formation.

Figure 11 depicts the relative pressure distribution at the systole peak.

Figure 11. Relative pressure with reference to the inlet section. Comparison of sane and aneurys-
matic aorta.

Similar pressure values were obtained for the two aorta models.
The maximum pressure is located at the aortic arch. Then, in the descending region of

the aorta, the values decrease. The overall pressure variation is greater for the aneurysmatic
aorta as a consequence of the structure of the flow field [45]. The aneurysm cavity presents
a low-pressure region. A pressure minimum can be observed at the centre of the vortex as
a consequence of the turbulent energy here dissipated.

The distribution of wall shear stress (WSS) on the artery walls is an important parame-
ter that can be used to investigate risks related to the aneurysms of the aortic arch [45,46].
Abnormal low and high WSS patterns can have significant implications for the development
of vascular diseases on the artery walls. The advantage of CFD simulations in studying
aortic flow is that they can help identify regions with abnormal WSS levels, which may be
more prone to dilatation or aneurysm formation.

Figure 12 reports the WSS at the peak systole for both the aorta.
The aneurysm zone and the region where the aorta branches off in arteries are subject

to more intensity compared to the normal aorta’s relative areas. The descending section
of the diseased aorta, downstream of the enlargement, also presents spots of high WSS.
The differences in WSS values between subjects with aneurysms and normal subjects can
be attributed to many factors. However, among them, the variation of the velocity field
should be cited as a consequence of the distorted aorta geometry.
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Figure 12. WSS acting on the boundary surfaces of the computational fluid domain. Comparison of
sane and aneurysmatic aorta.

4. Conclusions

This study aims to contribute to the understanding of thoracic aortic flow character-
istics. CFD simulations were performed using real-patient flow characteristics for both
a normal subject and a subject with an aneurysm of the thoracic aorta. Real 3D geome-
tries of the aorta were exploited with patient-specific pulsatile waveform used as the inlet
boundary condition to reflect the real cardiac cycle. A three-element Windkessel lumped
parameter model was implemented in a new OpenFOAM solver called pimpleWKFoam to
set the pressure outlet boundary conditions properly. The main findings are:

• The developed methodology with the implementation of the WK model is capable of
reproducing the fluid-dynamic characteristics of the aortic flow, providing realistic
pressure and velocity field values.

• In the thoracic aorta, blood velocity is on the order of 1 m/s, while the pressure varies
by about 500/700 Pa crossing the aorta itself.

• Aneurysm onset causes the flow field to become unstable, and recirculation zones
grow in the enlargement section with the consequent deposition of platelets and
thrombus formation.

• CFD simulations allow identifying regions with WSS levels that may be more prone to
dilatation or aneurysm formation. The magnitude of the WSS reaches the maximum
values in the enlarged zone.

Future developments of this work will regard the implementation of elastic walls with
a fluid-structure-interaction (FSI) model.
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The following abbreviations are used in this manuscript:

CFD Computational Fluid Dynamic
CVD Cardio-Vascular Diseases
CT Computed Tomography
DES Detached Eddy Simulation
MRI Magnetic Resonance Imaging
PISO Pressure Implicit with Splitting of Operator
LCCA Left Common Carotid Artery;
LES Large Eddy Simulation
LSA Left Subclavian Artery
RCCA Right Common Carotid Artery
RANS Reynolds-Averaged Navier–Stokes
RSA Right Subclavian Artery
WK Windkessel
WSS Wall Shear Stress
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Abstract: Hemodynamic simulations are increasingly used to study vascular diseases such as In-
tracranial Aneurysms (IA) and to further develop treatment options. However, due to limited data,
certain aspects must rely on heuristics, especially at the simulation’s distal ends. In the literature,
Murray’s Law is often used to model the outflow split based on vessel cross-section area; however,
this poses challenges for the communicating arteries in the Circle of Willis (CoW). In this study, we
contribute by assessing the impact of Murray’s Law in patient-specific geometries featuring IA at the
posterior communication. We simulate different domain extensions representing common modelling
choices and establish Full CoW simulations as a baseline to evaluate the effect of these modelling
assumptions on hemodynamic indicators, focusing on IA growth and rupture-related factors such
as the Wall Shear Stress (WSS) and Oscillatory Shear Index (OSI). Our findings reveal qualitative
alterations in hemodynamics when not modeling posterior communication. Comparisons between
computing the anterior circulation and computing the whole Circle of Willis reveal that quantitative
changes in WSS may reach up to 80%, highlighting the significance of modelling choices in assessing
IA risks and treatment strategies.

Keywords: computational hemodynamics; intracranial aneurysms; Circle of Willis; wall shear stress;
boundary conditions

1. Introduction

Intracranial Aneurysms (IA) are estimated to affect about 3.2% of the adult population.
While the annual risk of rupture is moderate at 2.2%, they impose a significant burden on
patients, physicians, and the healthcare system [1,2]. To prevent ruptures, considerable
effort is invested in early diagnosis, growth prediction, and treatment of IA. Advances
in non-invasive imaging techniques such as Magnetic Resonance Angiography (MRA)
have made regular preventive screenings increasingly feasible. Detecting IA at an early
stage provides neuroradiologists with the opportunity to weigh treatment options or
continue monitoring the aneurysm’s evolution. In this decision process, physicians rely
on geometrical and topological characterization of the IA along with other patient records.
While scoring methods based on statistics such as the PHASES score may contribute to the
decision-making process, they have been shown to be weak overall predictors [3].

Instead of relying solely on statistics, Computational Fluid Mechanics (CFD) has been
proposed as a promising complementary tool. The goal is to simulate the hemodynamics of IA
and extract risk indicators in order to assess the severity of the case and potentially predict
a rupture site. Despite substantial progress in this field [4–6], a latent dissent exists in the
research community, highlighted during numerous CFD challenges. It has been confirmed that
due to their various modeling strategies the participating teams obtained dissimilar results that,
in certain cases, could point towards different interpretations [7–10]. For a consolidated use of
CFD in IA research, it is imperative to address open modelling questions in advance [11].

Fluids 2024, 9, 1. https://doi.org/10.3390/fluids9010001 https://www.mdpi.com/journal/fluids83



Fluids 2024, 9, 1

Outflow Boundary Conditions (BCs) represent one recurring source of uncertainty in
vascular fluid dynamics. Reliable measurements are challenging to obtain, and as such are
rarely employed [11]. Instead, the Principle of Minimum Work can be used to prescribe the
flow split among the distal ends of the simulated network based on the relationship of their
cross-sectional areas [12]. This heuristic, arising from the pursuit of minimizing the energy
spent on the transport and storage of blood, has been confirmed through ex vivo analysis
by analyzing the regularity of arterial branching patterns [13]. The Law of Minimum Work,
known as Murray’s law, is not only more realistic than plain stress-free outflows [14,15], it
offers the advantage that it solely depends on the geometrical features of the network. This is
advantageous because it makes boundary conditions reproducible across varying modeling
assumptions such as rheology laws, solver schemes, and boundary extrusions.

Nevertheless, Murray’s law has an unstudied implication when applied to the com-
municating arteries in the Circle of Willis (CoW), a loop of arteries found at the base of the
brain (see Figure 1). From an anatomical point of view, these vessels serve the purpose
of linking the anterior and posterior circulations, thereby providing alternative pathways
for the blood in case of ischemia [16]. Frequently, the PCom carries a lesser net flow from
the ICA to the PCA, although different CoW configurations may perturb this rule [17–19].
The majority of CFD studies that examine IA at the carotid arteries only consider one part
of the anterior circulation, either defining the PCom as a regular system outlet [14,20] or
neglecting it [21,22]. These two strategies pose two extreme cases, and inevitably raise the
question of whether or not they lead to physiological conditions.

Middle Cerebral
Artery (MCA) Internal Carotid

Artery (ICA)

Posterior Cerebral
Artery (PCA)

Anterior Cerebral
Artery (ACA)

Ophthalmic
Artery (OA)

Posterior
Communicating
Artery (PCom)

Basilar Artery (BA)

P1
P2

A1

A2

Anterior Communicating
Artery (ACom)

Figure 1. Schematic view of the complete CoW and the ophthalmic arteries.

The uncertainty surrounding the simulation domain of IA and the uncertainty in
treating the PCom artery in CFD, as per the existing literature, underscores the motivation
for this study. Our aim is to evaluate changes in intra-aneurysmal hemodynamics in
ICA-PCom bifurcation aneurysms by varying the extent of the simulated vasculature.
These extensions are selected based on common observations from the IA literature, and
are compared with full CoW simulations. The primary focus of the comparison lies in
intra-aneurysmal flow patterns and the exposure of the lumen to shear stresses.

2. Materials and Methods

2.1. Medical Imaging and Segmentation

Angiographic images were obtained using time-of-flight angiography on 1.5 T and 3 T
MRI scanners with isotropic imaging and 0.6 mm slice thickness. The lumen was segmented
using 3DSlicer (https://www.slicer.org/, accessed on 5 May 2023) under the supervision
of neuroradiologists of the cooperating medical institution. Patient A has a complete CoW
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with one aneurysm of diameter 7.5 mm at the left ICA-PCom bifurcation. Patient B has a
bilateral P1 hypoplasia, and as such is missing a connection of the basilar artery with both
anterior circulations. The PComs are defined in this case as fetal, as their size is larger than
usual and they are in fact the main supplier of blood to the PCA [23]. The aneurysm of the
latter is located on the right side (d= 5 mm) and features a pronounced lateral daughter sack.
The complex geometry of this formation was later confirmed through image recordings
during the operation procedure. Lastly, patient C has an incomplete CoW due to an absent
right PCom. In this case, two IAs can be found, one at the left ICA-PCom bifurcation and
one at the right MCA bifurcation. The former, which was the only one considered during
analysis, is classified as bilobular due to the presence of two rounded sacks.

2.2. Spatial Discretization

For each of the segmented geometries, three extensions of ascending complexity (see
Figure 2) were generated to assess the implications of Murray’s law on simulated hemody-
namics. Geometries with the keyword Simplified are constrained to the main supplying
artery that leads to the IA. Communicating arteries and A2 segments (see Figure 1) are
neglected in this case. Middle extends the prior Simplified complexity by adding the PCom.
Finally, the keyword Full denotes the full CoW. To minimize perturbations caused by inlet
and outlet models, extrusions were made along these boundary patches [11,21]. Circular
profiles were adapted by a least-square fit to the irregular vessel cross-sections and extended
along the mean vessel direction using transfinite interpolations. This procedure additionally
simplifies the imposition of circular inflow profiles and facilitates geometrical information
required for the outflow boundary conditions.

Pa
tie

nt
A

Pa
tie

nt
B

Pa
tie

nt
C

Simplified Middle Full

Figure 2. Overview of cases A–C (top to bottom) in the different extensions Simplified–Full (left

to right). Simplified—Neglection of the adjacent PCom. Middle—Simulation of ICA and proximal
vessels. Full—Full computation of the CoW.

The open 2D surface meshes were parametrized using conformal maps, remeshed, and
extruded inwards to generate a set of tetrahaedral boundary layers (growth factor 1.2) [24].
These boundary layers serve two crucial purposes in our fluid simulations of arteries. First,
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the incorporation of boundary layers is essential for a more accurate resolution at the
wall regions. Second, maintaining consistency in the structure at the boundaries permits
comparison between different cases without disturbances from mesh-induced boundary
effects. The layer thickness was determined based on the dimensionless wall distance of
y+ = 1, an overestimated Reynolds number of Re= 1000 and the averaged diameter of the
ICAs. As proposed in [4], we fixed the mesh size h= 0.2 mm based on a preliminary mesh
convergence, which was progressively refined to h= 0.1 mm at the aneurysm periphery
(see Figure 3) utilizing gmsh (https://gmsh.info/, accessed on 30 May 2023).

Figure 3. Visualization of the CoW of patient A with highlighted mesh features (orange circles)
showing the linear isotropic refinement (left) and structured tetrahaedral boundary layers (right).

2.3. Hemodynamics Simulations
2.3.1. Navier–Stokes

Simulations were carried out by numerically solving the transient incompressible
Navier–Stokes equations using an in-house Finite Element (FE) solver. The discrete system
is set up by linear elements for both pressure and velocity, and is consequently stabilized
by a residual-based Variational Multiscale-type method [25,26]. The weak formulation
(see Equations (1) and (2)) is enriched with the residuals of continuity RC and residuals
of momentum RM. For details on the stabilization parameters (τC and τM), see [25] and
references therein. Time integration was carried out with a second-order semi-implicit
backwards scheme, which has been shown to provide a good balance between memory
and consistency [27,28].∫

Ω
ρ(∂t�uh + (�uh · ∇)�uh) · �w + σ : ∇�w︸ ︷︷ ︸

Galerkin terms

dΩ + ∑
Ωe∈Ω

∫
Ωe

τMρ(�uh · ∇)�w · RM︸ ︷︷ ︸
Upwind stabilization

dΩ

+ ∑
Ωe∈Ω

∫
Ωe

τCRCρ∇ · �w︸ ︷︷ ︸
Grad-div stabilization

dΩ =
∫

Γh

�w · σ ·�n︸ ︷︷ ︸
Boundary stress

dΓ, ∀�w ∈ H1
(1)

∑
Ωe∈Ω

∫
Ωe

τM∇q · RM︸ ︷︷ ︸
Pressure stabilization

dΩ +
∫

Ω
q∇ · �uh︸ ︷︷ ︸

Galerkin term

dΩ = 0, ∀q ∈ H1 (2)

As mentioned previously, several benchmark validations with both space and time
convergences analyses were made in [25,27], and more recently in the context of IA in [29].
The obtained parameters yielded stable simulations and matched the proposed resolutions
in the IA and hemodynamics literature [4,22,30]. For completeness, we added the effects
of different timesteps and mesh resolutions (see Figures 4 and 5) on a representative test
case, patient B, allowing us to finally fix the time step to 1 ms and the mesh size graduation
between h= 0.2 mm and h= 0.1 mm at the aneurysm periphery for for all our simulations.
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Figure 4. Velocity profile over aneurysm B for different time resolutions using the described mesh.

Figure 5. Velocity profile plotted over the C6-C7 ICA sections (Patient B) for different mesh sizes.

2.3.2. Rheology

The shear-thinning rheology was modelled through the Carreau model describing
its behaviour [11,31,32], as provided in Equation (3). The constants ρ = 1056 kg/m3,
μ0 = 0.0456 Pa·s, μ∞ = 0.0032 Pa·s, λ= 10.03 s, and n= 0.344 and shear rate γ̇ were em-
ployed [33].

μ(γ̇) = μ∞ + (μ0 − μ∞)
(

1 + (λγ̇)2
)(n−1)/2

(3)

2.3.3. Boundary Conditions

Inflow conditions were described with the help of a generalized volumetric flow curve
which was scaled and split among the supplying arteries (see Figure 6). More precisely, in
case A each ICA contributes 44% of the total volumetric flow, while the BA carries only
12% due to its small size [34]. Cases B and C follow a split of 40%–20% between each ICA
and the BA. The flow rate Q was imposed via parabolic velocity profiles at the base of
the arterial system. The walls were considered fully rigid, and as such were set through
no-slip conditions.

The outflow of the system followed Murray’s Law, guiding the flow distribution based
on the cubed outlet radius, as expressed in Equation (4) [14,15]. The exponent three (n = 3)
aligns with Poiseuille flow assumptions on the long-term cost of blood transport in brain
arteries [12]. This exponent was chosen for consistency with the linear relationship P = QR
used to impose the desired flow rates. The rule is derived from fully established Poiseuille
flow principles [35], and is commonly used in brain arteries [28,36]. The resistances R were
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adjusted iteratively for each outlet, ensuring a systematic application of Murray’s Law
across the system.

Qout,i(t) = Qin(t)
r3

i

∑j r3
j

(4)
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Figure 6. Volumetric inflow of patients A–C.

2.3.4. Computation Details

For the solution, the fully coupled system of pressure and velocity was solved in
parallel using the ILU(4) block preconditioned Stabilized Bi-Conjugate Gradient method.
The simulations were carried out on dual processors (32-Core AMD EPYC 64-bit Processor
7502, Advanced Micro Devices, Santa Clara, CA, USA) with a 2.5 GHz base clock rate and
a HDR 100 interconnection. The computing times of each cardiac cycle can be extracted
from Table 1. The number of elements, likewise provided in Table 1, was notably higher for
case A due to its larger volume and aneurysm sack.

Table 1. Element count in millions of elements and computation time per cardiac cycle of different
meshes.

Patient Simplified Middle Full

A nelem 3.4 3.8 7.1
Tcomp 9:20 h 10:12 h 22:10 h

B nelem 2.0 2.1 3.6
Tcomp 4:41 h 5:19 h 8:23 h

C nelem 1.6 1.7 4.7
Tcomp 5:07 h 5:46 h 8:30 h

2.4. Hemodynamic Descriptors

The influence of different domain extensions was assessed through key hemodynamic
indicators, including Wall Shear Stress(WSS), Oscillatory Shear Index (OSI), and velocity
profiles. As a primal variable, velocity is inherently linked to any alterations in system
dynamics, and as such was considered for initial assessments. WSS and OSI belong to a set
of indicators related to vascular remodeling, and are recognized as risk factors in aneurysm
formation [37–39]. According to Meng et al. [40], destructive remodeling phenomena of
arterial walls can be categorized into mural cell-mediated events caused by abnormally high
WSS and inflammatory remodeling induced by low WSS and high OSI. However, despite
the identification of general trends in the literature [41], a consensus on threshold values for
WSS and OSI in brain arteries remains elusive [42]. Recent advancements in hemodynamic
research have introduced WSS-derived quantities such as the WSS gradient topology [43]
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and the relative residence time (see [44] and therein). These novel indicators provide
insights into the pulsatility and topological structure of WSS distributions. Recognizing
the critical role of WSS in these advancements, our work primarily focuses on its accurate
computation. These quantities were calculated from the velocity fields through the stress
tensor σ, as illustrated in Equations (5) and (6), respectively.

�τwss = �n × (σ ·�n)×�n (5)

OSI =
1
2

⎛
⎝1 −

∥∥∥∫ T
0 �τwss dt

∥∥∥∫ T
0 ‖�τwss‖ dt

⎞
⎠ (6)

3. Results

3.1. Simulations

The overall flow distribution can be visually followed from the velocity magnitudes
shown in Figure 7. Patient A stands out due to slower flow velocities despite similar
tributary flows, which is a direct consequence of having larger vessels overall compared
to B and C. The plot highlights regions of high flow speeds, for instance in the terminal
ICA bifurcation. The highly inertia-driven flow turns mostly into the MCAs, which due to
both their size and the Murray exponent (n = 3) carry the largest outflow. When present,
the BA supplies the posterior circulation of the brain without directly irrigating the anterior
circulation. Therefore, the flux traversing the PCom is strictly unidirectional, carrying blood
away from the ICA towards the PCA in accordance with the commonly observed flow
direction [18,45]. According to our models, Patients B and C feed the distal PCA mostly
(Patient C) or exclusively (Patient B) through the PCom due to their small or fetal P1 segments.

Figure 7. Cont.
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Figure 7. Maximum velocity projection of patients A–C (top to bottom) for all complexity levels
Simplified–Full (left to right) at diastole.

The detailed presentation of the average blood transported through each vessel is
provided in Table 2. Notably, in the Full configuration, the flow through the A2 segment
of the ACA is consistently smaller, exhibiting a deviation of up to 5 percentage points
compared to the Middle and Simplified configurations. The Middle configuration is
characterized by guiding flow away from the MCA towards the A1 segment of the ACA,
representing a distinct pattern in the distribution of the blood flow. These observations are
relevant for the later discussion of the biases of Murray’s law. Additionally, the volumetric
flow was recorded at the vessels close to the aneurysms. Figure 8 shows this quantity
normalized with respect to the maximum mean flow of the three extensions. It can be
seen that in the Simplified simulations the flow that would leave through the PCom is
distributed among the other outlets, causing their flow rates to be consistently higher.
While Middle is distinguished from Full through lower outflows through the MCA and
larger ones through the ACA, it exhibits no general trend on the PCom.

For verification purposes, the goodness of the boundary condition model is shown, for
which the resistances Ri have been fitted in an iterative process to minimize the L1 error
between the targeted flow and the achieved one. In Figure 9, the volumetric flow of the
left hemisphere’s outlets (aneurysm A) are shown together with the targeted curves as a
representative example of the fitting performance. The linear law enables the mass flow to
be controlled through pressure BCs within a relative error of 5% per cardiac cycle despite
non-Newtonian and transient flows. The largest relative deviations are observed at small
vessels during peak systolic and peak diastolic times, for instance, the OA (green curves) in
Figure 9.

Table 2. Outflow per cardiac cycle with respect to the in total inflow of each patient. In the Full
configuration of case C, the flow in the right MCA is a consequence of imposing Murray’s law on
the vessels of the M1–M2 bifurcation. The massflow for the Middle and Simplified configurations is
taken at the A1 ACA segment due to the inherent cut of the domain.

Case Complexity MCA PCA ACA OA

Left Right Left Right Left Right Left Right

A
Full 28.8% 25.7% 14.0% 7.7% 7.2% 9.3% 3.1% 4.2%
Middle 21.8% - 10.6% - 9.2% - 2.4% -
Simplified 28.8% - - - 12.1% - 3.1% -

B
Full 29.3% 21.6% 4.9% 9.6% 4.3% 7.0% - 3.1%
Middle - 20.9% - 9.3% - 6.8% - 3.1%
Simplified - 27.2% - - - 8.8% - 4.0%

C
Full 27.1% 35.9% 12.0% 12.4% 4.0% 8.5% - -
Middle 22.1% - 7.5% - 10.3% - - -
Simplified 27.3% - - - 12.7% - - -
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Figure 8. Mean volumetric flow per cardiac cycle in the IA proximity. The percentage values describe
how much flow passes through the indicated vessel with respect to the other configurations. The cuts
of the MCA and ACA are set at the M1 and A1 segments, respectively.

Figure 9. Volumetric flow through the left ICA outlets of patient A, comparing the values of the
targeted flow (dashed lines) as dictated by Murray’s Law (see Equation (4)) with those obtained using
the linear pressure relationship P = QR after fitting the resistances.
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3.2. Intra-Aneurysmal Dynamics

The flow structures in the domes are visualized in Figure 10 for each patient (rows)
and configuration (columns). The aneurysms are cut with a plane at the neck, and velocity
streamlines of the intra-aneurysmal flow are inscribed lightly to indicate the structure of the
present vortices at peak diastolic time. For the inertial flow of aneurysm A (first row), all
three configurations show a large centred vortex traversing the dome that can be regarded
as consistent across the three sizes. On the contrary, Patients B and C in the second and
third rows of Figure 10 display clear discrepancies. Starting with aneurysm B (second row),
it is apparent that in the simple configuration the main inflow enters the dome focused
as a small jet, then later decays into a stable weaker recirculation. For the Middle and
Full extensions of the same case, the inflow hits the neck of the daughter sack, splitting
its momentum among two vortices that traverse the main lobe and the daughter sack,
respectively. In the Full simulation of B (second row, third column), the daughter sack’s
recirculation is located farther up inside the dome, leading to larger in-plane velocities.
Lastly, Patient C (the third row of Figure 10) presents the largest disparities on both the
quantitative and qualitative levels. One of the most noticeable differences in Figure 10 is the
inverted circulation of the right aneurysm dome with respect to the other two extensions in
the Full simulation. At the same time, the average velocity of the impinging jet exceeds
those in the other cases by 31% and 19%, respectively.

Figure 10. Cross-section cuts at the IA neck of Patients A–C (top to bottom) with the inscribed
velocity magnitudes at diastole. The velocity streamlines are superposed with the aneurysm necks to
highlight the structure of the flow.
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3.3. Wall Shear Stress

The WSS magnitudes for peak diastole and systole are shown in Figure 11a,b, re-
spectively. Patient A (first row) is characterized by a stable and qualitatively similar WSS
pattern across all extensions. Here, only the Simplified case demonstrates smaller patches
of higher shearing that are not present in the Middle and Full systems. Patients B and C
instead exhibit persistently altered WSS patterns for all of the domain extensions. Setting
the Simplified system aside, it is possible to observe shifts in patterns between the Middle
and Full extensions in the second and third columns, respectively. Most notable here is the
daughter sack in patient B’s aneurysm (second row of Figure 11). During diastole, the WSS
is relatable between the Middle and Full systems. On the contrary, at systole the shearing
increases for the Middle system while remaining low for the Full system, leading to two
distinct characterizations. Following the Full system, the daughter sack could be identi-
fied as a risk factor due to low WSS exposure, whereas the Middle simulation would not.
Daughter sacks play an important role here, as their appearance is linked to an augmented
risk of rupture. The last patient case in the bottom row of Figure 11a,b, again shows an
inconsistent WSS among the different extensions, which is especially aggravated at the
dent separating the two sacks.
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Figure 11. WSS distributions on aneurysms A–C (top to bottom) for the different complexity levels
at diastole (a) and peak systole (b).

3.4. Oscillatory Shearing

Following the same structure as in Figure 11a,b, the OSI is displayed in Figure 12. The
observed stable WSS profile of aneurysm A inevitably leads to nearly absent oscillatory
shearing with only small localized peaks (see the first row in Figure 12). Large dissent
of the OSI distributions is again found in patients B and C (the second and third rows of
Figure 12), which is especially apparent in the distal lobe of Patient C. There, in contrast to
the other cases, high overall values are found on the visible face in the Full CoW simulation.

93



Fluids 2024, 9, 1

Simplified Middle Full

O
SI

0

0.4

O
SI

0

0.4

O
SI

0

0.4

Figure 12. OSI distributions for cases A–C (top to bottom) under different geometry extensions.

4. Discussion

The results show a satisfactory application of resistive boundary conditions to the
simulation of hemodynamics, providing accuracies above 95% with respect to the targeted
flows of Murray’s law. The resulting flow in the CoW resembles the values from the
literature [46], though with a tendency to overestimate the flow through the MCAs. Using
an exponent of (n = 2) in Murray’s law (see Equation (4)) reduces the discrepancy for the
flow in the MCA, though at the cost of overestimating the flows in smaller vessels such as
the OA. Detailed measurements of brain arterial trees [13] suggests that Murray’s law is
best fit by exponents that grow from 2 in the proximal sections towards 3 in the more distal
sections. While this factor is important to consider in general, we opted for a consistent
modelling of the distal systems based on the Poiseulle flow. For a more detailed analysis of
this matter, refer to [15,20], which studied the different exponents, area estimations, and
bifurcation rules in relationship with Murray’s law.

The changes in the flow through the ACA between the different computational do-
main extensions are a direct consequence of Murray’s law being applied to vessels of
varying diameter. In all cases, the proximal ACA (A1) has a larger radius than its post-
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communicating segment (A2), leading to different flow rates according to Equation (4).
However, this apparent inconsistency is caused by perforator vessels around the ACom,
such as the Recurrent Artery of Heubner, which due to their small size cannot be properly
simulated. Experimental studies [46] support the observed decrease in flow rates. In our
cases, applying Murray’s law shows better agreement with the aforementioned study in
both ACA and MCA flow rates when setting the domain boundary in the A1 segment.

Further analysis of the hemodynamics in the IA shows differences that exceed expec-
tations, comparable to those seen in simulation challenges [7,8,10]. The Simplified strategy
lacks physical reasoning, as all of the patient geometries in this study exhibit PCom arteries.
Simulations confirm that neglecting these arteries significantly alters the intrasaccular
hemodynamics, confirming the initial intuition. Without further exploration of this strategy,
we conclude that it is unsuitable for the presented vasculatures.

The Middle extension, commonly found in the literature, presents more similarities
with the Full CoW simulations. However, moderate changes in hemodynamics sometimes
result in magnified alterations in WSS. These differences may lead to varied correlations
between the flow dynamics and aneurysm evolution [28]. Causes for these observations
include changed boundary flow rates on one side and a lack of interactions with the
opposing hemisphere and posterior circulation on the other.

The additional blood suppliers in the case of the Full simulations, such as the neigh-
bouring ICA and the BA, are participants in causing blood to traverse communicating
vessels into other circulation segments. Although most of the interhemispheric flow was ob-
served at the ACom, making it distal to the aneurysm fundus, the importance of the inflow
streams’ influence cannot be generally disregarded [21]. Due to a lack of measurement data,
we imposed equal flow rates for the ICAs, aligning with a popular choice demonstrated
in [7]. As stated before, this is irrefutably one of the biases taken into consideration that
could be lifted by measurements in follow-up work. The second factor causing altered
results between the Full CoW and Middle simulations, as stated earlier, is the interaction
between the anterior and posterior circulations. By not imposing a midway boundary
in a posterior communicating artery, more slack exists for the flow to unravel its natural
characteristics, thereby providing a more physiological hemodynamic profile. Examples of
this, among others, are pressure drops at posterior arterial junctions and bifurcations that
effectively alter upstream pressure distributions, and are of notable relevance [14,47].

The flow in these communicating vessels holds significant medical importance, consid-
ering that 60–70% of all IAs are located on the Circle of Willis, which itself constitutes 85%
of all IAs [48]. These vessels are both abundant and intricate, often presenting challenges
in treatment due to their small size and contributing substantially to the incidence of rup-
tures [49]. While the role of CFD in diagnosing and analyzing IA growth and remodeling
processes remains uncertain, it is crucial to acknowledge that modeling choices significantly
impact the hemodynamics of communicating vessels [50]. Moreover, statistical evidence
indicates that the absence or hypoplasia of certain communicating segments is associated
with a higher likelihood of developing IAs [51,52]. As such, it becomes imperative to
continually evaluate and refine CFD models in order to capture the hemodynamics of the
CoW more effectively. This ongoing consideration is essential for advancing research and
addressing the multitude of unanswered questions surrounding intracranial aneurysms.

5. Conclusions

In this study, we have conducted a detailed analysis of how different domain exten-
sions and complexity levels affect hemodynamics in the brain’s Circle of Willis. Using
patient-specific geometries and computational fluid dynamics, we simulated three models
of increasing complexity inspired by common literature findings for each patient. All of
these simulations considered non-Newtonian pulsatile fluid flow, and outflow splits were
determined using Murray’s law.
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The obtained results showed notable variations in flow patterns throughout the arterial
network, particularly in two of the three cases. This highlights the importance of carefully
analyzing topology in order to avoid modelling errors and conflicting results.

We conclude that studying the patient-specific Circle of Willis anatomy or utilizing
measurement data is important for analysis of hemodynamic risk indicators in order to
ensure physiological hemodynamics. To balance computational demands and accuracy,
we suggest a two-step approach: a coarse large-scale simulation of the CoW to provide
boundary conditions, and a highly resolved local simulation focused on the region of
interest, ensuring both reliability and high-fidelity hemodynamics. This approach can be
applied to other vascular pathologies as well.

This study deals with the modelling challenge in IA research, which, if addressed
comprehensively, could reduce discrepancies in computational fluid dynamics results,
enhancing our understanding of IAs and their treatment principles.
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IA Intracranial Aneurysm
CFD Computational Fluid Dynamics
CoW Circle of Willis
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MCA Middle Cerebral Artery
PCA Posterior Cerebral Artery
ACA Anterior Cerebral Artery
ACom Anterior Communicating Artery
PCom Posterior Communicating Artery
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Abstract: Purpose: The analysis of pathological human left ventricular hemodynamics using high-
resolved image-based blood flow simulations shows a major potential for examining mitral valve
insufficiency (MI) under exercise conditions. Since capturing and simulating the patient-specific
movement of the left ventricle (LV) during rest and exercise is challenging, this study aims to propose
a workflow to analyze the hemodynamics within the pathologically moving LV. Methods: Patient-
specific ultrasound (US) data of ten patients with MI in different stages were captured with three-
dimensional real-time echocardiography. US measurements were performed while patients were
resting and while doing handgrip exercise (2–4 min work). Patient-specific hemodynamic simulations
were carried out based on the captured ventricular wall movement. Velocity and kinetic energy were
analyzed for rest and exercise and for the different MI stages. Results: The results reveal a dependency
of the kinetic energy over time in the ventricular volume curves. Concerning the comparison between
rest and exercise, the left ventricular function reveals lower systolic kinetic energy under exercise (ki-
netic energy normalized by EDV; mean ± standard deviation: rest = 0.16 ± 0.14; exercise = 0.06 ± 0.05;
p-value = 0.04). Comparing patients with non-limiting (MI I) and mild/moderate (MI II/III) MI, lower
velocities (mean ± standard deviation: non-limiting = 0.10 ± 0.03; mild/moderate = 0.06 ± 0.02;
p-value = 0.01) and lower diastolic kinetic energy (kinetic energy normalized by EDV; mean ± stan-
dard deviation: non-limiting = 0.45 ± 0.30; mild/moderate = 0.20 ± 0.19; p-value = 0.03) were found
for the latter. Conclusion: With the proposed workflow, the hemodynamics within LVs with MI
can be analyzed under rest and exercise. The results reveal the importance of the patient-specific
wall movement when analyzing intraventricular hemodynamics. These findings can be further used
within patient-specific simulations, based on varying the imaging and segmentation methods.

Keywords: computational fluid dynamics; hemodynamics; kinetic energy; left ventricle; mitral valve
insufficiency; moving mesh method

1. Introduction

Mitral valve insufficiency (MI) is a pathology occurring at the left ventricle of the
human heart, causing reflux through the mitral valve back to the atrium [1]. MI occurs
with an incidence up to 11.7% for people over 75 years [2] and in different stages (non-
limiting—MI I and mild/moderate—MI II/III) [3]. For most patients, the MI stage increases
under exercise [4], which has an effect on the development of symptoms specific for each
patient [5]. The relationship between rest or exercise conditions and the intraventricular
blood flow in patients with MI is still not fully understood [6]. However, the patient-
specific blood flow analysis is crucial to obtain knowledge about the disease itself and
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for the planning of support therapy [7]. This can be realized by performing image-based
patient-specific hemodynamic simulations [8,9]. In this regard, the numerical replication
of the patient-specific movement of the ventricular wall is crucial to provide realistic flow
characteristics [10].

As found by Nquyen et al. [11], magnetic resonance imaging scans can be used as a
basis for a patient-specific moving mesh simulation to analyze the intraventricular hemo-
dynamics. Boundary conditions are calculated by the deviation of the inlet and outlet
mass flow from the ventricular volume over time [11]. Nevertheless, there is a lack of
patient-specific pressure curves at the inflow and outflow tract, affecting the resulting hemo-
dynamics. More recently, Goubergrits et al. and Obermeier et al. [12,13] used CT scans and
calculated the movement of the LV walls using scaling based on the volume curve over
time. With their approach, the patient-specific volume, including a detailed description of
the valves, is considered. However, the patient-specific ventricular wall movement was
not taken into account, and radiation exposure argues against the use of additional CT.
Bavo et al. [14] developed a promising moving mesh method using ultrasound images
from transesophageal echocardiography. The application of this method in clinical routine
may, however, be constrained due to its invasive character [15]. Instead, transthoracic
echocardiography (TTE) can capture time-resolved images of the ventricular volume in a
non-invasive and radiation-free manner [16]. The imaging is even possible while patients
perform low impact exercises [17]. Bakkestrøm et al. [18] investigated hemodynamics
in patients with MI I and MI II/III, under rest and exercise, using catheterization and
imaging modalities (echocardiography and magnetic resonance imaging). Within their
study, significant differences in pulmonary capillary wedge and artery pressure were found
between patients with MI I and MI II/III; however, highly resolved hemodynamics were
not evaluated. Addressing these mentioned limitations, image-based hemodynamic simu-
lations are used to investigate the hemodynamics in LVs of 10 patients with different MI
stages, under rest and exercise. TTE is used to capture time-resolved medical images, and
a moving mesh method is applied to take the patient-specific ventricular wall movement
into account.

Therefore, the aim of this study was to determine potential hemodynamic markers
that are able to characterize the heart function depending on the MI stage. In addition,
the different impact of rest and exercise on the chosen hemodynamic parameters was
identified.

2. Materials and Methods

2.1. Patient-Specific Ultrasound Data and Medical Image Segmentation

The database within this study consisted of the 3D patient-specific ventricular wall
geometry of the LV. Data was captured in the Division of Cardiology and Angiology,
Department of Internal Medicine, University Hospital Magdeburg, with real-time 3D
transthoracic echocardiography using a Siemens ACUSON SC2000 ultrasound medical
device (Siemens ACUSON SC2000 Ultrasound System, 2016, SIEMENS Healthineers AG
Munich, Germany), with a frequency of 4.5 MHz.

Echocardiographic data was collected as part of the CIRCUS study (Compare Impedance
Cardiography with Right Heart Catheterization and UltraSound, German Clinical Trials
Register, DRKS00015635). The study was approved by the institutional review board. All
patients provided written informed consent.

The data comprises 10 patients with different stages of MI I-III (see Table 1). The time
discrete LV wall movement was captured via US as n timesteps of the 3D LV geometry
during one cardiac cycle (CC). Each LV movement exhibited n = 9 up to n = 22 timesteps
per CC. Details on each patient’s timesteps, as well as the patient data, such as sex, age, size,
weight, and end-diastolic volume (EDV), end-systolic volume (ESV), and ejection fraction
(EF) can be found in Table 1.
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Table 1. Patient-specific parameters for each case 1–10 comprising the stage of MI (I/II/III), sex, age
in years, weight in kg, size in cm, ESV (end-systolic volume) in ml, EDV (end-diastolic volume) in
ml, EF (ejection fraction), HR (heart rate) in beats per minute (bpm), and the timestep size n of the
captured time frames during ultrasound measurements.

Case MI Sex Age Weight Height ESV (mL)

rest exercise (kg) (cm) rest exercise
1 MI I MI I m 75 89 178 82.96 93.18
2 MI I MI I m 76 93 175 80.43 64.93
3 MI I MI I m 76 76 188 41.18 42.28
4 clipped clipped f 78 86 160 51.15 37.13
5 MI I MI II f 78 84 180 26.52 25.06
6 MI II MI II f 73 79 168 16.46 38.13
7 MI II MI III f 67 57 170 15.72 26.14
8 MI III MI III m 81 76 176 100.63 93.17
9 MI III MI III f 86 65 154 50.98 43.20

10 MI III MI III f 78 75 163 30.81 23.92

Case EDV (mL) EF (-) HR (bpm) Timesteps n

rest exercise rest exercise rest exercise rest exercise
1 132.67 135.50 37.47 31.23 89 110 12 10
2 106.14 91.29 24.22 28.87 71 133 16 14
3 109.02 104.01 62.23 59.35 68 120 14 11
4 106.76 76.12 52.08 51.22 60 89 15 16
5 56.16 62.64 52.78 59.98 77 114 16 16
6 40.90 72.57 59.76 47.46 60 116 19 15
7 47.12 63.57 66.63 58.89 47 124 21 20
8 140.12 132.76 28.19 29.82 67 110 15 23
9 93.65 62.33 45.56 30.69 58 111 20 14

10 85.00 58.30 63.75 58.97 66 117 18 17

The moving LV geometries were captured under rest and exercise, respectively. For
exercise measurements, patients performed handgrip exercise for 2–4 min during the data
acquisition. Heart rates measured within each patient during data acquisition ranged
between 47–89 (66.30 ± 10.84) during rest and 89–133 (114.40 ± 10.80) during exercise (see
Table 1).

The 3D US data of the LV geometries was segmented with 4-dimensional left ventricle
analysis (4D LVA) using the ImageArena 2020 software by TomTec (TOMTEC Imaging
Systems, Unterschleißheim, Germany). Initial geometry files (IGF) were provided in
Standard Triangle Language (STL). Due to the existing image resolution, the valves could
not be segmented from US and were represented as surfaces moving with the ventricular
wall (see Figure 1). For each patient (P1–5: first and second column, P6–P10: third and
fourth column) the end-systolic state of the moving LV geometry is presented in Figure 1
during rest (first and third column) and exercise (second and fourth column).
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Figure 1. End-systolic LV geometries of all patients (P1–P10) during rest (first and third column) and
exercise (second and fourth column) captured with 3D US. Corresponding pressure (p) curves in
mmHg over time (t) in seconds at the inlet (blue) and outlet (red) boundaries are shown below each
geometry. Pressure curves are shown over 3 CCs.

2.2. Boundary Conditions: Ventricular Wall Movement and Pressure Curves

To implement the patient-specific wall movement as a boundary condition in the
simulation, n meshed surfaces (for n timesteps) with corresponding surface nodes were
provided. To realize this wall movement, the moving mesh method (https://github.
com/mneidlin/movingmesh, accessed on 1 June 2022) proposed by Grünwald et al. was
chosen [19]. Concerning the creation of the input data for the moving mesh method, first,
the end-systolic timestep (n = 1) of the IGF was load into ANSYS Spaceclaim 2021 R2 as STL
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and was then meshed (meshed geometry file—MGF) in ANSYS Meshing 2021 R2 (Ansys
Inc., Canonsburg, PA, USA). A base mesh size of 0.5 mm was set for each patient, resulting
in a total number of cells ranging from 1.3 to 3.6 million, depending on the patient-specific
ESV. Mesh independency tests were carried out by analyzing the mesh of the ESV geometry
of one patient. Details concerning the analyzed parameters with respect to the mesh study
can be found in [19].

Second, the MGF surface nodes Pi on the end-systolic geometry (n = 1) were correlated
with the triangular faces on the IGF surface nodes (triangular face with edge points P1 P2
P3). Here, for each MGF surface node Pi the location at the IGF triangular face was searched.
When found, the correlation between the location Pi and the triangle corner points P1, P2,
P3 was calculated. For this, the factors α and β were defined to describe the location of
Pi on the triangle faces using the terms of the cross product (CP) and dot product (DP)
of two parallel vectors: CP equals zero, and DP equals the product of their lengths. This
combination reveals the following formula to calculate α and β:

Pi = Pi2 + αi ∗
⇀

Pi2Pi1 + βi ∗
⇀

Pi2Pi3 (1)

Since the original STL geometries over the time series (n1, n2, . . . , nT; with T = amount
of timesteps) comprise an equal amount of surface nodes, this correlation could then be
used to create the exact same mesh for each timestep n over the time series (for the amount
of timesteps for each case, see Table 1) [19].

Third, to overcome the time discrete movement, an interpolation was carried out
between the Pi to the Pi+1 meshed points to create a continuous mesh movement of the LV
over one CC. A cubic spline interpolation was used with 20 interpolation steps for each LV
geometry.

From the velocity curves measured with pulsed waves (PW) and continuous waved
(CW) Doppler for each patient using the ultrasound scanner, the pressure curves at the
LV inlet (mitral valve) and the LV outflow tract were derived directly within the machine
using the Bernoulli’s principle [20]:

v2

2
+ gz +

p
ρ

= constant (2)

with v = velocity, g = gravity acceleration, z = elevation of the point above a reference plane,
p = pressure at chosen point, and ρ = fluid density.

The pressure curves over one CC at the inlet and outlet of the LV are presented below
the end-systolic geometries for each patient in Figure 1. These derived curves are used as
boundary conditions at the inlet and outlet during simulation. Additionally, the velocity
curves at the LV inlet were further correlated with the resulting flow from computational
fluid dynamics (CFD) (for details, see Appendix A, Figure A1).

2.3. Hemodynamic Moving Mesh Simulation

CFD simulations were performed, solving the Navier–Stokes equations using the finite
volume solver ANSYS FLUENT 2021 R2 and the moving mesh method. The governing
Navier–Stokes equations of the continuity and momentum are shown within (3) and (4):

∂

∂t

∫
V

ρdV +
∫

S
ρ
(
⇀
v − ⇀

vb

)
∗⇀

n dS = 0 (3)

∂

∂t

∫
V

ρ
⇀
v dV +

∫
S

(
ρ
⇀
v
(
⇀
v − ⇀

vb

)
+ pl −⇀

τ
)
∗⇀

n dS = 0 (4)
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The moving mesh method is implemented throughout user-defined functions written
in the programming language C and compiled within the solver [19]. During each timestep
of the simulation, the current mesh was loaded before the fluid solver calculations, with
30 iterations per timestep. Thus, the timestep size depends on the mesh and the cycle
duration. Valves were simulated as walls, when closed. Concerning the MI stage, the orifice
was assumed as a circular part in the middle of the inlet surface area, which remains a
pressure-inlet during systole (~10% of the surface area for MI I and ~20% of the surface
area for MI II/III). Blood was assumed to be Newtonian, with a dynamic viscosity of
0.004 Pa × s and incompressible with a density of 1055 kg/m3. A pressure-based coupled
solver and a k-ω SST model was used, with an absolute criteria of 10−3 for k and ω [21,22].
Concerning the convergence, residuals for continuity were set to 3 × 10-4 and to 10−3 for all
velocity components, respectively. Since Grünwald et al. [19] determined that flow results
reveal cycle independence after the second CC, the simulations ran for three cycles, and the
calculated parameters during the third cycle were evaluated.

2.4. Hemodynamic Analysis

Simulation results of the intraventricular blood flow were analyzed in ANSYS EnSight
2021 R2 and MATLAB R2022a (The Mathworks Inc, Natick, MA, USA). Parameters taken
into account were the intraventricular velocity (VEL), vorticity (ω), and kinetic energy
(KE) [23]. Vorticity is defined with the components ζx, ζy, ζz (using velocity components u,
v, w and directions x, y, z):

ζx =
∂w

∂y
− ∂v

∂z
, ζy =

∂u

∂z
− ∂w

∂x
, ζz =

∂v

∂x
− ∂u

∂y
(5)

Kinetic energy is defined as:

KE =
1
2
∗ ρ

(√
u2 + v2 + w2

)2
, (6)

Mean values describe the spatial mean inside the ventricle averaged over one CC.
Vortex core lines were estimated from the 3D flow field’s velocity gradient tensor using
ANSYS EnSight, and the associated vortex core line length (VCL) was calculated during
late systole. Statistical tests were performed comparing rest vs. exercise and MI I vs. MI
II/III, using a two-sided Student’s t-test with a significance level of p = 0.05.

3. Results

Within this study, the blood flow in patient-specific moving LV geometries was an-
alyzed numerically for 10 patients during rest and exercise. In this section, the resulting
chosen hemodynamic parameters, as well as the comparison between rest and exercise and
the different MI stages (I and II/II), are presented.

3.1. Intraventricular Kinetic Energy and Volume Curves

The moving mesh method allows for the establishment of a continuous movement of
the LV geometries during simulation. In Figure 2, the resulting continuous volume curves
of each patient during rest (P1–P5, first, and P6–P10, third column) and exercise (P1–P5,
second, and P6–P10, fourth column) are shown in green, along with the resulting kinetic
energy curves normalized by EDV (red curves).
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Figure 2. Presentation of the volume (green) and KE/EDV (red) curves of each patient during rest
and exercise. The graphs (KE/EDV, V, and t) are normalized according to their maximum for better
demonstration of the course. For non-normalized mean values, see Tables 2 and 3 and Figure 3.
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Table 2. Comparison of hemodynamic parameters averaged over all patients between rest and
exercise. Mean values and standard deviation (std) are shown for each parameter (VCL—vortex core
line length, ω—mean vorticity, KE/EDV—mean kinetic energy normalized by end-diastolic volume,
VEL—mean velocity).

Mean Rest Std Rest Mean Ex Std Ex p-Value

VCL (m) 0.20 0.14 0.27 0.16 0.36
ω (1/s) 16.49 7.24 18.66 8.42 0.56

KE/EDV (J/mL) 0.09 0.06 0.10 0.08 0.73
VEL (m/s) 0.08 0.03 0.08 0.03 0.60

max dias KE/EDV (J/mL) 0.32 0.22 0.33 0.34 0.94
max sys KE/EDV (J/mL) 0.16 0.14 0.06 0.05 0.04

Table 3. Comparison of mean KE/EDV and mean VEL between P1–5 (MI I) and P6–10 (MI II/III),
independent of rest or exercise state.

Mean P1–5 Std P1–5 Mean P6–10 Std P6–10 p-Value

(ex + rest) (ex + rest) (ex + rest) (ex + rest)
KE/EDV (J/mL) 0.12 0.07 0.07 0.05 0.08

VEL (m/s) 0.10 0.03 0.06 0.02 0.01
max dias KE/EDV (J/mL) 0.45 0.30 0.20 0.19 0.03
max sys KE/EDV (J/mL) 0.11 0.11 0.10 0.11 0.80

Figure 3. Boxplots with scatters for max (during diastole and systole) and mean KE/EDV (a) and
mean velocity (b) for all patients. Patient data for P1–5 (MI I) is presented in green and for P6–10
(MI II/III), with red scatter points. Differences are signed with “*” if significant and with “n.s.” if not
significant.

For each patient, the curves are normalized by their maximum value to present the
progression of the graph and the difference in scale, respectively. The graphs show the
dependency of the resulting KE from the ventricular wall movement. For each patient, the
decrease in volume results in a peak within the KE graph. As the volume increases, the KE
graphs reveal smaller peaks as well. The movement of the LV geometries strongly differs
between rest and exercise, not only in volume (see Table 1), but also as indicated: EDV rises
during exercise for P1, P5–7; EF rises for P2, P5, and P8, but also in the course of the graph
(see Figure 2). The volume curves of P3re (MI I), P4re (cl), P5re (MI I), P8re (MI III), and
P9re (MI III) reveal a decrease during diastole before the peak volume is reached and the
volume increases again. For P7re (MI II), this decrease appears earlier during the filling
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phase. This decrease is also presented in the graphs of P2ex (MI I), P7ex (MI III), and P10ex
(MI III).

The KE curves (red curves) show peaks during systole, except for P5ex (MI II) and
P8ex (MI III). A peak during diastole also occurs for each patient during rest and exercise,
except for P2 (MI I), P4 (cl), and P10 (MI III). Concerning the peak waves of the KE graphs,
differences between rest and exercise occur only for P8 when looking at the peak formation
within the course of the graph. For each patient, this peak is higher during systole than
during diastole. Concerning the scale, KE reveals lower values within patients with MI
II/III (P7–10) than within P2–5 (MI I). Higher KE is visible, especially for patients with
MI I (P1–5). Only P7 (MI II/III) and P10 (MI III) reveal high KE during systole. For each
patient at rest, despite P1 (MI I), KE is higher during systole than during diastole. Within
exercising patient results, KE is lower during systole for P1–5 (MI I) and higher for P6–10
(MI II/III).

A qualitative visualization of the KE distribution and the vortex formation (using
isosurfaces of the Q-criterion Q = 200 1/s2) within one patient (P10), over 10 timesteps per
CC during rest and exercise can be found in the Appendix A, Figure A2. Videos showing
the continuously moving LV of patient 6 during rest and exercise, with the qualitative KE
distribution and vortex formation, can be found in the Supplementary Material (Video S1
and S2).

3.2. Hemodynamic Intraventricular Average and Peak Parameters

Mean values (mean over all patients) of VCL (end-systolic state), ω (spatial and
temporal average), KE/EDV (spatial and temporal average), VEL (spatial and temporal
average), max sys KE/EDV (peak during systole), and max dias EDV (peak during diastole)
are shown in Table 2. Details on the patient-specific hemodynamic parameters can be found
in Appendix A, Table A1.

The mean values of VCL are lower during rest for P1–P10, but do not show statistical
significance (p-value = 0.36). Max sys KE/EDV is significantly lower during exercise
(p-value = 0.04). Mean values reveal differences between rest and exercise for KE, ω, VEL,
and max dias KE/EDV as well, but no significance was found. To analyze the values
specific for each patient, the scatterplots of kinetic energy (max and mean values) and
velocity (spatial and temporal mean) are shown in Figure 3. Values of patients with MI I
are marked with green dots, and values of patients with MI II/III are marked with red dots,
respectively. Specifically for the mean velocity, the values of P1–5 (MI I) are higher than
those of P6–10 (MI II/III) for rest and exercise.

In Table 3, the comparison between patients with MI I and with MI II/III is shown.
The mean values during rest and exercise for both cohorts reveal differences for KE/EDV
(p-value = 0.08) and max sys KE/EDV (p-value = 0.80). The results show significant
differences for VEL (p-value = 0.01) and max dias KE/EDV (p-value = 0.03).

4. Discussion

In this study, the LV function of patients with MI during rest and exercise conditions
was analyzed by specifically taking the patient-specific wall motion into account. This
was carried out by acquiring US scanning and PW/CW-Doppler measurements during
rest and exercise and performing image-based blood flow simulations of the moving LV
at both states. With US, a medical imaging technology is chosen, providing major clinical
applicability [24]. Due to negligible risks for the patients, echocardiography is useful for
MI with exercise, as analyzed by Voilliot et al. [25]. In contrast to CT or MRI imaging, US is
a low-cost method, which is easily accessible for clinicians [26,27].

Based on the US measurements and the interpolation method, a continuous wall
movement could be established within the simulations. The results show the dependency
of the kinetic energy on the volume (recall Figure 2). This stands in agreement with the
findings of Al-Wakeel et al. [28], who showed that KE and volume can be related in left
ventricular hemodynamics in patients with MI.
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The comparison of resulting intraventricular hemodynamics between rest and exercise
revealed differences in the max systolic KE (normalized by EDV), with a lower value
occurring during exercise (p = 0.04). This observation is in accordance to Grewal et al. [29],
who identified that the exercise capacity for patients with a mild heart dysfunction is lower
than for hearts with normal function. Thus, systolic KE might be a marker for cardiac
function in patients with MI.

Additionally, differences in ω and in vortex formation during late diastole by looking
at the VCL for rest vs. exercise was observed (recall Table 2). Higher ω and VCL occur
during exercise, but when comparing the different MI stages, higher ω occurs during
rest in patients with MI II/III. This is in line with ref. [30], who investigated several
vortices in LVs in patients with MI compared to less left ventricular vortex formation
in probands. However, these differences were not statistically significant, and further
statements concerning the comparison between rest and exercise could be made.

When looking at the comparison between patients with MI I and MI II/III, velocity
and max diastolic KE (normalized by EDV) particularly showed higher results for patients
with MI I than with MI II/III (significant for velocity with a p-value = 0.03 and for max
diastolic KE/EDV with a p-value = 0.01). This goes in line with the resulting EF (see Table 1),
since the EF for patients with MI II/III was lower during exercise than during rest, which
stands in agreement with [29] as well. This leads to the assumption that the LV function is
lower under exercise for patients with heart dysfunction.

This study has several limitations. First, the underlying segmentation is a limitation of
this study. Since the implementation of the moving mesh method allows for the simulation
of the patient-specific ventricular wall movement, the effect of this movement on the
intraventricular hemodynamics can be analyzed. Within this study, the high impact of
the movement is shown, as can be seen in Figure 2. Kinetic energy curves depend on the
volume change of the LVs. Since the TomTec software is used to automatically segment the
patient data, the ventricular walls are unrealistically smooth and therefore, biased.

Second, the valves are simplified and represented as surface areas, leading to the
assumption of a circular orifice area during systole of patients with MI II/III. The effect
of the valve on the flow is not reflected in this analysis. Nevertheless, the patient-specific
wall movement is captured and used in the simulation, and the underlying segmentation
method was equal for each patient. This leads to an equally biased analysis of the flow
parameters, which can be used as a basis for further investigations. There is still the
possibility in the provided method to use improved segmentations, including valves. The
overall (wall and valves) patient-specific LV movement could then be used as a boundary
condition in the moving mesh simulation, presenting reliable results for the intraventricular
blood flow.

Finally, substantial differences of inflow velocities at the mitral valve were observed
for all patients. For patients with MI I, the results exhibit a very low degree of correlation
to the experimental data. Still, the inlet velocity values of patients with MI II/III correlate
to the CW Doppler results (R = 0.69, p = 0.02; see Appendix A, Figure A1). The difference
might be caused by the modeling approach of the inflow section into the moving domain
with MI II/III. Simulations of patients with MI I (P1–P4 and P5re) were performed with
the valve areas as closed surfaces during the filling (AV closed) and ejection (MV closed)
phases. Patients with MI II/III (P5ex, P6–P10) were modeled with an orifice at the inlet
surface area during the ejection phase. Since the blood is assumed to be incompressible,
the LV wall movement has the strongest effect on the incoming velocity curves using this
approach. When performing simulations on patients with MI, the inlet surface area is never
fully closed, and the pressure boundary curves have a higher effect on the inlet VEL. This
limitation can be traced back to the lacking segmentation, since it is assumed that with a
more precise segmentation (including segmentation of the valves), hemodynamics could
appear to be more realistic.
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Despite these limitations, the approach in this study provides a useful tool to inves-
tigate cardiac function on a patient-specific basis using non-invasive imaging data. The
results reveal differences in cardiac function of MI patients between rest and exercise
and underline the variations for different MI stages. The implemented workflow for the
data processing and hemodynamic simulations allows for the analysis of the movement
of the patient-specific human ventricular wall and its impact onto the intraventricular
flow. Advantages of this numerical analysis are the highly resolved results of the flow
field and the non-invasive patient-specific data acquisition via US. The latter is especially
important for patients with existing heart failure, since invasive treatment can have fatal
consequences [31].

Future work will include the improvement of the segmentation to obtain a more
realistically shaped ventricle. Here, the comparison to higher resolved medical imaging
techniques (e.g., MRI) will be taken into account. This includes the implementation of the
LV valves, either by improved segmentation or through manual reconstruction. Moreover,
a larger amount of patient data can increase the clinical significance of the results. This
also includes the comparison to a proband cohort, without heart failure as a control.
Additionally, the validation of the intraventricular blood flow will be part of the future
work, although different approaches are possible. For instance, Xu et al. [32] showed
the validation of CFD velocity curves using particle image velocimetry (PIV) results after
implementing a moving mesh method. Eriksson et al. [33] carried out an analysis of the
hemodynamics with medical imaging (cardiac magnetic resonance). Combining imaging
techniques would not only serve as a possible validation, but also as a basis for the method
to be improved in regards to segmentation and temporal resolution.

5. Conclusions

In this study, an analysis of LV functions for patients with MI during rest and exercise
using patient-specific wall movement is carried out. By using patient-specific US data and
implementing the captured wall movement into the simulation, patient-specific results
for hemodynamic parameters were calculated. The results reveal significant differences
between rest and exercise for max systolic KE (p-value = 0.04). Differences are found
between patients with MI I and MI II/III for mean VEL and max diastolic KE, respectively.
The KE curves over a cardiac cycle reveal a dependency on the volume change for each
patient, which leads to the conclusion that a precise segmentation of the ventricular wall
movement is crucial for deriving patient-specific blood flow parameters. The feasibility
of the proposed workflow is shown within this study, and it can be implemented onto a
larger cohort of patients.

Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/fluids8020071/s1, Video S1: Ventricle vortex formation and
kinetic energy distribution in P6 during rest; Video S2: Ventricle vortex formation and kinetic energy
distribution in P6 during exercise.
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Appendix A

Figure A1. Correlation of max values at the inlet boundary measured with CW Doppler and calcu-
lated with computational fluid dynamic (CFD) simulations for each patient during rest and exercise.

Table A1. Patient-specific hemodynamic parameters: Vortex core length during late systole and all
remaining parameters, spatially and temporally (over one CC) averaged.

Case VCL (m) Mean Vorticity (1/s) Mean KE (J) Mean VEL (m/s)

re ex re ex re ex re ex
1 0.01 0.39 13.46 9.57 11.07 4.39 0.11 0.06
2 0.46 0.69 10.23 35.23 3.41 16.34 0.05 0.12
3 0 0.07 22.61 24.04 15.45 14.86 0.12 0.13
4 0.17 0.18 10.74 15.02 6.30 6.79 0.07 0.08
5 0.27 0.26 21.70 28.69 8.04 16.56 0.08 0.13

Mean 0.18 0.32 15.75 22.51 8.85 11.79 0.09 0.10
Std 0.17 0.21 5.35 9.23 4.13 5.14 0.03 0.03
6 0.10 0.18 29.34 22.09 7.34 5.93 0.09 0.08
7 0.16 0.21 17.70 16.65 4.64 4.27 0.07 0.07
8 0.28 0.23 6.81 10.34 0.96 1.92 0.03 0.05
9 0.29 0.19 8.50 7.58 1.96 1.94 0.04 0.05

10 0.30 0.27 23.82 17.40 7.81 3.51 0.09 0.06
Mean 0.23 0.22 17.23 14.81 4.54 3.51 0.06 0.06

Std 0.08 0.03 8.66 5.20 2.76 1.51 0.02 0.01
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Figure A2. Ventricle vortex formation (isosurfaces Q-criterion Q = 200 1/s2, shown in white) and
kinetic energy distribution (shown with volume rendering) in P10 for 10 LV instances over one CC.
Instances are normalized by CC period, and are shown above each visualization.
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Abstract: Acting upon clinical patient data, acquired in the pathway of percutaneous intervention,
we deploy hierarchical, multi-stage, data-handling protocols and interacting low- and high-order
mathematical models (chamber elastance, state-space system and CFD models), to establish and then
validate a framework to quantify the burden of ischaemia. Our core tool is a compartmental, zero-
dimensional model of the coupled circulation with four heart chambers, systemic and pulmonary
circulations and an optimally adapted windkessel model of the coronary arteries that reflects the
diastolic dominance of coronary flow. We guide the parallel development of protocols and models
by appealing to foundational physiological principles of cardiac energetics and a parameterisation
(stenotic Bernoulli resistance and micro-vascular resistance) of patients’ coronary flow. We validate
our process first with results which substantiate our protocols and, second, we demonstrate good
correspondence between model operation and patient data. We conclude that our core model is
capable of representing (patho)physiological states and discuss how it can potentially be deployed,
on clinical data, to provide a quantitative assessment of the impact, on the individual, of coronary
artery disease.

Keywords: haemodynamics; compartmental models; parameter identification; fluid dynamics

1. Introduction

Myocardial function is dependent on sufficient coronary blood flow (CBF), the rate
of which is matched closely to the fluctuating metabolic requirements of the heart. CBF
is compromised in ischaemic heart disease (IHD), the commonest cause of death in the
world. The most frequent cause of IHD is coronary artery disease (CAD), whereby the
epicardial coronary arteries become stenosed or occluded, thus restricting CBF, initially
under exercise conditions, but eventually at rest; see Section 3.2.2. Although there are data
correlating global myocardial ischaemic burden with clinical outcomes, there are little data
linking it with myocardial energetics, function or cardiac output. Here we demonstrate
a multi-compartment, zero-dimensional (0D) model [1–4] of the coronary and systemic
circulation, based on clinical data, with the potential to address myocardial energetics.
Specifically, we postulate that a zero-dimensional (0D) model, adapted to readily available,
patient-specific data, can accurately simulate coronary (patho)physiology, with the potential
to personalise [5] and predict an individual patient’s global ischaemic burden and associate
this with LV energetics and cardiac output. Our aims are to:
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1. Devise and implement a 0D model and robust data handling protocols able to replicate
in silico haemodynamic dysfunction;

2. Make optimal use of appropriate haemodynamic data, collected in the clinical PCI pathway;
3. Demonstrate our process’ ability to capture patient-specific (patho)physiological states

in silico.

2. Background

CFD modelling can provide a detailed assessment of local, usually single-vessel
coronary haemodynamics which may be patient-specific [6]. It has also allowed for less or
even non-invasive diagnostic tools, such as virtual fractional flow reserve (vFFR) [7], and in
the novel form of the lattice Boltzmann simulation [8], it may be extended to describe flow
within multiple small vessels [9]. However, CFD alone cannot provide a description of the
perfusion of the entire myocardium necessary to characterise global ischaemic burden. To
quantify the effects of multi-vessel disease upon total myocardial blood flow, one must
set the diseased vessel(s) within the context of the whole coronary tree. This requires a
methodology which can interact with CFD and wider physiological data.

Windkessel models are not new [10,11], neither are low-order representations of cardiac
function [12–14] and coupled pseudo-mechanical system models, which have both been
utilised here have been available, open source, for years [15]. We are concerned with compu-
tational medicine however, where a parsimonious model design should be constrained by
data sources, with suitable interpretation protocols in mind. A composite of low-order models
comprising a mechanical cardio-vascular 0D model of left heart function, valvular function
and systemic circulation has been shown to have the capacity to ingest CFD-derived data and
prognose the systemic effects of aortic and mitral valve disease [16]. Czechowicz et al. took
CFD-derived valve properties, ingested them into a 0D model and formulated hypotheses
connecting valve physiology, personalised cardiac energetics and valve function, to develop a
clinical decision support tool. Here, we attempt to extend that methodology to a wider range
of clinical data and disease states which are more difficult to characterise. This requires:

1. A coronary network topology conforming to the clinical pattern of atherosclerosis;
2. Modelling that reflects diastolic dominance of myocardial flow;
3. The ability to incorporate all available clinical patient data;
4. Sufficient computational simplicity for clinical deployment.

These demands make it necessary to simplify the task from the outset. To reduce
the burden of model personalisation, we parameterise its right circulation parameters to
normal values [17]. (This decision is supported by our input parameter sensitivity anal-
ysis in Appendix B, which shows that the coronary, left heart and systemic circulation
input parameters are most influential). Further, the fact that resting coronary blood flow
(250 mL min−1; 0.8 mL min−1 g−1 of heart muscle) constitutes about 5% of cardiac out-
put [18] allows us to assume that coronary flow does not directly influence the systemic
circulation. It also allows us to approach our problem by adjusting, with the relevant
coronary flow data a posteriori, a model in which systemic and ventricular outputs are
tuned first. Further, we appeal, hierarchically, to the key physiological principles of LV
performance and the systemic circulation to construct each patient’s baseline and only then
incorporate detailed CFD-derived information related to the coronaries’ microvascular
resistance (MVR), etc., while retaining a minimum number of assumptions necessary to
impose physiological principles. We use cardiac energetics and the concepts encapsulated
in Wiggers’ diagram [19] to refine our low-order model of LV contractility and compliance;
then, we consider ventricular–aortic (VA) coupling (which characterises the interaction
between the myocardial contractile function and LV afterload and defines cardiovascular
performance and efficiency [20]), and finally, the role of passive ventricular filling and
valves. Only once an accurate model of general cardiac function is established will coronary
flow be considered.
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3. Methods and Materials

Broadly, we first describe our model (Section 3.1), then its data (Section 3.2). However,
since model operation and data are related, some model details bleed into Section 3.2.

3.1. Methods

Personalisation cost function hyper-surfaces are intricate in the presence of non-
linearities. Similar to valve functions, the cost function varies at very different rates
with displacement in different parameter directions. Then, the task of locating the global
minimum becomes computationally expensive. We address this difficulty with the multi-
step protocol outlined in Table 1. The six steps declared there buffer clinical data into
our tool, using low-order haemodynamic models, a closed loop system model and finally
3D CFD.

3.1.1. Low-Order Models

To express heart chamber biomechanics and valve characteristics appropriately, we use
the double Hill elastance model [12,14] and the valves’ pressure-flow characteristics. See
Appendix A.2 for details; see also Czechowicz et al. [16], who give a fuller account of valve
characteristic functions. Our passive systemic and pulmonary circulation windkessels, with
proximal inertance (L), viscous dissipation (R) and multiple compliance (C), are also well
documented [21]. Our pulmonary and systemic windkessels are designated LRCRC, having
two capacitances to separate arterial and venous compliance. Note, each coronary branch is
characterised by a compliance with its back plate pressure set to that in the relevant ventricle.
Note also that elastance is not used solely to activate our system model. We will also use it,
together with the LV PV loop [22], to clarify the relationship between our LV pressure and
volume time-series data in Section 3.2.1.

3.1.2. System Model

Figure 1 shows, in relation to our CFD models, our assembly of windkessels, elastance
functions and valves. It is designated a compartmental, electrical analogue or 0D model. It has
four heart chambers as well as systemic arterial and venous, pulmonary arterial and venous,
and several coronary arterial compartments. The overhead of four heart chambers is offset by
enhanced performance [17]. We set the right circulation parameters to population average
values. We compute N sampled time-series outputs yn(ti), n = 1, .., N, derived from internal
states, xn(ti), n = 1, .., N with the sample times ti drawn from the converged heart cycle.
Table 2 declares our compartment numbering convention and Table 3 our names, conventions,
equivalent subscripting and input parameter base values. Note, micro-vascular resistance
(MVR) is distributed relative to arterial compliance, with a proximal-to-distal ratio controlled
by input parameter α.

It is typical to express the dynamics of the system in Figure 1 in coupled ordinary
differential equations (ODEs), or differential algebraic equations (DAEs [23]), typically with
compartment pressures serving as internal states. In state-space form [24], using relative
time, our model is expressed as

dx
dτ

= f (x(τ); Θ), y(τ) = h(x(τ); Θ),

Vector function h(∗), which maps between internal states and outputs, is often the identity.
Outputs y(τ) can, of course, be sampled to generate a discrete output metrics vector. Θ
denotes the system model’s full input parameter set and

x(τ) = (p1(τ), p2(τ), .., p10(τ))
T .

is our instantaneous state vector. We use Θ (θ) to denote the full set (a subset) of input
parameters. Particular examples of the system expressed in equations in Section 3.1.2
are given in Appendix A. Deriving equations in Section 3.1.2 uses recursive applications
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of simple haemodynamic sub-models, to formulate, in closed form, all the necessary
relationships between compartmental pressures, volumes and flows (see Appendix A).
A simple but lengthy process of eliminating flow and volume variables results in a DAE
system [23] which is readily transformed into state-space form, by differentiating equations
where necessary. Typically, the system is solved using a time-marching numerical solution,
e.g., a fourth-order Runge–Kutta algorithm. A time step of 1 × 10−3 was chosen for the
numerical solution. It will occasionally be helpful to replace the numerical compartment
index (subscript) with an abbreviation of its name, e.g., p1(t) = pLV(t), with LV denoting
left ventricle, etc.; see Tables 2 and 3. For example model output data see Figure 2, which
shows flow in a coronary artery illustrating a key feature- to capture diastolic dominance
in coronary flow, our coronary vessels’ compliance is biased by the LV or RV pressure,
as appropriate.

Table 1. Stages in the personalisation process and their rationale. Physiological effects (column 2) are
sequentially ingested into the workflow, with the objective declared in column 3, culminating, at step
5, in a patient-specific in silico model of the resting patient state.

Step Processing Tool Physiology Objective Comment

0 statistical analysis LV function ensemble average, downsample time-series synchronised to ECG1 R-R interval

1 elastance model LV function derive LV elastance; ingest into 0D model characterised by double Hill LV parameters

2 0D system model LV–aortic
coupling in systole

primary tune of 0D model systemic
circulation windkessel parameters

large sub-space scanned by GA tuning

3 0D system model LV–atrial coupling
and diastolic filling

ancillary tuning of 0D left atrial elastance
and mitral valve resistances

uses gradient descent tuning.

4 CFD analysis coronary flows ingest into 0D model computed Rsten, MVR use software VirtuHEARTTM

5 0D system model system-coronary in silico representation of the patient at rest

Table 2. Indexing and naming conventions for system model variables. Free subscript * is to be
replaced by the appropriate symbol. Flows generally are trans-compartment; pressures and volumes
apply to compartments directly.

Subscript

Number

Name

p∗(t), v∗(t) q∗(t)

1 LV ao val

2 RA tri val

3 RV pul val

4 LA mit val

5 sys art sys prox

6 pul art pul prox

7 sys ven sys dist

8 pul ven pul dist

9 cor art cor prox

10 cor ven cor dist
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Table 3. System model input parameter nomenclature and status. The 0D model chamber parameters
are classified by compartment. The status of the parameter is either fixed (at population average value)
or tuned, from an initial value declared above. In the latter, the step in which the parameter is tuned
is identified below. Note, the coronary LAD circulation parameters 74, . . . , 80 and the coronary RCA
circulation parameters 81, . . . , 87 follow the naming convention of those declared above for the left
circumflex artery, with the text “LAD” and “RCA” replacing the text “Cx” and identical initialisations.

Compartment Index Symbol Description Unit Status Base Value

NA 1 HR Heart rate bpm Allocated

NA 2 mcfp Mean circulatory filling pressure mmHg tuned, step 3 7

Left Ventricle
(LV)

3 ELV,min LV min. elastance (“compliance”) mmHg/mL assigned, step2 0.08

4 ELV,max LV max. elastance (“contractility”) mmHg/mL assigned, step3 3

5 nLV,1 LV contraction rate constant - tuned, step 2 1.32

6 nLV,2 LV relaxation rate constant - tuned, step 2 27.4

7 τLV,1 LV systolic time constant - tuned, step 2 0.269

8 τLV,2 LV diastolic time constant - tuned, step 2 0.452

9 VLV,0 LV volume offset mL fixed 10

10 TLV,shi f t LV fractional time shift - fixed 0

Left Atrium
(LA)

11 ELA,min LA max. elastance (“compliance”) mmHg/mL tuned, step 4 0.08

12 ELA,max LA min. elastance (“contractility”) mmHg/mL tuned, step 4 0.17

13 nLA,1 LA contraction rate constant - fixed 1.32

14 nLA,2 LA relaxation time constant - fixed 13.1

15 τLA,1 LA systolic time - tuned, step 4 0.11

16 τLA,2 LA diastolic time - tuned, step4 0.18

17 VLA,0 LA volume offset mL fixed 3

18 TLA,shi f t LA fractional time shift - fixed 0.85

Right Ventricle
(RV)

19 ERV,min RV min. elastance (“compliance”) mmHg/mL fixed 0.04

20 ERV,max RV max. elastance (“contractility”) mmHg/mL fixed 0.6

21 nRV,1 RV contraction rate constant - fixed 1.32

22 nRV,2 RV relaxation rate constant - fixed 27.4

23 τRV,1 RV systolic time - fixed 0.269

24 τRV,2 RV diastolic time - fixed 0.452

25 VRV,0 RV volume offset mL fixed 55

26 TRV,shi f t RV fractional time shift -l fixed 0

Right Atrium
(RA)

27 ERA,min RA max. elastance (“compliance”) mmHg/mL fixed 0.04

28 ERA,max RA min. elastance (“contractility”) mmHg/mL fixed 0.15

29 nRA,1 RA contraction rate constant - fixed 1.32

30 nRA,2 RA relaxation rate constant - fixed 13.1

31 τRA,1 RA systolic time - fixed 0.11

32 τRA,2 RA diastolic time - fixed 0.18

33 VRA,0 RA volume offset mL fixed 17

34 TRA,shi f t RA fractional time shift - fixed 0.85

Systemic Circulation
LR CRC windkessel

35 Rsysart,dist Systemic Resistance Distal mmHg·s/mL tuned, step 3 0.033

36 Rsysart,prox Systemic Resistance Proximal mmHg·s/mL tuned, step 3 0.9

37 Csysart,prox Systemic Arterial Proximal Capacitance mL/mmHg tuned, step 3 1

38 Vsysart,prox,0
Systemic Arterial Proximal

Unstressed Volume mL fixed 720

39 Csysart,dist Systemic Arterial Distal Capacitance mL/mmHg fixed 11

40 Vsysart,dist,0
Systemic Arterial Distal

Unstressed Volume mL fixed 3000

41 Lsysart,prox Systemic Arterial Inertance (Proximal) mmHg·s2/mL tuned, step 3 0.005
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Table 3. Cont.

Compartment Index Symbol Description Unit Status Base Value

Pulmonary Circulation
LR CRC windkessel

42 Rpulart,dist Pulmonary Resistance Distal mmHg·s/mL fixed 0.01

43 Rpulart,prox Pulmonary Resistance Proximal mmHg·s/mL fixed 0.05

44 Cpulart,prox Pulmonary Arterial Proximal Capacitance mL/mmHg fixed 10

45 Vpulart,prox,0
Pulmonary Arterial Proximal

Unstressed Volume mL fixed 180

46 Cpulart,dist Pulmonary Arterial Distal Capacitance mL/mmHg fixed 15

47 Vpulart,dist,0
Pulmonary Arterial Distal

Unstressed Volume mL fixed 720

48 Lpulart,prox Pulmonary Arterial Inertance (Proximal) mmHg·s2/mL fixed 0.0017

Aortic Valve

49 a2,aortic Aortic Valve quadratic coefficient mmHg·s2/mL2mL fixed 1.60 × 10−5

50 a1,aortic Aortic Valve linear coefficient mmHg·s/mL fixed 0

51 a2,aortic,regurg
Aortic Valve regurgitant

quadratic coefficient mmHg·s2/mL2mL fixed 0

52 a1,aortic,regurg Aortic Valve regurgitant linear coefficient mmHg·s/mL fixed 0

Mitral Valve

53 a2,mitval Mitral Valve quadratic coefficient mmHg·s2/mL2mL tuned, step 4 6.25 × 10−6

54 a1,mitval Mitral Valve linear coefficient mmHg·s/mL tuned, step 4 0

55 a2,mitval,regurg
Mitral Valve regurgitant

quadratic coefficient mmHg·s2/mL2mL fixed 0

56 a1,mitval,regurg Mitral Valve regurgitant linear coefficient mmHg·s/mL fixed 0

Pulmonary Valve

57 a2,pulval Pulmonary Valve quadratic coefficient mmHg·s2/mL2mL fixed 8.16 × 10−6

58 a1,pulval Pulmonary Valve linear coefficient mmHg·s/mL fixed 0

59 a2,pulval,regurg
Pulmonary Valve regurgitant

quadratic coefficient mmHg·s2/mL2mL fixed 0

60 a1,pulval,regurg
Pulmonary Valve regurgitant

linear coefficient mmHg·s/mL fixed 0

Tricuspid Valve

61 a2,trival Tricuspid Valve quadratic coefficient mmHg·s2/mL2mL fixed 6.25 × 10−6

62 a1,trival Tricuspid Valve linear coefficient mmHg·s/mL fixed 0

63 a2,trival,regurg
Tricuspid Valve regurgitant

quadratic coefficient mmHg·s2/mL2mL fixed 0

64 a1,trival,regurg
Tricuspid Valve regurgitant

linear coefficient mmHg·s/mL fixed 0

Coronary Left Main
65 a2,LMart,regurg Left main stenosis, quadratic coefficient mmHg·s2/mL2 assigned, step 5 0

66 a1,LMart,regurg Left main stenosis, linear coefficient mmHg·s/mL assigned, step 5 0

Coronary Circumflex
RCRC windkessel

67 a2,Cx,art Circumflex, quadratic coefficient mmHg·s2/mL2mL assigned, step 5 0

68 a1,Cx,art Circumflex, linear coefficient mmHg·s/mL assigned, step 5 0

69 RCx,MVR Circumflex, RCR total resistance mmHg·s/mL assigned, step 5 35

70 CCx Circumflex, RCR capacitance mL/mmHg tuned, step 5 0.25

71 αCx
Circumflex, RCR fraction

proximal resistance - tuned, step 5 0.9

72 VCx,0 Circumflex unstressed volume mL tuned, step 5 8

73 βCx
Circumflex capacitance back

pressure fraction - fixed 0.5

3.1.3. Input Parameters, Local Sensitivity and Orthogonality Analysis

Of our 87 input parameters, a majority take population average values and are not
tuned; see Table 3. The interrogated input parameter sub-space is spanned by parameters
of cardiac energetics, coronary perfusion, LV and left atrial elastance, the mitral valve, the
coronary and systemic windkessels and mean circulatory filling pressure. The underlying
full local sensitivity and input parameter orthogonality analysis is shown in Appendix B,
along with a reduced analysis, based upon the most relevant inputs and outputs.

3.1.4. Model Personalisation or Input Parameter Identification

Personalisation involves inverse operation, guided by a cost function, together with an
appropriate multi-variate functional minimisation algorithm. Our personalisation process
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is multi-stage. It is summarised in the inter-relating Tables 1, 4 and 5. For all stages, the
minimised cost function is a scalar weighted composite of: (i) the L2 norm of the difference
between model-predicted and target data interpolated onto the same times, ti, and (ii) a
derived metric, Yn

f (Θ) =
M

∑
j=1

(
w(1)

j

{
N

∑
i=1

(
yj(x(ti; Θ))− ytarget

j (ti)
)2
}
+ w(2)

j Y2
n

)
. (1)

For example, a derived metric might be systolic systemic arterial (compartment 5) pressure

Y5 = max
ti

(p5(ti; Θ))− max
t

(
ptarget

5 (t)
)

,

with w(1)
j and w(2)

j denoting the weights. We defer further discussion until Section 3.2.
Having summarised our processing and its rationale and declared our notation, we

may now conclude this sub-section by defining the processing in key steps 3 and 4 of our
protocol, which require inverse operation, or tuning, of the 0D system model. In Table 6 we
state the model input parameters which are tuned and the corresponding patient data that
is used to perform the tuning in each of the steps 3 and 4.

Table 4. Patient-specific data. Data are classified according to physical and mathematical significance,
how the data are used, patient state and the 0D model compartment(s) to which they apply. Table 5
provides more information on the sub-models used to introduce these data into our 0D system model.
The free subscript * in column 6 denotes one of the resolved coronary arteries, LMS (left main stem),
LCA (left coronary artery), LCX (left circumflex) and RCA.

Data Source Compartment Role Unit Data Form Notation
State Pathway Stage

Rest Exercise Hyperemia Pre PCI Post PCI

six-minute walk test all (general) cardiac output proxy ∼ statistics ∼ yes yes no yes yes

activity monitoring all (general) cardiac output proxy ∼ statistics ∼ yes yes no yes yes

CMR scan left ventricle volume ml time-series vLV(t) yes no no yes no

coronary angiograms coronaries flow mL/s discrete < Q∗ >t yes no yes yes yes

coronary angiograms coronaries MVR mmHg·s/mL discrete RμLCA etc. yes no yes yes yes

PCI pressure catheter left ventricle pressure mmHg time-series pLV(t) yes no yes yes yes

PCI pressure catheter systemmic pressure mmHg time-series pAO(t) yes no yes yes no

PCI pressure catheter coronaries pressure mmHg time-series p∗(t) etc. yes no yes yes yes
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Figure 1. Interacting 0D system and CFD models. Clockwise from the top. First panel uses colour
coding to expose the interaction between (a) core heart module; (b) systemic and LRCRC windkessels;
(c) coronary module; and (d) 3D steady CFD workflow used to parameterise the stenotic resistance and
MVR. (e) An enlargement of (a), the heart module. Important pressure, flow and volume variables
are displayed. Valves are all diodes. Chamber elastances are represented by double Hill elastance
functions. The subscripting of the compartment state variables (pn, vn, qn), n = 1, . . . , 10 is that which is
used throughout, with the convention that compartment, inlet pressure, volume and outlet flow are all
subscripted by the compartment number. (f) An enlargement of (c), the coronary windkessel set. There
is a RCR windkessel for each of the three principal vessels, designated LCx, LAD and RCA. The back
plates of the vessel compliances are all coupled to the relevant ventricular pressure. (g) An enlargement
of (b), the systemic and pulmonary circulation windkessels.
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Figure 2. Diastolic dominance of coronary artery flow in the system model. It is essential to capture
the diastolic dominance of flow in the coronaries. Here, the vertical red line indicates the end of
systole. These illustrative data show that computed flow peaks in the diastolic phase.

Table 5. Sub-models used to pre-process patient data. We provide further information on how patient
data outlined in Table 4 are prepared. Here, < . >EA denotes an ensemble average, taken over
equivalent intervals of dimensionless time τ. This table shows the interaction between the various
data sources and re-processing, to allow them to be ingested into the 0D compartmental system
model (column 3). All pressure data were downsampled onto the CMR phase times; see Equation (2).

Source Data Pre-Processing Ingests into 0D System Model as

< vLV(τ) >EA fit to double Hill
elastance function personal elastance function parameters

< pLV(τ) >EA

< vLV(τ) >EA extract extrema personal LV volume extrema

< pLV(τ) >EA extract extrema personal LV pressure extrema

< pAO(τ) >EA personal systemmic (aortic) pressure time-series

coronary angiograms steady-state CFD
simulations personal MVRs for treated vessels

< pLMS(τ) >EA etc.

coronary angiograms steady-state CFD
simulation

personal stenotic Bernoulli resistance quadratic
and linear coefficients in treated vessels< pLMS(τ) >EA etc.

6mwt
clinical interpretation validation data

monitoring
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Table 6. Supplementary information for Table 1. Additional information on personalisation steps 3, 4,
declared in Table 1. The search target data and input parameter sub-space are identified here. Note
that search targets accumulate between steps 3 and 4.

Step
Personalisation Search Definition

Input Parameters Adjusted Output Metrics Targeted

3 mcfp, L, Rprox , Rdist, Cprox maxτ(vLV(τ)), minτ(vLV(τ)), maxτ(pLV(τ)), minτ(pLV(τ)), {pAO(τi); i = 1, .., 29}
4 a1,mit, a2,mit, nLA

1 , nLA
2 , τLA

1 , τLA
2 , ELA,max , ELA,min to the above, add {vLV(τi); i = 1, .., 29}

3.1.5. 3D CFD Models

We proceed to consider the CFD tools and modelling used in our study. Patient-
specific stenotic Bernoulli resistance coefficients and MVRs are provided in our core model
using two validated CFD based methods, (i) VirtuHEARTTM (University of Sheffield,
Sheffield, United Kingdom) and (ii) VirtuQTM (University of Sheffield, Sheffield, United
Kingdom) [6,7]. In the domain Ω, these tools solve the incompressible Navier–Stokes and
continuity equations

(v(r) · ∇)v(r) = −1
ρ
∇p(r) + ν∇2v(r), (2)

∇ · v(r) = 0,

for steady, i.e., time-average flow; all symbols have their usual meaning. An accepted
approximate value of Reynolds’ number Re ≈ 600 for the coronary arteries, which indi-
cates transitional flow. Note that we assume blood is a Newtonian fluid. Patient-specific
boundary conditions are derived as follows. A closed coronary artery geometry (Figure 1d)
is decomposed into a luminal boundary, ∂Ω1, an entrance face, ∂Ω2, and an exit face, ∂Ω3.
Using epipolar geometry and two compatible angiogram views, taken at the time of PCI,
we construct ∂Ω1, generate a mesh and apply a Dirichlet, no-slip condition

v(r) = 0, r ∈ ∂Ω1.

We remark that a model of vessel sequestration using Murray’s law [25,26] to assign a
flux across the luminal boundary based upon local geometry is available [7,27]; however,
zero leak was specified here. Lesion proximal and distal time-averaged pressures are also
recorded at PCI. Solutions were computed using FluentTM (Ansys Corporation, Canons-
burg, PA, United States of America), with boundaries ∂Ω2 and ∂Ω3 processed in each of
two ways:

1. Following VirtuQ methodology, apply measured proximal and distal average pressure
on ∂Ω2, ∂Ω3, respectively,

p(r) =
〈

p∗,prox(τ)
〉

τ
, r ∈ ∂Ω2; p(r) =

〈
p∗,dist(τ)

〉
τ
, r ∈ ∂Ω3,

we compute the steady-state solution and deduce vessel flow

q∗ =
∫ ∫

∂Ω3

v(r) · dA;

then, we use Ohm’s law and
〈

p∗,dist(τ)
〉

τ
to compute a patient-specific MVR.

2. Following VirtuHeart methodology, assume an MVR based on patient characteris-
tics [6]; compute vessel inlet and outlet areas

Ain =
∫ ∫

∂Ω2

dA, Aout =
∫ ∫

∂Ω3

dA,
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set two physiologically plausible inlet flows (q∗ = 1, 3 mL/s), find uniform inlet and
outlet streamwise velocities

vin
s (r) =

q∗
Ain

, r ∈ ∂Ω2; vout
s (r) =

q∗
Ain

, r ∈ ∂Ω3,

compute the two corresponding pressure drops, δp1∗, δp3∗ and hence infer the two
Bernoulli resistance coefficients of the stenosis.

3.2. Materials

We analysed anonymised clinical datasets from 40 CAD patients with angina symp-
toms. The elective PCI workflow culminates in re-vascularisation of one or more of the
coronaries in a majority of cases. The decision to stent is guided by the average pressure
drop across a lesion. This is measured using a pressure wire (PRESSUREWIRETMX Abbott,
downloading software CoroflowTM, Coroventis Uppsala, Sweden) with the patient in a
hyperaemic state of pharmacological stress induced by adenosine (a strong vasodilator);
from this, one computes

FFR =
pdistal

pproximal
, (3)

with re-vascularisation indicated for FFR < 0.8. The clinical pathway generates PCI
pressure data, cardiac MRI of the LV, six-minute walk tests (6mwt) before and after PCI
and home activity monitoring (see below); these data fall into two categories

1. Measured data (such as pressure and volume, expressed as time-series);
2. Exercise and physical activity data (like patient 6mwt (exercise) and home monitoring

(activity) measures).

Table 4 identifies data available for every patient, for Table 5, the particular form in
which pre-processed data modalities, declared in Table 4, are ingested into the system
model, and Table 1, a commensurate sequence of handling protocols.

Our personalisation process steps 0, . . . , 5 (Table 1) introduce physiological effects
sequentially, considering

1. Functional form (qualitative data trends should accord with accepted physiology);
2. Modality (pressure is measured directly, using a manometer; CMR volumes, in con-

tradistinction, involve reciprocal space reconstruction).

Our raw data take the form of time-series at two sampling rates. Pressure data were
all sampled for 120 s, using a sampling rate of 100 Hz. CMR volumes were acquired
at a nominal sampling rate of 30 images per heart cycle. Pressure and volume can be
co-registered to the start of ventricular contraction using the RR interval of the concurrent
ECG1 traces, also recorded. Pressure and CMR data were acquired at different stages in
the patient pathway (Table 4), with patients often in different physiological states. For
all pressure signals, the sampled wave-train had its low frequency contribution removed
and was decomposed, using time-domain analysis, into single beat pressure excursions,
identified from the concurrent ECG 1 R-R interval, and then ectopic beats were filtered, and
the remaining cycle pressure samples were downsampled onto the 30 dimensionless times
defined as follows

τn =
n
30

τ, n ∈ N, 0 ≤ n ≤ 29; τ =
t
T

, T =
60
HR

, (4)

corresponding to CMR data sampling times. This set was then ensemble averaged, with
the sample standard deviations in each dimensionless time channel providing an error.
Example aortic and LV pressure data are shown in Figure 3. CMR-derived LV volume data
are also effectively ensemble averaged (acquisition involves a reciprocal space reconstruc-
tion of data acquired at a given cycle phase, over several consecutive beats). Our CMR total
LV volume measurements are attributed to 30 equispaced dimensionless times. Each was
computed by segmenting the chamber, in a set of between 9 and 12 cross-sections, with
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the base and apical frames frequently discarded, owing to error. Frames were positioned
along the long axis of the approximately cylindrical LV. Our segmentation and subsequent
volume computation were performed using the MASSTM software (Leiden University,
Version 2018 EXP, Leiden University Medical Centre, Leiden, The Netherlands). Figure 3,
right panel, shows a typical CMR volume time-series.

Downsampled pressure and volume are acquired relative to a common clock provided
by the ECG 1 RR interval which can potentially synchronise them, to yield a personal double
Hill elastance function, ELV(t), etc. However, there are demonstrable inconsistencies, such
as heart rate (HR) miss-match. Pressure data have a certain HR, and CMR data another. We
will demonstrate that careful pressure and volume time-series co-registration is essential,
and we will develop a minimal rigid shift which adjusts only relative phase.

3.2.1. Physical Data Processing

Chamber elastance functions (Appendix A.2) are low-order models developed from
studied physical data. Elastance may be defined as follows

E∗(τ) ≡ p∗(τ)
(v∗(τ)− v0)

, (5)

where subscript ∗ now denotes the chamber and v0 its unstressed volume. We take the
clinical approximation, v0 = 0. Clearly in Equation (5), E∗(τ) is sensitive to the relative
phase of p∗(τ) and v∗(τ), but the importance of co-registration is perhaps better illustrated
by another metric—the PV loop. The latter is a closed, two-dimensional parametric,
Cartesian curve

(pLV(τ), vLV(τ)), τ ∈ [0, 1].

Figure 4, top panel, shows a personal PV loop in which the LV pressure and volumes
are correctly co-registered. The ventricular–aortic coupling parameter (blue line) and the
wasted mechanical work, as well as the useful mechanical work (loop area), can be deduced.
In contradistinction, Figure 4, bottom panel, shows the same patient’s PV loop using the
putative common clock of the RR interval, to co-register the two time-series signals (red
data). This primitive co-registration is implausible: it has no identifiable iso-volumetric
phases, and it implies a high level of valvular regurgitation and irregular aortic and mitral
valve actuation pressures. The difference between Figure 4, top and bottom panels. argues
for a principled co-registration other that the EGG 1 RR signal. Reserving for subsequent
work a more elaborate co-registration, possibly involving signal dilations, we chose rigidly
to delay the LV volume samples {vLV(τn), 0 ≤ n ∈ N, n ≤ 29} relative to a fixed pressure
sample set {pLV(τn), n ∈ N, n ≤ 29}, by an integral number of dimensionless time steps,
δτ = (τn − τ(n−1)). We observed a cohort-average shift of two CMR phases. Patient-specific
synchronisation was accomplished by seeking the instant at which the aortic and mitral
valves open, in the separate pressure and volume time-series, using the multiple criteria
declared in the fourth column of Table 7.
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Figure 3. Raw time-series data. Top panel. Downsampled aortic (right ordinate) and left ventricular
(left ordinate) pressure variation. These pressure time-series (original sampling rate 120 Hz) were
acquired with a concurrent ECG time-series (ECG 1 lead) in the catheterisation laboratory while the
patient was undergoing elective PCI. The independent signals were co-registered, using the common
background clock of the RR interval of the accompanying ECG 1 recordings. The error bar on these
data is derived from the standard deviation of the downsampled pressure time-series sample bins.
Bottom panel. LV volume variation. These time-series data are expressed in 30 equispaced CMR
phases times. The horizontal error bar corresponds to two CMR phases because the principal source
of error in the CMR signals was deemed to originate in the pressure–volume co-registration, which
was corrected by a rigid shift, relative to the pressure signals, of about two CMR phases. The data in
both panels have time period 60

HR secs, but the patient HR and systolic time typically vary between
the data collections.

When times Tp
ao and Tv

ao are not simultaneous, a plausible co-registration is imposed
by postulating a shift, or delay in the data {vLV(τi), i = 0, .., 29} of δao

t = (Tp
ao − Tv

ao) CMR
phases. Similarly, δmit

t = (Tp
mit − Tv

mit) was evaluated. The final rigid shift of CMR volume
time-series data is

S ≈
(
δao

t + δmit
t

)
2

, S ∈ N, 0 ≤ S ≤ 29.

Here, the symbol ≈ is used to denote a rounded value. The result of applying the rigid
shift defined in Table 7 to our volume time-series data transforms the PV loop; see Figure 4,
bottom panel. Our processing paradigm may be summarised as: constrain the LV pressure
and volume time-series to conform to accepted PV loop physiology.
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Figure 4. Patient-specific PV loops. Top panel. The closed curve, or loop, derives from the raw data in
Figure 3, appropriately co-registered. Ventricular–arterial coupling [20] is measured by the modulus
of the gradient of the blue solid line. Isovolumetric compression (right) and relaxation (left) segments
are apparent. The volume enclosed within the PV loop is the useful mechanical work, applied to
ejected fluid. Wasted work is calculated from the area bounded by the red lines and the left-hand side
of the PV loop. Bottom panel. One PV loop based up the same data as shown in the top panel, but
using different co-registrations of pressure and volume time-series data. The primitive co-registration
(red) has no rigid shift applied to the volume data; the blue dataset shows the result of a rigid shift of
one CMR phase, and the black data show the result of a shift of two CMR phases (the value of the
shift obtained by synchronising the valve timing points). These data demonstrate the clear need for
careful co-registration of the two signals.

With an acceptable co-registration of pressure and volume data, we derive the LV
double Hill elastance function parameters. ELV,max (widely termed “contractility”) and
ELV,min (“compliance”) are assigned directly
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ELV,max = max
i

(
pLV(ti)

vLV(ti)

)
, ELV,min = min

i

(
pLV(ti)

vLV(ti)

)
. (6)

Table 7. Identification of mitral and aortic valve opening times, in LV pressure and volume time-series
data. Each valve opening instant was identified by multiple criteria (column 3). Discrete time-series
data temporal derivatives were evaluated by the class of finite difference approximation stated in
column 4. Column 5 defines the notation for the identified cycle time fraction.

Valve Time-Series Valve Opening Signature Difference Notation

Aortic

pressure
pLV � 80 mmHg

central Tp
ao

maxt

(
dpLV

dt

)

volume
dvLV

dt � 5 mL/s forward Tv
ao

close to maxt(vLV)

Mitral

pressure

dpLV
dt < 0

central Tp
mit

d2 pLV
dt2 � 0

pLV ≈ 10 mmHg

volume

(
dvLV

dt

)
> 0

forward Tv
mit(

d2vLV
dt2

)
> 0

The remaining activation function parameters accrue by seeking the extremum of a
multi-variate function, which is assumed to be differentiable

f (n1, n2, τ1, τ2) =
29

∑
i=0

(pLV(τi)− E(τi; θ)vLV(τi)), θ = (n1, n2, τ1, τ2)
T ⊂ Θ. (7)

Note, n1, n2, τ1, τ2 are variables (parameters) on the left (right)-hand side of Equation (7).
Minimisation was performed using a gradient descent, initialised to the population average [12].
Figure 5 below shows a derived elastance function.

In this way, our mechanical time-series signals are downsampled onto a common rate
of 60

30HR Hz, suitably co-registered, and then used to deduce a personalised ELV(τ) for each
patient. These data will be recycled as 0D system model personalisation targets, both as
discrete time-series and derived metrics.
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Figure 5. A personalised elastance function. The solid line corresponds to the optimum elastance
function, obtained from suitably co-registered coordinates (pLV(τi),vLV(τi)), i = 0, . . . , 29 using the
cost function in Equation (7), minimised using a gradient descent simplex method. Broken line: our
common initialisation, using Mynard’s population average [12] parameterisation, θ. Open red circles:
raw data, with the appropriate shift applied. Black circles and line: optimised fit on the shifted data
minimising the residual declared in Equation (7).

3.2.2. Exercise/Monitoring Data Processing

CAD and cardiorespiratory fitness are linked. Endothelial nitric oxide synthase (eNOS)
prevents platelet aggregation and white cell adhesion and inhibits vascular smooth muscle
cell proliferation [28], and regular physical exercise enhances bioavailability of eNOS and
regeneration of the vascular endothelium [29]. Conversely, inactivity is associated with
pathological processes preceding atherosclerosis and CAD [30]. As a result, a dose–response
relationship exists between physical activity and the risk of CAD [31], with exercise capacity
predictive of mortality, myocardial infarction and risk of re-vascularisation in patients with
established CAD [32]; see Figure 6. Assessing patients’ activity and exercise capacity is key
in the management and assessment of CAD. For completeness, therefore, we summarise, in
two categories, the study exercise and activity data which will, in future work, quantify the
change in patient exercise tolerance attending measured PCI-related physiological changes.

1. Home activity monitoring. FitbitTM Charge 4 wrist watches (Healthy Metrics Research
Inc. San Francisco, CA, USA) and a smartphone were used. Data monitoring started
at recruitment and extended up to six months post PCI. All data were uploaded
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to the Fitbit website simultaneously through a smartphone application and then
exported as coarse-grained time-series (mechanical energy consumption, distance
walked, minutes spent sedentary, light, fairly, and great activity). Concurrent HR data
were also exported as downsampled HR data, which were simultaneously updated
throughout the day as time-averaged values every 10–15 min.

2. Formal six-minute walk tests (6MWT). These were performed at baseline before the
PCI (ideally one day) with a repeat assessment after three and six months. In these
standard clinical assessments, the data collected were cuff blood pressure, HR and
distance walked.

We remark that exercise training in CAD is superior to PCI in improving event-free
survival and exercise capacity and is at a much lower cost [33], and the total distance
walked is a proxy for cumulative CO.

Figure 6. Schematic representation of the relationship between exercise, coronary artery disease
progression and cardio-pulmonary fitness and the underlying physiology. The exercise and activity
data gathered in this study will eventually expose quantitative links between physical activity,
cardio-respiratory fitness and coronary artery disease.

4. Results

Three randomly chosen patients designated A, . . . , C were used to validate our per-
sonalisation process, by demonstrating an accurate in silico description of patients’ pre-PCI
rest state. Since changes in arterial geometry accompanying re-vascularisation are recorded,
PCI-modified MVR and stenotic Bernoulli resistance coefficients will accrue with our
approach. Thus, data such as those presented here will eventually be available on the post-
operative patient; see Section 5. Results fall into two categories: (i) data on our methodology
as summarised in Tables 1 and 4 and (ii) the emergent patient representations.

4.1. Elastance Function Evaluation

Downsampling and ensemble averaging of patient LV and aortic pressure time-series
datasets were performed straightforwardly. We proceed to protocol step 2 (a personal
ELV(τ))), where we encounter the sensitivity of ELV(τ), to the co-registration of pressure
and volume data. See Table 8 and Figure 7, which describe patient B, who required the
largest shift. The PV loop illustrates the importance of co-registration, in Figure 4, where
the PV loop shape progressively acquires accepted physiological features of iso-volumetric
compression and relaxation phases. The corresponding sensitivity of ELV(τ), in Figure 7, is
quantified by the parameterisations in Table 8. We defer further comment to Section 5.
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Figure 8 shows the personalised ELV(τ) (left) and PV loop (right) for patients A, . . . , C.
The elastance data take correctly co-registered LV pressure and volumes and show the initial
(red) and optimised (black) fit. The PV loops in the right-hand column show the importance
of co-registration case by case, with the PV loop obtained without co-registration shown in
red and that with an appropriate co-registration in black.

Table 8. Sensitivity of LV double Hill elastance function parameterisation. For a single patient B,
fitted double Hill elastance function shape parameters are declared for a range of co-registration
shifts. We deem a shift of 5 in the last column to be the correct co-registration for this particular
patient. The corresponding elastance function sequence is plotted in Figure 7.

Shift 1 2 3 4 5

double Hill LV elastance parameter

n1 1.91 1.83 1.78 1.68 1.52

n2 16.46 17.93 18.06 17.52 17.04

τ1 0.28 0.32 0.38 0.47 0.73

τ2 0.47 0.48 0.49 0.49 0.49

ELV,min 0.04 0.04 0.04 0.04 0.04

ELV,max 2.95 2.86 2.68 2.48 2.27

Figure 7. Cont.
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Figure 7. Sensitivity of a patient elastance function to co-registration shift. Data correspond to the
double Hill elastance function parameters in Table 8. The shift increases top to bottom with the
bottom panel corresponding to the expected shift of 5 phases, deduced using the co-registration
declared in Table 9. The broken line shows our common initialisation using Mynard’s population
average [12] parameterisation. Open red circles show the raw data with the appropriate shift applied.
The black circles and the line show the optimised fit on the shifted data from a gradient descent
simplex method applied to Equation (7).

Table 9. Patient-specific LV double Hill elastance function parameters. These parameterisations result
from fitting the product vLV(τi)× E(τi; θ) to the measured, downsampled pressure pLV(τi), using
the cost function defined in Equation (7) and a gradient descent method. The applied co-registration
rigid shift, or relative delay, applied to the volume data is declared in the first row.

Patient ID A B C

Co-Registration Rigid Shift 1 5 2

double Hill LV elastance
parameter

τ1 0.29 0.54 0.82

τ2 0.42 0.5 0.42

n1 1.58 1.56 1.26

n2 17.53 17.96 19.95

ELV,max 1.1 2.22 2.17

ELV,min 0.05 0.03 0.03
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Figure 8. Patient-specific PV loops and elastance functions, for patients A, . . . , C. Left column. Patient-
specific elastance functions. Red lines correspond to LV pressure and volume time-series data, which
are correctly co-registered according to the criteria declared in Table 7 but which is not optimised.
Black circles, with black lines to guide the eye, correspond to an optimised, double Hill elastance
function parameterisation, obtained by minimising the residual declared in Equation (7), targeting
the 30 downsampled LV pressure time samples, using the 30 LV volume time samples. Right column.
The corresponding patient-specific PV loops. These data were processed as described in the text, with
the personal co-registration shifts identified in Table 8. The red line shows the result which would
be obtained without any co-registration. The black circles, with black lines to guide the eye, are the
co-registered data.

4.2. Tuning Protocol Evaluation

Steps 0, 1, and 2 culminate in a personal ELV(τ) which is input into the system 0D
model. The latter then provides time-series outputs for LV and aortic pressures and LV
volume at the end of step 3; see Figure 9. The cost function used to acquire these data,
Equation (1), equally weights its five targets. Step 3 uses a genetic algorithm (GA) to localise
the global cost function minimum, by adjusting the systemic windkessel. In general, the
LV diastolic phase exhibits the largest discrepancy between model outputs and targets.
This suggests parameters, such as mitral valve resistances and left atrial (LA) elastance,
as secondary targets for step 4, which uses a less expensive gradient descent search, on
the assumption that previous GA tuning will first have located the correct region. The
initial values of the input parameters of the mitral valve Bernoulli resistance and ELA(τ)
are specified in Tables 1 and 5. Step 4 retains the targets of step 3 but adds the LV volume
time-series. That step 4 favours the diastolic phase, particularly for cases A and C, is
apparent from Figure 9, which shows outputs at the end of step 3 in the left column and
outputs from the end of step 4 in the right column.

Having assigned systemic and left-heart energetic parameters, it remains to tune
flow in patients’ coronary circulations. The coronaries sequester a small fraction of cardiac
output [18]. It is reasonable to suppose that this does not perturb already identified systemic
and left heart parameters. The tuning of coronaries in step 5 relies upon CFD data to assign
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the MVR and stenotic Bernoulli resistance coefficients. The latter rely on data declared in
Tables 10 and 11 and are derived as described in Section 4.3.

Figure 9. Systemic parameter tuning for patients A, B, C. Key 0D system model outputs (solid
lines) are shown alongside the corresponding ensemble-averaged and downsampled data (open
circles). Black line is LV pressure (mmHg), red line is aortic pressure (mmHg), and blue line is LV
volume (mL). All data that were acquired after the appropriate personal elastance function assigned
in step 2 had been ingested. Left column, step 3. The search used the GA guided by the cost
function in Equation (1), with equal weights applied to patients’ discrete LV pressure and volume
extrema and the aortic time-series data. These data result from tuning the following subset of the
0D model input parameters {L, Rprox, Cprox, Rdist} of the systemic circulation. Right column, step
4. The search used a gradient descent method based on the cost function, Equation (1), with equal
weights applied to patients’ discrete LV pressure, volume extrema, aortic time-series data and now LV
volume data. These data result from tuning the following subset of the 0D model input parameters
{amit, bmit, ELA,min, ELA,max, τ1,mit, τ2,mit}.

4.3. CFD Data Evaluation

Patients’ stenotic Bernoulli resistance coefficients were derived, as discussed above,
from VIRTUheartTM (University of Sheffield, Sheffield, UK). VirtuQTM (University of
Sheffield, Sheffield, UK) was used to compute the corresponding MVRs. Both tools assume
steady flow. Furthermore, VIRTUheart approximates pressure distal to the MVR as zero.
The first assumption is raised within our transient 0D system model. Moreover, the 0D
system model, with its four hear chambers, develops an unconstrained pressure distal to
the MVR. The stenotic Bernoulli resistance coefficients ingested into the system 0D model
(Table 10) are deemed to be unaffected by these differences. However, the MVR yielded by
our CFD tool requires the correction in Equation (8)

MVR →
( 〈pd(τ)〉τ − 〈pRA(τ)〉τ

〈pd(τ)〉τ

)
MVR. (8)

Tables 10 and 11 declare the patient-specific CFD data inputted into the system 0D
model. There, we encounter that sparsity and incompleteness which are typical of clinical
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data- none of our selected patients have three vessel disease and others have total coronary
occlusion (TCO). The latte precludes all treatment but which can still be mapped to the
coronary artery module in Figure 1 however, by setting large stenotic resistance coefficients.
The latter are used to determine the pressure drop, δP∗, across a lesion from the flow, using
Equation (9)

δP∗ = Rsten∗,aq2∗ + Rsten∗,bq∗. (9)

Above, ∗ identifies the particular vessel.

Table 10. Coronary artery average pressure data. Time average pressure for lesion-proximal, aortic
sinus, and lesion-distal locations. Study data are recorded for treated arteries only. Pressures were
obtained using a pressure transducer by catheterisation during the PCI process.

Patient

Vessel

LAD LCx RCA

pprox pdist pprox pdist pprox pdist

UNIT mmHg mmHg mmHg mmHg mmHg mmHg

A 88.60 74.50 ∼ ∼ ∼ ∼
B 103.71 99.17 103.95 101.69 ∼ ∼
C 121.74 115.73 ∼ ∼ 127.23 125.89

Table 11. CFD-derived data for the patient coronary arteries. Stenotic Bernoulli resistance coefficients
and MVRs for patients A,B,C.

Patient Metric Unit
Vessel

LAD LCx RCA

A

MVR mmHg·s/mL 1.50 ∼ ∼
Rsten,a mmHg·s2/mL2 28.45 ∼ ∼
Rsten,b mmHg·s/mL 28.58 ∼ ∼

B

MVR mmHg·s/mL 0.77 1.10 ∼
Rsten,a mmHg·s2/mL2 16.56 10.22 ∼
Rsten,b mmHg·s/mL 22.34 14.33 ∼

C

MVR mmHg·s/mL 1.75 ∼ 1.01

Rsten,a mmHg·s2/mL2 22.34 ∼ 16.67

Rsten,b mmHg·s/mL 12.33 ∼ 14.11

5. Discussion

We have characterised the pre-PCI patient state, but equivalent data exist for post-PCI
patient states; thus, the approach described here may be used to examine post-intervention
physiology. Our methodology brings within scope for the first time, a means to relate
qualitative changes in physiology to changes in, e.g., exercise tolerance. The importance of
a careful co-registration of our LV pressure and volume time-series data is underscored
by the data in Figure 7 and the corresponding double Hill parameterisations, declared
in Table 8. These data show LV contractility (ELV,max) and systolic activation function
parameters τ1, n1 to be the most sensitive elastance parameters to co-registration shift.
These parameters respectively quantify LV contractility and the vigour of systolic onset
and are very important indicators of cardiac health.

Step 2 of our protocol is seen to be robust and necessary. It represents a successful
means of dealing with nonsimultaneous pressure and volume time-series data. From
the data of Figure 8, it is apparent that a range of elastance functions and PV loops are
successfully addressed. The change in the elastance function as correct co-registration
is progressively applied demonstrates a significant degree of sensitivity in the elastance
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function. This underscores the importance of step 2 in our protocol. From Figure 8, it is
also apparent that the PV loop of some cases is rather more sensitive than others to our
rigid shift co-registration of pressure and volume time-series data.

From Figure 8, we see that the optimisation process enshrined in Equation (7) makes
relatively little difference to the final shape of the elastance function, certainly compared
with that produced by the volume and pressure time-series co-registrations.

6. Conclusions

We have verified the ability of appropriate protocols, PCI-acquired data and a suitable
0D system model, robustly interacting with 3D CFD models to recover a quantitative in
silico representation of three individual patients’ physiological and pre-PCI cardiovascular
state. This depiction relies on parsing diverse clinical data, compiled during the elective
PCI clinical pathway. Specifically, our hierarchical, multi-stage protocol is shown to identify
prioritised input model parameters of cardiac energetics and coronary perfusion, within
a 0D (compartmental) four-chamber system model with data-adapted coronary artery
topology. Using this, we reached verifiable in silico representations of significant LV
aortic and coronary artery volume, flow and pressure time-series. This process of input
parameter identification is known in the clinical context as model personalisation. It is
a key determinant of clinical utility, which urges a parsimonious model or (as here) the
prioritisation of a subset of model input parameters, chosen with the supporting sensitivity
and orthogonality analysis, provided in the appendices. The present study requires accurate
representation of coronary flow states which are dominated by diastolic dynamics. The
coupling of the coronary arteries’ compliances (capacitances) to the appropriate chamber
pressure (see Figure 1) apparently recovers diastolic dominance in coronary flow.

Time-series data play a defining role. To utilise them optimally, it was necessary to
reconcile data collected at different stages of the clinical pathway with patients at different
points in their physiological envelopes. This is deemed to be our largest source of error.
The time-series data in question are non-invasive left ventricular volume, derived from
CMR, and invasive LV and aortic pressures measured during PCI. Our approach involves
downsampling pressure to accord with MRI phases and devising a suitable rigid phase
shift, based upon LV valve timings, to overcome an identified co-registration error; results
were assessed by the qualitative credibility of a physiological properties inferred from
the LV PV loop. The commensurate LV elastance function is an input into the system
0D model personalisation process. It is shown to be sensitive to the co-registration of
time-series data. Possibly, the most consequential, purely clinical outcome of this work is
that we have been able to obtain credible results for patient PV loops and left-ventricular
elastance functions by using a straightforward co-registration of non-simultaneous invasive
pressure and non-invasive volume data when guided by rudimentary and therefore robust
physiological principles.

Despite sources of error, it is apparent that there remains sufficient depth in the
clinical pathway dataset to build appropriate digital twins, and we present as evidence
data for three patients in the pre-PCI state. A route to the complementary, post-intervention
description of the patient now lies open. One simply needs to apply the current workflow
to extant data which are of equivalent form to that considered here. Therefore, using
our methodology, one can expect to develop both pre- and post-PCI representation of
patients from which to measure physiological changes attending PCI. Section 3.2.2 outlines
a range of relevant activity measures which might be used meaningfully to contextualise
this change in global ischaemic burden. Put another way, the act of correlating these
model-derived statistics of the study data has the potential to reveal relationships between
coronary physiology, cardiac energetics and physical activity, as well as providing clinical
decision support. The model represents a means not only to establish a connection between
global coronary perfusion and cardiac energetics, but to quantify it.
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Appendix A. System Model

Appendix A.1. System Model Dynamical Equations

It is possible to formulate the 0D model in terms of ordinary differential equations or
differential algebraic equations [23]. Compartments are specified by their time-dependant
dynamic pressure p (mmHg), inlet flow q (mL/s) and volume v (mL). The equations relating
to the passive compartmental state variables all take the form

dvi
dt

= qi − qi+1,
dpi
dt

=
1
Ci

(qi − qi+1), qi =
pi − pi+1

Ri
. (A1)

Above, the subscripts (i − 1), i, (i + 1) respectively represent the proximal, present
and distal system compartments, vi(mL) denotes the circulating (stressed) volume and Ci
(mL/mmHg) and Ri (mmHgs/mL) denote compartmental compliance and the Ohmic,
or Bernoulli, resistance between compartments i, (i + 1). We turn to the active system
compartments, described by so-called activation functions, and valve characteristics.

Appendix A.2. Sub-Models—Chamber Elastances and Valve Characteristic Functions

The double Hill elastance used here [12,14] is that in most widespread use within the
clinical and physiological communities. The same essential model is used to express the
biomechanics of all four heart chambers. Shi proposed an alternative model, with more
compact support, which is arguably more intuitive [34], having similar properties. Neither
takes into account stress stiffening in systole. Arts et al. [35] and Bovendeerd et al. [36]
developed a model based on a more formal approach which accounts for stress-stiffening
of the chamber. The double Hill function for it is expressed in terms of an activation or
shape function, which is a product of monotonically increasing and decreasing expressions,
as follows:

e(τ; n1, n2, τ1, τ2) =
x

(1 + x)(1 + y)
, x =

(
τ

τ1

)n1

, y =

(
τ

τ2

)n2

.

A model elastance is then assigned

E(τ; θ) = Emax

(
e(τ; n1, n2, τ1, τ2)

maxτ(e(τ; n1, n2, τ1, τ2))

)
+ Emin.
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Above, θ denotes the set elastance parameters {Emax, Emin, n1, n2, τ1, τ2}. Emax and
Emin specify chamber contractility and compliance, respectively. Parameter n2 (the relax-
ation rate constant) is commonly set to large values to produce a sharp cut-off in E(τ; θ)
at the systolic to diastolic boundary. The double Hill parameter, τ2, (the diastolic time
constant) is the principal determinant of the systolic to diastolic ratio. Amplitude and
shape parameters differ between all four chambers. Moreover, atrial elastance functions
have adjustable phase, relative to ventricular elastances.

Valve characteristic functions express the relationship between flow through a valve,
Qvalve, and pressure difference, δp, between separated compartments. Valves used in this
work are diodes, having quadratic (Bernoulli) flow-pressure characteristics under forward
bias with no leakage flow under reverse bias

q∗(τ) =
{

a1,∗δp(τ)2 + a2,∗δp(τ) δp(τ),> 0,
0 δp(τ) ≤ 0.

Above, the free subscript ∗ denotes one of our four valve flows.

Appendix B. Sensitivity and Orthogonality Analysis

Personalisation is a parameter identifiability analysis [5] applied to a chosen subset
of input parameters which are often hypothesised to serve as clinical biomarkers and to
a set of output metrics which correspond to available clinical data. The foundations of
input parameter identifiability are sensitivity and input parameter orthogonality analysis.
Using such, one can turn to formal methods (see, e.g., Li et al. [37]) which help to determine
subsets of model input parameters which are optimal for personalisation [38]. Relative
sensitivity and input parameter orthogonality analyses, derived from the operation of our
system 0D model, are presented here in two forms. First, we consider an full analysis, based
on the whole set of our system model’s input parameters with an impractically large range
of discrete outputs. Then we present the same analyses, with the list of input parameters
restricted, to reflect those which we use in our patient personalisation process. For this
subset, we also restrict the range of discrete model outputs to be representative of our
study’s patient data.

The relative sensitivity of the mth discrete output, Xm, on the nth discrete input, θn, is
measured by a numerical approximation to the normalised partial derivative

Snm =
θn,0

Xm(Θ0)

[
∂Xm

∂θn

]
Θ0

, 1 ≤ m ≤ M, 1 ≤ n ≤ N. (A2)

Above, the model base state, Θ0, corresponds to our normal patient, where N (M)
is the number of model inputs (outputs) and Snm is a sensitivity matrix element. Noting
the system input index, n, which identifies rows of S, we define a relative sensitivity row
vector, characteristic of the nth input

sn = (Sn1, Sn2, ..., SnM), 1 ≤ n ≤ N. (A3)

From such sensitivity vectors, it is possible to measure the linear independence of
the action across all outputs, of two chosen input parameters using a simple, intuitive
orthogonality measure, which is a straightforward generalisation of the scalar product of
two vectors

dnn′ = sin
(

cos−1
(

sn · sn′√
sn · sn

√
sn′ · sn′

))
, 1 ≤ n, n′ ≤ N. (A4)

Above, for two input parameters having identical action on all outputs, we find
dnn′ = 0. Put another way, if dnn′ = 0, then incrementing θn and θn′ will move all the
system outputs in the same direction. Under such circumstances, while θn and θn′ might
each have considerable influence, they do not act upon them differentially. Optimal choices
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of input parameters for personalisation should clearly be chosen on the basis of influence
and orthogonality. Clearly, dnn′ = dn′n, and it is convenient to survey the orthogonality of
the model input parameters by presenting the square, symmetric matrix d, as a heatmap.

Figure A1 shows the full sensitivity matrix, based upon all inputs and a large range of
discrete outputs. Of course, no practical study, however extensive, will have access to the
range of outputs shown here. For the sake of completeness, however, we also present the
corresponding input parameter orthogonality matrix and the statistics of that dataset in
Figures A2 and A3, respectively. These figures are to be interpreted using Table A1.

Of much greater practical significance, certainly for the present study, is the partial
sensitivity matrix, now based upon that subset of model inputs which are considered in
this study alongside a set of outputs which are representative of the data we access. These
data are presented in Figures A4–A6. They suggest that the systemic circulation parameters
influence coronary flow. This, of course, is consistent with our assumptions: the recognised
principal determinant of LV afterload is the systemic arterial windkessel parameterisation
and a reduction in (say) systemic vascular resistance will increase flow to the system, and
thereby, the fixed fraction which is sequestered to the coronaries increases. Conversely,
changes in the parameterisation of the coronaries have little effect on the systemic metrics.
The block diagonal structure in Figure A6 reinforces the conclusion that there is only weak
coupling between the coronaries and the systemic and cardiac parameters of our model.

Figure A1. Full relative sensitivity matrix of the model, at base state. The sensitivity matrix is
represented here as a heatmap. These data represent the fullest assessment of the studied four-
chamber model and are presented for the sake of completeness. Input parameters and outputs
are identified by their numerical subscripts, identified in Table A1. Many of the sensitivities are of
restricted utility as they are based upon unobservable outputs. A restricted sensitivity analysis is
presented in Figure A4 where the range of model inputs and outputs is restricted, in line with data
available in the present study. Here, and in a majority of complex models, the heatmap is dominated
by a few large sensitivities.
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Figure A2. Full input parameter orthogonality analysis of the model sensitivity vectors. This heatmap
is a representation of the matrix d (Equation (A4)). Input parameters are identified by their numerical
subscripts identified in Table A1. Data are based upon sensitivity vectors, derived from the full
model sensitivity matrix, in Figure A1. A more meaningful input parameter orthogonality analysis is
presented in Figure A4, where the range of model inputs and outputs is restricted, in line with the
data available in the present study.

Figure A3. Statistics of the full input parameter orthogonality analysis. The statistical distribution
of the matrix elements dnm are shown in heatmap form in Figure A2. The distribution of these data
tends to suggest that with a comprehensive set of outputs, a majority of model input parameters
are identifiable.

140



Fluids 2023, 8, 159

Figure A4. Restricted relative sensitivity matrix of the model, at base state. Relative to the data
in Figure A1, here we show the sensitivity matrix based upon model input parameters which are
emphasised within this study, combined with outputs which are acquired within the patient clinical
pathway. Input parameters and outputs are identified by the numerical subscripts identified in Table A1.

Figure A5. Restricted input parameter orthogonality analysis. These data represent the subset of
model input parameters used in this study. The output parameters which are embedded in these
data are those effectively declared in the data of figure A4. Input parameters are identified by the
subscripts declared in Table A1.
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Figure A6. Statistics of the restricted input parameter orthogonality analysis. The statistical distribu-
tion of the matrix elements dnm are shown in heatmap form in Figure A5.

Table A1. Key to full and restricted sensitivity and orthogonality analyses in Figures A1, A2, A4 and A5.
First column, index, and second and third columns are restricted analysis, fourth and fifth columns are full
analysis. Θn denotes an input parameter; Xn denotes an output parameter.

n Θn Xn Θn Xn

1 Heart Rate Cardiac Output Heart Rate Cardiac Output

2 Mean circ. filling press. LV End Diastolic Volume Mean circ. filling press. Useful Cardiac Power

3 ELVmin LV End Systolic Volume ELVmin LV End Diastolic Volume

4 ELVmax LV Maximum Pressure ELVmax LV End Systolic Volume

5 n1LV LV Minimum Pressure n1LV LV Stroke Volume

6 n2LV Systemic Artery Systolic Press. n2LV LV Ejection Fraction

7 Tau1fLV Systemic Artery Diastolic Pres. Tau1fLV LV Maximum Pressure

8 Tau2fLV Systemic Artery True MAP Tau2fLV LV Minimum Pressure

9 LV fractional time shift AV Opens LV volume offset LV End Diastolic Pressure

10 ELAmin AV Closes LV fractional time shift LV dp/dt (peak)

11 ELAmax MV Opens ELAmin LV Stroke Work per Beat

12 n1LA MV Closes ELAmax LV Stroke Power (Mean)

13 n2LA Mean Coronary Flow n1LA LV Stroke Power (Peak)

14 Tau1fLA Maximum Coronary Flow n2LA LV Myocardial Power (mean)

15 Tau2fLA Left Main Flow (mean) Tau1fLA LV Myocardial Power (peak)

16 LA fractional time shift Left Main Flow (peak) Tau2fLA LV Wasted Myocardial Power (Suga)

17 Systemic Resistance (Prox.) Left Main ’FFR’ (<Pd> / <Pa>) LA volume offset LA Maximum Volume

18 Systemic Resistance Distal Cx Flow (mean) LA fractional time shift LA Minimum Volume

19 Systemic Art.
Cap (Prox.) Cx Flow (peak) ERVmin LA Maximum Pressure
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Table A1. Cont.

n Θn Xn Θn Xn

20 Systemic Art.
Inertance (Prox.) Cx ’FFR’ (<Pd> / <Pa>) ERVmax LA Minimum Pressure

21 Mitral Valve quadratic coeff. LAD Flow (mean) n1RV RV End Diastolic Volume

22 Mitral Valve linear coeff. LAD Flow (peak) n2RV RV End Systolic Volume

23 Left main,
quadratic coeff. LAD ’FFR’ (<Pd>/<Pa>) Tau1fRV RV Stroke Volume

24 Left main, linear coeff. RCA Flow (mean) Tau2fRV RV Ejection Fraction

25 Cx, quadratic coeff. RCA Flow (peak) RV volume offset RV Maximum Pressure

26 Cx, linear coeff. RCA ’FFR’ (<Pd> / <Pa>) RV fractional time shift RV Minimum Pressure

27 Cx, RCR total res. ∼ ERAmin RV End Diastolic Pressure

28 Cx, RCR cap. ∼ ERAmax RV dp/dt (peak)

29 Cx Cap. back press. fraction ∼ n1RA RV Stroke Work per Beat

30 LAD, quadratic coeff. ∼ n2RA RV Stroke Power Expenditure

31 LAD, linear coeff. ∼ Tau1fRA RV Stroke Power (Peak)

32 LAD, RCR total resistance ∼ Tau2fRA RV Myocardial Power (mean)

33 LAD, RCR cap, ∼ RA volume offset RV Myocardial Power (peak)

34 LAD Cap. back
press. fraction ∼ RA fractional time shift RV Wasted Myocardial Power (Suga)

35 RCA, quadratic coeff. ∼ Systemic Resistance Prox. RA End Diastolic Volume

36 RCA, linear coeff. ∼ Systemic Resistance Dist. RA End Systolic Volume

37 RCA, RCR total resistance ∼ Systemic Arterial Prox. Cap. RA Maximum Pressure

38 RCA, RCR capacitance ∼ Systemic Arterial Prox.
Unstressed Vol. RA Minimum Pressure

39 ∼ ∼ Systemic Arterial Distal Cap. Systemic Artery Systolic Pressure

40 ∼ ∼ Systemic Arterial Distal
Unstressed Vol. Systemic Artery Diastolic Pressure

41 ∼ ∼ Systemic Arterial Inertance
(Prox.l) Systemic Artery Nominal MAP

42 ∼ ∼ Pulmonary Resistance Prox. Systemic Artery True MAP

43 ∼ ∼ Pulmonary Resistance Distal Systemic Artery Pulse Pressure

44 ∼ ∼ Pulmonary Arterial Proximal
Cap. Systemic Vein Mean Pressure

45 ∼ ∼ Pul. Art. Prox. Unstressed Vol. Systemic Vein Pulse Pressure

46 ∼ ∼ Pul. Art. Distal Cap. Pulmonary Artery Systolic Pressure

47 ∼ ∼ Pulmonary Arterial Distal
Unstressed Vol. Pulmonary Artery Diastolic Pressure

48 ∼ ∼ Pulmonary Arterial
Inertance (Prox.) Pulmonary Artery Nominal MAP

49 ∼ ∼ Aortic Valve quadratic coeff. Pulmonary Artery True MAP

50 ∼ ∼ Aortic Valve linear coeff. Pulmonary Artery Pulse Pressure

51 ∼ ∼ Aortic Valve regurgitant
quadratic coeff. Pulmonary Vein Mean Pressure

52 ∼ ∼ Aortic Valve regurgitant
linear coeff. Pulmonary Vein Pulse Pressure

53 ∼ ∼ Mitral Valve quadratic coeff. AV Forward Flow [ml/beat]

54 ∼ ∼ Mitral Valve linear coeff. AV Regurgitation [ml/beat]

55 ∼ ∼ Mitral Valve regurgitant
quadratic coeff. AV Regurgitant Fraction [-]

56 ∼ ∼ Mitral Valve regurgitant
linear coeff. AV Maximum Pressure Drop
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Table A1. Cont.

n Θn Xn Θn Xn

57 ∼ ∼ PulmonaryValve quadratic coeff. AV Mean Pressure Drop

58 ∼ ∼ Pulmonary Valve linear coeff. (Stroke Power Lost):(AV Resistance)

59 ∼ ∼ Pulmonary Valve regurgitant
quad. coeff. (Stroke Power Lost):(AV Resistance)

60 ∼ ∼ Pulmonary Valve regurgitant
linear coeff. MV Forward Flow [ml/beat]

61 ∼ ∼ Tricuspid Valve quadratic coeff. MV Regurgitation [ml/beat]

62 ∼ ∼ Tricuspid Valve linear coeff. MV Regurgitant Fraction [-]

63 ∼ ∼ Tricuspid Valve regurgitant
quad. coeff. MV Maximum Pressure Drop

64 ∼ ∼ Tricuspid Valve regurgitant
linear coeff. MV Mean Pressure Drop

65 ∼ ∼ Left main, quadratic coeff. Stroke Power Lost to MV Regurgitation

66 ∼ ∼ Left main, linear coeff. (Stroke Power Lost):(MV Regurgitation)

67 ∼ ∼ Cx. quad. coefficient AV Opens

68 ∼ ∼ Cx. linear coefficient AV Closes

69 ∼ ∼ Cx. RCR total resistance MV Opens

70 ∼ ∼ Cx. RCR cap. MV Closes

71 ∼ ∼ Cx. RCR fraction
proximal resistance Period of Systole

72 ∼ ∼ Cx. cap. back pressure fraction Period of Diastole

73 ∼ ∼ LAD, quadratic coefficient Proportion of Heart Period in Systole

74 ∼ ∼ LAD, linear coefficient Period of Isovolumetric Contraction

75 ∼ ∼ LAD, RCR total resistance Period of Isovolumetric Relaxation

76 ∼ ∼ LAD, RCR capacitance Mean Coronary Flow

77 ∼ ∼ LAD, RCR fraction
proximal resistance Maximum Coronary Flow

78 ∼ ∼ LAD cap. back pressure fraction Left Main Flow (mean)

79 ∼ ∼ RCA, quadratic coefficient Left Main Flow (peak)

80 ∼ ∼ RCA, linear coefficient Left Main ’FFR’ (<Pd> / <Pa>)

81 ∼ ∼ RCA, RCR total resistance Circumflex Flow (mean)

82 ∼ ∼ RCA, RCR capacitance Circumflex Flow (peak)

83 ∼ ∼ RCA, RCR fraction proximal
resistance Circumflex ’FFR’ (<Pd>/ <Pa>)

84 ∼ ∼ LAD cap, back pressure fraction LAD Flow (mean)

85 ∼ ∼ ∼ LAD Flow (peak)

86 ∼ ∼ ∼ LAD ’FFR’ (<Pd>/ <Pa>)

87 ∼ ∼ ∼ RCA Flow (mean)

88 ∼ ∼ ∼ RCA Flow (peak)

88 ∼ ∼ ∼ RCA ’FFR’ (<Pd> / <Pa>)
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Abstract: Tetralogy of Fallot (TOF) is the most prevalent cyanotic congenital heart defect (CHD) that
alters normal blood flow through the heart and accounts for 10% of all CHD. Pulmonary stenosis
and regurgitation are common in adults who have undergone TOF repair (rTOF) and can impact the
load on the right ventricle, blood flow pressure, and pulmonary hemodynamics. Pressure mapping,
obtained through 4D-flow magnetic resonance imaging (4D-flow MRI), has been applied to identify
abnormal heart hemodynamics in CHD. Hence, the aim of this research was to compare pressure
drop and relative pressures between patients with repaired TOF (rTOF) and healthy volunteers.
An in vitro validation was performed, followed by an in vivo validation. We hypothesized that
pressure drop is a more stable pressure mapping method than relative pressures to detect altered
hemodynamics. A total of 36 subjects, 18 rTOF patients and 18 controls underwent cardiac MRI scans
and 4D-flow MRI. Pressure drops and relative pressures in the MPA were higher in rTOF patients
compared to the controls (p < 0.05). Following the in vitro validation, pressure drops proved to be a
more stable pressure mapping method than relative pressures, as the flow loses its laminarity and
becomes more turbulent. In conclusion, this study demonstrated that flow hemodynamics in rTOF
can exhibit altered pressure maps. Pressure mapping can help provide further insight into rTOF
patients’ hemodynamics to improve patient care and clinical decisions.

Keywords: repaired tetralogy of Fallot; magnetic resonance imaging; 4D-flow MRI; heart
hemodynamics; pressure mapping

1. Introduction

The cardiovascular system keeps blood flowing efficiently to achieve laminar flow
through the vessels and the chambers of the heart. In numerous cases of congenital heart
disease, particularly in individuals with surgically repaired tetralogy of Fallot (rTOF), there
is evidence of nonlaminar flow in the right ventricle (RV), which includes transitional and
turbulent flow [1,2]. TOF is the most prevalent cyanotic congenital heart defect (CHD)
that alters normal blood flow through the heart and accounts for 10% of all CHD. TOF
is characterized by a ventricular septal defect (VSD), aortic override, RVOT obstruction,
and right ventricular hypertrophy. Surgical repair, which includes VSD closure and RVOT
reconstruction, is typically performed in infancy [3,4]. The primary repair encompasses
the closure of the VSD, removal of the obstructive infundibular muscle, and alleviation
of the pulmonary stenosis. Patch reconstructions are typically used to repair a narrowed
pulmonary artery [5]. Despite having improved clinical outcomes, patients with rTOF
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require clinical and imaging follow-up to evaluate for post-surgical problems. The most
common complications in patients with rTOF are pulmonary regurgitation (PR) and/or
residual or reoccurring pulmonary stenosis (PS). PR, when severe, causes right ventricular
dilatation, dysfunction, and arrhythmia. To prevent irreversible right ventricular failure,
pulmonary valve replacement is then necessary [6].

Echocardiography and cardiac magnetic resonance (CMR) are the imaging modalities
of choice for the follow-up of TOF patients. Both modalities can assess a wide range of
anatomical and functional parameters, but both also have several limitations. Echocar-
diography can provide information on anatomy and physiology, while color Doppler can
perform qualitative flow assessment. The quality of the image is greatly influenced by the
acoustic window as well as the proficiency of the operator. CMR has become common
in managing many congenital conditions, owing to its ability to visualize structures not
well seen by echocardiography without ionizing radiation. It can provide a non-invasive
three-dimensional cardiovascular anatomy, volumes, and function evaluation. In patients
with rTOF, CMR has emerged as the imaging method of choice, playing an essential role in
postoperative follow-up and evaluation [6]. Flow can be analyzed using two-dimensional
phase-contrast (2D PC) MRI, providing flow volumes and velocity measurements perpen-
dicular to a single plane placed in the vessel of interest. Each plane of interest must be
individually planned to obtain flow measurements, and separate breath-holding scans
must be performed. Furthermore, 2D PC MRI encounters challenges in accurately quanti-
fying flow due to the heart’s motion in relation to the imaging plane. It may provide an
incomplete evaluation of blood flow due to technical limitations, particularly in cases of
complex CHDs.

Recently, four-dimensional flow MRI (4D-flow MRI) has emerged as a promising and
non-invasive imaging technique that can provide a comprehensive quantitative evaluation
of flow in an entire volume within the chest in a single short imaging session [7]. That is,
4D-flow MRI illustrates 3D blood flow patterns and hemodynamics by utilizing velocity
encoding (VENC) in three spatial directions. This imaging technique enhances our com-
prehension of blood flow properties in both normal and pathological conditions, offering
comprehensive 3D visualization of anatomy and velocity. Consequently, it facilitates pre-
cise measurements of vessel lengths and provides valuable hemodynamic data [3]. This
technique evaluates intricate flow patterns, such as helical or vortical flow, and measures
advanced fluid dynamic parameters, including pressure difference maps, turbulent kinetic
energy, and viscous energy loss [8]. Furthermore, 4D-flow MRI has been demonstrated to
be effective for the qualitative and quantitative evaluation of pulmonary hemodynamics in
TOF patients [9].

Blood pressure measurements play a crucial role in diagnosing cardiovascular disease
and detecting irregular blood flow in large vessels [10]. Pressure gradients serve as signifi-
cant clinical indicators for various cardiovascular conditions. In clinical practice, catheter
measurements are considered the gold standard for assessing in vivo pressure gradients.
Although this method is reliable and safe, it is an invasive procedure that carries potential
complications and involves exposure to radiation for catheter guidance. An alternative
approach for estimating pressure gradients is to utilize the simplified Bernoulli equation,
which relies on the measurement of maximum velocity (Vmax) obtained from standard clin-
ical Doppler ultrasound (US). However, Vmax measurements using ultrasound are prone
to error due to limited acoustic windows and technical difficulties in aligning Doppler
interrogation with peak velocities. The exponentiation of velocities in the Bernoulli equa-
tion makes pressure difference estimation highly sensitive to errors in Vmax measurements.
Another non-invasive and user-independent method for deriving relative pressure gradi-
ents is using time-resolved (CINE), three-directionally encoded phase contrast (PC) MRI
to measure the time-resolved velocity field. By solving the Navier–Stokes (NS) equation,
assuming blood is an incompressible, laminar Newtonian fluid, pressure gradients can be
calculated accurately [11].
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Furthermore, the NS equation can be transformed by taking the divergence into
a pressure Poisson equation (PPE) [12]. Based on derived pressure gradients, pressure
differences or pressure drops and relative pressure fields can be obtained by solving the
PPE. For example, Bock et al. [11] applied the iterative approach to solving the PPE to obtain
pressure differences or drops. On the other hand, Ebbers and Farnebäck [12] suggested
using a multigrid-based PPE solver to compute relative pressures. However, no study
to date has compared the iterative approach by Bock et al. [11] with the multigrid-based
solver approach introduced by Ebbers and Farnebäck [12].

In addition to different pressure mapping methods, several ways exist to report
these pressures. Numerous studies use 2D analysis planes positioned in the vessel of
interest [13,14]. Some studies report the summation of pressures over the total volume [1,15].
In comparison, others report pressure values along a centerline that mimics a virtual
catheter [16]. Many authors have used volumes and centerlines in literature, but no study
has reported pressures using both. Therefore, this study aimed to compare pressure
mapping methods and investigate whether one is more stable. We hypothesized that
pressure drop is a more stable pressure mapping method than relative pressures to detect
altered hemodynamics.

2. Materials and Methods

In vitro validation using a stenosis phantom was performed, followed by an in vivo
validation between (i) healthy subjects and patients with rTOF who reported using volumes
and centerlines and (ii) volume and centerline data of the controls and patients. The study
diagram is presented in Figure 1.

Figure 1. A schematic representation of the study. This figure illustrates the methodology employed
in the study to estimate pressure gradients and derive pressure drops and relative pressure fields.
Velocity measurements were used to estimate pressure gradients through the simplified Bernoulli
and Navier–Stokes equations. The Navier–Stokes equation was further transformed into a pressure
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Poisson equation (PPE) by taking the divergence. Pressure drops were obtained using an iterative
approach to solving the PPE, as suggested by Bock et al. [11]. Ebbers and Farnebäck [12] proposed a
multigrid-based PPE solver for computing relative pressures. The study involved in vitro validation
followed by in vivo validation to compare these different pressure mapping methods. In vitro
validation was initially performed using a stenosis phantom. Subsequently, in vivo validation was
conducted, which involved comparing (i) healthy subjects and patients with repaired tetralogy of
Fallot (rTOF) using volumes and centerlines and (ii) volume and centerline data of the controls
and patients.

2.1. Pressure Gradients, Pressure Drop, and Relative Pressures Estimation

Pressure gradients ∇p = ( ∂p
∂x , ∂p

∂y , ∂p
∂z ) assuming a viscous, incompressible fluid was cal-

culated from the three-directional velocity vector fields V = (u, v, w) using the
NS equations:

∇p = − ρ
∂V

∂t
− ρV · ∇V + μ∇2 V + F (1)

where p is the pressure, ρ is the fluid density, V is the measured three-directional velocity,
μ is the dynamic fluid viscosity, and F represents the body forces. The terms on the right-
hand side from left to right are transient inertia, convective inertia, viscous resistance, and
body forces, respectively. As phantom and human subjects were placed in a horizontal
position in the scanner, the body forces were neglected for all calculations.

By taking the divergence, the NS equation can be transformed into the PPE [12]:

∇2p = ∇ · g (2)

where g denotes the pressure gradient field obtained from the right-hand side of Equation (1)
while dropping the body force term. Pressure drop was calculated by applying the approach
used by Bock et al. [11], where the pressure is initialized by region-growing integration
of the pressure gradient with a user-defined reference point (Δp = 0), and all calculations
were performed independently for each time frame. On the contrary, relative pressures
were computed using the approach introduced by Ebbers and Farnebäck [12]. This method
did not require a user-defined reference point and utilized a multigrid-based PPE solver
that works directly on the structure-defined computational domain. For pressure gradient
estimation, blood properties were set to 3.2 × 10−3 Pa s and 1060 kg/m3 for viscosity and
density, respectively. The pressure gradient Δp across the stenosis in the in vitro model was
determined by applying the simplified Bernoulli equation, as used in clinical routine [17]:

Δp = 4(Vmax)2 (3)

Vmax represents the peak velocity at the maximum narrowing of the stenosis of
the phantom.

2.2. In Vitro Model

A simple stenosis phantom (Ø1 20.4 ± 0.5 mm, stenosis Ø2 10 ± 0.5 mm, EOA = 0.78 cm2)
with a contraction coefficient = 1 (i.e., EOA/AVA, where the anatomic valve area (AVA)
is the cross-sectional area of the stenosis phantom) by the potential flow theory was
filled with glycerol and water, and connected to a pump under constant flow conditions
(Chemflo Unit, MP Pumps, Inc., Fraser, MI, USA). To increase the signal-to-noise ratio
(SNR), the fluid was doped with a contrast agent (Magnevist®, Bayer Schering Pharma AG,
Leverkusen, Germany) at a concentration of 1.08 mmol/L. Then, 4D-flow measurements
were performed on a 1.5 T System (Aera, Siemens AG, Erlangen, Germany). The mea-
surement parameters were as follows: VENC = 1–4 m/s along all three velocity encoding
directions, spatial resolution 1.0 × 1.0 × 1.0 mm3, field of view (FOV) = 350 × 350 mm2,
flip angle = 15◦, TE/TR = 2.7–3.1/5.6–5.9 ms, and scan time = 10 min.
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2.3. In Vivo Model
2.3.1. Study Population

A total of 36 subjects, including 18 rTOF patients (age: 32 ± 10, 6 females) and
18 controls (age: 37 ± 14, 7 females), were recruited retrospectively. The reported values
represent the group mean ± standard deviation. All subjects were registered with the
Calgary Cardiovascular Imaging Registry (CIROC). The study was authorized by the board
of the University of Calgary Research Ethics, and all subjects gave informed consent. The
research activities were conducted in accordance with the Helsinki Declaration. Commer-
cial software (cardioDITM, Cohesic Inc., Calgary, AB, Canada) was used to manage the
study’s routine capture of patient informed consent, health questionnaires, and standard-
ized collection of MRI-related variables. Patients were required to meet the criteria of
being ≥18 years old and having a documented history of rTOF at the time of the examina-
tion to qualify for participation. However, patients with implantable devices, severe renal
impairment (eGFR 30 mL/min/1.73 m2), or other known contraindications for MRI were
excluded [18]. In the control group, subjects were 18 years or older without any history
of cardiovascular disease, diabetes, or uncontrolled hypertension. The controls who were
unable to complete the MRI scan were also excluded. Before scanning, demographic data
such as age, gender, height, weight, and heart rate were collected. The Mosteller formula
converted volume and mass measurements to body surface area measurements.

2.3.2. Cardiac Magnetic Resonance Imaging Protocol

Cardiac imaging was examined utilizing 3T MRI scanners (Skyra and Prisma, Siemens,
Erlangen, Germany) [18]. A standardized clinical imaging protocol was performed on
all subjects, which involved retrospective electrocardiographic gating and time-resolved
balanced steady-state free precession (SSFP) cine imaging of the LV in four-chamber, three-
chamber, two-chamber, and short-axis views at end-expiration. In addition, a contrast-
enhanced 3D magnetic resonance angiogram (MRA) of the cardiovascular structures was
obtained using a gadolinium contrast volume of 0.2 mmol/kg (Gadovist®, Bayer Inc.,
Mississauga, ON, Canada). For a period of 5–10 min following contrast administration,
time-resolved three-dimensional phase-contrast MRI with three-directional velocity encod-
ing and retrospective ECG-gating (known as 4D-flow, Siemens WIP 785A) was conducted
to determine the in vivo blood flow velocities throughout the entire heart [1,15]. This
whole-heart protocol has been previously described in our reports [1,19,20]. In brief, 4D-
flow data was collected during free breathing using the navigator gating of diaphragmatic
motion and the following sequence parameters were used: bandwidth = 455–495 Hz/Pixel;
pulse repetition time = 4.53–5.07 ms; echo time = 2.01–2.35 ms; flip angle = 15 degrees,
spatial resolution = 2.0–3.5 × 2.0–3.5 × 2.5–3.5 mm; temporal resolution = 25–35 ms; and
VENC = 150–250 cm/s. The total acquisition time ranged from 5 to 10 min, depending
on the heart rate and respiratory navigator efficiency. The number of phases varied from
25 to 30 depending on the clinical scan operator.

2.3.3. Cardiac Imaging and 4D-Flow Analysis

A blinded reader assessed standard cardiac images on the same day of acquisition
using dedicated software, cvi42 version 5.11.5 (Circle Cardiovascular Imaging Inc.,
Calgary, AB, Canada). This was carried out to determine left and right end-diastolic
volume (LVEDV; RVEDV), LV and RV end-systolic volume (LVSEV; RVESV), as well as LV
and RV ejection fraction (LVEF; RVEF) [1,21].

Following the acquisition, all 4D-flow MRI data were pre-processed with the
“Velomap tool”, a MATLAB tool developed by Bock et al. in 2007 that is widely used in
the flow MRI community [22]. The pre-processing tool was used to perform the following
tasks: corrections for Maxwell terms, eddy currents, and aliasing (see Figure 3A). In addi-
tion, a 3D phase-contrast (PC) angiogram (PC MRA) was created after pre-processing
(see Figure 3B). Using an in-house MATLAB-based tool called “4D-Flow Analysis Tool” [20],
the angiogram was used to segment (see Figure 3C) the aorta (Ao), pulmonary artery (PA),
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left ventricle (LV), and right ventricle (RV). A pressure mapping tool, “4D Flow Pressure
Mapping Tool”, created in MATLAB 2019a (MathWorks, Natick, MA, USA), was used
to compute the pressure drop and relative pressures for each segmented vessel. Using
the approach proposed by Elbaz et al. [16], 4D virtual catheter mathematical models for
probing pressures were constructed as tubes with an automatically derived radius along
the centerlines of the segmented vessels.

2.4. In Vitro Data Analysis

The in vitro data analysis was conducted using MATLAB 2019a (Mathworks, Natick,
MA, USA) [23]. As shown in Figure 2, first, MRI velocities were used to calculate pressure
gradients using the simplified Bernoulli equation. The pressure drop was then computed
using the velocities by placing the reference point at the outflow tract. Then, the relative
pressures were calculated from the velocities [11,12,24,25]. This procedure was followed for
all VENCs (1–4 m/s). Finally, the influence of noise and filtering on both pressure mapping
methods was investigated. The original pressure data were subjected to five levels of white
Gaussian noise (SNR 5, 15, 30, 45, and 135) for each VENC, followed by a Gaussian filter.
Additionally, the Reynolds number, Re = ρuD/μ, at the inlet and stenosis regions for each
VENC (1–4 m/s), was calculated, where ρ is the density, u is the average velocity, D is the
diameter, and μ is the dynamic viscosity [26].

Figure 2. In vitro data analysis workflow. At VENC 1 (1 m/s), Panel (A) shows that the MRI
velocities were first used to calculate (Panel (B)) the pressure gradients using the simplified Bernoulli
equation, Δp = 4V2. Next, they were used to compute the (Panel (C)) pressure drop by placing the
reference point at the outflow tract. Finally, (Panel (D)) the relative pressures were calculated using
the velocities. This process was repeated for the other VENCs (2–4 m/s).
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2.5. In Vivo Data Analysis

The analysis was performed in MATLAB 2019a (Mathworks, Natick, MA, USA). As
illustrated in Figure 3D, the reference points for the Ao, PA, LV, and RV were set at the
left ventricular outflow tract (LVOT), RVOT, mitral valve, and tricuspid valve, respectively,
for the pressure drop calculation. The pressure mapping tool divided the Ao into three
sections: ascending aorta (AAo), aortic arch, and descending aorta (DAo). MPA, RPA, and
LPA were the three divided sections of the PA. The entirety of the RV and LV was used for
the evaluation. A variety of hemodynamic parameters were computed for each section at
peak systole, including mean pressure drop (PDmean), mean relative pressure (RPmean),
maximum pressure drop (PDmax), maximum relative pressure (RPmax), and standard
deviation pressure drop (PDstd) and standard deviation relative pressure (RPstd). PDmean
and RPmean were defined as the mean pressure drop and mean relative pressures in each
region, respectively. Likewise, PDmax and RPmax were defined as the maximum pressure
drop and maximum relative pressures in any voxel in each region, respectively. Finally,
PDstd and RPstd were defined as the standard deviation pressure drop and standard
deviation relative pressures in each region, respectively.

Figure 3. In vivo data analysis workflow. Panel (A): Initially, the 4D-flow velocity data in each direc-
tion (Vx, Vy, and Vz) were subjected to correction for eddy currents, noise, and aliasing. Subsequently,
a phase contrast-magnetic resonance angiogram (PC-MRA) was generated (Panel (B)) to isolate the
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specific vessels (Panel (C)), including the aorta (Ao), pulmonary artery (PA), left ventricle (LV), and
right ventricle (RV). Panel (D): After segmentation, the aorta was divided into ascending aorta (AAo),
aortic arch, and descending aorta (DAo), while the left ventricular outflow tract (LVOT) was used as
the reference point for the pressure drop calculation. The PA was divided into the main pulmonary
artery (MPA), right pulmonary artery (RPA), and left pulmonary artery (LPA); the right ventricular
outflow tract (RVOT) was used as the reference point for the pressure drop calculation. The entirety
of the LV and RV was used for the analysis; the mitral and tricuspid valves were used as reference
points for the pressure drop calculation. Panel (E) illustrates the pressure drop measurements in the
AAo, aortic arch, DAo, MPA, LPA, RPA, LV, and RV of the control and a patient, reported within
vessel volumes and centerlines.

2.6. Statistical Analysis

The statistical analysis was conducted using SPSS 25 (SPSS, Chicago, IL, USA). To
assess normality, the Shapiro–Wilk and Kolmogorov–Smirnov tests were utilized. How-
ever, since the data did not follow a normal distribution, a Mann–Whitney U test was
performed for both study demographics, as well as for the pressure drop and relative
pressure comparison between the two groups. The results are presented as the group
mean ± standard deviation with a p-value < 0.05 to determine statistical significance. Fur-
thermore, Spearman’s correlation was used to analyze the relationship of pressure drop
and relative pressures with the left ventricular ejection fraction (LVEF), right ventricular
ejection fraction (RVEF), indexed left ventricular end-diastolic volume (LVEDVi), indexed
left ventricular systolic volume (LVESVi), indexed right ventricular end-diastolic volume
(RVEDVi), and indexed right ventricular end-systolic volume (RVESVi). The body surface
area was utilized for indexation. A p-value < 0.01 was considered statistically significant.
Furthermore, scatter plots were employed for each VENC to investigate the impact of
the five levels of Gaussian noise and filters on both pressure mapping methods. Finally,
Bland–Altman plots were used for each VENC to assess the differences between original
pressure data and data with all five Gaussian noise levels, as well as between original
pressure data and data with the Gaussian filter.

3. Results

3.1. In Vitro Data

Pressure gradients calculated using the simplified Bernoulli equation followed the
same profiles as MRI velocities, as shown in Figure 4. Furthermore, the pressure drop
profiles followed the trends of the velocities and pressure gradients, with the maximum
pressure drop occurring at the location of the vena contracta. Pressure drop and pressure
gradients produced similar results for each VENC. Relative pressures, on the other hand,
did not follow the profiles of velocities, pressure drop, or pressure gradients; instead, different
results were observed for each VENC. Supplementary Materials presents the scatter and
Bland–Altman plots, illustrating the impact of Gaussian noise and filters on pressure drop and
relative pressures. Finally, Re for each VENC (1–4 m/s) at the inlet and stenosis regions were
1148 and 1225, 2500 and 2683, 3243 and 3776, and 3784 and 4770, respectively.

3.2. Patient Characteristics

Table 1 shows the clinical parameters as well as the demographic data collected for
the 18 patients and 18 controls who participated in the study. The controls had a higher age
at the scan than patients (37 ± 14 years vs. 32 ± 10 years, p = 0.39). As displayed in Table 1,
RVEF (56 ± 4% vs. 46 ± 10%, p = 0.00), RVEDV (172 ± 60 mL vs. 253 ± 95 mL, p = 0.02),
RVEDVi (88 ± 20 mL/m2 vs. 135 ± 47 mL/m2, p = 0.00), RVESV (77 ± 31 mL vs. 142 ± 74 mL,
p = 0.01), and RVESVi (39 ± 12 mL/m2 vs. 76 ± 39 mL/m2, p ≤ 0.001) were statistically
significantly different between the patients and controls. As expected, rTOF patients had
significantly larger RV volumes and lower RVEF compared with healthy controls.
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Figure 4. In vitro validation results demonstrating the calculated pressure gradients, pressure drop,
and relative pressures for each VENC. Panels (A–D): The profiles of the pressure gradients are
calculated using the simplified Bernoulli equation and are similar to those of MRI velocities. The
pressure drop profiles follow the velocities and pressure gradients, with the maximum pressure
drop occurring at the vena contracta location. The relative pressures, however, do not follow the
velocity, pressure drop, or pressure gradient profiles and instead align with the pressure recovery
phenomenon in Panels (A,B). In Panels (C,D), the relative pressures no longer align with the pressure
recovery phenomenon and exhibit increased instability. For each VENC, the pressure drop and
pressure gradient results show comparable results, while the profiles of relative pressures undergo a
significant change and become increasingly unstable.

Table 1. Subject data baseline characteristics.

Characteristic Patients (n = 18) Controls (n = 18) p-Value

Age at scan (year) 32 ± 10 37 ± 14 0.39
Sex (f/m) 6/12 7/11 0.73
BSA (m2) 1.87 ± 0.19 1.88 ± 0.32 0.83
HR (bpm) 73 ± 10 67 ± 12 0.08
BP systolic (mmHg) 109 ± 8 107 ± 12 0.63
BP diastolic (mmHg) 60 ± 10 58 ± 12 0.40
LVEF (%) 58 ± 9 61 ± 3 0.11
LVEDV (mL) 151 ± 41 132 ± 49 0.14
LVEDVi (mL/m2) 80 ± 17 110 ± 48 0.09
LVESV (mL) 65 ± 26 52 ± 20 0.10
LVESVi (mL/m2) 35 ± 13 43 ± 19 0.26
RVEF (%) 46 ± 10 56 ± 4 0.00
RVEDV (mL) 253 ± 95 172 ± 60 0.02
RVEDVi (mL/m2) 135 ± 47 88 ± 20 0.00
RVESV (mL) 142 ± 74 77 ± 31 0.01
RVESVi (mL/m2) 76 ± 39 39 ± 12 <0.001

BSA: body surface area; HR: heart rate; BP: blood pressure; LVEDVi: indexed left ventricular end diastolic
volume; LVESVi: indexed left ventricular end systolic volume; LVEF: left ventricular ejection fraction; LVEDV:
left ventricular end diastolic volume; LVESV: left ventricular end diastolic volume; RVEDVi: indexed right
ventricular end diastolic volume; RVESVi: indexed right ventricular end systolic volume; RVEF: right ventricular
ejection fraction; RVEDV: right ventricular end diastolic volume; RVESV: right ventricular end systolic volume.
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3.3. In Vivo Data

Mean, max, and STD pressure measurements of the aorta, LV, PA, and the RV re-
ported as volumes are shown in Figure 5. For the left side of the heart, the controls
demonstrated a higher PDmean in the AAo, aortic arch, DAo, and LV. Statistically sig-
nificant differences between the two cohorts for PDmean were only found in the AAo
(3.017 ± 1.461 mmHg vs. 1.928 ± 0.990 mmHg, p < 0.05). On the other hand, a higher
RPmean was seen in the AAo and the LV of the controls. However, a higher RPmean
was seen in the patients’ aortic arch and the DAo (Figure 5A(i)). Statistically signifi-
cant differences between the two cohorts for RPmean were only observed in the LV
(1.080 ± 0.427 mmHg vs. 0.717 ± 0.422 mmHg, p < 0.05). Moreover, the controls
demonstrated a higher PDmax in the AAo, aortic arch, DAo, and LV. There was no
significant statistical difference observed between the two cohorts for PDmax. On the
contrary, a higher RPmax for the controls was observed in the AAo and the LV, and it
was also higher for the patients in the aortic arch and DAo (Figure 5A(ii)). Statistically
significant differences between the two cohorts for RPmax were only found in the LV
(4.129 ± 1.788 mmHg vs. 2.432 ± 1.491 mmHg, p < 0.05). Lastly, a higher PDstd was
observed in the AAo, DAo, and the LV of the controls and it was also slightly higher in
the aortic arch of the patients. There was no significant statistical difference identified
between the two cohorts for PDstd. In contrast, a higher RPstd was seen in the AAo
and the LV of the controls, and it was also higher in the aortic arch and the DAo of the
patients (Figure 5A(iii)). Again, statistically significant differences between the two cohorts
for RPstd were only observed in the LV (0.802 ± 0.384 mmHg vs. 0.435 ± 0.335 mmHg,
p < 0.05).

For the right side of the heart, patients demonstrated a higher PDmean in all the
vessels, including the LPA, RPA, MPA, and RV. Statistically significant differences between the
two cohorts were observed for PDmean at RPA (0.511 ± 0.564 mmHg vs. 2.690 ± 2.788 mmHg,
p < 0.05), MPA (1.176 ± 0.572 mmHg vs. 2.574 ± 1.894 mmHg, p < 0.05), and RV
(0.271 ± 0.169 mmHg vs. 0.641 ± 0.675 mmHg, p < 0.05). Similarly, patients demonstrated
a higher RPmean in all four vessels (Figure 5B(i)). Statistically significant differences
between the two cohorts for RPmean were only found in the MPA (0.830 ± 0.359 mmHg vs.
2.289 ± 1.399 mmHg, p < 0.05). Additionally, PDmax was seen to be higher in patients
in each vessel, including LPA, RPA, MPA, and the RV. Statistically significant differences
between the two cohorts were witnessed for PDmax in the RPA (1.506 ± 1.851 mmHg vs.
5.209 ± 4.582 mmHg, p < 0.05), MPA (4.893 ± 4.815 mmHg vs. 9.778 ± 10.098 mmHg,
p < 0.05), and RV (2.483 ± 2.176 mmHg vs. 6.915 ± 7.614 mmHg, p < 0.05). Similarly,
RPmax was higher in the patients’ LPA, RPA, MPA, and RV (Figure 5B(ii)). Statistically
significant differences between the two cohorts for RPmax were observed in the LPA
(2.222 ± 1.294 mmHg vs. 5.180 ± 4.190 mmHg, p < 0.05) and MPA (2.073 ± 0.742 mmHg
vs. 8.380 ± 7.330 mmHg, p < 0.05). Finally, patients demonstrated a higher PDstd in
every vessel. Statistically significant differences between the two cohorts were found
for PDstd at the RPA (0.294 ± 0.330 mmHg vs. 1.100 ± 0.991 mmHg, p < 0.05), MPA
(0.949 ± 0.57 mmHg vs. 1.950 ± 2.156 mmHg, p < 0.05), and RV (0.336 ± 0.270 mmHg vs.
0.896 ± 0.817 mmHg, p < 0.05). Likewise, a higher RPstd was observed in the patients’
RPA, LPA, MPA, and RV (Figure 5B(iii)). Statistically significant differences between the
two cohorts for RPstd were observed in the LPA (0.429 ± 0.258 mmHg vs. 0.889 ± 0.612 mmHg,
p < 0.05) and MPA (0.447 ± 0.196 mmHg vs. 1.632 ± 1.279 mmHg, p < 0.05).

Figure 6 illustrates mean, max, and STD pressure measurements of the aorta, LV, PA,
and RV reported as centerlines. For the left side of the heart, the controls demonstrated a
higher PDmean in the AAo, aortic arch, DAo, and LV. Statistically significant differences
between the two cohorts for PDmean was only identified in the AAo (2.559 ± 1.148 mmHg
vs. 1.682 ± 1.164 mmHg, p < 0.05). On the other hand, patients demonstrated a higher
RPmean in the AAo, aortic arch, and DAo, whereas a slightly higher RPmean was seen in
the LV of the controls (Figure 6A(i)). There was no significant statistical difference observed
between the two cohorts for RPmax. Moreover, the controls demonstrated a higher PDmax
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in the AAo, aortic arch, DAo, and LV. Then again, patients demonstrated a higher RPmax
in the AAo, aortic arch, and DAo, whereas a slightly higher RPmax was seen in the LV of
the controls (Figure 6A(ii)). No significant statistical difference was witnessed between
the two cohorts for PDmax and RPmax. Lastly, a higher PDstd was observed in the AAo,
aortic arch, DAo, and LV of the controls. Statistically significant differences between the
two cohorts for PDstd were only found in the LV (1.105 ± 0.442 mmHg vs. 1.037 ± 0.603 mmHg,
p < 0.05). In contrast, a higher RPstd was seen in the patients’ AAo, aortic arch, and
DAo, and a slightly higher RPstd in the LV of the controls (Figure 6A(iii)). Statistically
significant differences between the two cohorts for RPstd were only observed in the LV
(0.582 ± 0.247 mmHg vs. 0.518 ± 0.379 mmHg, p < 0.05).

 

Figure 5. In vivo validation results: At peak systole, the pressure drop and relative pressures in the
ascending aorta (AAo), aortic arch, descending aorta (DAo), left ventricle (LV), left pulmonary artery
(LPA), right pulmonary artery (RPA), main pulmonary artery (MPA), and right ventricle (RV) were
compared between the controls and the patients using vessel volumes as the reporting method. For
the AAo, aortic arch, DAo, and LV (on the left), Panel (A(i)) shows the mean pressure drop (PD) and
mean relative pressures (RP). Panel (A(ii)) shows the maximum PD and RP. Panel (A(iii)) shows the
standard deviation of the PD and RP measurements. For the LPA, RPA, MPA, and RV (on the right),
Panel (B(i)) shows the mean PD and RP. Panel (B(ii)) shows the max PD and RP, and Panel (B(iii))
shows the standard deviation of the PD and RP measurements. *: p < 0.05 between the controls and
the patients. The controls showed a significantly higher PDmean in the AAo, and a significantly
higher RPmean, RPmax, and RPstd in the LV compared to the patients. On the other hand, the
patients showed a significantly higher PDmean, PDmax, and PDstd in the RPA, MPA, and the RV; a
significantly higher RPmean, RPmax, and RPstd in the MPA; and a significantly higher RPmax and
RPstd in the LPA compared to the controls.
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Figure 6. In vivo validation results: At peak systole, the pressure drop and relative pressures in
the ascending aorta (AAo), aortic arch, descending aorta (DAo), left ventricle (LV), left pulmonary
artery (LPA), right pulmonary artery (RPA), main pulmonary artery (MPA), and right ventricle
(RV) were compared between the controls and the patients using the centerlines as the reporting
method. For the AAo, aortic arch, DAo, and LV (on the left), Panel (A(i)) shows the mean pressure
drop (PD) and mean relative pressures (RP). Panel (A(ii)) shows the maximum PD and RP. Panel
(A(iii)) shows the standard deviation of the PD and RP measurements. For the LPA, RPA, MPA,
and RV (on the right), Panel (B(i)) shows the mean PD and RP. Panel (B(ii)) shows the max PD and
RP, and Panel (B(iii)) shows the standard deviation of the PD and RP measurements. *: p < 0.05
between the controls and the patients. The controls showed a significantly higher PDmean in the
AAo, and a significantly higher PDstd and RPstd in the LV compared to the patients. Conversely,
the patients show a significantly higher PDmean, PDmax, and PDstd in the MPA and a significantly
higher PDmax in the RV than the controls. Furthermore, the patients showed a significantly higher
RPmean, RPmax, and RPstd in the MPA and a significantly higher RPmax and RPstd in the LPA than
the controls.

For the right side of the heart, the patients demonstrated a higher PDmean in all the
vessels, including the LPA, RPA, MPA, and RV. Statistically significant differences between
the two cohorts were observed for PDmean only in the MPA (0.925 ± 0.469 mmHg vs.
3.211 ± 2.534 mmHg, p < 0.05). Similarly, patients demonstrated a higher RPmean in
all vessels (Figure 6B(i)). Statistically significant differences between the two cohorts for
RPmean were identified in the MPA (0.477 ± 0.318 mmHg vs. 1.259 ± 0.795 mmHg,
p < 0.05). PDmax was also seen to be higher in patients in each vessel, including LPA,
RPA, MPA, and the RV. Statistically significant differences between the two cohorts were
observed for PDmax in MPA (2.656 ± 1.281 mmHg vs. 10.233 ± 7.740 mmHg, p < 0.05) and
RV (3.303 ± 1.566 mmHg vs. 6.274 ± 5.140 mmHg, p < 0.05). Similarly, RPmax was found
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to be higher in each vessel of the patients (Figure 6B(ii)). Statistically significant differences
between the two cohorts were witnessed for RPmax in the LPA (1.986 ± 1.340 mmHg
vs. 3.682 ± 2.195 mmHg, p < 0.05) and MPA (1.256 ± 0.634 mmHg vs. 5.893 ± 6.384 mmHg,
p < 0.05). Finally, patients demonstrated a higher PDstd in each vessel. Statistically
significant differences between the two cohorts for PDstd were seen in the MPA
(0.595 ± 0.251 mmHg vs. 2.330 ± 1.666 mmHg, p < 0.05). Likewise, patients demonstrated
a higher RPstd in all vessels (Figure 6B(iii)). Statistically significant differences between the
two cohorts for RPstd were observed in the LPA (0.435 ± 0.312 mmHg vs. 0.903 ± 0.676 mmHg,
p < 0.05) and MPA (0.273 ± 0.136 mmHg vs. 1.239 ± 1.312 mmHg, p < 0.05).

Figure 7 depicts the mean, maximum, and standard deviation pressure measurements
of the controls’ aorta, LV, PA, and RV. For the left side of the heart, volumes demonstrated
a higher PDmean in the AAo and the LV. On the other hand, centerlines demonstrated a
higher PDmean in the aortic arch and the DAo. Statistically significant differences between
the two cohorts for PDmean were observed in the aortic arch (1.465 ± 2.208 mmHg vs.
4.780 ± 2.635 mmHg, p < 0.05), DAo (0.597 ± 1.114 mmHg vs. 13.577 ± 7.211 mmHg,
p < 0.05) and the LV (1.321 ± 0.418 mmHg vs. 0.992 ± 0.351 mmHg, p < 0.05). RPmean,
on the contrary, was slightly higher in the AAo, aortic arch, and LV volumes. However,
the centerline demonstrated a higher RPmean in the DAo of the controls. Therefore,
statistically significant differences between the two cohorts for RPmean were found only
in the DAo (0.885 ± 1.483 mmHg vs. 2.768 ± 1.793 mmHg, p < 0.05). Furthermore, vol-
umes demonstrated a higher PDmax in the AAo and the LV. Centerlines, on the other
hand, demonstrated a higher PDmax in the aortic arch and the DAo. Statistically sig-
nificant differences between the two cohorts for PDmax were seen in the aortic arch
(3.028 ± 4.496 mmHg vs. 7.456 ± 3.343 mmHg, p < 0.05), and the DAo (1.498 ± 2.701 mmHg
vs. 20.812 ± 8.262 mmHg, p < 0.05).

On the contrary, a higher RPmax was observed in the volumes of the AAo, aortic
arch, and LV, and in the centerline of the DAo. Statistically significant differences be-
tween the two cohorts for RPmax were identified in the DAo (1.715 ± 2.262 mmHg vs.
4.367 ± 2.609 mmHg, p < 0.05) and the LV (4.129 ± 1.788 mmHg vs. 2.992 ± 1.256 mmHg,
p < 0.05). Finally, a higher PDstd was observed in the volume of the AAo. The cen-
terlines demonstrated a higher PDstd in the aortic arch and DAo. PDstd was almost
equal in the volume and centerline of the LV. Statistically significant differences between
the two cohorts for PDstd was observed in the aortic arch (0.576 ± 0.874 mmHg vs.
1.163 ± 0.611 mmHg, p < 0.05), and the DAo (0.374 ± 0.703 mmHg vs. 4.429 ± 1.807 mmHg,
p < 0.05). In contrast, volumes showed a higher RPstd in the AAo, aortic arch, and LV. RPstd
was higher in the centerline of the DAo. Statistically significant differences between the
two cohorts for RPstd were seen in the DAo (0.388 ± 0.455 mmHg vs. 1.128 ± 0.790 mmHg,
p < 0.05) and the LV (0.802 ± 0.384 mmHg vs. 0.582 ± 0.247 mmHg, p < 0.05).

For the right side of the heart, centerlines demonstrated a higher PDmean in the
LPA, RPA, and RV. A higher PDmean was found in the volume of the MPA. Statistically
significant differences between the two cohorts were witnessed for PDmean in the LPA
(0.994 ± 1.414 mmHg vs. 2.053 ± 1.166 mmHg, p < 0.05), RPA (0.511 ± 0.564 mmHg vs.
2.049 ± 1.191 mmHg, p < 0.05), and RV (0.271 ± 0.169 mmHg vs. 0.808 ± 0.374 mmHg,
p < 0.05). Alternatively, volumes demonstrated a higher RPmean in the LPA, MPA, and
RV. The centerline showed a higher RPmean in the RPA. Statistically significant differences
between the two cohorts were perceived for RPmean in the RPA (0.847 ± 1.132 mmHg
vs. 1.311 ± 0.888 mmHg, p < 0.05), MPA (0.830 ± 0.359 mmHg vs. 0.477 ± 0.318 mmHg,
p < 0.05), and RV (0.608 ± 0.418 mmHg vs. 0.329 ± 0.224 mmHg, p < 0.05). Moreover,
a higher PDmax was noted in the centerline of the LPA, RPA, and RV. A higher PDmax
was observed in the volume of the MPA. Statistically significant differences between the
two cohorts were observed for PDmax in the LPA (3.082± 4.042 mmHg vs. 4.702± 2.997 mmHg,
p < 0.05), MPA (4.893 ± 4.815 mmHg vs. 2.656 ± 1.281 mmHg, p < 0.05), and RPA
(1.506 ± 1.851 mmHg vs. 4.504 ± 3.160 mmHg, p < 0.05). Conversely, volumes demon-
strated a higher RPmax in the LPA, MPA, and RV. The centerline demonstrated a higher
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RPmax in the RPA. Statistically significant differences between the two cohorts were found
for RPmax in the RPA (2.376 ± 4.235 mmHg vs. 2.710 ± 2.144 mmHg, p < 0.05), MPA
(2.073 ± 0.742 mmHg vs. 1.256 ± 0.634 mmHg, p < 0.05), and RV (2.674 ± 1.391 mmHg vs.
1.597 ± 1.222 mmHg, p < 0.05). Lastly, centerlines demonstrated a higher PDstd in the LPA,
RPA, and RV. Volumes demonstrated a higher PDstd in the MPA. Statistically significant
differences between the two cohorts were seen for PDstd in the LPA (0.744 ± 1.060 mmHg
vs. 1.196 ± 1.072 mmHg, p < 0.05), RPA (0.294 ± 0.330 mmHg vs. 0.926 ± 0.737 mmHg,
p < 0.05), and RV (0.336 ± 0.270 mmHg vs. 0.808 ± 0.410 mmHg, p < 0.05). On the other
hand, a higher RPstd was noted in the volumes of the MPA and RV, and in the centerline
of the RPA. RPstd was almost equal in the volume and centerline of the LPA. Statisti-
cally significant differences between the two cohorts were identified for RPstd in the RPA
(0.450 ± 0.556 mmHg vs. 0.621 ± 0.527 mmHg, p < 0.05), MPA (0.447 ± 0.196 mmHg vs.
0.273 ± 0.136 mmHg, p < 0.05), and RV (0.524 ± 0.333 mmHg vs. 0.338 ± 0.259 mmHg,
p < 0.05).

Figure 7. In vivo validation results: At peak systole, the pressure drop and relative pressures in
the ascending aorta (AAo), aortic arch, descending aorta (DAo), left ventricle (LV), left pulmonary
artery (LPA), right pulmonary artery (RPA), main pulmonary artery (MPA), and right ventricle (RV)
of the controls were compared between the reporting methods (volumes and centerlines). For the
AAo, aortic arch, DAo, and LV (on the left), Panel (A(i)) shows the mean pressure drop (PD) and
mean relative pressures (RP). Panel (A(ii)) shows the maximum PD and RP. Panel (A(iii)) shows the
standard deviation of the PD and RP measurements. For the LPA, RPA, MPA, and RV (on the right),
Panel (B(i)) shows the mean PD and RP. Panel (B(ii)) shows the max PD and RP, and Panel (B(iii))
the shows standard deviation of the PD and RP measurements. *: p < 0.05 between the controls and
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the patients. The volumes exhibited a significantly higher PDmean, RPmax, and RPstd in the LV
compared to the centerlines. Furthermore, the volumes demonstrate a significantly higher PDmax,
RPmean, RPmax, and RPstd in the MPA and a significantly higher RPmean, RPmax, and RPstd in
the RV compared to the centerlines. On the contrary, the centerlines exhibited a significantly higher
PDmean, PDmax, and PDstd in the aortic arch and DAo, and a significantly higher RPmean, RPmax,
and RPstd in the DAo compared to the volumes. Additionally, the centerlines showed a higher
PDmean, PDmax, and PDstd in the LPA and RPA, and a significantly higher PDmean and PDstd in
the RV compared to the volumes. The centerlines also showed a higher RPmean, RPmax, and RPstd
in the RPA compared to the volumes.

Figure 8 depicts the patients’ mean, maximum, and standard deviation pressure
measurements of the aorta, LV, PA, and RV. For the left side of the heart, the volumes
demonstrated a higher PDmean in the AAo and the LV. On the other hand, the center-
lines demonstrated a higher PDmean in the aortic arch and the DAo. Statistically signif-
icant differences between the two cohorts for PDmean were obtained in the aortic arch
(0.934 ± 0.931 mmHg vs. 2.984 ± 1.992 mmHg, p < 0.05) and DAo (0.107 ± 0.331 mmHg
vs. 11.800 ± 3.832 mmHg, p < 0.05). RPmean, on the contrary, was higher in the AAo,
and DAo centerlines. However, RPmean was almost equal in the volume and centerline
of the aortic arch and LV. Statistically significant differences between the two cohorts for
RPmean were found only in the DAo (2.057 ± 2.523 mmHg vs. 5.149 ± 4.591 mmHg,
p < 0.05). Furthermore, volumes demonstrated a higher PDmax in the AAo and the LV.
Centerlines, on the other hand, demonstrated a higher PDmax in the aortic arch and the
DAo. Statistically significant differences between the two cohorts for PDmax were observed
in the aortic arch (2.417 ± 2.531 mmHg vs. 5.695 ± 2.394 mmHg, p < 0.05), and the DAo
(0.205 ± 0.709 mmHg vs. 17.370 ± 5.167 mmHg, p < 0.05). On the contrary, a higher RPmax
was identified in the centerlines of the AAo, aortic arch, and DAo. RPmax was almost
equal in the volume and centerline of the LV. Statistically significant differences between
the two cohorts for RPmax were observed only in the DAo (3.995 ± 4.206 mmHg vs.
8.100 ± 7.057 mmHg, p < 0.05). Finally, a higher PDstd was observed in the volume of the
AAo. Centerlines demonstrated a higher PDstd in the aortic arch, DAo, and LV. Statistically
significant differences between the two cohorts for PDstd were witnessed in the aortic arch
(0.602 ± 0.577 mmHg vs. 1.149 ± 0.457 mmHg, p < 0.05), and the DAo (0.049 ± 0.178 mmHg
vs. 3.230 ± 1.194 mmHg, p < 0.05). In contrast, centerlines showed a higher RPstd in all
the vessels, including AAo, aortic arch, DAo, and LV. Statistically significant differences
between the two cohorts for RPstd were observed only in the DAo (0.869 ± 0.867 mmHg
vs. 2.507 ± 2.370 mmHg, p < 0.05).

For the right side of the heart, the centerlines demonstrated a higher PDmean in all ves-
sels, including LPA, RPA, MPA, and RV. Nevertheless, no statistically significant differences
were found between the two cohorts for PDmean. Alternatively, volumes demonstrated
a higher RPmean in the LPA, MPA, and RV. The centerline showed a higher RPmean in
the RPA. Statistically significant differences between the two cohorts were observed for
RPmean in the RPA (0.887 ± 0.931 mmHg vs. 1.669 ± 0.987 mmHg, p < 0.05) and MPA
(2.289 ± 1.399 mmHg vs. 1.259 ± 0.795 mmHg, p < 0.05). Moreover, a higher PDmax was
noted in the centerline of the LPA, RPA, MPA, and RV. Statistically significant differences
between the two cohorts were found for PDmax only in the LPA (4.357 ± 4.509 mmHg
vs. 8.489 ± 7.183 mmHg, p < 0.05). Conversely, volumes demonstrated a higher RPmax in
the LPA, MPA, and RV. The centerline demonstrated a higher RPmax in the RPA. Statisti-
cally significant differences between the two cohorts were observed for RPmax in the RPA
(1.676 ± 1.621 mmHg vs. 3.338 ± 1.867 mmHg, p < 0.05), and MPA (8.380 ± 7.330 mmHg
vs. 5.893 ± 6.384 mmHg, p < 0.05). Lastly, the centerlines demonstrated a higher PDstd
in all vessels, including the LPA, RPA, MPA, and RV. Statistically significant differences
between the two cohorts were identified for PDstd only in the LPA (0.927 ± 1.034 mmHg
vs. 1.794 ± 1.335 mmHg, p < 0.05). On the other hand, a higher RPstd was noted in the
volumes of the MPA and RV; and in the centerline of the RPA. RPstd was almost equal in the
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volume and centerline of the LPA. Statistically significant differences between the two cohorts
were perceived for RPstd only in the RPA (0.411 ± 0.388 mmHg vs. 0.695 ± 0.338 mmHg,
p < 0.05). Spearman’s correlation was also calculated between standard clinical mea-
surements and the two pressure mapping methods. However, no significant or strong
correlation between the two was discovered.

Figure 8. In vivo validation results: At peak systole, the pressure drop and relative pressures in
the ascending aorta (AAo), aortic arch, descending aorta (DAo), left ventricle (LV), left pulmonary
artery (LPA), right pulmonary artery (RPA), main pulmonary artery (MPA), and right ventricle (RV)
of the patients were compared between the reporting methods (volumes and centerlines). For the
AAo, aortic arch, DAo, and LV (on the left), Panel (A(i)) shows the mean pressure drop (PD) and
mean relative pressures (RP). Panel (A(ii)) shows the maximum PD and RP. Panel (A(iii)) shows
the standard deviation of the PD and RP measurements. For the LPA, RPA, MPA, and RV (on the
right), Panel (B(i)) shows the mean PD and RP. Panel (B(ii)) shows the max PD and RP, and Panel
(B(iii)) shows the standard deviation of the PD and RP measurements. *: p < 0.05 between controls
and patients. Volumes exhibited significantly higher RPmean and RPmax in MPA compared to
the centerlines. On the contrary, the centerlines indicate significantly higher PDmean, PDmax, and
PDstd in the aortic arch and DAo; and significantly higher RPmean, RPmax, and RPstd in the DAo
compared to volumes. Additionally, the centerlines showed a higher PDmax and PDstd in the
LPA. The centerlines also showed a higher RPmean, RPmax, and RPstd in the RPA compared to
the volumes.

4. Discussion

Our main findings showed: (1) the pressure drop and pressure gradient profiles fol-
lowed velocity profiles whereas the relative pressure profiles aligned with the pressure
recovery phenomenon; (2) a significantly higher pressure drop and relative pressure mea-
surements in the MPA of the rTOF patients compared to the controls, reported as volumes
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and centerlines; and (3) the volumes and centerlines are separate means of reporting
pressures and do not reflect pressures in the same way.

Previous studies have demonstrated that 2D- and 4D-flow measurements in TOFs have
a reasonable agreement [27–29]. In the context of this study, we evaluated flow only using
4D-flow MRI, and we derived the advanced hemodynamic parameter—pressure mapping.
The term “pressure gradient” is often misused in the clinical literature, including clinical
guidelines [30–32], where it is inaccurately used to describe the “pressure drop.” Similarly,
the term “relative pressure” is misused to refer to the “pressure gradient”. Therefore, this
study aimed to compare and solidify the understanding that pressure gradient, pressure
drop, and relative pressures are all different pressure mapping methods that represent
different information.

The simplified Bernoulli equation, which calculates the maximum pressure drop
across a valve based on the maximum flow velocity at the vena contracta, has been found
to overestimate the actual pressure drop in cases involving valve stenosis or downstream
obstructions [33–35]. This discrepancy is primarily attributed to the phenomenon of pres-
sure recovery, where a portion of the kinetic energy is converted back into pressure down-
stream of the stenosis. However, some kinetic energy is lost as thermal and acoustic energy.
While this loss is minimal in laminar flow, it becomes significant under turbulent conditions.
The simplified Bernoulli equation assumes that pressure recovery is negligible [36–40]. Our
in vitro findings support this evidence. Pressure gradients estimated using the simplified
Bernoulli equation overestimated the pressures compared to the pressure drop measure-
ments; moreover, the profiles of the relative pressure measurements aligned with the
pressure recovery phenomenon. However, as the number of VENCs increased, the RP
profiles became unstable and failed to accurately depict the pressure recovery phenomenon.
On the other hand, pressure gradient and pressure drop profiles remained stable and
represented the maximum pressure drop at the obstruction.

The Reynolds numbers at the inlet and stenosis regions of the pipe indicated that the
flow altered from being laminar to transitional to turbulent. The flow of a steady laminar
stream in a circular pipe becomes unstable when the Reynolds number reaches 2000, and the
transition into fully turbulent flow occurs at a Reynolds number of approximately 4000 [41].
Furthermore, as the SNR increased, the scatter plots revealed a progressive resemblance
between the pressure measurements and the original pressure data. Additionally, the
applied Gaussian filter demonstrated an efficient reduction of noise. Consistent results were
observed across all five VENCs and for both pressure mapping methods. Moreover, with
the increasing number of VENCs and turbulence, Bland–Altman analysis of the pressure
drop method exhibited better agreement between the original and filtered pressure data
compared to the relative pressure measurements. The pressure drops proved to be more
robust under noise, as seen in Supplementary Materials.

Our in vivo study demonstrated a significantly higher PDmean, PDmax, PDstd,
RPmean, RPmax, and RPstd in the MPA in the rTOF patients compared to the controls.
The outcomes of this investigation were consistent with a study carried out by Sotelo
et al. that showed pressure maps in rTOF patients had increased and that statistically
significant pressure differences in the pulmonary system compared to healthy volunteers
were present [42]. The elevated pressure measurements in the MPA could be attributed
to the presence of pulmonary regurgitation (PR) in this patient group. PR and potentially
residual or recurrent pulmonary stenosis are the most commonly seen complications in
patients with rTOF [6]. Furthermore, our study also observed a higher PDmean, PDmax,
PDstd, RPmean, RPmax, and RPstd in the LPA, RPA, and RV in the rTOF patients compared
to the controls. The observed results could be attributed to anomalies that are predomi-
nantly located on the right side of the heart among individuals with rTOF. Following TOF
surgery, several significant concerns may appear, including right ventricle enlargement
and dysfunction, pulmonary regurgitation, as well as stenosis in both the right and left
pulmonary arteries [43]. Patients with repaired TOFs have irregular flow patterns in their
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right chambers; the majority of the inflow through the tricuspid valve is directed towards
the RV’s apex, mainly due to the PR jet [44].

Furthermore, this study observed higher values of PDmean, PDmax, and PDstd in the
AAo, aortic arch, DAo, and LV in the controls compared to the patients. On the contrary, the
controls showed higher values of RPmean, RPmax, and RPstd in the LV and in the volumes
of AAo compared to the patients. The observed findings can be primarily attributed to the
malformations predominantly occurring on the right side of the heart. Furthermore, the
discrepancy may be attributed to lower velocities observed in these vessels among patients
with rTOF compared to those in the control group. This indicates that individuals with
rTOF may experience a disparity in velocities between the left and right cardiac chambers,
resulting in heightened velocities on the right side and elevated pressure values in the RPA,
LPA, MPA, and RV. Due to ventricular–ventricular interaction, the LV often develops a
functional deterioration over time when there are impaired RV mechanics, as they share
myofibers. Control left hearts are expected to function better than rTOF left hearts [45].

Unfortunately, studies investigating pressure mapping in rTOF patients are scarce.
However, a substantial body of literature exists in the context of aortic valve disease
and aortopathy [25,36,46]. Additionally, there is a limited literature on the assessment of
4D-flow-based pressure drop and relative pressures in rTOF patients. On the other hand,
numerous studies demonstrated an elevated ventricular kinetic energy (KE), vorticity, wall
shear stress (WSS), and turbulent KE in the patient cohort [47–49]. A study by Hirtler
et al. reported a significantly higher intracardiac vorticity in patients with rTOF, as well
as the association of a higher right vorticity with the regurgitant flow in the MPA [50].
WSS and energy loss are also known to be linked with pulmonary hemodynamic changes
in the MPA and the RPA [51]. RV KE was also higher in the rTOF patients than in the
healthy subjects [52], indicating that the RV must work harder in the rTOF patients to
produce the same cardiac output as in the healthy subjects [53]. Vorticity, WSS, and KE
were not evaluated or investigated in relation to the pressure drop or relative pressures
in the current study. The association between pressure mapping and the aforementioned
hemodynamic parameters is unclear and should be investigated. This study also compared
the pressure drop and relative pressures to standard clinical measures, including LVEF,
RVEF, LVEDVi, LVESVi, RVEDVi, and RVESVi. As no significant or strong correlation was
observed between the pressure mapping methods and the standard clinical measures, this
suggests that pressure mapping is an independent local measurement providing additional
insights into the atypical flow patterns present in this group of patients.

Another novel finding of this study is that the volumes and centerlines are different
methods and do not report pressures in the same way. Centerlines demonstrated a higher
PDmean, PDmax, PDstd, RPmean, RPmax, and RPstd in the DAo and the RPA in both the
controls and the patients. Moreover, the centerlines also demonstrated a higher PDmean,
PDmax, and PDstd in the aortic arch, LPA, and RV of the controls and the patients; and
were higher in the MPA of the patients. The study that proposed the 4D virtual catheter
technique that mathematically mimics clinical invasive catheterization found that patients
with bicuspid aortic valves had a higher viscous energy loss than healthy participants along
the center volume of the aorta vessel [16]. A reason for the higher centerline measurements
rather than volume measurements is the number of voxels. Centerline measurements are
more local as they consider voxels only along the center of the vessel’s volume. On the
other hand, volume measurements are global; the reason for lower volume measurements
could be owed to the effect of averaging over a greater number of voxels.

The repair of a TOF can produce multiple changes in the patient’s hemodynamics,
even in the case of a successful procedure [45,54]. The right ventricular function can be
drastically impaired by pulmonary regurgitation by producing a chronic right-ventricular
load increment, dilation of the right chambers, and a reduction in right heart performance.
Pressure mapping based on 4D-flow MRI can overcome the limitations of a standard
Doppler and characterize, more specifically, the anatomic locations with abnormal flow,
pressure load, and vessel/chamber remodeling. These contributions may have implica-
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tions for the indication of re-intervention during follow-up. Altered flow hemodynamics
in rTOF are associated with a >3-fold increase in adverse cardiovascular events. For
example, a peak right-ventricular outflow tract pressure gradient ≥ 25 mmHg has an
HR = 3.69 [54]. Francois et al. [47] reported that rTOF patients showed an unbalanced
flow distribution in the inferior and superior vena cava during the cardiac cycle, being
greater during diastole. An increment of vortical flow in the right atria and right ventricle
during diastole was also reported, along with the presence of altered flow in the pulmonary
artery. All these observations were performed in consideration of their clinical relevance
to the patients to evaluate the post-surgical alterations of geometry and hemodynamics.
Furthermore, Hirtler et al. [50] demonstrated that the right ventricle and atrial vorticity
were associated with chamber volumes and were also directly impacted by pulmonary
regurgitation development.

There exist several possible limitations to our study. A significant limitation of this
study is that only a small number of the rTOF subjects and controls were examined. More
patients and healthy controls should be recruited to better understand how pressure map-
ping may have an impact on several vessels among patients in this cohort. An additional
limitation of the study is the absence of data on inter- and intra-observer variability in
calculating pressure maps. Because the NS equations calculate pressure gradients from
both spatial and temporal velocity gradients, an insufficient spatial or temporal resolution
will result in underestimating the pressure gradients and will lead to the loss of important
fundamental or diagnostic pressure gradient features. Furthermore, a limited spatial reso-
lution restricts small vessel analyses as high jet velocities and strong gradients at the jet
boundary dominate stenotic blood flow. When the spatial resolution is sufficient, these
strong gradients can be computed accurately. Recently introduced advanced imaging
acceleration techniques, such as k-t under-sampling, compressed sensing, or radial under-
sampling, are promising and have helped significantly reduce total scan times, allowing for
a greater flexibility in spatial and temporal resolution selection [55]. Radial under-sampling
overcomes the limitations of Cartesian 4D velocity mapping CMR by providing ample
volume coverage with a high spatial resolution in reasonable scan times. Furthermore,
radial acquisitions are also preferable to Cartesian acquisitions because they are less suscep-
tible to motion artifacts [47]. Another limitation is that no validation against gold-standard
invasive catheterization was performed in this study.

To extract the peak velocity, velocity maximum intensity projections (MIPs) were
generated by masking the pre-processed 4D-flow MRI velocity field with the 3D segment.
However, in our study, no noise filter was used to account for any false values caused by
residual velocity aliasing or noise voxels. Rose et al. used a noise filter to exclude noise
from the peak velocity assessment in their study, which used a vectorial vector containing
voxel-wise velocity data [56].

Our in vitro validation results showed that pressure gradients, the pressure drop, and
the relative pressure profiles are stable at lower VENCs. Conversely, with increasing turbu-
lence and VENCs, the relative pressure profiles changed entirely and did not represent the
pressure recovery phenomenon. Therefore, we recommend using the iterative approach
over the multigrid-based PPE solver at higher VENCs. We did not evaluate the pressure
maps according to VENC ranges in the patient population. However, this can be addressed
by the multi-VENC acquisition strategies reported by Ha et al. [57]. Moreover, the reference
points for the pressure drop calculation were manually selected in this study. A future alter-
native could be using a less operator-dependent automated reference detection approach
using machine learning methods to reduce the variability in reference selection.

In our study, we included an experimental evaluation of pressure measurements. We
acknowledged that particle image velocimetry is the experimental gold standard [58–60].
The conservation of mass principle is widely used in 4D-flow MRI as a quality control,
and we used it in our data [13,61]. Theoretical values from cellar rotational flow [62],
the Poiseuille and Lamb–Oseen equation [63], and the Hagen–Poiseuille equation [64]
have been used for validation purposes of 4D-flow-derived metrics. In our study, we
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considered only the experimental component as a validation and comparison of pressure
methods. Furthermore, several studies proposed the integration of computational fluid
dynamics (CFD) with 4D-flow MRI to overcome the spatial and temporal limitations of
4D-flow MRI [40,65,66]. In particular, finite element methods can be used to discretize the
in vivo 4D-flow velocity field and estimate the pressure maps more accurately [10,67]. More
recently, deep learning super-resolution approaches have been proposed to better capture
the spatiotemporal characteristics of the 4D-flow MRI velocity field [68]. Our study did not
include any of these novel approaches, but it should be considered in future assessments.

5. Conclusions

In conclusion, this study demonstrated that flow hemodynamics in rTOF can exhibit
altered pressure maps. This study’s results suggest that pressure mapping could be an
independent biomarker for monitoring rTOF. Following the in vitro validation method, the
pressure drops proved to be a more stable pressure mapping method than the method using
relative pressures, as the flow loses its laminarity and becomes more turbulent. Further
in vivo validation and longitudinal studies are needed to standardize a pressure mapping
method that may provide further insight into rTOF patients’ hemodynamics to improve
patient care and clinical decisions.

Supplementary Materials: The following supporting information can be downloaded at: https://
www.mdpi.com/article/10.3390/fluids8070196/s1, This file displays the Bland–Altman plot findings
regarding the impact of Gaussian noise and filter on the pressure drop and relative pressure measure-
ments. Figure S1: Measured pressure drop against distance, Y, for VENC 1.; Figure S2: Measured
pressure drop against distance, Y, for VENC 2; Figure S3: Measured pressure drop against distance, Y,
for VENC 3; Figure S4: Measured pressure drop against distance, Y, for VENC 4; Figure S5: Measured
relative pressures against distance, Y, for VENC 1; Figure S6: Measured relative pressures against
distance, Y, for VENC 2; Figure S7: Measured relative pressures against distance, Y, for VENC 3;
Figure S8: Measured relative pressures against distance, Y, for VENC 4; Figure S9: Bland-Altman
plots for pressure drop against distance, Y, for VENC 1; Figure S10: Bland-Altman plots for pressure
drop against distance, Y, for VENC 2; Figure S11: Bland-Altman plots for pressure drop against
distance, Y, for VENC 3; Figure S12: Bland-Altman plots for pressure drop against distance, Y, for
VENC 4; Figure S13: Bland-Altman plots for relative pressures against distance, Y, for VENC 1;
Figure S14: Bland-Altman plots for relative pressures against distance, Y, for VENC 2; Figure S15:
Bland-Altman plots for relative pressures against distance, Y, for VENC 3; Figure S16: Bland-Altman
plots for relative pressures against distance, Y, for VENC 4.
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Abstract: Inlet and outlet boundary conditions (BCs) play an important role in newly emerged image-
based computational hemodynamics for blood flows in human arteries anatomically extracted from
medical images. We developed physiological inlet and outlet BCs based on patients’ medical data and
integrated them into the volumetric lattice Boltzmann method. The inlet BC is a pulsatile paraboloidal
velocity profile, which fits the real arterial shape, constructed from the Doppler velocity waveform.
The BC of each outlet is a pulsatile pressure calculated from the three-element Windkessel model, in
which three physiological parameters are tuned by the corresponding Doppler velocity waveform.
Both velocity and pressure BCs are introduced into the lattice Boltzmann equations through Guo’s
non-equilibrium extrapolation scheme. Meanwhile, we performed uncertainty quantification for
the impact of uncertainties on the computation results. An application study was conducted for six
human aortorenal arterial systems. The computed pressure waveforms have good agreement with
the medical measurement data. A systematic uncertainty quantification analysis demonstrates the
reliability of the computed pressure with associated uncertainties in the Windkessel model. With the
developed physiological BCs, the image-based computation hemodynamics is expected to provide a
computation potential for the noninvasive evaluation of hemodynamic abnormalities in diseased
human vessels.

Keywords: volumetric lattice Boltzmann method; image-based computational hemodynamics;
three-element Windkessel model; boundary conditions; uncertainty quantification

1. Introduction

With the recent advances in medical imaging, computational power, and mathematical
algorithms, image-based computational hemodynamics (ICHD) has emerged [1–7] as a new
capability giving rise to the potential for computation-aided diagnostics and therapeutics in
a patient-specific environment for cardiovascular diseases. Based on radiological imaging
data, such as computed tomography angiography (CTA) images and Doppler ultrasound
(DUS) velocity waveforms, ICHD enables noninvasive and patient-specific quantification of
pulsatile hemodynamics in human vessels. Such data, including velocity vector, pressure,
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vorticity vector, and wall-shear stress (WSS) in the entire artery segment with fine spatial
and temporal resolutions, are not readily available from the current standard clinical mea-
surements. Through further postprocessing of the pulsatile hemodynamic data, either the
assessment of the true hemodynamic abnormality or the prediction of potential therapeu-
tic/surgical outcomes from an interventional treatment may aid in clinical decision-making
for various cardiovascular diseases.

A typical ICHD from medical data to medical insights mainly consists of three steps.
They are (1) image extractions of a three-dimensional anatomical geometry of the diseased
artery from CTA data and one-dimensional velocity waveforms from DUS images at inlet
and outlets, (2) computation of pulsatile hemodynamics employing physical parameters
together with the flow environment, and (3) post-processing of the computed pulsatile
hemodynamics with analysis, visualization, and parametrization to the key insights of
the disease assessment and potential therapeutic outcomes. Since only a segment of the
blood circulation system is being computed, boundary conditions (BCs) are required to be
applied at the inlet(s) and outlet(s) of the vessel segment to represent the remaining vascular
network. In general, the introduction of the inlet BC is relatively straightforward, imposing
parabolic-like flow profiles at the cross-section of the inlet. Usually, an inlet cross-section of
a human vessel is not a perfect circle. Therefore, neither a steady Poiseuille-Hagen nor an
oscillating Womersley velocity profile can be directly constructed based on a DUS-measured
velocity waveform. The choices of the outflow BC in ICHD vary among zero pressure or
zero traction conditions, resistance or impedance conditions, reduced-order models which
can be an open or closed loop, and reduced-order one-dimensional wave propagation
equations [8–10]. To capture the interaction between the local three-dimensional artery
segment and the one-dimensional global circulation, the three-dimensional flow solver
must be coupled to a reduced-order lumped parameter network model. Among them,
the three-element Windkessel model [11–15] (WK3) has been commonly used to construct
such a network, in which a Windkessel circuit is adopted to model the distal vasculature
with one capacitor, modeling vessel compliance, and two resistors, modeling proximal and
distal flow resistances, respectively. Evidence has shown that the WK3 can well reproduce
physiological pressure waveforms [16,17] in large vessels.

In this work, we present the physiological inlet and outlet BCs in volumetric lattice
Boltzmann method (VLBM) [18] for ICHD together with uncertainty quantification (UQ).
The lattice Boltzmann method (LBM) [19,20] is a class of computational fluid dynamics
(CFD) methods for solving complex flows. Instead of directly solving a set of nonlinear
partial differential equations, i.e., Navier-stokes (NS) equations, the LBM is a discretized
kinetic model on a regular lattice to solve the dynamics of incompressible fluid flow. Due
to its particulate nature and local dynamics, the LBM has its advantages over the NS-
based CFD methods, especially in dealing with complex boundaries [18,21], incorporating
microscopic interactions [22,23] in multiphase flows, and implementing GPU (Graphics
Processing Unit) parallel computing [21,24]. Nevertheless, the LBM has not been extensively
used for ICHD so far and the majority of attempts have imposed non-physiological BCs.
An example is the zero pressure BC [25–28] at the outlets. The zero pressure BC, although
easy to be implemented, is well known to lead to unrealistic hemodynamics, in part
because of its inability to capture physiologic levels of pressure [6]. Few other studies
have used the fully developed BC [18,29] at the outlets, which is also inappropriate for
a pulsatile flow in arbitrary flow domains. In this paper, we develop the physiological
velocity BC at the inlet based on the DUS waveform and pressure BC at each outlet via
WK3 model tuned by the corresponding DUS waveform and then integrated them into
the VLBM. We study six aortorenal arterial systems, with given CTA image data and DUS
velocity waveforms of each, for noninvasive quantification of pulsatile hemodynamics.
To demonstrate the accuracy of the computation, we compare the computed pressure
waves with the corresponding invasive pressure measurements during digital subtraction
angiography (DSA) in the clinic. Meanwhile, we perform uncertainty quantification to
demonstrate the reliability of the computation.
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2. Methods and Materials

We have previously developed and validated a VLBM solver [30] for solving image-
based pore-scale porous media flows. The solver synergistically employs the traditional
node-based LBM for image segmentation and the cell-based VLBM [18] for CFD, enabling
a seamless connection between these two parts and unified GPU parallelization for fast
computation [21,31,32].

The VLBM is formulated on a cell-based mesh. Fluid particles are uniformly dis-
tributed in lattice cells, as opposed to sitting at lattice nodes in conventional LBM. As
schematized in Figure 1, an arbitrary boundary (black line) separates a fluid domain (with-
out dots) from a solid boundary structure (with dots). Three distinct cells are characterized
through a volumetric parameter, i.e., the occupation of solid volume ΔVs(x) in the cell with
total volume ΔV(x), defined as P(x) ≡ ΔVs(x)/ΔV(x). Thus three different cells, fluid cell
(P = 0), solid cell (P = 1), and boundary cell (0 < P < 1), can be distinguished.

Figure 1. Three types of lattice cells in VLBM: fluid cell (P = 0), solid cell (P = 1), and boundary cell
(0 < P < 1). The solid line represents an arbitrary boundary of the flow domain.

On a lattice space with b directions of discrete molecular velocity, VLBM deals with
the time evolution of the particle population, ni(x, t), corresponding to the ith velocity ei

ni(x + eiδt, t + δt) = ni(x, t)−
[
ni(x, t)− neq

i (x, t)
]

τ
; i = 0, . . . , b (1)

where neq
i (x, t) and τ are the corresponding equilibrium particle population and relaxation

time, respectively. The resulting density ρ(x, t) and velocity u(x, t) in the fluid domain are

ρ(x, t) = ∑ ni(x, t)/[1 −P(x, t)] (2)

and
u(x, t) = ∑ eini(x, t)/ ∑ ni(x, t) (3)

The pressure field p(x, t) is then calculated from:

p(x, t)− p0 = c2
s [ρ(x, t)− ρ0] (4)

where p0 and ρ0 are reference pressure and density, respectively. In this work, we adapted
the VLBM solver to ICHD, named InVascular, based on medical imaging data.

The implementation flow chart of InVascular is shown in Figure 2. It starts with the
image segmentation from CTA image data to extract the anatomical geometry using the
conventional LBM with D3Q7 lattice model [33]. A distance field [34] governed by a level
set equation [35] is solved in which the zero-level distance represents the morphological
boundary of the vessel segment. From the distance field, P(x) of each cell is calculated and
then, together with the inlet and outlet BCs, fed to VLBM [18] with D3Q19 lattice model.
Both image segmentation and computational hemodynamics (dashed part in Figure 2)
are carried out on a unified mesh and connected seamlessly. Thus the state-of-the-art
GPU parallelism can be efficiently utilized. The detailed formulation of LBM for image

172



Fluids 2022, 7, 30

segmentation and VLBM computational hemodynamics, as well as the connection between
them, and the GPU parallelization are referred to in our published papers [21,30]. In this
paper, we focus on the integration of the physiological inlet and outlet BCs with the VLBM,
as highlighted in Figure 2.

Figure 2. Flow chart of InVascular: (1) 3-D anatomical extraction of vessel segment from CTA image
data; (2) ICHD with the inputs of P(x) and inlet and outlet BCs based on DUS image data as well as
three-element WK model; and (3) post-processing for intepretation and medical insights. The unified
LBM (dashed part) is accelerated by GPU parallelism.

2.1. Physiological Inlet and Outlet Boundary Conditions

In this part, we present the algorithms to construct the physiological inlet and outlet
BCs based on the DUS velocity waveforms. The inlet BC is a velocity profile, and the output
BC is a pressure calculated from WK3. Both velocity and pressure BCs are introduced
into VLBM.

2.1.1. Implementation of Velocity and Pressure BCs in VLBM

In the VLBM, we employed the non-equilibrium extrapolation boundary condition
developed by Guo et al. [36] as follows.

ni(xb, t)− neq
i (xb, t) = ni

(
x f , t

)
− neq

i

(
x f , t

)
(5)

for i-th direction where xb and x f are the boundary cell and its next fluid cell along that
direction, respectively. If the velocity, u(xb, t), is known at the boundary cell, the velocity
BC is:

ni(xb, t) = neq
i

(
ρ
(

x f , t
)

, u(xb, t)
)
+ ni

(
x f , t

)
− neq

i

(
x f , t

)
(6)

Whereas if the pressure p(xb, t) is given at the boundary cell, the pressure BC reads:

ni(xb, t) = neq
i

(
ρ(xb, t), u

(
x f , t

))
+ ni

(
x f , t

)
− neq

i

(
x f , t

)
(7)

where ρ(xb, t) is calculated from Equation (4). We use the velocity BC and pressure BC at
the inlet and each outlet, respectively.

In InVascular, the inlet and outlet BCs are based on the patient’s DUS data, as shown
by the shaded part in Figure 2. We present the introduction of the inlet and outlet BCs in
the following subsections.

2.1.2. Lumen-Fitted Velocity BC Profile at an Inlet

The DUS measured velocity waveform, uin(t), has been commonly used as the inflow
BC [6] in ICHD. For a pipe with its radius of R, the typical way to introduce the pulsatile
velocity to drive the flow into the pipe is to construct a parabolic profile of Poiseuille flow,
u(r, t) = uin(r, t)

(
1 − r2/R2), in which r is the distance to the pipe center. However, real ar-

terial lumens are often not perfectly circular. To use this parabolic velocity profile, one needs
to extend the inlet from noncircular to circular, which may introduce an unrealistic inflow.
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We present an algorithm, as illustrated in Figure 3, for an irregular paraboloid-like
velocity profile that fits the real inlet cross-section. The velocity waveform of uin(t) is digi-
tized from the patient’s DUS shown in Figure 3a. It should be noted that, for a blood flow,
the inflow velocity is pulsatile thus the irregular velocity profile needs to be constructed
at every time point and the time resolution should be fine enough, determined through a
temporal convergence check. To refine the temporal resolution, we use linear interpolation.

Figure 3. Illustration of inlet boundary condition from DUS image data for an irregular artery plane.
(a) A generic DUS image recording velocity magnitude waveform uin(t). (b) An example of indexing
to construct an irregular paraboloidal velocity profile on the inlet plane. (c) Normalized velocity
distribution on inlet plane varying from uin at the center to zero at the edge.

Assume the inlet plane is perpendicular to the z-direction, i.e., the direction of the
bloodstream, and it is located at z = z0. On the plane, each cell has known P(i, j, z0)
with i = 1, . . . , Nx and j = 1, . . . , Ny. The algorithm to generate an irregular paraboloidal
velocity profile at time t includes the following steps, schematized in Figure 3b.

(1) Declare a matrix Nx × Ny, i.e., Lij (i = 1, . . . , Nx, j = 1, . . . , Ny) and initialize it as
Lij = 0.

(2) Loop i from 1 to Nx and j from 1 to Ny, if

a. a cell’s P is neither 0 nor 1 (i.e., a boundary cell), assign Lij = 0 for this cell and
define its velocity magnitude 0,

b. a cell’s P is 0 (i.e., a fluid cell) and the Lij value of any neighboring cell is 0,
assign Lij = 1 for this cell,

c. a cell’s P is 0 and the Lij value of any neighboring cell is 1, assign Lij = 2 for
this cell,

d. continue until all the fluid cells are assigned. The last index of the cell labeling
is Lij = M.

(3) Loop i from 1 to Nx and j from 1 to Ny and define velocity magnitude as
uij(t) = Lij × uin(t)/M.

The largest velocity uin(t) is recognized at the cell labeled as Lij = M. The velocity
reduces radially from uin(t) at label M (center) to zero at label Lij = 0 (wall). Figure 3c
shows two views of paraboloid-like velocity distribution on an irregular inlet plane at a
time point. The inlet velocity profile is introduced in VLBM through Equation (6).

2.1.3. WK3-Based Pressure BC at an Outlet

For the outlet BC, we use the popular WK3 model in an open vessel loop to calculate
the pressure, p(t), on the outlet plane. It has been well-known that WK3 is the best outlet
BC model among other physiologically relevant zero-dimenensional outflow models to
simulate the peripheral vasculature [37] and has been popularly used when significant
compliance is located in the modeled distal vasculature [12]. As shown in Figure 4, WK3 is
an analogy to an electrical circuit, which models the distal vasculature with one capacitor,
modeling vessel compliance and two resistors, modeling proximal and distal resistance. The
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flow rate (Q) and the mean pressure (p) over the outlet plane are related by the following
ordinary differential equation [12]

dp
dt

+
1

RC
p = r

dQ
dt

+
1

RC
(r + R)Q (8)

where r and R represent the proximal and distal resistances, and C is the compliance of the
distal vasculature. Specifically, r is used to absorb the incoming waves and reduce artificial
wave reflections. Equation (8) has an analytical solution.

p(t) = e−t/(RC)
∫ t

0
es/(RC)

[
rdQ(s)/ds +

(
r +

RQ(s)
RC

)]
ds + pt=0 (9)

where pt=0 is the initial pressure at the outlet.

Figure 4. WK3 model consists of one capacitor (C), modeling vessel compliance, and two resistors (r
and R), modeling proximal and distal resistance, respectively.

In Equation (9), the three elements, r, C, and R, specified at each outlet, must be tuned
to obtain the physiological values for the total outflow rate Qt and target systolic (psys)
and diastolic (pdia) pressure, with the mean arterial pressure, pm =

(
psys + 2pdia

)
/3, based

on patient’s clinical data. For an aortorenal system, see Figure 5 below, we use brachial
pressure for a pressure target and DUS velocity waveform for the target flow rate (Q) with
the understanding that the capacitor and resistors have independent functionalities in the
WK3 circuit: a capacitor reflects the pulsatility of blood flow whereas a resistor determines
the flow rate [15]

Figure 5. Integration of InVascular with velocity BC from DUS at inlet and pressure BCs through the
WK3 model at outlets for quantification of TSPG (≡ pa − pr) in an aortorenal system extracted from
patient’s CTA.

The integration of the WK3 model [15] and VLBM is described as follows

(1) Determine the total resistance in the arterial segment

a. Assume the total system compliance Ct = 0.1 cm5/dynes.
b. Calculate the total resistance Rt(= r + R) = pm/Qt.
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(2) Determine r and R at each outlet based on the published works: the proximal resis-
tance r weights 28% [38,39] and 5.6% [40] out of the total resistance in the renal artery
and abdominal aorta, respectively.

(3) Tune r and R based on DUS flow rate at each outlet.

a. Integrate the pressure BC from the WK3, Equation (9), into VLBM, Equation (7),
and run InVascular. In one pulsation, r, R, and C remain the same but Q (t) at
each outlet is obtained from the simulation.

b. Once a simulation is done, check if the flow rate at each outlet matches that
calculated from DUS imaging data. If yes, r and R are determined; If not, adjust
Rt and repeat (1) b, (2), and (3).

(4) Determine the compliance C at each outlet.

a. Distribute Ct to each outlet proportional to the corresponding mean flow rate.
b. Check if the mean arterial pressure pCHD

in matches pin at the inlet. If not, adjust
Ct in (1) a. and repeat (1) and (2).

The outlet BC at each outlet is introduced in VLBM through Equations (4) and (7) after
the pressure is obtained from Equation (9) at each time step.

2.2. Uncertainty Quantification

There is no doubt that uncertainty always exists in any modeling and simulation
process [41]. In the process shown in the flowchart of InVascular in Figure 2, uncertainties
come from noises introduced during image scanning and the extraction of the arterial
segmentation, the use of empirical blood properties, parameters involved in the boundary
conditions, and so on. The uncertainties in the input variables will affect the output
(hemodynamics) of InVascular. Following the common practice in uncertainty quantification
(UQ), we treat the parameters with uncertainty as random variables and quantify their
effects on the output variables. In this study, we use the common UQ method: the First
Order Second Moment (FOSM) [42] method.

Denote output variables by Y = (Y1, Y2, . . . , Ym)
T and input variables by

X = (X1, X2, . . . , Xn)
T, where m and n are the numbers of output and input variables,

respectively. If the elements of X are non-normally distributed and dependent, Rosenblatt
transformation [43] can be used to transform X into independent and normal variables.

Suppose the black-box models of InVascular are given by:

Yj = gj(X), j = 1, 2, . . . , m
)

(10)

Linearizing a model at the mean values, μ = (μ1, μ2, . . . , μn), of X, yields

Yj ≈ gj(μ) +∇T(X − μ), j = 1, 2, . . . , m (11)

where ∇ =
(

∂g
∂X1

, ∂g
∂X2

, . . . , ∂g
∂Xn

)T
is the gradient of gj(X) at μ. Since Yj is approximated as a

linear combination of x, it is also normally distributed, denoted by N
(

μYj , σ2
Yj

)
with μYj

and σYj , the mean and standard deviation of Yj, respectively. The two parameters are given
as follows.

μYj = gj(X), j = 1, 2, . . . , m (12)

σ2
Yj
=

n

∑
i=1

(
∂gj

∂Xi

)2

σ2
i , j = 1, 2, . . . , m (13)

where σi is the standard deviation of Xi. The covariance between output variables Yj and
Yk is calculated by

Cjk =
n

∑
i=1

(
∂gj

∂Xi

)(
∂gk
∂Xi

)
σ2

i (14)
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Then the joint probability density function (PDF) of output Y = (Y1, Y2, . . . , Ym)
T is de-

termined by the mean vector μY =
(
μY1 , μY2 , . . . , μYm

)T and covariance matrix

ΣY =
(

Cjk

)
j,k=1,2,...,m

. Since gj(X) is a black box, its gradient is evaluated numerically

by the finite difference method. The total computational cost, measured by the number of
function (model) calls, is n + 1. The efficiency is high since the number of function calls is
linearly proportional to the dimensionality of input variables.

2.3. Materials

We studied six human aortorenal arterial systems. The medical data of each case
included CTA images and DUS waveforms at the inlet and outlets, obtained from the elec-
tronic medical libraries in Indiana University Methodist Hospital in Indianapolis, Indiana,
USA, and Hangzhou First People’s Hospital, Hangzhou, China. The CTA resolutions are
approximately 0.752 × 2.5 mm3 (US cases) and 0.652 × 0.6mm3 (China cases).

We show one representative case in Figure 5 to demonstrate the integration of VLBM
and physiological BCs at inlet and outlets, for InVascular. The aortorenal arterial system,
anatomically extracted from the patient’s CTA data, consists of the aortic artery (AA), left
renal artery (LRA), and right renal artery (RRA). The inlet BC based on the DUS velocity
waveform and outlet BCs of WK3 are imposed at the inlet and three outlets, respectively.
A minor lumen reduction (circled, about 20% lumen reduction) is seen in the LRA. The
DUS images are available at the AA inlet to construct a paraboloidal velocity profile and
outlets of AA, LRA, and RRA to tune the r, R, and C parameters. The physical flow domain
is 63 × 116 × 84 mm3. The cardiac cycle is 0.68 s with a time resolution of 6.79 ms. The
density and kinematic viscosity are 1.06 × 103 kg/m3 and 3.3 × 10−6 m/s2, respectively.
The dimensionless relaxation time τ in VLBM is 0.5079.

The WK3 parameters r, R, and C at the three outlets are listed in Table 1. The pulsatile
pressure waveforms in AA, LRA, and RRA were invasively measured during a clinical
intervention, which are used to validate the computed pressure below. As seen in Figure 6
below, for a given pressure waveform, the pressure values at the peak and the end of
the waveform are called systolic blood pressure, psys, and diastolic blood pressure, pdia,
respectively. The mean arterial pressure (MAP) is defined as MAP =

(
psys − pdia

)
/3+ pdia.

Table 1. Values of resistance and compliance parameters, r, R, and C, in WK3 model at corresponding
outlets tuned from the DUS data.

Outlet
r

(dynes×s/cm5)
R

(dynes×s/cm5)
105C

(cm5/dynes)

AA 88.0 2773.1 1.8

LRA 2982.4 7666.03 0.36

RRA 5972.8 15358.7 0.32

Figure 6. Comparisons of pressure waveforms in (a) AA, (b) RRA, and (c) LRA between noninvasive
computation (solid line) and invasive measurement (dashed line).
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The spatial and temporal convergence checks are exhibited in Table 2. The relative
errors are the normalized differences of the mean arterial pressure (MAP) and systolic
pressure (Psys) between two successive grids and cycles, respectively. To balance the
accuracy and the computation cost, we chose 200 × 368 × 265 as the resolution for the
simulation and run 10 cycles to produce the computational results.

Table 2. Spatial (left) and temporal (right) convergence check. The spatial reoslution is represented
by the grid number along the flow direction. MAP and psys stand for mean arterial presure and
systolic pressure, respectively. The relative error is the normalized difference of the correponding
pressure values between two sucsessive grids and cycles.

Spatial Temporal

Grid MAP(mmHg) Relative Error (%) Cycle Psys (mmHg) Relative Error (%)

170 100 1 150

180 87.5 12.5 3 154 2.7

190 89 1.71 5 152 −1.3

200 90 0.34 10 155 2.0

210 90.15 0.19 15 155 0

220 90.20 0.05 20 155 0

3. Results

In this section, we demonstrate the applicability and reliability of InVascular in
two aspects. First, we use the representative study case to show the computed pulsatile
pressure, velocity, and vorticity fields in the arterial system. The noninvasively computed
pressure waveforms are compared with the invasively measured ones at three locations.
Second, we perform a systematic UQ analysis for the representative case and for all six cases
to study how the r, R, and C parameters impact the computed pressure.

3.1. Pulsatile Hemodynamics in an Aortorenal Arterial System

We first demonstrate the accuracy of InVascular for the quantification of the pul-
satile pressure field. Figure 6 shows the comparisons of the cyclic pressure waveforms in
(a) AA, (b) RRA, and (c) LRA between noninvasive computation (solid lines) and invasive
measurements (dashed lines).

The computed pressure waveforms agree very well with the medical measured wave-
forms. The pressure contours on (a) the AA-LRA plane, (b)AA-RRA plane, and (c) repre-
sentative cross-sections are plotted in Figure 7. The trans-stenotic pressure gradient (TSPG)
in the LRA can be calculated through ether MAP or psys. The comparison of the TSPGs
between noninvasive computation and invasive measurement is shown in Table 3. Again,
both are in good agreement.

Figure 7. Systolic pressure contours (a) the AA-LRA plane, (b) AA-RRA plane, and (c) representative
cross-sections.
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Table 3. Comparison of TSPG in LRA and RRA based on MAP andpsys.

TSPG
MAP psys

Computed Measured Computed Measured

pa − pr, left 2.5 2.6 4.1 4.0

pa − pr, right 2.0 2.0 4.0 4.0

We found that the fully-developed BC and DUS-based velocity BC, which are com-
monly used in the LBM, cannot capture the physiological pressure waveform. Figure 8
shows the cyclic evolution of the systolic pressure at a representative location in the arterial
system under three different BCs with identical computation environments and conditions.
Neither the fully-developed BC (long dash) nor DUS-based velocity BC (short dash) is
convergent. The pressure (left scale) asymptotically increases with time and exceeds the
human blood pressure after a few cardiac cycles, whereas the WK3-based pressure BC
(solid line) leads to a convergent systolic pressure (psys ≈ 154.8 mmHg ) (right vertical
scale) after 10 cardiac cycles.

Figure 8. Cyclic evolution of systolic pressure in a representative location using three different BCs:
velocity BC, pressure BC via WK3, and fully-developed BC.

Besides the pressure field, InVascular simultaneously computes the pulsatile velocity
field, from which the vorticity and shear stress fields can be calculated. Figures 9 and 10
show the velocity field with magnitude contours and streamlines and vorticity contours,
respectively, at t = (a) 0.1, (b) 0.23, and (c) 0.63 in seconds in one cardiac cycle corresponding
to systole (heart contraction, flow acceleration), diastole (heart relaxation, flow deceleration),
and the end of diastole respectively. In Figure 9, flow in AA is stronger at systole (a) than
at diastole (b) but remains intensive in LRA and RRA at both time points and is better
organized at systole than at diastole. Whereas at the end of diastole, the flow is weak but
chaotic. The vorticity contours shown in Figure 10 are similarly intensive in (a) and (b)
with a large degree of skewness in AA, demonstrating the complexity of the flow in the
real arteries. At the end of diastole, vorticity contours are much smaller and chaotic.
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Figure 9. Velocity contours and streamlines at t = (a) 0.10 (systole), (b) 0.23, and (c) 0.63 (end of
diastole) in seconds.

Figure 10. Z-component (vertically up) and x-component (horizontally right) vorticity contours at
t = (a) 0.10, (b) 0.23, and (c) 0.63 in seconds.

3.2. Impact of r, C, and R Parameters on Pressure Quantification

Although the WK3 has been popularly used to model the physiological BC at each
outlet of the artery segment (see Figure 5), its parameters reflecting resistances, r and R,
and compliance, C, are determined empirically [38–40], which is subjected to uncertainty.
To demonstrate the impact of the uncertainty in r-C-R parameters on the quantification
of proximal and distal pressure, we performed a UQ analysis using FOSM. The input
variables are the r, R, and C parameters in WK3, defined in Table 4. The elements of X

are independently and normally distributed. The output variables are the pressure values
in AA, LRA, and RRA, defined in Table 5. In this study, we assumed that the standard
deviation of a random input variable is 3% of its mean. We performed UQ for five cases.
The input distributions for the representative case in Section 3.1 are shown in Table 4.

Table 4. Input distributions for the representative case in Section 3.1.

Artery Parameter Variables Mean
Standard
Deviation

Distribution Type

AA r(dynes×s/cm5) X1 108.12 3.24 Normal

AA R(dynes×s/cm5) X2 3386.38 101.59 Normal

LRA r(dynes×s/cm5) X3 2879.76 86.39 Normal

LRA R(dynes×s/cm5) X4 7386.06 221.58 Normal

RRA r(dynes×s/cm5) X5 3306.39 99.19 Normal

RRA R(dynes×s/cm5) X6 8505.96 255.18 Normal

AA C(cm5/dynes) X7 1.0 × 10−5 3.0 × 10−7 Normal

LRA C(cm5/dynes) X8 5.4 × 10−6 1.62 × 10−7 Normal

RRA C(cm5/dynes) X9 4.8 × 10−6 1.43 × 10−7 Normal
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Table 5. UQ results.

Artery Output Variable Mean μy1
Standard Deviation σy1

95% Confidence Interval

AA Y1 (mmHg) 155.80 1.37 [153.05, 158.55]

LRA Y2 (mmHg) 141.72 1.12 [139.49, 143.95]

RRA Y3 (mmHg) 144.61 1.12 [142.37, 147.86]

UQ results are given in Table 5. All the model output variables are normally distributed.
For example, Y1 ∼ N

(
μY1 , σY1

)
= N(155.80 mmHg,1.37 ) . With these results, we know

complete information about the simulation predictions, including the 95% confidence
intervals of the model predictions. The formula for 95% confidence interval is μYi ± 2σYi .
For example, the 95% confidence interval of Y1 is [153.051, 158.55] mmHg unit. This means
that the chance the actual value of Y1 falling into the interval is 95%, or we have 95%
confidence that the actual value of Y1 is between 153.05 mmHg and 158.56 mmHg. The
results of mean and standard deviation from five patients are also given in Table 6. The
95% confidence intervals of the model predictions of five patients are in Table 7.

Table 6. Mean and standard deviation of five patient cases.

Case Y1 (mmHg) Y2 (mmHg) Y3 (mmHg)

1 N
(
156.80, 1.372) N

(
141.72, 1.112) N

(
144.61, 1.122)

2 N
(
163.61, 2.062) N

(
154.25, 1.932) N

(
56.42, 0.092)

3 N
(
157.22, 1.542) N

(
152.35, 1.452) N

(
153.85, 1.472)

4 N
(
109.71, 0.932) N

(
106.49, 0.892) N

(
74.50, 0.562)

5 N
(
123.21, 0.972) N

(
117.34, 0.892) N

(
102.17, 1.242)

Table 7. 95% confidence intervals of model predictions of five patient cases.

Case Y1 (mmHg) Y2 (mmHg) Y3 (mmHg)

1 [153.05, 158.55] [139.49, 143.95] [142.37, 146.86]

2 [159.48, 167.74] [150.38, 158.12] [56.25, 56.59]

3 [154.14, 160.30] [149.45,155.25] [150.92,156.79]

4 [107.84, 111.58] [104.72,108.27] [73.37,75.62]

5 [121.28, 125.15] [115.57, 119.11] [99.69,104.64]

4. Discussion

We have presented the physiological inlet and outlet BCs for ICHD and integrated
them into our in-house computational platform, InVascular. Using the unified LBM mod-
eling for image segmentation and computational hemodynamics, InVascular seamlessly
integrates the anatomical extraction of the interested arterial segment and quantification of
pulsatile hemodynamics and achieves fast computation via GPU parallel computing. The
inlet BC is a pulsatile velocity. A paraboloidal velocity profile is constructed based on the
DUS velocity waveform, which fits the real shape of the arterial lumen (usually noncircular).
Each outlet BC is a pulsatile pressure determined by WK3 during the simulation. The
inlet velocity and outlet pressure BCs are introduced in the VLBM via a non-equilibrium
extrapolation BC scheme. Using InVascular, we performed UQ analysis to quantify the
impact of input variations caused by uncertainties. We applied InVascular into a human
aortorenal arterial system extracted from medical CTA imaging data and demonstrated
the applicability and reliability of InVascular for a real-world flow system. Six cases were
studied. The pressure waveforms in AA, LRA, and RRA computed from InVascular have
excellent agreements with the invasive measurements. The pulsatile velocity and then
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vorticity fields are shown as well. Due to the lack of available data, the validation of the
velocity quantification has not been conducted. A systematic UQ analysis focuses on the
impact of the variation of r, R, and C parameters on the quantification of the pressure field.
Results include joint probability density of the computed pressure, which also provides
the uncertainty or the confidence of the prediction. Due to the suitability of LBM for GPU
parallel computing, InVascular features exceptionally fast computation speed. With a great
potential to further speed up through parallel optimization and/or multiple GPU cards,
the computation time is expected to be around 10 min per patient case. Such a computation
capability is critically important for the clinical use of InVascular, enabling massive numeri-
cal analysis through parametrization to assess the true degree of existing arterial stenosis,
either severe for immediate therapeutics or mild to avoid unnecessary intervention, within
clinic permitted time.
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Nomenclatures

AA Aortic Artery
BC Boundary Condition
CFD Computational Fluid Dynamics
CTA Computed Tomography Angiography
DUS Doppler Ultrasound
FOSM First-Order Second Moment
GPU Graphic Processing Unit
ICHD Image-Based Computational Hemodynamics
LBM Lattice Boltzmann Method
LRA Left Renal Artery
MAP Mean Arterial Pressure
N-S Navier-Stokes
RRA Right Renal Artery
TSPG Trans-Stenotic Pressure Gradient
UQ Uncertainty Quantification
VLBM Volumetric Lattice Boltzmann Method
WK3 Three-Element Windkessel Model
WSS Wall-Shear Stress
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Abstract: Vascular disease is the leading cause of morbidity and mortality and a major cause of
disability for Americans, and arterial stenosis is its most common form in systemic arteries. Hemo-
dynamic characterization in a stenosed arterial system plays a crucial role in the diagnosis of its
lesion severity and the decision-making process for revascularization, but it is not readily available in
the current clinical measurements. The newly emerged image-based computational hemodynamics
(ICHD) technique provides great potential to characterize the hemodynamics with fine temporospatial
resolutions in realistic human vessels, but medical data is rather limited for validation requirements.
We present an image-based experimental hemodynamics (IEHD) technique through a mock circula-
tion loop (MCL) to bridge this critical gap. The MCL mimics blood circulation in human stenosed
systemic arterial systems that can be either 3D-printed silicone, artificial, or cadaver arteries and thus
enables in vitro measurement of hemodynamics. In this work, we focus on the development and
validation of the MCL for the in vitro measurement of blood pressure in stenosed silicone arteries
anatomically extracted from medical imaging data. Five renal and six iliac patient cases are studied.
The pressure data from IEHD were compared with those from ICHD and medical measurement. The
good agreements demonstrate the reliability of IEHD. We also conducted two parametric studies
to demonstrate the medical applicability of IEHD. One was the cardiovascular response to MCL
parameters. We found that blood pressure has a linear correlation with stroke volume and heart
rate. Another was the effect of arterial stenosis, characterized by the volumetric reduction (VR) of the
arterial lumen, on the trans-stenotic pressure gradient (TSPG). We parametrically varied the stenosis
degree and measured the corresponding TSPG. The TSPG-VR curve provides a critical VR that can
be used to assess the true hemodynamic severity of the stenosis. Meanwhile, the TSPG at VR = 0 can
predict the potential pressure improvement after revascularization. Unlike the majority of existing
MCLs that are mainly used to test medical devices involving heart function, this MCL is unique in its
specific focus on pressure measurement in stenosed human systemic arteries. Meanwhile, rigorous
hemodynamic characterization through concurrent IEHD and ICHD will significantly enhance our
current understanding of the pathophysiology of stenosis and contribute to advancements in the
medical treatment of arterial stenosis.

Keywords: image-based experimental hemodynamics; image-based computational hemodynamics;
mock circulation loop; trans-stenotic pressure gradient; arterial stenosis; volumetric reduction
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1. Introduction

Vascular disease, including coronary, extracranial, and peripheral arterial beds, is the
leading cause of morbidity and mortality and a major cause of disability for Americans.
Arterial stenosis is one of the most common vascular diseases that can lead to life- and
limb-threatening consequences, including myocardial ischemia, ischemic stroke, and limb
amputation. It is a condition that involves blockage of blood flow mainly due to an
atherosclerotic narrowing of the arterial lumen, which commonly occurs in systemic arteries.
While stenosis can be observed by imaging modalities such as computed tomography
angiogram (CTA), magnetic resonance imaging (MRI), and Doppler ultrasound sonography
(DUS), direct and effective noninvasive means to evaluate the true hemodynamic severity
of stenosis are lacking in current clinical practice. For coronary stenosis, fractional flow
reserve (FFR) [1], defined as the ratio between the distal pressure pd and the proximal
pressure pa to the stenosis; namely, pd/pa, is used to determine the hemodynamic severity
of myocardial ischemia [2–4]. However, trans-stenotic pressure gradient (TSPG), defined as
the difference between pa and pd, has been popularly used for assessing the hemodynamic
severity of non-coronary stenoses. Evidence, including ours, has shown that TSPG is an
indicator to determine the amount of blood flow blockage caused by renal [5–7], iliac
and femoral [8–10], and carotid [11] stenoses and can help guide the proper decision-
making of interventional treatment. Nevertheless, the clinical application of either FFR or
TSPG is rather limited [12], as they rely on the invasive pressure measurement of the local
pressure values, i.e., pd and pa, which may expose patients to surgical complications and
medical costs.

Newly emerging image-based computational hemodynamics (ICHD) [13–17] has great
potential to address this unmet medical need, as seen in a recent review [16] and the refer-
ences therein. Based on medical imaging data, ICHD enables noninvasive characterization
of hemodynamics, including velocity, pressure, and stress, in the diseased human arterial
system with a fine spatiotemporal resolution, resulting in important hemodynamic indica-
tors, such as FFR and TSPG, for arterial stenosis. For example, image-based FFR has been a
well-established clinical application of ICHD by HeartFlow Inc. (Redwood City, CA, USA).
Obtained from a purely anatomical, noninvasive dataset of coronary CTA images [18] by
utilizing ICHD, the FFR determines the hemodynamic severity of the coronary stenosis and
then guides the decision-making of the interventional treatment for it. We have recently
developed a proprietary ICHD technique [19] for a new noninvasive and patient-specific
hemodynamic index that can assess the hemodynamic severity of non-coronary arterial
stenosis and applied it to renal stenosis [6,7]. In addition to the application of ICHD for
arterial stenosis, many studies have demonstrated the feasibility and validity of ICHD
for vascular diseases caused by aneurysms [20–22]. Despite its great potential for medical
applications, ICHD needs significant resources for model development and sophisticated
verification and validation (V&V) before it can be translated into medical applications.
First, most ICHD studies assume incompressible and Newtonian flow in rigid arterial
walls [7,17,19], whereas vascular circulation is much more complicated. The anatomical
flow domain is arbitrarily curved with moving walls. Blood consists of plasma, blood cells,
and platelets. When severe arterial stenosis exists, the blood flow may become turbulent.
Each of them needs to be modeled in ICHD. In general, more model inclusion in ICHD
means higher computational costs. Models for insignificant effects will indeed introduce
inaccuracies. Thus, it is crucially important to determine which and how models should be
introduced in ICHD through V&V. Second, since only a segment of the blood circulation
system is involved in ICHD, boundary conditions are required at the inlet(s) and outlet(s)
of the vessel segment to represent the remaining vascular network. The choices of the
outflow boundary condition in ICHD vary among zero pressure or zero traction conditions,
resistance or impedance conditions, reduced-order models, which can be an open or closed
loop, and reduced-order one-dimensional wave propagation equations [23–26]. To capture
the interaction between the local 3-dimensional (3D) vessel segment and the 1-dimensional
(1D) global circulation, the ICHD must be coupled to a reduced-order lumped-parameter
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network model. Among them, the 3-element WindKessel model [27–31] (WK3) has been
commonly used to construct such a network, in which a Windkessel circuit is adopted
to model the distal vasculature with one capacitor, modeling vessel compliance, and two
resistors, modeling proximal and distal flow resistances, respectively. Evidence has shown
that the WK3 can reproduce physiological pressure waves [32–34] in large vessels. In
the state-of-the-art ICHD, the required proximal resistance, compliance of the distal vas-
culature, and distal resistance in the WK3 model are empirical [6], as no medical data
are available.

Image-based experimental hemodynamics (IEHD) can provide a suitable test platform
to address the aforementioned two needs of ICHD. A mock circulation loop (MCL) can
simulate the pathophysiological environment of blood flow and measure the velocity and
pressure waveforms as an alternative resource to medical measurements for the V&V of
ICHD. Since its introduction by Westerhof [35] in 1971 as a simple artificial arterial system
for pumping hearts in experimental labs, numerous studies have highlighted the potential
of mock loop systems to create finely controlled and maintained simulated physiological
conditions. Replicating these conditions in animal models or clinical settings is challenging,
making MCLs advantageous for the design and testing of total artificial hearts [36–38] or
ventricular assist devices [39–45]. The reliable real-time control and feedback capabilities
of MCLs have demonstrated their applicability in studying human cardiovascular circu-
lations [46,47], early stages of congestive heart failure [48,49], pediatric cardiopulmonary
diseases [50–52], surgical procedures [53], and drug tests [54]. By offering safe and effective
methods, MCLs allow for the investigation and analysis of the complex hemodynamics
of human cardiocirculatory systems. To explore and characterize hemodynamic abnor-
malities in diseased human arterial circulations, researchers have worked on developing
MCLs integrated with 3D-printed patient-specific models of the pulmonary artery [55,56],
aorta [57,58], and coronary artery [59,60]. These patient-specific models, created through
3D printing, provide anatomically accurate features for MCLs, enabling precise simulations
of the physiological hemodynamics of complex systems. In this study, we present a new
MCL specifically for the characterization of in vitro hemodynamics in realistic human
systemic arteries with stenosis, focusing on the reliable measurement of TSPG. We validate
the accuracy of our pressure measurements using available medical and ICHD data. Sub-
sequently, we conduct parametric studies to investigate the factors that influence blood
pressure in these stenosed renal and iliac arterial systems.

The remainder of this paper is organized as follows: Section 2 includes the materials,
including the medical cases and the corresponding 3D-printed silicone arterial systems,
and the establishment of the MCL together with its instrumentations. Our application
studies and experimental results are presented in Section 3. Finally, Section 4 concludes the
paper with a summary and discussion.

2. Materials and Methods

2.1. Medical Data

We studied five renal and six iliac medical cases as listed in Table 1. The cases were
from IU Health Methodist Hospital in Indianapolis, IN, USA (Renal cases I–II and Iliac
cases I–V) with IRB (Institutional Review Board) approvals, #1405073181 and #1812589521,
respectively, and Hangzhou First People’s Hospital in Zhejiang, China (Renal cases III–V
and iliac case VI) with a study approval (#116-01) by the Ethics Committee of the hospi-
tal. Each patient case contains diagnostic imaging data, including CTA DICOM (Digital
Imaging and Communications in Medicine) slices and DUS M(motion)-mode velocity
waveforms, together with blood pressure waveforms at specified locations invasively mea-
sured during digital subtraction angiography (DSA) for interventional treatments. The
pressure waveforms are used to validate the corresponding computed ones [6,7,61] from
our previous ICHD studies and the experimentally measured ones in this work.
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Table 1. 11 patient cases, obtained from IU Health Methodist Hospital in Indianapolis, IN,
USA (R: IV–V and I: I–V) and Hangzhou First People’s Hospital in Hangzhou, Zhejiang, China
(R: I–III and I:VI).

Artery Case Age Gender Stenosis Stenting

Renal (R)

I 64 Male Yes No
II 87 Male Yes Yes
III 83 Male Yes No
IV 74 Male No No
V 75 Male No No

Iliac (I)

I 63 Male Yes Yes
II 61 Female Yes Yes
III 64 Female Yes Yes
IV 53 Male Yes Yes
V 76 Female Yes Yes
VI 69 Male Yes Yes

2.2. D-Printed Silicone Arterial Systems

We used MIMICS Materialise (Materialise NV, Leuven, Belgium) to anatomically
extract the aortoiliac and aortorenal arterial systems, shown in Figure 1a,b, respectively.
The CTA resolution is approximately 0.752 × 2.0 mm3 (IU Health Methodist Hospital cases)
and 0.652 × 0.6 mm3 (Hangzhou First People’s Hospital cases). The CTA images are in
sliced DICOM format. The 3D morphological geometry of each arterial system was output
using Standard Tessellation Language (STL), a file format commonly used for 3D printing.
We then use our in-house Form 3 Stereolithography 3D printer (Formlabs, Somerville, MA,
USA) to fabricate each of the 3D silicone arterial systems. Three printing materials, Clear
Resin, Flexible 80A Resin, and Elastic 50A Resin, as shown in Figure 1c, are available to
print rigid, flexible, and elastic silicone arterial systems, respectively, for different study
purposes. In this study, we use Elastic 50A Resin to print the silicone arterial systems,
unless otherwise indicated.

Figure 1. Antomically extracted 6 aortoiliac (a) and 5 aortorenal (b) arterial systems in STL format.
(c) A 3D printed aortoiliac arterial system using (i) Clear, (ii) Flexible 80A, and (iii) Elastic 50A Resin.
The arterial wall is more flexible from left to right.

2.3. A Mock Circulation Loop for Human Systemic Arterial Systems

The MCL is designed to mimic the blood flow in stenosed human systemic arterial
systems, enabling in vitro measurement of pressure waveforms proximal or distal to the
stenosis. We intend not to include coronary stenosis, so no heart model is included.
An arterial system can be either 3D-printed silicone, clinically used artificial arteries, or
cadaver arteries. In this work, we focus on silicone arteries. The schematic diagram and
the corresponding benchtop setup of the MCL are shown in Figure 2a,b, respectively, for a
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stenosed arterial system. The MCL consists of a reservoir (5.5-L), a pulsatile blood pump
(Figure 3a, HARVARD APPARATUS, Model 1434), a test section holding the silicone arterial
system, Windkessel chambers, and resistance valves. The pulsatile blood pump mimics the
ventricular ejection from the heart in large animals by pumping the fluid via an oscillation
mechanism, as schematized in Figure 3b. It is equipped with controls to continuously
vary heart rate (HR), stroke volume (SV), and output phase ratio (systole to diastole in
one stroke) in the ranges of 0–100 beats per min (bpm), 15–100 mm (mL), and 25/75 to
50/50, respectively. The pump is placed at the same elevation level as the test section to
imitate the bedrest condition, avoiding pressure drops caused by gravity. The Windkessel
effect [28] in the MCL is modeled by the Windkessel chambers (fractionally filled chambers
with trapped-air compliance elements). The Windkessel chamber is a cylindrical glass
bottle measuring 10 cm in diameter and 20 cm in height. It is equipped with 0.5-inch
inlet and outlet ports. The water column height within the chamber is adjusted between
10 cm and 20 cm, allowing for varying compliance to accommodate different scenarios. It
imitates the compliance of large vessels. One Windkessle chamber is mounted upstream
of the inlet of the test section, mimicking upper-body systemic compliance. At each of
the arterial outlets, one Windkessel chamber and two resistance valves are adopted to
model the vessel compliance and the proximal and distal flow resistances, respectively.
This setting is consistent with the WK3 model used in our ICHD [6]. All the components
are connected by flexible silicone tubing (with an inner diameter of 0.5 inches).

  
Figure 2. Illustrations of the MCL: (a) schematic diagram and (b) benchtop setup to mimic the
blood flow in a 3D printed silicone arterial system for in vitro measurement of pressure and velocity
waveforms. The Red arrows indicate the flow direction in the loop. The connection from a loop
component to an instrument is indicated by a green arrow.

Figure 3. Harvard apparatus pulsatile blood pump: (a) exterior appearance and (b) internal linkage
with reciprocating piston.

2.4. Instrumentations

The measuring instruments of the MCL include a Doppler ultrasound machine, a DAQ
system, pressure transducers, and flowmeters, as shown in Figure 2. Each medical-grade
pressure transducer (Deltran®, model 6069) is connected to the flow at a measuring location
in a silicone aortorenal (Figure 4a) and aortoiliac (Figure 4b) arterial systems through a
21 g needle (NAD21T21WP, Qosina, Ronkonkoma, NY, USA). A voltage change detected
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by the deformable membrane in the pressure transducer reflects the pressure pulsation.
The pressure waveform is read through a data acquisition (DAQ) system equipped with
amplification by a Wheatstone bridge module (DV-10, Honeywell, Columbus, OH, USA)
and digitization by an analog-to-digital converter (NI-9201, National Instruments, Austin,
TX, USA). This MCL can acquire up to 8 pressure signals simultaneously. Each pressure
transducer is individually calibrated using a hydrostatic water column. A magnetic induc-
tive flowmeter (SM6004, IFM Efector Inc., Malvern, PA, USA) acquires a flowrate waveform.
The range of the output current signal is from 4 to 20 × 103 amps(mA). The readings of the
flowmeters are collected by another analog-to-digital converter (NI-9203, National Instru-
ments) in the DAQ. The DAQ system is connected to a desktop computer (3.6 GHz CPU,
RAM 8.0 GB) through an in-house program based on Labview software. The digital signals
are collected at a sampling rate of 1000 Hz. The portable ultrasound machine (CX50 w/C5-1
PureWave curved transducer and L12-3 broadband linear transducer, Philips Electronics)
can be used to measure the velocity waveforms of the blood flow.

 
Figure 4. Silicone aortorenal (a) and aortoiliac (b) arterial systems with inserted 21 g needles for
pressure measurement.

3. Application Studies and Experimental Results

We study five aortorenal and six aortoiliac arterial systems, listed in Table 1, using the
MCL. The corresponding 3D aortoiliac and aortorenal silicone arterial systems anatomically
extracted from patients’ CTA images are shown in Figure 1a,b, respectively. Each of them
has invasively measured and noninvasively computed pressure waveforms at specified
locations. The numerical simulations were performed using our in-house ICHD solver. In
the past 10 years or so, this solver has been continuously developed and refined [17,62–66].
Recently, it has been applied to quantify the TSPG of renal artery stenosis [6,7] and iliac
artery stenosis [67]. The corresponding experimental pressure waveform was averaged
over three cardiac cycles. First, we compare the pressure waveforms among the noninvasive
in vitro measurements and computations and the invasive measurements to demonstrate
the reliability of IEHD by reproducing the ICHD-computed pressure waveforms. The
methodology of ICHD and related physical variables and boundary conditions are referred
to in the references [6,17,67]. Then, we conduct two application studies to demonstrate the
applicability of IEHD for medical applications. In what follows, we use the representative
iliac case (Figure 1a(VI)) and renal case (Figure 1b(IV)) with HR = 78 bpm and SV = 15 mL
to present the results unless otherwise indicated. We first test the effect of the fluid on the
pressure measurement in the iliac case using water (viscosity of 1 cP) and glycerol aqueous
solution (45 vol. % glycerol with a viscosity of 3.5 cP). As shown in Figure 5, the measured
pressure waveforms do not show a noticeable difference when choosing glycerol aqueous
solution or water as the working fluid (blood surrogate). Thereafter, we use water as the
running fluid in this study.
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Figure 5. Pressure waveforms measured in (a) RCIA and (b) REIA of the iliac case using glycerol
solution (blue) and water (red).

3.1. Reliability of In Vitro Pressure Measurement Using MCL

We first evaluate the pressure measurement using a representative iliac case,
Figure 1a(VI). The arterial system includes the right common iliac artery (RCIA), the right
external iliac artery (REIA), and the right internal iliac artery (RIIA), as seen in Figure 6a.
The medical pressure measurement data are available at the three locations. We compare the
systolic blood pressure (SBP), diastolic blood pressure (DBP), and mean arterial pressure
(MAP) that are calculated from (SBP + 2DBP)/3), in millimeters of mercury (mmHg),
among the medical measurement (M), computation (C), and experimental measurement
(E) in Figure 6b.

Figure 6. A comparison among medical measurement (M), computation (C), and experimental mea-
surement (E) using iliac case VI at three locations in panel (a), including SBP, DBP, and MAP in panel
(b), and pressure waveforms in a full cardiac cycle at RCIA and REIA in panels (c,d), respectively.

The relative errors of experimental measurement and computation on the medical data
vary from 0 to 6.6% with a mean of 2.21% for ICHD and from 0 to 1.64% with a mean of
0.16% for IEHD. The pressure waveform comparisons among medical measurement (solid
line), numerical computation (dotted line), and experimental measurement (dashed line) in
RCIA and REIA are shown in Figure 6c,d, respectively. The experimental measurements
agree well with the medical and computational data. Correlation scatter plots using the
6 iliac cases with 12 measurement samples and the 5 renal cases with 13 measurement
samples are shown in Figure 7 for (a) iliac SBP, (b) iliac DBP, (c) renal SBP, and (d) renal
DBP. In each plot, rE,M is the Pearson correlation coefficient between experimental (E)
and medical (M) measurements is shown, and the line is diagonal, representing the equal
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pressure measurement between E and M. rE,M is calculated from the ratio of the covariance
of E and M vs. the product of the standard deviation of E and the standard deviation of M.
The rE,Ms for iliac SBP, iliac DBP, renal SBP, and renal DBP are 0.99 with p < 0.05, 0.96 with
p < 0.05, 0.96 with p < 0.05, and 0.93 with p < 0.05. These results indicate good correlations
between E and M measurements of blood pressure. Overall, the experimental pressure
measurement through the MCL is reliable.

Figure 7. Correlation scatter plots of experimentally (in vitro) vs. medically (in vivo) measured SBP
((a,c) and DBP (b,d)) pressure for iliac ((a,b) and renal (c,d)) cases. rEM is the Pearson correlation
coefficient between experimentally (in vitro) and medically (in vivo) measured pressure.

3.2. Parametric Studies and Experimental Results

In this section, we perform two parametric studies and present the corresponding results.

3.2.1. Cardiovascular Responses to MCL Parameters

Cardiac output, defined as the product of HR and SV, can be adjusted by the pulsatile
heart pump in the MCL. The SV, in milliliters (mL), is the volume of blood pumped out
of the pulsatile pump per cardiac cycle, and the HR, in beats per minute (bpm), is the
number of heartbeats per minute. The MAP, in mmHg, is an important pathophysiological
indicator of cardiovascular diseases. We use a renal case, i.e., Figure 1b(IV), to study how
SV and HR affect the MAP measurement when keeping the compliance and resistances
the same. Figure 8 shows the effects of HR (triangles) and SV (squares) on the MAP in the
aortic artery of the aortorenal arterial system. The error bars for MAP in Figure 8 exhibit
a typical range of 0.5 to 0.8 mmHg, which is too small to be visually distinguished when
compared to the size of the data symbols. Consequently, they were not included in the
plot. We keep constant SV (55 mL) when varying HR and constant HR (77 bpm) when
varying SV. The MAP shows strong linear correlations to HR and SV, with R2 of 0.97 and
0.99, respectively. The general understanding of the result is as follows: When either HR or
SV increases, the cardiac output into the MCL increases, leading to an increment in blood
pressure [68,69]. Systolic pressure and diastolic pressure would both increase when either
SV [69] or HR [70–72] increased. Therefore, MAP increases.
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Figure 8. Effects of heart rate (left axis) and stroke volume (right axis) on mean arterial pressure in
the aorta of the renal case. The measurement location is indicated by the black arrow.

3.2.2. Effects of Stenosis Degree on TSPG

As indicated in Section 1, TSPG has been popularly used for assessing the hemody-
namic severity of non-coronary arterial stenosis. We have recently developed a noninvasive
functional assessment technique via ICHD [6,7,19] to assess the true hemodynamic severity,
mild or severe, of arterial stenosis, together with a recommendation of yes (if severe) or
no (if mild) for interventional treatment. In cases of severe stenosis, we can predict the
potential outcomes of revascularization. Such a new non-invasive hemodynamic assess-
ment will especially benefit the patient group with moderate arterial stenosis, avoiding
under- and over-interventional treatment to promote public health. In ICHD, we have
found [7] that the volume reduction (VR) of the arterial lumen is closer to TSPG than the
diameter reduction of the cross-section. To demonstrate the applicability of the MCL for
translational medical research, we studied how the degree of stenosis affects TSPG. As
shown in Figure 9a, we parameterize the degree of stenosis using a real iliac stenosis case
(Figure 1a(VI)) from the current (real) 50% of VR to 45%, 33%, and 0%. It is noted that 0%
of VR corresponds to the removal of stenosis through a stenting treatment. We cropped a
stenosed segment between the two pressure measurement locations for pa and pd to the
stenosis. The VR is defined as the volume ratio of the reduced lumen volume due to a
stenosis vs. the normal lumen volume without a stenosis. We experimentally measured pa
and pd for each of the four stenosis cases, from which the TSPG (= pa − pd) is calculated.
We plotted the relation between the TSPG of SBP (squares) and MAP (dots) and VR in
Figure 9b. It is seen that TSPG increases when the stenosis progresses. The TSPG~VR
curve is flat when VR is relatively small (<45%) but steep when VR is relatively high (45%).
On the flat side, increasing VR from 0% to 45% results in TSPG increases of 9 mmHg and
2 mmHg for SBP and MAP, respectively. On the steep side, increasing VR from 45% to
50% results in TSPG increases from 10 to 37 mmHg for SBP and 3 to 14 mmHg for MAP.
From the slope of the TSPG~VR curve, one can identify a threshold of VR, denoted as
VRms, which separates mild (VR < VRms) and severe (VR > VRms) stenosis conditions. For
the case studied, VRms = 45%. On the mild side (VR < VRms), a one percent increase in
VR causes a 0.2 mmHg and 0.047 mmHg increase of TSPG for SBP and MAP, respectively.
Whereas on the severe side (VR > VRms), a one percent increase in VR causes 5.4 mmHg
and 2.2 mmHg increases in TSPG for SBP and MAP, respectively. Using VRms (=45%),
one can assess that the existing stenosis of the case being studied, VR = 50%, is severe.
The recommendation for stenting therapy is then made. Our recommendation based on
the noninvasive assessment agrees with the clinical treatment for this case. In our recent
study of ICHD, we applied the same technique to assess renal stenoses and achieved good
agreement with clinical treatments [7,19]. Meanwhile, TSPG = 1 mmHg for both SBP and
MAP at VR = 0 means that if the stenosis is interventionally stented, the TSPG will be back
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to a normal condition, implying that stenting therapy will benefit the patient. Similarly to
Figure 8, the error bars for TSPG in Figure 9 span the ranges of 0.12 to 0.21 mmHg for MAP
and 0.33 to 0.38 mmHg for SBP, respectively. Their small magnitudes make them visually
indistinguishable when compared to the size of the data symbols. Therefore, we have also
omitted them from the plot.

 
Figure 9. (a) A real (iliac case VI in Figure 1a) stenosis and its parameterization, characterized by VR.
Distal (pd) and proximal (pa) pressure are measured at the indicated location. (b) TSPG~VR curves
for SBP (squares) and MAP (dots). The cross-section area where the stenosis is located is shown
in blue.

4. Summary and Discussion

We have developed and validated a new MCL that mimics the blood circulation in
stenosed human systemic arterial systems and enables in vitro measurement of velocity
and pressure waveforms in 3D-printed silicone arterial systems anatomically extracted
from patient CTA imaging data. The MCL mainly consists of a human blood pump, a
test section, a reservoir, Windkessel chambers, and resistance valves. Its measurement
instruments include a DAQ system, a Doppler ultrasound machine, pressure transducers,
and flowmeters. In this work, we focus on the in vitro measurement of blood pressure in
the aortoiliac and aortorenal arterial systems. The objectives include reliably reproducing
the computed blood pressures from ICHD using the same arterial system and the same
flow conditions and revealing the pathophysiological properties that are essential to the
ICHD modeling but are not readily available from current standard clinical measurements.
Through this, we systematically studied five renal and six iliac cases to demonstrate the
reliability of IEHD measurement and the applicability of IEHD for medical applications.
The comparisons of the pressure data among the IEHD measurement, ICHD computation,
and medical measurement indicate that both IEHD and ICHD are reliable for the nonin-
vasive quantification of blood pressure in diseased human arteries. The IEHD-measured
pressure waveforms agree well with those invasively measured and numerically simulated.
A statistical analysis using all the iliac cases with 12 measurement samples and the renal
cases with 13 measurement samples resulted in good correlations of SBP and DBP between
experimental and medical measurements. The experimental measurement of SBP is more
accurate than that of DBP. The reason might be that the signals the pressure transducers
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capture are stronger in systole than in diastole. We have also conducted two parametric
studies using one renal and one iliac case. One is the cardiovascular response to MCL
parameters. We found that the MAP in the aorta of an aortorenal arterial system has
strong linear correlations with SV and HR, which are well understood. Another is the
effect of VR of the arterial lumen on the TSPG of stenosis. Parametric variation of VR
from real iliac stenosis and corresponding pressure measurements proximal and distal to
the stenosis resulted in a TSPG~VR curve, which reveals a threshold of VR to assess the
hemodynamic severity of the iliac stenosis. As the iliac stenosis was assessed as severe,
we recommended interventional treatment for the stenosis, which agreed with the clinical
treatment. Meanwhile, the TSPG at VR = 0 can predict the baseline pressure improvement
after a potential revascularization, e.g., stenting, of the stenosis.

In addition to the in vitro pressure measurements, the MCL is being continuously
developed for more research capabilities to support ICHD. We are interested in addressing
the following open questions in the near future. First, how necessary is it to model
the interaction between pulsatile blood flow and vessel deformation? Real arteries are
deformable, but atherosclerosis (a common vascular disease in seniors) can significantly
affect the elasticity of vessel walls during the cardiac cycle. Many ICHD computations
use no-slip boundary conditions on arterial walls to avoid the complexity of modeling
fluid-structure interaction and its demanding computation costs. IEHD can easily measure
hemodynamics in deformable silicone arteries, but the deformation is affected by the 3D
printing materials. The level of elasticity of a diseased artery segment is hard to determine
due to a lack of available medical data. We plan to use three silicone vascular replicas (rigid,
flexible, and elastic), medical artificial arteries, and cadaver arteries to study how the wall
elasticity will affect the flow and pressure measurements. This study would be an important
first-hand resource to guide the appropriate modeling of fluid-structure interactions in
ICHD. Second, how can the patient-specific coefficients of vessel compliance and proximal
and distal flow resistances in WK3 be determined? In current ICHD, these three coefficients
are empirical, which significantly weakens the medical applications of ICHD. We are doing
a systematic study for patient-specific vessel compliance and proximal and distal flow
resistances, integrating engineering modeling in IEHD and ICHD by utilizing the available
medical data. The study outcomes would advance the Windkessel model in ICHD for
patient-specific applications.

The long-term goal of this research is twofold: (1) to establish a dependable resource
that aids in the modeling of ICHD and validates the computational outcomes; and (2) to
enable the comprehensive hemodynamic characterization of pathophysiological quantities,
such as the coefficients in the WK3 model, for realistic blood flows in diseased human
vessels. By leveraging the capabilities of the MCL, we can develop enhanced diagnostic
tools, therapeutic strategies, and preventive measures using our powerful ICHD technique.
These advancements play a critical role in improving patient care, alleviating the burden of
arterial stenosis, and ultimately enhancing cardiovascular health outcomes.

Author Contributions: Conceptualization, H.Y., J.C., A.P.S. and W.H.; methodology, H.Y., J.C.,
W.H., J.T. and A.P.S.; formal analysis, W.H. and J.T.; investigation, H.Y., J.C., A.P.S., W.H. and J.T.;
data curation, W.H. and J.T.; resources: A.P.S., D.M.R., X.F., J.L. and C.X.; writing—original draft
preparation, H.Y. and W.H.; writing—review and editing, H.Y., J.C., A.P.S. and W.H.; visualization,
W.H. and J.T.; supervision, H.Y., J.C. and A.P.S.; project administration, H.Y.; funding acquisition, H.Y.
and A.P.S. All authors have read and agreed to the published version of the manuscript.

Funding: This research was partially supported by NSF grant CBET 1803845. This work used
the Extreme Science and Engineering Discovery Environment (XSEDE), which is supported by the
National Science Foundation Grant No. ACI-1548562. The first and corresponding author Yu would
like to also acknowledge the IUPUI MEE Graduate Fellowship.

Data Availability Statement: The data presented in this study are available upon request from the
corresponding authors. The data are not publicly available.

195



Fluids 2023, 8, 198

Conflicts of Interest: The data presented in this study are available on request from the corresponding
author. The data are not publicly available.

Nomenclatures

CO Cardiac output
CTA Computed Tomography angiogram
DAQ Data acquisition system
DBP Diastolic blood pressure
DICOM Digital Imaging and Communications in Medicine
DUS Doppler ultrasound sonography
FFR Fractional flow reserve
HR Heart Rate
ICHD Image-based computational hemodynamics
IEHD Image-based experimental hemodynamics
IRB Institutional Review Board
MAP Mean arterial pressure
MCL Mock circulation loop
SBP Systolic blood pressure
STL Standard Tessellation Language
SV Stroke volume
TSPG Trans-stenotic pressure gradient
V&V Verification and validation
WK3 3-element Windkessel model
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Abstract: This paper presents the experience of using the V Flow high-frame-rate ultrasound vector
imaging method to study the pulsatile velocity fields in the area of the proximal anastomosis for
femoral popliteal bypass surgery in vitro and in vivo. A representative (average) anastomosis model
and the experimental setup designed for in vitro studies covering forward and reverse flow phases
throughout the cycle are described. The results of the measurements are presented for areas with a
relatively uniform velocity distribution and for areas with pronounced spatial inhomogeneities due
to the jet or recirculating nature of the flow. The results of ultrasonic studies of the velocity field of the
three-dimensional pulsatile flow in vitro and in vivo are compared with the data of numerical simu-
lations carried out for the average and personalized models based on the Navier–Stokes equations.
Acceptable consistency between the results of experimental and numerical studies is demonstrated.

Keywords: pulsatile blood flow; 3D numerical simulation; 2D ultrasound vector imaging; femoral
popliteal bypass surgery; proximal anastomosis; personalized model

1. Introduction

Computational fluid dynamics (CFD) is a powerful tool for studying blood flow in
different parts of the vascular bed and can account for such factors as geometry complexity,
vessel wall elasticity, blood rheology, and turbulence [1]. Compared to measurements, up-
to-date numerical simulations of blood flow provide significantly more information about
the velocity and pressure fields, as well as wall shear stresses. Obtained information in
some cases is used for diagnosing blood flow disorders and for the planning of operations.

Modern technologies in CFD implement numerical methods that make it possible to
simulate viscous fluid flows in areas of arbitrary, often rather complex, geometry; bifurcations of
blood vessels are also in this row. This opportunity has arisen due to the intensive development
of numerical methods known as the finite element method (FEM) and the finite volume method
(FVM). Both of these methods belong to the class of mesh-based methods, but use different
approaches to obtain algebraic systems that approximate the basic partial differential equations
of continuum mechanics. The FEM method is especially in demand for solving problems
of structural mechanics. Regarding fluid dynamic problems, the fundamental conservation
property of the FVM makes it the preferable method in comparison to the FEM, and the FVM
is currently the most widely used numerical technique for CFD studies.

The FVM is based on the approximate solution of the integral form of the conservation
equations. The computational domain chosen for the investigated problem is divided into
a set of non-overlapping control volumes referred to as finite volumes, where the variables
of interest are assigned to the center of the finite volume. The finite volume is also referred
to as a cell or element, and can be of different forms: tetrahedral, prismatic, hexahedral,
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and polyhedral. The governing equations are integrated over each finite volume, and some
interpolation procedures are assumed, which serve to restore representative values of the
variable of interest at the faces of the current cell by making up some combination of the
central value and values from the centers of neighboring cells. The resulting discretization
(algebraic) equation expresses with a specified order of accuracy the conservation principle
for the variable inside the finite volume, and the system of such equations is to be solved
using some algorithm, usually iterative. When solving time-dependent problems, the time
derivative of the variable of interest is approximated for the center of the cell using one
or another finite-difference scheme, and iterative calculations with discrete time steps are
carried out sequentially at different time steps. In the case of 3D incompressible viscous
fluid flows, the governing equations are the Navier–Stokes equations and the continuity
equation, and the variables of interest are pressure and three components of the velocity
vector. A detailed description of the numerical schemes and algorithms most widely used
to solve problems of incompressible viscous fluid dynamics can be found elsewhere [2,3].

Blood flow studies in various vessels, healthy and damaged, as well as in vascular
prostheses, are often carried out using simplified models, for the construction of which average
statistical data are used. This approach makes it possible to conduct extended parametric
studies, test new experimental methods for clinical diagnosis of blood flow in phantoms, and
validate CFD methods under conditions of complex transient flow regimes. From the other
side, the progress of computing tools has opened up the possibility of the widespread use of
personalized vascular models in both pre- and post-operative settings. This approach allows
for the individual selection of a prosthesis and surgical technique [4–6].

In the natural vessel bifurcations, a complex spatial structure of blood flow is formed,
which in some cases is one of the causes of atherosclerotic changes in the vessel wall [7].
Significant disturbances in the physiological structure of blood flow are also observed in
the areas of vessels’ connection with synthetic prostheses of the “end-to-side” type, namely,
in the areas of proximal and distal anastomoses. It can lead to neointimal hyperplasia,
thrombosis of prostheses, and their complete blockage, requiring reoperation [8,9].

When studying the blood flow patterns in anastomoses, numerical modeling is wildly
used, the results of which in some cases are compared with experimental data [10]. Most
in vitro studies in anastomotic models for femoral popliteal bypass surgery were performed
using particle image velocimetry (PIV) [11]. A recent experience in using the smoke image
velocimetry (SIV) measurement technique for studying fluid motion with local turbulence
in a proximal anastomosis model is presented in [12]. Ultrasound (US) methods for blood
flow analysis are used mainly in clinical studies [13]. To obtain knowledge that is useful
for the early prediction of dangerous postoperative complications, numerical calculations
are performed for personalized anastomosis models based on magnetic resonance imaging
(MRI) [14], US and multispiral computed tomography (MSCT) data [15–17].

In the case of numerical simulations of blood flow using personalized models for one
or another part of the vascular bed, the problem of the incomplete definition of boundary
conditions always arises, resulting from the difficulties of clinical blood flow measurements.
Accordingly, it is necessary to introduce some assumptions. Sometimes, numerical results are
supplemented by an uncertainty analysis, and for greater reliability, the calculation results
are compared with US measurements. The authors of several works dealing with studies of
complex blood flows clearly give preference to US methods in terms of accuracy and involve
US data to validate the CFD results [18,19]. On the other side, the data reported in other works
allows one to conclude that in the case of personalized blood flow studies, numerical modeling
and ultrasound measurements provide results of comparable accuracy [20,21].

Nowadays, US methods remain the leader among clinical methods for blood flow diag-
nostics, despite their operator dependence. The development and introduction into clinical
practice of new US methods for hemodynamics analysis were accompanied traditionally
by their validation using PIV and laser Doppler anemometry (LDA) [22] in the last century,
and MRI and CFD have been added to them [23] in recent decades. The increasing interest
in choosing CFD as a validation method for US measurements is attributed to the fact that
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in the case of laminar flows, which include blood flow in most vessels, numerical modeling
with well-defined boundary conditions provides results that are more accurate compared
to the US measurement results. It is almost recognized today that in the case of comparative
studies of laminar flows in blood flow phantoms under controlled experimental conditions
(which is problematic at clinical measurements), the usage of CFD methods is an effective
and reliable approach for validating US techniques [24,25].

Currently, among the numerous US methods of blood flow investigations, one can
highlight modern developments that form the class of methods for high frame-rate vector
flow imaging (VFI), detailed reviews of which can be found in [26,27]. Over the last decade,
such methods have been developed using special US scientific equipment [28], and in
recent years, they have begun to be used in commercial US scanners—Mindray, GE, BK
Medical [29]. The main advantages of these methods are the independence of measurement
results from the transducer installation angle and obtaining a dynamic 2D vector field
of blood flow velocity; at that high time resolution (up to 600 fps) is achieved. Some
scanners of this class, along with 2D vector velocity fields, produce velocity profiles in
vessel sections [30], streamlines [31], as well as the magnitude and direction of near-wall
velocity and wall shear stress at the user-defined monitoring points [32].

The measurement results presented in the present work were obtained using the
V Flow vector visualization program implemented in the Mindray Resona 7 scanner
(Shenzhen Mindray Bio-Medical Electronics Co., Ltd., Shenzhen, China). The V Flow
technique is based on multi-directional Doppler US using an interleaved plane wave and
focused wave transmissions [16]. The blood flow structure after short-term scanning at high
frame rates and short post-processing is presented in the form of a non-stationary 2D vector
velocity field in the scanning window. The color and length of the vectors correspond to the
magnitude of the velocity module. The results do not depend on the angle of installation of
the transducer relative to the blood vessel. The video clip of pulsatile blood flow can be
viewed by increasing the cycle duration by 7–200 times. The clinical testing of this program
was carried out both by the developers of the method and by some scientific groups in
different countries [30,33]. Using the V Flow method, vector blood flow velocity fields
were studied in the carotid and femoral arteries [34], arteriovenous fistulas [35], and veins
of the lower extremities [36]. The authors of the report [37] tested the V Flow method
in a “reference” flow using two commercial blood flow phantoms. When using a string
phantom, the error in measuring the axial velocity was evaluated as 3.8%, and in the case
of the Doppler flow phantom, the error in measuring the bulk velocity was 5.2%.

The authors of the present work are not aware of any studies devoted to comparison of
the measurement data by the V Flow method with the results of the numerical simulation of
three-dimensional blood flow. The method was compared with other clinical measurement
methods only based on the integral parameters of blood flow. The purpose of this work
is a comparative study in vitro and in vivo of the pulsatile blood flow velocity field in the
area of the graft branch from the femoral artery during femoral popliteal bypass surgery
(proximal anastomosis) using two methods, which are the high-frame-rate ultrasound vector
imaging of V Flow and the finite-volume numerical simulation technique for solving the
Navier-Stokes equations.

2. Facilities and Conditions for V Flow Measurements

2.1. Laboratory Model of Proximal Anastomosis and Experimental Setup

The simplified geometric model of a proximal anastomosis section after the femoral
popliteal bypass surgery used in this work was developed based on the averaging of
15 personalized models obtained by slice-by-slice segmentation of multispiral computed
angiography images [16]. For the processed personalized models, the diameter of the CFA
was 7.5 ± 1.2 mm, the diameter of the graft was 9.5 ± 1.2 mm, the diameter of DFA was
4.2 ± 1.1 mm, the angle of the graft branch from the CFA was 45 ± 25◦, and from the
DFA was 44 ± 25◦. The developed model is hereafter referred to as the average proximal
anastomosis model. It includes the area of branch of the vascular graft from the common
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femoral artery (CFA), a short segment of the occluded surface femoral artery, and the deep
femoral artery branch, as well as straight outlet sections of the graft and the deep femoral
artery (Figure 1a). The central lines of the vessels forming the model lie in the plane of
symmetry of the anastomosis area (plane YZ) in Figure 1a.

Figure 1. Average model of proximal anastomosis section for femoral popliteal bypass (a) and
experimental flow rate curves (b).

For the developed proximal anastomosis model, the following dimensions were
adopted: the internal diameters of the CFA, deep femoral artery, and graft are 6, 4, and
8 mm, respectively. The angle of the graft branch from the CFA is 50◦, and from the DFA is
40◦. The length of the inlet straight section of the femoral artery before the graft branch
is 10 mm, and the total length of the model is 110 mm. The axes of the straight outlet
sections of the graft and the deep femoral artery are spaced 30 mm from each other. To
reduce the influence of uncertainties in setting inlet conditions for velocity, the proximal
anastomosis model was supplemented with an inlet section (supply tube) with a length of
70 mm, modeling a moderate double bend of the femoral artery in a plane normal to the
plane of symmetry of the anastomosis. A general displacement of the central line of this
inlet section is 15 mm (Figure 1a). The model with a wall thickness of 1 mm was made by
3D printing using Tough 20003D plastic (Formlabs Co., Somerville, MS, USA).

To conduct an experimental study of fluid flow in the developed proximal anastomosis
model, a laboratory setup was assembled (Figure 2). The setup consisted of a container with the
model included in a hydrodynamic loop, a flow pump MaxiJet (Marineland Co., Blacksburg,
VA, USA) with programmable timer ST4S-1p (Autonics Co., Mundelein, IL, USA), a damper
that ensures the formation of the reverse flow phase, and two flow regulators that allow one to
regulate the inlet flow amplitude and the ratio of flow rates in the outlet branches. To imitate
the properties of biological tissue, the container was filled with tissue-mimicking material based
on agar-agar with the addition of graphite. The material simulates the density (1050 kg/m3),
speed of sound (1550 m/s), and attenuation coefficient (0.7 dB/(cm × MHz)) of a biological
tissue [38]. A water solution of glycerin (36% by volume) with the addition of salt (10 g/L) and
fine pigment (5 g/L) was used as a blood-mimicking fluid with density � = 1050 kg/m3 and
dynamic viscosity coefficient μ = 0.0035 Pa·s. The flow curve of a blood-mimicking fluid was
modeled qualitatively in the setup (Figure 1b): the phases of forward and reverse flow had
durations of 0.5 s and 0.4 s, respectively, in the CFA model [39]. For the accepted conditions,
the maximum inlet Reynolds number was 1390, when calculated using the maximum flow
rate and the internal diameter of the femoral artery. The measurement results presented below
were obtained for the case in which the ratio of the maximum flow in the graft to the maximum
inlet flow was equal to 0.48.

The measuring system consisted of a Nihon Kohden MF-46 electromagnetic flow
meter (Nihon Kohden Corp., Tokyo, Japan) connected via an ADC to the computer, and a
Mindray Resona 7 ultrasonic scanner (Shenzhen Mindray Bio-Medical Electronics Co., Ltd.,
Shenzhen, China), with a linear transducer installed above the model under study (Figure 2).
The flow meter was equipped with two flow transducers, positioned before the model inlet
and behind the graft outlet to measure flow rates Qin(t) and Qgr(t), correspondingly.
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Figure 2. Diagram of the experimental setup: Q—electromagnetic flow transducer, R—flow regulator,
and V—ultrasonic transducer.

When measuring the vector velocity field using the V Flow method, the ultrasonic
transducer was fixed on a holder so that the scanning plane was located in the plane of
symmetry of the anastomosis model. Two scanning windows (15 × 27 mm) selected to
obtain vector velocity fields at the inlet section (CFA) and in the graft are shown in Figure 3;
the location of the scanning windows is shown against the background of the calculated
vector velocity field obtained for the symmetry plane as a result of the CFD simulation
described below.

Figure 3. Locations of the ultrasonic scanning windows (rectangles) and lines in the window planes
along which the streamwise velocity profiles were measured (dotted lines); for more information, the
inlet flow curve Qin(t) and some results of the described-below numerical simulation are illustrated:
the velocity vector distribution is shown for the longitudinal section A-A (velocities greater than
100 cm/s are painted red), and the streamwise velocity distributions supplemented by cross-flow
patterns (view against the stream) are given for two cross-sections of the average anastomosis model.

For both scanning windows, the V Flow method provided recording video images of
vector velocity fields at a frequency of 500 fps. The recording time was 3 s. Synchronization
of the video images was carried out using a signal from the electromagnetic flow meter.
The recorded velocity field information can be viewed in slow motion (from 7 to 200 times)
compared to real time and some visualization parameters can be changed, such as vector
density and vector length. Individual frames were processed to construct streamwise
velocity profiles in cross-sections at different instants. When processing the video files for
the construction of a velocity profile in the selected cross-section, the magnitude and angle
of the velocity vector were measured by the V Flow program moving along the selected
section with a step of 0.3 mm.
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2.2. Clinical V Flow Measurements

Using the V Flow method, the vector field of blood flow velocity in the area of the
proximal anastomosis of one of the patients was measured 7 months after the femoral
popliteal bypass surgery performed in a clinic of the Pavlov First Saint Petersburg State
Medical University. A synthetic graft was used for the operation.

During the measurements, the scanning plane of the ultrasound transducer coincided,
as it was possible, with the middle longitudinal plane of the anastomosis areas under
examination. Figure 4 shows the window of the V Flow program with a 2D vector velocity
field directly at the site of the graft branch from the CFA. Here, the scanning window, high-
lighted with a white frame, has dimensions of 20 × 27 mm. The results of the vector field
processing for the region of interest (ROI), highlighted with a white frame with dimensions
of 2.7 × 8.1 mm, are visualized by the velocity curve (light green curve) at the point of
maximum velocity in the ROI (green dot), being synchronized with the electrocardiogram
signal shown at the window bottom. The upper part of the window displays the values of
automatically calculated flow velocities for the ROI. The following notations are used here:
Max—instantaneous maximum velocity, T-Max—maximum velocity during recording
time (T1~T2), Mean—instantaneous average velocity over ROI, TAMean—average velocity
over recording time (T1~T2), Median—instantaneous median velocity, Turbulen—velocity
pulsation parameter, and Size—ROI size.

 

Figure 4. V Flow program window when placing the scanning window at the site of the graft branch
from the patient’s common femoral artery.

3. Numerical Simulation Technique

3.1. Computational Domains and Grids

The numerical modeling of pulsatile blood flow in the area of the proximal anasto-
mosis was carried out based on Navier–Stokes equations using the average model and a
personalized one.

In the case of the average model, the used computational domain fully corresponded
to the 3D geometry of the laboratory model of the described-above anastomosis area, with
the addition of the supply tube. The calculation results shown in the present paper were
obtained with a basic computational grid that included 3.2 million elements, mainly tetra-
hedra (Figure 5). Near the wall, the grid contained prismatic layers for a better resolution of
near-wall flow. The thickness of the elements closest to the wall was about one hundredth
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of the diameter of the vessel. At a preliminary stage of calculations aimed at the analysis of
grid dependence, two more grids, characterized by decreased and increased characteristic
sizes of the elements, were also constructed, maintaining a similar spatial distribution. The
coarser and the refined grids contained 500 thousand and 11 million elements, respectively.
Some results of the grid sensitivity analysis are presented in Section 3.3.

 
Figure 5. Computational grid for the average model of the anastomosis area.

Using the procedures described in our previous reports [15–17], a personalized geo-
metric model of the proximal anastomosis area of the patient, for whom an examination
was carried out in the University clinic 7 months after the operation, was built based on data
of MSCT angiography. This personalized model is illustrated in Figure 6a. The diameter
of the model section related to the common femoral artery (CFA) is evaluated as 7 mm,
whereas the outlet diameter of the captured graft section is 9 mm. The computational grid
generated for the personalized model consisted of 2 million elements.

Figure 6. Personalized geometric model of the proximal anastomosis during femoral popliteal
bypass (a), Doppler signals of blood flow in the CFA (b) and flow rate curves (c) for the computational
domain inlet and for the outlet section of the graft model.

3.2. Boundary Conditions

Changes in the average flow rate over time were specified as boundary conditions at
the inlet to the computational domain corresponding to the CFA, section Sin, and at one of
the outlets corresponding to the graft, section Sgr. For the anastomosis average model, the
temporal changes of the flow rates at sections Sin and Sgr were defined by the measurements
performed on the experimental setup (Figure 1b). In the case of the personalized model,
the flow rate curves Qin(t) and Qgr(t) shown in Figure 6b were obtained via processing the
results of ultrasonic Doppler measurements at a section of the CFA and at a distal section
of the graft. The ratio of the maximum flow in the graft to the maximum inlet flow was
equal to 0.38. Data synchronization for the CFA and the graft sections was provided by
the electrocardiogram signal. The patient had a biphasic blood flow rate curve measured
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in CFA. The duration of the systolic phase was 0.23 s with a peak velocity of 81 cm/s, the
duration of the reverse flow was 0.14 s with the peak velocity of 16 cm/s, the cycle duration
was 0.7 s, and the constant diastolic velocity—8 cm/s (Figure 6c).

The inlet velocity distribution was assumed to be uniform over the vessel cross-section.
At the second outlet, the reduced pressure was set to zero. The no-slip condition was
specified on all walls and treated as rigid. The measured radial displacements of the vessel
wall were quite low: 0.05·DCFA for CFA and 0.005·Dg for the graft.

3.3. Computational Aspects

For the simulations, the dynamic viscosity of the blood-mimicking fluid was assumed
to be 0.0035 Pa·s, and the density was 1050 kg/m3. With these properties of the fluid, the
characteristic Reynolds number, based on the inlet flow rate at the maximum flow instant
and on the diameter of the inlet section, is evaluated as 1390 for the anastomosis average
model and 1640 for the personalized one.

The mean Reynolds numbers, evaluated with the time-averaged inlet velocity over
the forward-flow phase, are about 500 for both models. It means that the flow regime is
very far from regimes of developed turbulence, and one would expect only local (in space
and time) manifestations of incipient turbulence. There are no known statistical turbulence
models in the literature that could be applied to reliably capture the smoothing impact of
this local incipient turbulence on the major large-scale components of the flow developing
in the vessel models. The application of advanced approaches aimed at the resolution of
a broad spectrum of vortices in the flow (direct numerical simulation or well-resolving
large eddy simulation) is out of the scope of the present study. Apart from the need for
enormous computational resources, the use of these approaches would require well-defined
information about the spectrum of inlet disturbances, which is very problematic to extract
from experiments.

Taking into account the above-mentioned circumstances, the present numerical sim-
ulation was carried out under the assumption that the flow is quasi-laminar. With this
assumption, the physical smoothing action of small-scale eddies in potential areas with
local turbulence is replaced by the dissipative properties of the numerical scheme used for
solving the discretized Navies–Stokes equations.

Calculations of pulsatile flow fields for both the anastomosis average model and the
personalized one were performed using the commercial finite-volume CFD package Ansys
CFX 18.2 (Ansys Inc., Canonsburg, PA, USA). The “High Resolution” scheme was activated
for the calculation of the convective fluxes, being, in fact, the second-order accuracy upwind
scheme introducing a proper dissipation. The second-order backward Euler scheme was
used for physical time stepping. The final calculations were performed with time step
equal to 0.01 s. The convergence criterion was the reduction of normalized residuals to
10−6 at each time step. Typically, the calculations were carried out for three cycles, starting
with the conditions corresponding to an initially quiescent fluid. It was established that the
calculated flow fields in the second and third cycles practically coincided.

Figure 7 presents some results of the grid and time-step sensitivity analysis performed
to assess the appropriateness of the basic computational grid characteristics, as well as the
chosen time step of 0.01 s. This analysis included two series of computations dealing with
the anastomosis average model. The first one covered a comparison of the steady-state
solutions obtained with the basic and refined grids (Nelm = 3.2 and 11 million) for the inlet
Reynolds number equal to 480, which is just the mean Reynolds number evaluated with
the time-averaged inlet velocity over the forward-flow phase. A well agreement of the flow
fields computed with two grids is illustrated by Figure 7a, where the streamwise velocity
profiles related to the graft model are compared. The second series of the grid sensitivity
analysis covered a comparison of the pulsatile flow solutions computed with two grids
and different time steps for the time-dependent boundary conditions, as described in
Section 3.2. Particular results of this comparison are demonstrated in Figure 7b, where
three velocity profiles, also taken in the graft area, are shown for the maximum flow instant.
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The performed analysis of the numerical solution sensitivity to changes in the grid size
and time step allowed us to conclude that the basic grid and the chosen time step were
quite acceptable for simulation in the case of the anastomosis average model. The structure
and size of the base grid elements for the personalized model were chosen similarly to the
average model case.

Figure 7. Grid and time-step influence on the distribution of the streamwise velocity in the model
graft section indicated in Figure 3: profiles calculated with two grids for steady-state flow at
Rein = 480 (a), and instant profiles (at the maximum flow rate) predicted with two grids and two time
steps under pulsatile flow conditions at Rein,max = 1390 (b).

4. Results and Discussion

To compare the experimental and computational results obtained for the average
model of the proximal anastomosis two characteristic instants were chosen, the first of
which corresponds to the maximum forward flow rate; the second corresponds to the
maximum reverse flow rate.

Figures 8 and 9 present a comparison of CFD and V Flow data for the scanning window
positioned before the model graft branch (Figure 3), whereas Figures 10 and 11 cover the
compared data obtained with the window positioned in the model graft, just after the
branching (Figure 3).

Figure 8. Vector fields (a) and streamwise velocity profiles (b) in the inlet CFA section of the
anastomosis average model obtained by the V Flow (dots) and CFD (line) techniques for the marked
instant of maximum forward-flow rate (c).
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Figure 9. Vector fields (a) and streamwise velocity profiles (b) in the inlet CFA section of the
anastomosis average model obtained by the V Flow (dots) and CFD (line) techniques for the marked
instant of maximum reverse-flow rate (c).

Figure 10. Vector fields (a) and streamwise velocity profiles (b) in the examined part of the anastomo-
sis average model obtained by the V Flow (dots) and CFD (line) techniques for the marked instant of
maximum forward-flow rate (c). Velocities greater than 60 cm/s are painted red.

For the section covered by the first window, both the V Flow technique and the
simulation visualized the velocity field with nearly straight streamlines parallel to the
vessel wall, even for the chosen instant of the reverse flow (Figures 8a and 9a). The
measured and calculated profiles shape of the streamwise velocity, Vs, are in reasonable
agreement (Figures 8b and 9b, Vs = Vz in this case). The difference between the measured
and calculated maximum velocity does not exceed 8%. The standard deviation of the
experimental velocity profile points from the calculated one was 9% for the forward flow
profile (Figure 8) and 1% for the reverse flow profile (Figure 9), with respect to the peak
bulk velocity in the section where the velocity profile was measured.

Note that the experimental profiles were constructed by averaging the data obtained
in five independent experiments to reduce the influence of random experimental errors.
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Figure 11. Vector fields (a) and streamwise velocity profiles (b) in the examined part of the anastomo-
sis average model obtained by the V Flow (dots) and CFD (line) techniques for the marked instant of
maximum reverse-flow rate (c).

The velocity vector patterns obtained by the two methods for the maximum flow
rate instant in the case of the scanning window positioned in the graft are compared in
Figure 10a. Both the experimental observations and the simulation show the formation
of a large recirculation zone with relatively low velocities. The CFD pattern covering a
larger area compared with the V Flow scanning window (see also Figure 3) shows that this
recirculation zone, adjacent to the external side of the graft, originates at the beginning of
the vessel bifurcation. On the internal side of the graft, the flow is a high-velocity jet. The
profile shapes of the measured and calculated streamwise velocity, Vs, shown in Figure 10b,
are in an acceptable agreement. The difference between the measured and calculated
maximum values does not exceed 12%. The standard deviation of the experimental velocity
profile points from the calculated ones was 13% for the forward flow profile (Figure 10)
and 3% for the reverse flow profile (Figure 11), again with respect to the peak bulk velocity
in the section where the velocity profile was measured.

The post-processing of the CFD solution allows one to better understand the flow
structure in the graft, which is essentially three-dimensional for the forward flow phase. The
latter is illustrated in Figure 3, which also covers a cross-flow vector pattern superimposed
on the streamwise velocity map for a graft cross-section. One can observe that the secondary
flow in the graft section under examination has the form of a vortex pair.

Figure 11 presents a comparison of CFD and V Flow data obtained for the examined
part of the anastomosis average model at the instant of maximum reverse-flow rate. One can
observe that, in this case, a relatively simple flow structure with a unidirectional fluid
motion is formed both in the graft and in the femoral artery part. The velocity vector
patterns obtained with the two methods are quite similar, and the measured and computed
profiles of the streamwise velocity in the graft section are in reasonable agreement.

In Figure 12, the results of clinical measurements performed by the V Flow method
for the graft branch from the femoral artery are compared with the results of the numerical
simulation for the personalized model. In this case, a time instant corresponding to the
phase of decreasing the forward flow (marked in Figure 12b) was chosen for comparison.
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Figure 12. Comparison of the results of clinical V Flow measurements (dots) and CFD simulation
(line) for the phase of decreasing forward-flow rate: measured and calculated vector velocity fields (a),
time dependence of inlet flow with the marked time instant chosen for the comparison (b), measured
and calculated profiles of the streamwise velocity in graft cross-section (c), and calculated flow
structure in the graft cross-section (d).

One can state the similarity between the flow patterns, which were recorded in vivo
and generated by the calculations using the personalized computational model. It should
be emphasized that for the chosen instant, the flow structure in the scanning window
is especially complicated and characterized by the presence of multiple vortices and an
intensive cross flow directed from the inner wall of the graft to the external one (Figure 12a).
It is also remarkable that the instant cross-flow pattern predicted by CFD for the chosen
section (Figure 12d) looks like a vortex pair, but the direction of its circulation is opposite
compared to that illustrated for the instant of the maximum flow in the anastomosis average
model (Figure 3). Our experience in the parametric numerical simulation of pulsatile blood
flow in different proximal anastomosis models, presented partially in [15–17], allows us
to conclude that the circulation direction in the formed vortex pair depends not only
on the examined phase of the cycle but also on the graft-to-CFA flow rate ratio and the
individual geometry. The profiles of the streamwise velocity, Vs, measured and calculated
for a graft section, are shown in Figure 12c (here, the experimental profile is a result of
phase-averaging over five cycles of blood flow recorded in vivo). The difference between
the measured and calculated maximum velocity of forward and reverse flow does not
exceed 15%. The standard deviation of the experimental velocity profile points from the
calculated one was 13% (Figure 12), with respect to the peak bulk velocity in the section
where the velocity profile was measured.

In general, the plots presented in Figure 12 indicate that the results of the clinical
V Flow measurements and the CFD simulation are in reasonable agreement. It should
be noted here that due to a number of uncertainties, both arising when constructing a
personalized computational model and inherent in the V Flow method itself, one can
hardly expect complete consistency in the results obtained using the two methods. General
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limitations of the used methods/approaches can be summarized as follows. The V Flow
method has the following limitations: (i) the impossibility of obtaining data for 3D vector
flow visualization, (ii) the size of the scanning window is 20 × 27 mm only, (iii) the depth
of the scanning window is limited by 50 mm, and (iv) recording time is limited by 3 s.
The limitations of the applied numerical simulation technique are (i) neglecting pulsations
of the vessel walls, and (ii) the assumption of the quasi-laminar flow regime. The main
difficulty when comparing the results obtained with the two methods is attributed to the
choice of a longitudinal section of the personalized model with the calculated 2D vector
velocity pattern that would be as close as possible to the position of the scanning plane
during the clinical study.

5. Conclusions

The V Flow high frame rate ultrasound vector flow imaging method and a CFD
technique have been used for a coordinated study of the pulsatile velocity fields in the
area of the proximal anastomosis for femoral popliteal bypass surgery in vitro and in vivo.
Obtained by two methods, the dynamic vector images of the velocity field and constructed
streamwise velocity profiles in the scanning plane of the flow in the area of the graft branch
are in reasonable agreement, both in the case of the anastomosis average model developed
for laboratory studies and in the case of the personalized model constructed to compare
with clinic measurements.

Although the flow at the site of the graft branch from the artery depends significantly
on the individual geometry, some general patterns can still be noted. At the beginning of
the acceleration phase of the forward flow, as well as during the reverse flow phase, the
fluid motion in the graft is unidirectional. In the accelerated forward flow, a separation
zone appears at the external wall of the graft, rapidly increasing in size, with a significantly
three-dimensional flow character and the determining role of the developed cross flow.
During the deceleration phase of the forward flow, a relatively narrow zone of high flow
velocities, initially adjacent to the internal wall of the graft, moves away from the wall,
resulting in the formation of a large zone occupied by several vortex structures with
opposite circulation.

The attractive advantages of the applied ultrasound high frame rate vector imaging
technique are (i) the ability to carry out measurements of blood flow in real vessels, (ii) a
high rate of obtaining a large volume of recorded data on pulsatile blood flow in complex
areas of the vascular bed, and (iii) the possibility of the subsequent repeated slow-motion
viewing for the purpose of processing and analysis of the received data. At the same time,
the ultrasonic vector flow visualization method provides very limited opportunities for
identifying three-dimensional vortex formations in the area under study, which, on the
contrary, is fully provided by up-to-date CFD technologies; however, they are for flow in
the models of real vessels only.

The complementary use of the V Flow method and three-dimensional numerical
simulation has great potential for an in-depth study of the dynamics of pulsatile blood flow
in branching sections of the vascular bed.
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Abstract: The success of drug-eluting stents (DES) is limited by restenosis and, to a lesser extent, late
stent thrombosis. Mechanical stimuli have been implicated in these outcomes, with indices of wall
shear stress (WSS) determined from computational simulations being reported most frequently. The
current work summarizes state-of-the-art computational approaches applicable to patient-specific
models aimed at further understanding changes in WSS indexes imposed by stent implantation. We
begin with a review of best practices involved in the process and then summarize the literature related
to stent-induced WSS alterations. Image-based reconstruction methods are also discussed, along
with the latest generation boundary conditions that replicate cardiac physiology and downstream
vasculature in the setting of coronary artery disease. The influence of existing material property
data on WSS results obtained with geometries reconstructed from finite element modeling and fluid
structure interaction (FSI) simulations is reviewed, along with the novel approaches being used to
provide coronary artery plaque data that are currently missing from the literature. We also consider
the use of machine learning tools that have the potential for impact when assessing the role of adverse
stent-induced WSS in suboptimal clinical outcomes. We conclude by focusing on challenging cases
that involve DES implantation, which may benefit from recent advancements in patient-specific
computational modeling.

Keywords: drug-eluting stents; computational fluid dynamics; simulation; fluid structure interaction

1. Background

Cardiovascular disease (CVD) remains the leading cause of mortality in the USA, with
greater than 1000 daily CVD deaths and approximately 8 million procedures annually. A
total of 126 million Americans (49.2% of adults) have CVD, and ~50% suffer from coronary
artery disease (CAD) [1]. Bare metal (BMS) and drug-eluting stents (DES) have revolution-
ized CAD treatment. Stenting is now the most common method of revascularization and
percutaneous coronary intervention (PCI). Despite notable advances, current DES are still
limited by in-stent restenosis (ISR) and, to a lesser extent, stent thrombosis (ST). Restenosis
is defined by a diameter reduction via angiography [2] or intravascular imaging modalities
such as optical coherency tomography (OCT) [3] from excessive neointimal hyperplasia
(NH; new tissue growth) [4]. Early DES decreased restenosis [5] relative to BMS but were
prone to ST [6] as they inhibited endothelialization [7–9]. Newer DES improved the out-
comes, but restenosis can still persist. Stent thrombosis is classified as early, late, and very
late ST (>1 year after stenting). Early DES were associated with the increased incidence of
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late ST (LST) and very late ST. Although far less common than restenosis, LST also remains
a concern for its high rates of morbidity and mortality [10–14] and the potential for delayed
healing long after DES implantation [15]. Despite the use of current DES, some studies
have estimated annual restenosis rates to be around 5–10% of cases, while LST occurs in
0.2–1.0% of cases [16–18]. These issues are accentuated for challenging lesions [19] and may
only be partially alleviated by next-generation DES as their use extends to other vessels in
the body, including some areas without extensive experience [20].

The precise cause of poor clinical outcomes of DES in some patients remains unknown.
Recent reports have pointed to procedural and biological contributors, with at least one
recent classification system proposed to better differentiate contributors on a patient-specific
basis [21]. The malapposition of stent struts is likely a contributor within the procedural
aspect of the proposed scoring system cited above. Malapposition is defined as a portion of
the stent present at a distance greater than the strut’s thickness from the artery surface [22].
Malapposition can occur late as a result of positive vessel remodeling due to an eluted
drug [23], or early as the result of local plaque burden [24]. Coronary anatomy such as
bifurcation lesions can also impact the deformation and positioning of stent struts [25],
leading to the unintentional underexpansion or undersizing of stents. Malapposition is a
prominent contributor, and hence a marker, of LST and possibly NH [26,27].

Mechanical stimuli have also been implicated in poor clinical outcomes following
DES implantation, with indices of wall shear stress (WSS) calculated from computational
simulations being reported most frequently. Hence, the current review primarily focuses on
indices of WSS and aspects of the patent-specific computational modeling process that can
influence these indices. Distributions of WSS indices (see Section 3) are locally influenced
by strut positioning after stenting and can also modulate artery response to the stent
implantation process [28]. Previous studies and reviews [28–30] have suggested adverse
flow patterns and that the potential for flow stagnation are accentuated in the setting of
malapposed struts. Stenting has also been noted to cause endothelial denudation [31]
and arterial damage as part of the process of restoring artery patency. Studies going back
decades have convincingly shown how WSS indices can determine where the neointimal
tissue establishes in response to localized injury [32–35]. The over-expansion of stents can
therefore create the undesirable situation of more prominent arterial injury along with a
greater percentage of the stented artery being exposed to adverse distributions of WSS.

WSS patterns correlate with sites of NH in BMS and can inhibit the endothelialization
of stents [36], which prevents LST. In contrast to BMS, the data relating WSS to NH or
LST for DES can be conflicting [23,37,38]. This observation underscores the need for
additional studies that link detailed wall shear stress distributions after stenting, as can
be revealed by patient-specific computational modeling, to the local arterial response.
Despite advances in modeling capabilities, there is a paucity of important data upon
which advanced simulation methods rely for the accurate assessment of WSS distributions
imposed by stenting as well as the vascular response to it. For example, the materials often
used with computational models of stents employ hyperelastic constitutive relationships
from a limited range of plaques [39–41] despite the literature underscoring a need for more
representative data [42–44]. Similarly, some reports have suggested that the mechanism of
action for a DES may differentially impact the relationship between NH and WSS seen in
BMS [23,37,38], but such hypotheses have not been conclusively studied in vivo or with
newer DES.

With the above background in mind, the current work summarizes state-of-the-art
computational approaches that are applicable to patient-specific models, aimed at further
understanding WSS indices imposed by stent implantation. We begin with a general review
of the steps involved in computational simulations and review the literature related to WSS
indices that have historically been reported most commonly. Considering WSS alterations
in response to stenting requires a brief summary of the reconstruction methods and the
latest generation boundary conditions that replicate cardiac physiology and downstream
vasculature in the setting of coronary artery disease. The roles of existing material property
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data as well as of those that are currently missing from the literature are also reviewed. We
also consider the use of current tools from mathematical and statistical sciences, such as
machine learning, that have the potential for impact when assessing the role of WSS from
stents in the clinical outcomes of restenosis and/or stent thrombosis. Lastly, we focus on
clinical sequelae with particularly poor clinical outcomes after DES implantation that may
benefit from advancements in patient-specific computational modeling.

2. Requirements and Best Practices

Patterns of fluid flow can be described by partial differential equations representing
conservation laws for quantities that include mass and momentum [45]. Predicting the
effect of such flows in biomedical applications and other disciplines that prominently study
fluid flow is costly and time-consuming when the user does not employ computational
techniques. Computational fluid dynamics (CFD) is one commonly used approach in
the simulation of fluid that passes within or around objects. CFD solves the governing
equations of fluid motion through numerical methods (as finite element or finite volume
methods) and provides an estimation of the velocity vector in a discretized computational
domain, which is represented by a collection of organized mesh elements. The current
work focuses on blood vessels, where CFD allows the user to replace the partial differential
equations with algebraic equations that can be solved numerically within the discretized
computational domain (i.e., mesh) via digital computers. Commercial and open-source
CFD software packages are available to facilitate the completion of these calculations. Most
of these current-generation software packages have user-friendly interfaces that accept
several types of medical imaging data. The pipeline for each software package then allows a
user to generate hemodynamic results by leveraging the governing mathematical equations.
Despite the apparent ease with which CFD simulations can seemingly be conducted, it is
worth mentioning that there are several important considerations that the user should be
cognizant of, as discussed in more detail below.

The general requirements related to studying blood flow alterations using CFD include
the creation of a model of vessel geometry from medical imaging data. In addition, CFD
requires the user to prescribe flow and/or pressure information at the entrance of the vessel.
It is also necessary to prescribe the hemodynamic state beyond the outlets of the model
created in order to obtain realistic results (e.g., imposing downstream resistance to obtain a
physiologic range of pressure). Rheological properties, including the density and viscosity
of blood, should then be assigned. The last step in the process involves using a powerful
computer or a high-performance cluster of computers to solve the governing equations for
fluid flow throughout the vessel geometry, which is represented as a computational mesh.

More precisely, the first step in performing CFD simulations involves the creation of a
computer aided design (CAD) model within the arterial regions of interest, often from med-
ical imaging data. For coronary arteries implanted with stents, this is typically angiography
data from computed tomographic (CTA) or fluoroscopic systems. These data are readily
available and provide a clear definition of anatomy. While CTA data sets are inherently
volumetric, geometries for CFD modelling from fluoroscopic imaging systems are also
sometimes reconstructed using two or more planes under certain assumptions, and higher
resolution information from the stented region is then obtained via registration with an
intravascular imaging modality, as discussed in more detail below. CFD geometries can also
be created from other imaging modalities (e.g., magnetic resonance imaging). The models
created can yield geometries on a patient-specific basis when it is desirable to focus on clin-
ical questions for a specific patient [46] or for a group of patients with a similar pathology.
Alternatively, idealized models are sometimes created to study blood flow that is generally
reflective of a patient population. In such situations, the geometry within the model is typi-
cally informed by measurements taken from data within a collection of patients. The models
may also offer guidance related to a specific clinical issue using a representative patient data
set [47]. To date, our laboratory has primarily used SimVascular (simvascular.github.io),
but there are other software packages that also permit the import and segmentation of
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medical imaging data, including ITK-SNAP (www.itksnap.org, accessed on 29 June 2022),
Cardiovascular Integrated Modeling and Simulation (CRIMSON, www.crimson.software,
accessed on 29 June 2022), Vascular Modeling Toolkit (VMTK, www.vmtk.org, accessed
on 29 June 2022), Mimics (www.materialise.com/en/healthcare/mimics-innovation-suite,
accessed on 29 June 2022, Plymouth, MI, USA), and others. Each of these programs fa-
cilitates the discretization of a CAD model after it has been created from imaging data
by interacting with some type of meshing software. The parameters selected during the
segmentation and meshing steps can have a large influence on the results obtained. For
example, the accuracy of WSS distributions (see below for details on specific indices of
WSS) substantially depends on the artery radius. Therefore, the care and reproducibility
with which segments or 3D boundaries for the CAD model are created from the available
imaging data is important in resulting WSS distributions.

In its simplest form (e.g., plane Couette flow), WSS is calculated as the product of
viscosity and the rate of deformation (i.e., near-wall velocity gradient; Figure 1). For CFD,
this change in velocity from the wall of an artery to the next nearest location is dictated
by the arrangement of elements and local details of the computational mesh that has been
created. The velocity on the wall is often zero due to a no-slip condition that is applicable to
the interaction between the flowing blood and the vessel. Unfortunately, the computational
costs (time and compute resources) of obtaining CFD results increases as a function of mesh
density. This trade-off is often balanced in CFD studies through the use of adaptive meshing
approaches [48–51], which can produce greater mesh density in spatial locations where it is
most needed as a result of complex flow patterns. Such locations include the area near the
vessel wall where, as mentioned above, improved accuracy is important for determining
indices of WSS. As alluded to above, WSS indices are calculated from the velocity field
and therefore cannot be directly quantified using transducers or non-invasive approaches
in vivo. Hence, in the setting of careful reconstruction methods and results independent
of the computational mesh (see below), CFD simulations allow for the computation of
hemodynamic quantities such as WSS that are clinically difficult or even impossible to
assess with a high degree of accuracy.

 

Figure 1. The figure provides an illustration of the velocity profile experienced by endothelial cells
lining an artery as a result of blood flow, and a general expression for wall shear stress (τw; WSS). In
its simplest form, WSS can be defined as the frictional force imposed on the blood vessel wall. For
this simple case, WSS is the product of viscosity (μ) and the shear rate, which is also known as the
rate of deformation or near-wall velocity gradient (∂v/∂r). Adapted from Samyn and LaDisa [52].

In practice, a value for the density of blood is typically selected from the literature.
A Newtonian assumption (i.e., constant blood viscosity) is also most often employed. Al-
though blood is a shear-thinning fluid, approximating its behavior as Newtonian may be
reasonable, depending on the range of shear rates experienced by the portion of the vascu-
lature being studied and the indices being reported [53]. Newtonian and non-Newtonian
(e.g., Carreau) models have been implemented [54–56], which may provide more realistic
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results at certain times during the cardiac cycle and near stent struts when other sources of
realism have been included and when sources of uncertainty in the modeling process have
been mitigated; for example, in patient-specific simulations where reconstruction accuracy
or physiologic boundary conditions have been implemented [57].

One unique aspect of CFD software programs specifically designed for blood flow
in vessels lies in their ability to impose boundary conditions that replicate normal and
pathologic physiology. Methods imposed for patient-specific inlet boundary conditions
include velocity-encoded (VENC; i.e., phase-contrast) flow data from magnetic resonance
imaging (PC-MRI). The patient-specific inlet flow rate can also be obtained from angiog-
raphy [58]. When such data are not available, other approaches such as waveforms from
the literature are sometimes made to approximate patient-specific conditions by scaling
according to the body surface area. In terms of outlet boundary conditions, the impedance
spectra (i.e., time-varying opposition to blood flow) can be determined from flow and
pressure measurements if they are obtained at the same location in the vasculature. Given
the impracticality of the necessary measurements within a clinical setting, Windkessel
models are often used as an approximation of the impedance spectra [59] at the outlets
of computational models. It is increasingly common in CFD modelling of applications
involving non-coronary arteries to employ Windkessel representations derived from blood
pressure measurements and PC-MRI flow data for outlet boundary conditions. The use of
these more recent outlet boundary conditions is often associated with backflow stabilization
methods [60,61], which limit the need for the extension of outlets, as had been commonly
applied in the past. Pronounced resistance introduced by ventricular contraction results in
a non-linear and time-varying system for the coronary arteries [62]. Recent advancements
related to boundary conditions also account for this physiology by including the ability
to mimic cardiac function through the use of closed-loop lumped-parameter networks
(LPNs) with CFD models. Although initially developed to model single ventricle physiol-
ogy, closed-loop LPNs are now being used to characterize flow patterns in the coronary
arteries and other vascular regions [63]. The parameters used with closed-loop LPN models
are typically tuned based on clinically obtained data (e.g., cardiac output, stroke volume,
blood pressure, and ejection fraction). Diameter-based scaling laws have also been widely
adopted in cases where the coronary branches are included, and the specific approaches
implemented to date have been nicely summarized in a recent book chapter by Chiastra,
Dubini, and Migliavacca [64].

As mentioned above, upon setting boundary conditions, patient-specific simulations
then use specialized computers to solve for the conservation of mass and the balance of
fluid momentum. In some cases, the elastodynamic equations [65] are also solved, allow-
ing for fluid–structure interaction (FSI) simulations that replicate local deformation. FSI
simulations therefore represent an extension beyond CFD modelling that considers the
elastic nature and pulsatility of the arterial system. FSI modelling has the potential to
introduce more clinically relevant features when determining WSS indices by including
realistic local deformations. For example, when again considering the simple case of WSS
calculated as the product of the near-wall velocity gradient and viscosity, the movement of
the vessel wall, as it occurs in vivo, will impact this calculation [66]. Most coronary artery
stents are relatively rigid to prevent recoil with the stented region [67], but including local
deformations in WSS calculations has the potential to provide more realistic results and
strains within intra-strut regions [66]. While the impact of FSI simulations on distributions
of WSS in the literature has so far been dependent on available material properties, FSI
studies conducted in idealized arteries with computational replicas of several commercially
available stents show the advantages of circumferentially oriented sinusoidal strut patterns
with limited connector elements and large open-cell designs, which have the smallest devi-
ations in Von Mises stress and displacement when exposed to dynamic curvature [68]. Such
studies provide support for design aspects that have been implemented by manufactures
for decades. As with all the considerations above, adding the realism of deformable walls
often leads to increased computational time. Hence, the need for this advancement should
be considered relative to its importance, in relation to the quantities being reported. Con-
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versely, simulating pulsatile blood flow for transient portions of the vasculature such as the
coronary arteries, and best practices such as mesh independence, the presentation of results
that are independent of the time step employed during a simulation, and the assurance that
the results are periodic all represent considerations that are usually important regardless of
the indices being studied.

3. Intravascular Reconstruction for Computational Simulations

Given the importance of geometry in the simulation process and WSS calculations
reviewed above, it is not surprising that multiple approaches have been developed for the
reconstruction of coronary arteries used in computational simulations [69–73], many of
which using OCT data have recently been reviewed by Chiastra et al. [74]. We previously
developed methods [73] to create patient-specific coronary artery reconstructions by com-
bining conventional extravascular and high-resolution intravascular imaging. Our work in
this area has featured the fusion of CTA with OCT data, but the conventional imaging data
source could also be MRI or biplane angiography. Biplane (i.e., orthogonal) angiographic
images are often used to determine the intravascular imaging pathway and have also been
used to reconstruct a vessel lumen. Although biplane angiography is a common clinical
process that is performed during PCI, non-orthogonal views, differences in data acquisition
between planes, movement resulting from cardiac and/or respiratory dynamics, visibility
of the imaging device, and general image quality are potential issues that may arise with
this approach. Our approach (Figure 2) uses the conventional extravascular imaging data to
establish boundaries for an optimization routine that determines the mathematical location
of the intravascular imaging wire during pullback. The intravascular images provide
high-resolution information from within the stented region, thereby theoretically permit-
ting the use of volumes generated from biplane imaging planes despite the limitations
mentioned above. Besides OCT, the high-resolution data can also come from IVUS. Both
modalities can capture stent linkages. OCT has 10x the resolution of IVUS but requires
contrast, and therefore some interventional cardiologists prefer IVUS. Our reconstruction
and stenting approaches work with data from either modality. Briefly, intravascular images
are processed to isolate lumen versus stent contours (i.e., segments) by thresholding. The
pathway traversed by the wire during pullback is calculated by minimizing the total bend-
ing energy [73] within the volume delineated by the extravascular imaging data. Lumen
segments are then registered longitudinally on the wire pathway using landmarks and
according to the intravascular image spacing. These lumen segments are oriented such that
they are orthogonal to the wire pathway and rotated so that the centroids are aligned with
the vessel centerline. The aligned and oriented segments are then loaded into SimVascular
for lofting and blending. The implanted DES from post-stenting OCT or IVUS is quickly
replicated in reconstructions by a series of Boolean operations [66,73] or structural finite
element modeling (FEM) [46]. Similar to full-scale structural FEM simulations that include
stent recoil, the series of Boolean operations implemented for this approach can capture
local stent malapposition.

 

Figure 2. One method of patient-specific stented artery reconstruction. A coronary CTA is seeded
with candidate points, and the OCT imaging wire path is calculated by minimizing total bending
energy. The implanted stent is then replicated computationally. Adapted from Ellwein et al. [73].
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Wu et al. recently created a reconstruction approach that is specifically tailored to
coronary bifurcations [69]. Reproducibility and accuracy were assessed in five silicone
bifurcation models created from patient-specific angiography, which then underwent OCT
imaging and were compared to reference versions from contrast-enhanced microfocal
computed tomography (μCT). The utility of the method was further scrutinized in seven
diseased patient bifurcations of varying anatomical complexity. Agreement was high
between reconstructions and reference morphology, as was reproducibility and the ability
to conduct the reconstruction process within a reasonable amount of time (i.e., <1 h). This
method has since been extended, with angiography and OCT data obtained directly from
patients and with the addition of local linkages resulting from deployment through the
optimization of several bifurcation stenting techniques [75].

Other approaches in the combination of conventional extravascular and high-resolution
intravascular imaging data to reconstruct the stented flow domain are also presented with
varying degrees of detail in the literature [70,76–79]. Recently, Li and colleagues described
their process using 3D angiography and OCT imaging, which was featured for diseased
coronary artery data sets [80] as well as those obtained after bioresorbable vascular scaffold
(BVS) implantation [58]. Their approach pays particular attention to the inclusion of side
branches that are likely to impact the local flow field. A similar approach was employed
for BVS by Migliori et al., who further quantified restenosis and neointimal thickening [76].
Gogas et al. developed a similar process that is highlighted via a BVS case study [77,78].
Their approach is noted for including semiautomated lumen extraction and strut detection
via shape recognition algorithms within each OCT image. These data are then aligned
while accounting for patient curvature.

The choice of which intravascular imaging modality is to be used in each approach (e.g.,
OCT vs. IVUS) depends on many factors, such as those present from a clinical perspective
that are related to the need for contrast, onboard versus offline plaque characterization
protocols as well as clinical preference and the availability of each clinical imaging system
within a given catheterization laboratory. While acknowledging these considerations,
studies have suggested that patient-specific arteries created from OCT and IVUS runs of the
same atherosclerotic arteries may be highly correlated [81]. In contrast, when conducted
after stenting, it appears that there can be significant differences in clinical endpoints
such as the thickness and area of neointimal tissue that impact local blood flow patterns
manifesting in the WSS imposed on the endothelium [82]. These differences seem to be a
result of improved resolution afforded by OCT.

It is important to note that to date, the inclusion of stents in computational models
of reconstructed arteries has ranged from the general contour traced out by stent struts in
intravascular images while ignoring the local struts and their associated perturbations, to
the incorporation of residual stresses and strains experienced during balloon folding and
pleating and stent crimping. Particularly noteworthy is the work of Chiastra et al., which
demonstrated the importance of including local stent struts in patient-specific reconstruc-
tions exposed to steady inflow boundary conditions [55]. Local distributions of TAWSS are
drastically different due to the geometry of the implanted stent, with 35% of the modelled
left anterior descending coronary artery exposed to adverse TAWSS (i.e., <4 dyn/cm2)
for the stented case; this was only 2.6% when local struts and their perturbations were
ignored [64]. The inclusion of residual stresses and strains experienced during balloon
folding and pleating and stent crimping was shown to significantly increase the accuracy
of deformations obtained from stent deployment simulations [83]. Although the authors
used a 316 L stainless steel stent when many current stents are made of cobalt chromium,
their point is well-taken and interesting for several reasons. First, the detailed geometry
after implantation impacts the local flow disturbances manifested in indices of WSS and
the response of the artery to DES-induced damage, but also because issues in the DES
manufacturing process unique to a given DES may also influence the potential for local
stent malapposition, which has been associated with LST and NH [26,27], as mentioned
above.
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4. WSS Findings to Date and Related Indices of Interest

Mechanical stimuli have been shown to influence the onset and progression of CVD.
As alluded to above, WSS is of particular interest in response to stent implantation. In
prior studies, sites of low time-averaged WSS (TAWSS) were thought to correlate with the
localization of atherogenesis and inflammation [84–88]. These studies motivated the early
hypotheses related to whether alterations in WSS manifesting from stenting may ultimately
contribute to NH. Although WSS is represented by vectors that change instantaneously
throughout the cardiac cycle, most studies report time-averaged representations along
the wall for the region of interest. This is likely carried out for simplicity and because
the mechanisms by which a each WSS index leads to NH are not yet fully known. There
is some evidence indicating that spatial and temporal WSS alterations may also serve as
stimuli for neointimal thickening. Many CFD studies also report the oscillatory shear index
(OSI) [87], which is a measure of WSS directionality. Lower OSI values indicate that WSS
is predominantly oriented in the primary direction of blood flow, whereas a value of 0.5
indicates bi-directional WSS with a time-averaged value of zero. Sites of the vasculature
exposed to low WSS magnitude and high OSI are theoretically less likely to experience
fluid forces that allow for the washout of noxious and potentially atherogenic materials in
contact with the arterial surface (e.g., LDL). In general, adverse values for these indices are
expressed as thresholds (e.g., TAWSS ≤4 dyn/cm2 for the coronary arteries [86]). Data from
prior idealized and preclinical stenting studies suggest that an OSI greater than ~0.1 may
also be considered adverse [47], as well as spatial and temporal WSS gradients greater than
100 dyn/cm3 and ±200 dyn/cm2/s, respectively [88–90].

New indices that attempt to better capture the stimuli exposed in an artery continue to
be derived. One such index is the WSS exposure time (WSSET). The WSSET is determined
from the vectorized form of WSS and generally represents the accumulated amount of
time WSS trajectories visit a mesh element over the cardiac cycle [91]. When applied
in computational simulations of DES, WSSET provides some measure of drug transport
associated with each DES in the setting of local hemodynamics stimuli and its potential
relationship to NH or resorption in a patient-specific manner. Additional indices of interest
include helicity (sometimes reported as a normalized version that considers local velocity
and vorticity magnitude) and relative residence time (RRT). Local normalized helicity
describes the alignment of streamlines into spiral patterns within arteries [92]. RRT is
considered an aggregate index of TAWSS and OSI, as both are included in its calculation.
As its name implies, RRT is interpreted as a measure of particle residence time near the
wall, with elevated RRT being linked to cellular proliferation in other vascular beds [93,94].
Results from patient-specific models exposed to steady boundary conditions have noted
values for WSS and RRT that tend to be localized to regions of NH adjacent to stent struts,
within bifurcations and in zones where stents are overlapping [55].

Over the past two decades, numerous studies have been conducted to determine if
adverse distributions of WSS unique to the geometry of the stented portion of an artery cor-
relate with NH. For example, we previously showed that areas of low WSS established after
BMS implantation modulate the development of NH in rabbit iliac arteries [32]. As NH oc-
curs within a stent implanted into an otherwise healthy artery, the geometry and associated
WSS distributions change over time to progressively alleviate deleterious WSS distributions
initially created by stenting. Additional studies by our lab and others [32,89,95–98] further
demonstrated that the geometric properties of a stent may contribute to adverse indices
(e.g., low TAWSS) associated with NH. Idealized studies have further shown that the
number, width, and thickness of stent struts as well as the severity of shortening, local
scaffolding, and the degree of curvature created by a stent can introduce potentially adverse
flow disturbances that may lead to NH [32,89,97,99,100]. More specifically, the thickness
and number of stent struts are believed to have a greater impact on the development of
NH than their width [99]. The thickness of struts causes protrusion of the stent into the
flow domain, which in turn causes disruptive flow patterns and increases in the area of
the vessel exposed to adverse WSS. This theoretical finding is supported by numerous
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controlled preclinical and clinical studies [31,101,102]. Similarly, by increasing the number
of stent struts, a greater scaffolding of the lumen is accomplished by limiting the protru-
sion of the vessel wall between linkages, which then leads to increased longitudinal and
circumferential uniformity within the stented region [99]. However, since all stent struts
disturb blood flow, the relative ratio of the stent-to-vessel area can cause deleterious flow
patterns depending on the orientation of the struts in relation to the flow direction. These
findings from idealized stented models have also served as a means of understanding
similar computational studies using more recent stent geometries [103,104]. While the
understanding recounted above does not necessarily remain true in the setting of diseased
human coronary arteries implanted with current DES, it does provide the intuition with
which flow disturbances resulting from more realistic clinical scenarios can be interpreted.
The effect of the stent struts on the local hemodynamics, which results in the behavior
recounted above, has been previously discussed in detail [89,105] and generally involves
struts redirecting local velocity vectors in a converging or diverging manner; this is based
on the orientation of the struts in relation to the primary direction of the blood flow and
depends on the overall geometry of the stent model. Helical flow structures can also result
from any curvature upstream of the stent and in bifurcation regions [55]. Such details have
since been associated with an index called the WSS topological skeleton, which is calcu-
lated from the divergence of the normalized WSS vector field and provides an additional
characterization of the forces that may be experienced by cells along the stented vessel
surface [106].

Recent computational studies have also provided further details on altered indices
of WSS and stent thrombosis. For example, Ng et al. studied the acute impact of strut
malapposition and underexpansion of stents using a 2.75 mm inner diameter isotropic
benchtop silicon model with elastic material properties (density 1110 kg/m3; Young’s mod-
ulus 1.2 MPa; Poisson’s ratio 0.48, 0.45 mm thickness) and a 40% diameter stenosis [107].
Models implanted with fully apposed and malapposed sirolimus-eluting stents in the
stenotic region were perfused with porcine blood for 1 h at 200 mL/min. The takeaway
of their work was that underexpansion alone did not substantially impact thrombus for-
mation, but thrombus assessment and quantification via OCT pullback was noted when
underexpansion was co-localized with malapposition. Although malapposition in the
absence of stent underexpansion was not studied, Gasior et al. conducted a related study
in which a dedicated bifurcation stent was compared with other commercially available
stents implanted in a bifurcation model [108]. Computational modeling with OCT and
immunofluorescence following perfusion with porcine blood for the same duration and
flow rate above revealed that indices of thrombus were more pronounced for stents in
which malapposed struts and the associated WSS alterations were present at the side branch
ostia.

When considering CFD simulations of stented human coronary arteries, the most
common type of result reported to date has been the extraction of WSS distributions from
steady simulations. There is merit to such studies as the vascular response to stimuli likely
represents some integrated measure of exposure to mechanical stimuli over time, and it
is reasonable to surmise that mean WSS provides a representative index of that exposure.
However, data relating WSS to NH or LST for DES can be somewhat conflicting [23,37,38],
which makes the details associated with computational modeling methods employed for
a particular study important. Each study in this area has undoubtedly been useful and
serves as a foundation for our understanding to date, but future work will expand on this
work to include more detailed perturbations from the local contours of individual struts
that impact our understanding of mean WSS as well as other indices that have recently
been reported.

5. Optimizing the Stenting Procedure

The use of optimization in a mathematical sense allows for a systematic and unbiased
approach to maximizing or minimizing a function relative to some design criteria. The
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use of optimization in stent design and model selection for patients is intriguing, given
the idealized CFD findings reviewed above. The use of optimization in CFD is not new;
Marsden and colleagues applied an optimization algorithm to surgically reconstruct vessels
of children with a single functioning ventricle [109], while other notable work has also been
conducted [110]. However, the application of optimization theory to stenting has so far
been limited. Hence, in contrast to the abovementioned patient-specific work with realistic
boundary conditions, in this section, we more generally review the optimization work
related to the more idealized modeling of stents that has been performed. For example,
our lab applied a surrogate management framework optimization algorithm for 3D CFD
of stents using idealized BMS models [111,112]. Computational approaches such as this
are not routinely implemented within stent development companies, possibly since a
product can often be created and tested more rapidly than a computational analysis can
be conducted. However, CFD is becoming more efficient [113] and can provide insights
that cannot be obtained from bench-top testing or from the evaluation of prototypes using
design matrices. Since any number of permutations can be modified computationally,
optimization algorithms can facilitate the evaluation of theoretical and virtual approaches
that could offer distinct advantages in a systematic and unbiased manner. Findings from
an initial analysis showed that an existing optimization framework could be integrated
with CFD of stents to determine the optimal angle of stent struts relative to the primary
flow direction [111], and a follow-up study [112] recommended modified sizing matrices
relative to those used by manufacturers of common stents for 2–5 mm diameter arteries
(Figure 3). A more recent work applied multi-objective optimization to 12 mm stents within
idealized cylinders to identify optimal strut width, thickness, angle, longitudinal spacing,
and connector shape based on the percentage of vessel area exposed to low TAWSS, high
TAWSS, and radial stiffness [114]. Results were generally consistent with those previously
presented and with anecdotal stent design knowledge, but they also showed important
differences based on whether strut cross sections were modelled as circular or rectangular.

Figure 3. Comparing diameter ranges of a commercial stent vs. its diameter ranges for optimal WSS.
The number of repeating units from the manufacturer’s sizing matrix is shown (red values) with that
from optimization using a TAWSS cost function (black values). The geometry of one unit for the
limits of each range is also shown. Adapted from Gundert et al. [112].

The study mentioned above, which showed differences in optimal strut design based
on its cross-sectional shape, is interesting, particularly considering a recent work that
featured a parametric level set method to optimize the topology of struts [115]. This
approach allows for the systematic computational modification of structural topologies to
arrive at novel strut structures that may not have previously been devised. Although in its
infancy relative to other current state-of-the-art CFD stimulations of stented arteries (e.g.,
steady flow, zero pressure outlet boundary conditions, sheet configuration), future work
aimed at applying these approaches to patient-specific stent designs is exciting, given the
existence of 3D printing/additive manufacturing techniques as well as current abilities to
modify strut shapes through processes including wire electrical discharge machining.

Bench top studies from over a decade ago showed that the angle and orientation of
stent struts can impact the potential for endothelialization [36]. More recent studies using
intravascular imaging modalities have shown that stent malapposition can be associated
with delayed neointimal healing via incomplete endothelialization. Malapposition also

224



Fluids 2022, 7, 325

induces local disruptions in WSS indices that have previously been linked to neointimal
proliferation and thrombus deposition in preclinical models as well as to clinical restenosis
and stent thrombosis [116]. Hence, some subsequent studies have emerged to limit the like-
lihood of malapposition while also optimizing vessel wall stress (fluid and solid mechanics)
and drug diffusion using surrogate modeling [117]. For example, by using constitutive
parameters for a soft plaque [118] generally aimed at representing the combination of
native vessel and plaque components [119], Ragkousis et al. were able to show [117] that
the optimal deployment could be predicted computationally. Perhaps not surprisingly,
malapposition was inversely proportional to stresses imposed on vascular tissue and the re-
sulting drug diffusion, pointing to a delicate balance between implantation to optimize DES
features upon delivery and local injury [120], which may adversely influence outcomes.

6. Limited Data from Atherosclerotic Arteries

There is some evidence in the literature to suggest that FSI simulations involving
stents may not be necessary due to the rigidity imparted by many coronary stents on
an artery [67,121]. However, the materials often used with FSI simulations involving
stents as well as the flow domains obtained for CFD after the FEM of computationally
deployed stents coincide with available hyperelastic constitutive relationships for a limited
range of plaques [39–41] (e.g., lipid rich, fibrous, and calcified plaques [122,123]) and
healthy arteries [124,125]. Our lab has also applied these methods [46], which can result
in deformations with a reasonable level of agreement with reconstructed arteries. Strictly
speaking, it therefore remains to be determined whether rigid wall simulations yield WSS
results that are similar to FSI simulations following patient-specific assessment of local
material properties. Put in another way, the utility of limited prior data falls short when
the goal is to predict the likelihood of NH or LST using patient-specific computational
models created with the use of imaging from the PCI period. The recent literature echoes
this need for more data. Akyildiz et al. recounted how data were missing on the tensile
and compressive properties of the coronary arteries because tissue was often obtained after
autopsy, when mechanical properties had already degraded [42]. Chen and Kassab recently
acknowledged the paucity of studies accounting for plaque substructure in constitutive
models applied in coronary arteries [43]. McKittrick and colleagues further remind us that
most models employed to date are from healthy vessels and do not capture the effects of
disease, including the presence of atherosclerotic plaque [44]. Computational models of
tissue prolapse [126] after stenting, which can impact WSS [90], have also used material
properties and/or constants for their associated hyperplastic constitutive equations rooted
in the references above. More clarity on material properties from a wider range of plaque
types and combinations has the potential to expand prior work in order to create more
accurate models of intra-strut prolapse that may be associated with restenosis on a patient-
specific basis.

Recently Narayanan et al. used inverse finite element methods to estimate the mate-
rial properties of arterial plaque components [127]. The authors leveraged intravascular
ultrasound imaging data acquired during imaging wire pullback in vivo and an in silico
(i.e., simulated) target geometry corresponding to 60 mmHg above the acquired geometry
for three patients. Consistent with the work above, five material regions were identified,
which included fibrous, lipid, calcium, mixed, and healthy wall tissue.

In an effort to address requests for additional material characterization studies related
to atherosclerotic coronary arteries, our group has begun testing plaques obtained from
fresh human coronary arteries, which were harvested after the untimely passing of patients.
These arteries are obtained as part of an organ donation protocol at a partnering institution.
OCT imaging was performed at 0–90 mmHg and the physiologic blood pressure noted in
the associated documentation. In our initial protocol, the arteries were then dissected for
uniaxial extension testing and characterized using a hyperelastic constitutive model [124].
Cauchy stress was expressed as a function of the Green–Lagrange Strain. To create a
validated computational approach and to characterize plaques too small to test empirically,
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inverse finite element analysis simulations were performed using the displacement from
OCT at each pressure (Figure 4A). There was good agreement within the physiological
range between the stress–strain curves obtained experimentally and those from inverse
finite element analysis simulations (green square within Figure 4B), but there were large
deviations in the super-physiological (beyond physiological) range of loading imposed
during stenting (red square in Figure 4B). To mitigate this issue, biaxial material testing is
now implemented to better represent in vivo loading during stenting (Figure 4C). Moreover,
to translate this ex vivo loading approach beyond the physiological range to the clinic, a
specialized angioplasty balloon that accommodates the OCT imaging wire has been fabri-
cated. Deformations throughout each artery are captured via OCT at pressures according
to an associated compliance table, and inverse finite element analysis simulations are again
performed, yielding a constitutive characterization of the tissue across the strain range
applied during PCI. Results with these methods are helping fill the void in the literature for
plaque types alone and in combination, which may ultimately permit a pre-stenting plaque
morphology assessment that could influence the DES choice to mitigate poor outcomes by
further exploiting imaging in vivo.

 

Figure 4. Current approaches to plaque characterization (A), results (B), and next-generation meth-
ods (C).

7. Application of Machine Learning (ML) and Artificial Intelligence (AI)

There is an increasing number of studies using ML and AI for several of the aspects
related to the patient-specific stenting simulations reviewed above. The most common
utility for such approaches seems to be the characterization of plaque components from
IVUS or OCT images. As alluded to above, such advances are helpful for the field to
expand beyond data currently available in the literature and to better characterize intra-
strut deformations as well as changes in the curvature at the proximal and distal edges of an
implanted stent, which can impact WSS indices. Kolluru et al. used a decision tree classifier
approach with a database of 300 images to label each voxel from OCT runs conducted with
cadaver coronary arteries as fibrotic, lipid-rich, calcified, or other [128]. Bae et al. recently
published their work on the use of ML approaches to predict thin-cap fibroatheroma from
IVUS results co-registered in OCT images [129]. Olender et al. also presented an alternative
approach and extension to the characterization afforded by virtual histology with IVUS,
which characterizes plaque components into dense calcium, necrotic core, fibrotic tissue,
fibro-fatty tissue, or non-pathological features [130]. Other groups have also developed
automated programs that leverage ML tools to detect stent linkages in IVUS [131] or
OCT [132] images, delineate stent features and vessel areas in IVUS images [133,134], as
well as automatically detect bifurcations within images from an OCT run [135].

Other intriguing work in this area has been carried out by Gharleghi et al., who
recently applied deep learning techniques leveraging a 2 min steady simulation, artery
geometry, and global features that included radii, curvature, and bifurcation angles to obtain
TAWSS distributions representative of those obtained by transient CFD simulations [136].
This example study, along with related studies that have attempted to quantify [113] and
reduce the time required to obtain patient-specific simulation results, represent important
advancements that are critical for CFD/FSI simulations to be able to translate from the lab
to clinical utility. While the initial simulations conducted with the end goal of obtaining a
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realistic patient-specific simulation and its associated WSS indices may be obtained in a
~1 day, it can easily take a month or more to tune boundary conditions, to adjust material
properties until deformations are consistent with available measurements, to repeatedly
quantify intermediary results, and to conduct mesh and time step independence analyses
in order to generate WSS indices with a high level of confidence. It is also worth noting that
although their findings were exciting and focused on the left main coronary bifurcation,
Gharleghi et al. [136] and related work by Suk et al. [137] did not include stents and
applied boundary conditions that were not patient-specific. Such advancements contribute
substantially to the scale and complexity of the approach, thereby likely contributing the
scarcity of such studies related to stenting.

Data reviewed in the Background section underscores the putative relationship be-
tween WSS indices and sites of restenosis after BMS implantation, while data relating
such indices to outcomes for current-generation DES are still emerging. Groups have
also applied ML tools to predict the likelihood of restenosis using angiographic and pa-
tient demographic data from the post-stenting period. Initial results suggest that such
approaches may have improved predictive utility when considering the area under pre-
cision/recall curves relative to the existing restenosis scoring systems that used logistic
regression, including Prevention of Restenosis With Tranilast and its Outcomes (PRESTO)-1,
PRESTO-2, and Evaluation of Drug-Eluting Stents and Ischemic Events (EVENT) [138,139].
Interestingly, and to our knowledge, the ML classifiers tested identified features such as
diabetes, multivessel disease, and post-PCI thrombolysis in myocardial infarction (PCI
TIMI) flow as important features in the model, but did not consider stent-induced changes
in WSS indices that can be revealed via CFD and/or FSI models.

8. Clinical Applications Using Patient-Specific Stenting

The best practices and considerations above have been implemented in several stenting
studies with applications to specific clinical sequelae. One of the applications most poised
for additional clinical guidance via computational modeling is the treatment of bifurcation
lesions via provisional or two-stenting techniques. In particular, stenoses in the left main
coronary artery (LMCA) can induce ischemia over a large fraction of the left ventricle and
hence have the potential to result in substantial morbidity and/or mortality. One of the
limitations to progress in this area is the fact that the PCI of LMCA lesions was considered
harmful until recently (Class III in ACC/AHA guideline recommendations) and therefore
often contraindicated during the clinical trials of DES [140,141]. Treatment with DES is now
more reasonable with the recent lowering of the LMCA lesion classification, but without
an abundance of available data for specific DES. Beyond being more limited in data and
experience as compared to other coronary artery locations due to its prior classification,
the LMCA has several unique considerations that also likely influence poor outcomes. Its
derivation from the aorta makes it structurally unique, including a modest adventitia, a
considerable smooth muscle content, and high elastic content proximally relative to distal
coronary arteries [142]. The LMCA also has a larger caliber and shorter length [143], thus
influencing its velocity profile and WSS relative to downstream arteries. LMCA lesions
are present in 3–4% of the coronary catheterizations performed annually and often involve
the LAD and/or LCX bifurcations. A wide range of bifurcation angles is also thought
to contribute to flow disturbances and a high propensity for plaque in these bifurcations.
Large-scale clinical trials are difficult due to the relatively low number of patients with
LMCA lesions at most non-specialty centers and the vast number of DES designs now
available. In contrast, patient-specific CFD and/or FSI simulations are well-suited to offer
insight into the involvement of adverse blood flow disruptions without costly human trials
or the potential for unfavorable clinical outcomes.

Recently, Samant et al. computationally and experimentally assessed the radial
strength of the Synergy and several versions of the Megatron DES, which were specifically
designed for the LMCA when deployed across a range of theoretical plaque types and
four patient geometries [144]. Perhaps not surprisingly, the Megatron DES with 12 peaks
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circumferentially provided the best radial strength relative to those with fewer peaks.
Nonetheless, this work highlights the balance and interplay between indices from solid
mechanics relative to those from the fluid mechanics-based optimization studies [111,112]
reviewed above, and differences in indices from studies using idealized arteries implanted
with commercial stents [104]. In a follow-up study by Chatzizisis et al. [145], the authors
showed the feasibility of a pre-interventional LMCA DES implantation planning procedure,
whereby patient-specific models were created for three cases before a Megatron stent was
computationally inserted into the ‘optimal’ position, as determined by clinical guidance
through consideration of the stent positioning, sizing (length, diameter, inflation pressures),
and strategy for each patient. There was good agreement in the mean diameters within
the stented region following computational DES implantation as compared to the mean
diameters obtained from IVUS conducted after the replication of the pre-interventional
planning steps within the catheterization laboratory. Existing material properties from the
literature were applied regionally, resulting in more uniform computational displacements
relative to those obtained in vivo by visual inspection. Although extensions were used at
the inlet and outlet of the models for the CFD analysis and only a snapshot of WSS results
were presented, the work presents an undoubtedly exciting glimpse of what is possible
through the clinical translation of computational tools.

Another recent work has also focused on bifurcations through the creation of a com-
putational platform for patient-specific coronary bifurcation stenting [75]. As mentioned
above, the methods employed most often include the assignment of material properties
from available literature data of calcific, fibrous, and fibrolipid plaque components ex-
posed to several stent platforms and techniques using one or two stents. There was good
agreement along the length of the stented main vessel between the computational and
clinical results for the five test cases implemented after the training cases for the platform.
A visual inspection of OCT slices versus FEM results from spatially equivalent regions also
showed good agreement. As pointed out by the authors, the goal was to create a framework
to replicate clinical stenting steps using a trained computational stenting platform that
informs the procedure conducted in the catheterization lab. Despite some limitations, the
ability to conduct this work in real time and in a way that may ultimately further reduce
restenosis, neoatherosclerosis, and/or LST is fascinating.

To illustrate the importance of the studies reviewed above relative to their potential for
improved outcomes by optimizing the stenting procedure and the resulting stimuli for NH
and/or LST, consider the examples shown in Figure 5. The examples use data from CTA and
OCT imaging sessions obtained for patients with coronary artery lesions who subsequently
underwent implantation with one of several DES commonly deployed within or outside
the US: Xience Prime (Abbott) or Nobori (Terumo). Image-based CFD models were created,
and the influence of the implanted stent on the distributions of WSS immediately after
implantation were quantified. Post-stenting WSS results from the implanted stent were
then also compared to those resulting from the virtual implantation of the other stent and
quantified in terms of severity (i.e., total area of low WSS). When considering the stent-
induced distributions of WSS for idealized representations of each stent, the CFD results
suggest that the Xience Prime design, with its lower stent-to-artery area ratio and thinner
struts, would be more favorable than the Nobori stent with its thick struts. However,
geometric perturbations for a given patient influencing near-wall velocity patterns are
superimposed on these theoretical results and can therefore factor into the observed results.
While many patients likely receive what could be considered the optimal stent for their
coronary artery, these examples using virtual stent implantation suggest that it is possible
for some patients to benefit from the implantation of a DES other than that selected as a
result of the strut thickness for the implanted stent, its amount of malapposition, and the
geometric stent pattern adjacent to any malapposed regions. These findings demonstrate
that geometric stent attributes, including strut thickness and stent-to-vessel area ratio alone,
may not be predictive of adverse stent-induced WSS in patient-specific arteries, as had
been previously thought based on results for idealized vessels. This example lends further
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support to the hypothesis that a certain DES may be more beneficial for a particular patient,
thereby underscoring the excitement of computational planning tools for this purpose.

 

Figure 5. CFD simulations showing the amount of adverse WSS and near-wall velocity for two
patients who may not have received the optimal DES according to CFD. Red circled percentages
underscore more adverse areas of low WSS relative to green circled percentages for each example.
These examples reveal how geometric perturbations for a given patient can factor into adverse WSS
and may correlate with NH.

9. Future Directions

Among the most exciting computational advancements applicable to coronary artery
disease management within the last decade is the development of a CT-derived fractional
flow reserve (FFRct) index by HeartFlow [146,147]. Similar technology now also seems to
be available from Toshiba [148], Siemens [149], and Canon Medical Systems Corporation.
We are currently collaborating with HeartFlow for a novel research extension of their FFRct
technology to noninvasively determine hemodynamically significant restenosis at follow-
up, and similar approaches have been featured in at least one case report to date [150].

The ability to predict the likelihood of restenosis is intriguing, given the recent ad-
vancements in multiscale modeling [151]. For example, Zun et al. recently published an
article describing a method of stent deployment and blood flow simulation, which also
included tissue growth and was rooted in empirical observations of smooth muscle cell
proliferation and extracellular matrix production. Their results showed good agreement
with NH following BMS implantation via the use of a stent-to-artery deployment ratio
of 1.4:1 in healthy curved and straight porcine coronary arteries. The adaption of this
approach in order to include the inhibitory influence of a particular DES with validation in
diseased human coronary arteries subjected to clinical deployment ratios would no doubt
lead to substantial excitement in the field.

Corti et al. also recently conducted an extensive review focused on the multiscale anal-
ysis of arterial adaptation in stented and unstented vessels via agent-based models [152].
In contrast to the approaches discussed above, which used continuum models based on
a system of differential equations, agent-based models can provide a natural description
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of biological systems using a set of rules that define agent activities such as apoptosis and
mitosis [153]. This is particularly appealing when dealing with different spatiotemporal
scales. Related studies to date have used such models to further elucidate the contribu-
tions of altered hemodynamics and arterial damage [154,155] in response to stenting as
well as the impact of associated drugs eluted from stents to mitigate NH [156,157] and
endothelialization related to LST based on WSS. Hemodynamic analyses have included
idealized models (e.g., 3D with curvature) [151], and preliminary validation via histology
in porcine arteries showed good agreement with model results. We eagerly await the
additional extension of these approaches to patient-specific stented coronary arteries, as
has been conducted in other stented vascular beds [158], which will especially contribute
in an impactful way to the paucity of studies on stent thrombosis.

When considering the abovementioned details related to current technical abilities,
with careful planning and in a setting with ample resources, it is possible to create truly
patient-specific simulations of WSS indices today in response to an implanted DES. These
models could consider local material properties extracted from pre-stent OCT conducted at
multiple pressures (i.e., Figure 4C) in order to increase the likelihood of matching stent-
induced deformations replicated though stent implantation via Boolean operations that
leverage intravascular post-stent imaging [46] or full-scale FEM simulations of associated
balloon folding, positioning, and elastoplastic expansion behavior of the stent [83]. Rheol-
ogy could be included through the analysis of blood drawn from of the indwelling guide
catheter, and boundary conditions that replicate the downstream pathogenic vasculature
exerting pressure within the diseased coronary could be implemented using parameter esti-
mates for coronary artery lumped parameter models [159–161]. Frequent (e.g., mean WSS)
and less commonly reported stimuli (e.g., WSSET [91]) could be calculated within existing
software packages or through post-processing after the convergence of simulations that
consider time-step independence along with spatial mesh independence. Such simulations
would be computationally expensive and time-consuming to conduct, but would provide
the most comprehensive picture to date of the trade-off between the range of adverse
WSS by stenting and the vascular response that is potentially mitigated by a given DES.
Indeed, this is likely the future of such simulations that use current and next-generation
DES as a further move toward personalized medicine, which seems to be limited only by
computational ability and clinical approach. As noted above, both of these elements are
rapidly progressing and becoming increasingly intertwined.
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