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Preface

Digital privacy and security have become central issues in the age of connectivity and artificial

intelligence (AI). As the world increasingly adopts digital technologies, from mobile devices to

healthcare systems and smart networks, including generative AI technologies, the challenges related

to protecting personal data, ensuring network integrity, and resilience against cyber threats continue

to grow. The intersection of public perception, human development, and digital risk significantly

shapes how we address these challenges.

Public perception plays a vital role in the implementation of security policies in connected

environments, as highlighted in the review “How Do Public Perceptions Affect the Security of

Connected Places?”. When trust in system security is low, technology adoption may decline, reducing

the effectiveness of these measures. “From Cybercrime to Digital Balance” further explores how

advanced digital cultures better adapt to cyber risks.

Innovations like parallel homomorphic encryption, discussed in “Secure Genomic String

Search”, help protect sensitive genomic data without compromising privacy. Similar advancements

are applied to securing electronic medical records, ensuring patient privacy through efficient

cryptographic techniques.

Mobile cybersecurity is addressed in “Explainable Machine Learning for Malware Detection

on Android Applications”, emphasizing the need for transparent, reliable malware detection. The

security of digital ID wallets is also critical, as noted in “Assessing the Security and Privacy of

Android Official ID Wallet Apps”.

In healthcare, “Emerging Digital Technologies in Healthcare with a Spotlight on Cybersecurity”

underscores the importance of cybersecurity, given the risks to patient data and system integrity.

Additionally, ”Boosting Holistic Cybersecurity Awareness with Outsourced Wide-Scope CyberSOC”

highlights the value of outsourcing security operations for better threat detection.

Lastly, anonymization techniques and data recovery from social media, discussed in

“Anonymization Procedures for Tabular Data” and “A Comprehensive Survey on Artifact Recovery

from Social Media Platforms”, are essential in the era of massive personal data generation.

This collection of works highlights the multiplicity of approaches and technological solutions

being developed to tackle contemporary digital privacy and security challenges in the current AI

era. From protecting personal information in healthcare systems to defending against cyber threats in

critical networks, digital security is a constantly evolving field shaped by both technological advances

and human interaction with these new tools.

José Braga de Vasconcelos, Hugo Barbosa, and Carla Cordeiro

Editors
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Systematic Review
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Technology (DSIT) under the title: “To what extent do public perceptions of connected places affect the
security and sustainability of connected places?”.

Abstract: This systematic literature review explores the scholarly debate around public perceptions
and behaviors in the context of cybersecurity in connected places. It reveals that, while many articles
highlight the importance of public perceptions and behaviors during a cyberattack, there is no
unified consensus on how to influence them in order to minimize the attack’s impact and expedite
recovery. Public perceptions can affect the success and sustainability of connected places; however,
exactly how and to what extent remains unknown. We argue that more research is needed on
the mechanisms to assess the influence of public perceptions and associated behaviors on threats
to security in connected places. Furthermore, there is a need to investigate the models and tools
currently being deployed by connected place design and management to understand and influence
public perceptions and behaviors. Lastly, we identify the requirements to investigate the complex
relationship between the public and connected place managers, define all stakeholders clearly, and
explore the patterns between specific connected place cybersecurity incidents and the methods used
to transform public perceptions.

Keywords: connected places; public perception; cybersecurity; sustainability

1. Introduction

We, the authors, define connected places as a community that uses information and
communication technologies with the Internet of Things (IoT) technology to “collect and
analyse data to deliver new services to the built environment, and enhance the quality of
living for citizens” following the National Cyber Security Centre’s definition [1]. However,
in addition to the promise of improved quality of living, these places also present new and
potentially urgent challenges for their designers and managers: as the public interacts with
data-driven technology (DDT) and the IoT within built environments, it is unknown to
what extent public perceptions and behavior present security and sustainability threats.

One of the underlying technologies of connected places is the Internet of Things. Bibri
defines IoT as:

Information 2024, 15, 80. https://doi.org/10.3390/info15020080 https://www.mdpi.com/journal/information1
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“a computationally augmented everyday environment where the physical world
(everyday objects) and the informational world are integrated within the ever-
growing Internet infrastructure via a wide range of active and smart data-sensing
devices [. . . ].” [2] (p. 234)

IoT is mainly associated with ubiquitous computing [2], and its most popular applica-
tion is the concept of smart cities [3]. Connected places can be seen as IoT applications, as
long as they work as part of smart city architecture [4].

Along with the growing threat of cyberattacks on IoT and edge devices, cybersecurity
has become one of the most important areas of the Internet of Things (IoT). The purpose
of cybersecurity is to protect digital devices, our personal data and the services we access
through them. (This research is informed by NCSC’s description of cybersecurity [5]:
“Cyber security‘s core function is to protect the devices we all use (e.g., smartphones,
laptops, tablets, and computers), and the services we access-both online and at work-from
theft or damage. It is also about preventing unauthorised access to the vast amounts of
personal information we store on these devices, and online.") One of the challenges in IoT
networks will be their security [6]. It applies to all aspects of IoT technology: hardware,
network and data [7]. The user’s responsibilities in the connected places’ security are
debatable. Hernandez-Ramos et al. [8] believe that technical solutions should not be an
end user’s concern in connected places. Vitunskaite et al. [9] express a similar sentiment,
i.e., security should be embedded into IoT devices, and responsibility should not be placed
on the people in the loop. On the other hand, Nizetic et al. found that the challenge we
would face in smart cities is the operation of different sensing technologies, which “must
be followed with the proper education of the population” [3] (p. 27). Connected places
must withstand future attacks, be resilient and sustainable (in the way they respond and
rebuild), and be accepted and adopted by citizens within them.

Therefore, in this review, we systematically investigate the concept of a sustainable
connected place , as a connected place that continues to deliver new services to the built
environment and enhance the quality of life for the public indefinitely. In this endeavor,
the role of connected place managers, currently an under-investigated concept, which lacks
a proper definition, is also the focus of our review. For the purposes of this research, we
define place managers as any person with responsibility for the procurement, installation
and maintenance of technologies; the handling, management, analysis and sharing of data;
or, the design and enforcement of policy for the application of these technologies. It is
currently unclear whether they should be responsible for the security of connected places
or should be seen as users. In general, place managers are a new addition to scholarly
debate and remain an overlooked area of research in the IoT field. There is a need to
create tools for monitoring network operations [10] and their maintenance that could serve
place managers.

While the research mentioned in this section discusses IoT environments in general, our
work provides a new perspective as we specifically focus on the IoT in public spaces, where
technology might not be visible at first sight to their users. Such a set-up creates a distinct
synergy between public perception, cybersecurity and the sustainability of these places.

In summary, our systematic literature review (SLR) provides an overview of the current
scholarly debate “to what extent do public perceptions of connected places affect the security and
sustainability of connected places?”. The actual public perceptions of these technologies, and
their acceptability, safety, and trustworthiness, are increasingly complex. Our aim is to
provide a systematic state of the current knowledge, review themes in the literature, and
inform future research directions concerning this emerging challenge.

2. Methods

Our SLR [11] employs the PRISMA framework [12]. The PRISMA framework guides
us through the search and eligibility screening for this review. We then synthesize our
findings following a qualitative thematic analysis, reporting patterns or contradictions in
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the literature. Our search strategy includes also the grey literature, relevant to connected
places in the United Kingdom, using the same query syntax for web search.

Using the PRISMA framework, due to the emerging nature of our field of investigation,
we developed a robust protocol to search, identify, and select relevant publications. The
protocol was pilot-tested and calibrated prior to data collection by the authors. To achieve
comprehensiveness and systematic rigor, relevant publications were retrieved using the
search strategy shown in Figure 1. This strategy is discussed in detail in Section 2.1.

Records identified through
database searching

(n = 6434)
ACM (n = 657)

EBSCO (n = 969)
IEEE (n = 1442)

Scopus (n = 409)
Web of Science (n = 2957)

Records after duplicates removed
(n = 3874)

Records screened
(n = 3874)

Records identified through
other sources

(n = 23)
Grey Material (n = 4)

From citation/manual (n = 19)

Full text articles
assessed for eligibility

(n = 101)

Records excluded
other sources

(n = 3773)

Full-text articles excluded
(n = 70)

Relevance: Did not include place (n = 30)
Relevance: Did not include security/sustainability (n = 4)

Relevance: Did not include public perception (n = 16)
Relevance: Case study outside of Europe/N.America (n = 12)

Quality of article (n = 8)

Studies included in
qualitative synthesis

(n = 31)

Figure 1. PRISMA Flow Diagram.

2.1. Search Strategy

After conducting initial test searches of likely databases, we refined our query syntax
and eligibility criteria to create a comprehensive data set. The tests immediately revealed
that it is very rare for research relevant to connected places to use the term ‘connected
places’ and that the wide variety of types of connected places would require us to construct
search terms that looked for multiple specific research problems, as opposed to one broad
area. Similarly, the multifaceted and socio-technical nature of public perceptions is rarely
tackled directly in the literature. Therefore, we identified the key terms that could uncover
research relating to public perceptions within the scope of the policy challenge (cf. Table 1).

Table 1. Search syntax.

Constant Concept Variable Concept

((public OR user N5 trust* OR
perspective* OR attitude* OR
perception* OR awareness OR accept*)
AND (“cyber?security" OR
cybersecurity))

Cit*; place; smart; connected;
hospital; airport; station; centre OR
center; port; prison; "social housing"

The databases searched were EBSCO, IEEE, ACM, Web of Science, and Scopus. These
databases were selected to provide a comprehensive list of possible articles. Each database

3
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was manually searched between 9 January and 28 January 2023, with all articles found
using the above query syntax added to a shared reference manager.

2.2. Eligibility Criteria

Search results were screened by at least two different researchers against the following
eligibility criteria:

• Language: Full-text article written in English.
• Title relevance: Mentions user perceptions or a variable thereof; an aspect or type of

connected place; and an aspect or synonym of cybersecurity and/or sustainability.
• Abstract relevance: Mentions user perceptions or a variable thereof; an aspect or type of

connected place; and an aspect or synonym of cybersecurity and/or sustainability.
• Geography of case studies: Given the UK policy orientation of this review purpose,

the authors agreed with DSIT’s Secure Connected Place Team that only the case
studies in the UK, Europe, and North America would be eligible for inclusion given
their likely cultural, democratic and legal proximity; and similarity in technological
readiness level.

During the screening stage by title or abstract, we excluded 3773 publications due to
the nature of our broad search terms. Our aim was to find articles relevant only to specific
types of connected places or referencing another article that was. The remaining articles
were included in a full-text eligibility check, which evaluated the relevance and quality of
an article by at least two researchers.

3. Results

This section presents the background characteristics of the process and results of our
data analysis, including the details on the articles included in the literature review.

3.1. Background Characteristics

In this literature review, we screened 3874 articles before selecting 27 journal and
conference articles and four pieces of grey literature that contained qualitative information
on the extent to which public perceptions of connected places affect the security and
sustainability of connected places.

The existing literature, both academic and grey, is predominantly technology-focused
with regard to connected place security and sustainability, despite the focus on public
perception of our search. The extent to which different technologies were referenced in
the literature can be seen in Table 2. This table in itself contributes to our definition of
connected places and supports the transferable nature of our findings, i.e., our findings
may still be useful to a place that is not formally defined as a ’connected place’ by the place
owners or users, but which deploys and/or utilizes the technologies in this table. Four
literature reviews within selected articles agree that the number of articles investigating
the security impact of public perceptions is still relatively small [13–16]. Those who have
investigated public perceptions tend to orient more around privacy than security [16]. The
case studies included in the reviewed articles lack attention to the safety, sustainability,
equity, and resilience of connected places [15].

4
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Table 2. Technologies referenced.

Parent Category Subcategory 1 Subcategory 2 Frequency

Application Smart Transport 32
Application Sensors 27
IoT devices 19

Connectivity & Data Transport Radio Network Wi-Fi 17
IoT Devices Sensors Environmental Monitoring 17
Application E-Governance 14
IoT devices End Point Devices Smartphone 14
Application Smart Lighting 13

ICT 13
IT Security 12
Application Smart Homes 10
Application Smart Surveillance Systems 9
IoT devices Wearable Wearables 9
Application Smart Parking 8
Application Smart Healthcare 8
Application Smart Building 8

Big Data Artificial Intelligence 8
Connectivity & Data Transport Mobile Network 5G 8

IT Security Authentication Smart Cards 7
Data Management Data Storage Cloud 6

Big Data 5
IoT devices End Point Devices PC 5
Application Surveillance System CCTV 4
Application Energy Infrastructure 4
Application Smart Delivery Systems 4

Connectivity & Data Transport Radio Network Bluetooth 4
Connectivity & Data Transport Satelite Navigation GPS 4
Connectivity & Data Transport Low Power Network LoRaWAN 4

IoT devices Smart Meters 3
IoT Platforms Urban-Scale Iot Platforms 3

IT Security Contactless RFID 3
IT Security Contactless NFC 3

Service 3
Application Actuators 2

Connectivity & Data Transport ISP 2
Software App Waze 2

Application Smart Building Air Conditioning (HVAC) 1
Application Baggage Handling Systems 1
Application BMS 1
Application Environmental Monitoring Connected Forest Project 1
Application BMS IEQ 1
Application Digital Twins 1
Application Surveillance System Smart Alarm Systems 1
Blockchain 1

Connectivity & Data Transport Radio Network Free Open Networks 1
Connectivity & Data Transport Radio Network NB-IoT 1
Connectivity & Data Transport Low Power Network Weightless 1
Connectivity & Data Transport Network Layer Zigbee 1
Connectivity & Data Transport Low Power Network NB-IoT 1
Connectivity & Data Transport Network Hardware VSAT 1
Connectivity & Data Transport Protocol CoAP 1
Connectivity & Data Transport Radio Network CWN 1
Connectivity & Data Transport Protocol 1
Connectivity & Data Transport Mobility Service V2X 1
Connectivity & Data Transport Mobility Service VANETS 1
Connectivity & Data Transport Protocol DNS 1

Cyberspace User Experience VR 1
Cyberspace User Experience AR 1

Data Management Data Management CKAN 1
Data Management Data Storage USB 1
Edge Computing Edge And Fog Computing 1

ICT Microcontrollers 1
IoT devices End Point Devices Smart Batteries 1
IoT devices End Point Devices EUT 1
IoT devices End Point Devices Smart Plugs 1
IoT devices Programmable Logic Controllers (PLCs) 1

IoT Platforms WoTKit 1
IT Security Authentication PIN 1
IT Security Authentication MFA 1
IT Security Encryption PIN 1
IT Security Authentication readers 1

Service Financial Service E-Banking 1
Service LBS provider 1

Software App Otonomo 1
Software App Corona-Warn-App 1
Software Mobility Service Smart Back-office Systems 1
Software Control System Architecture SCADA 1
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3.1.1. Characteristics of Results against Query Syntax Variables

Each article was tagged against the query syntax terms. #Smart (41%) and #Cit*
(33%) dominated tags that refer to place-based variables in the query syntax (Figure 2).
Of the variables relating to public perspectives, #Awareness (24%), #Trust (19%), and
#Perspective (17%) were the three highest in frequency (Figure 3). This represents the
extent to which urban environments dominated the examples of connected places discussed
within the literature.

21

4

26

5

3

1

4

Cit*

Place

Smart

Connected

Hospital

Airport

Social Housing

0 5 10 15 20 25 30

# of articles tagged against query syntax term

Figure 2. Connected place variable tags.

9

5

13

12

3

4

17

7

Public

User

Trust

Perspective

Attitude*

Perception

Awareness

Accept*

0 5 10 15 20

# of articles tagged against query syntax term

Figure 3. Public perspective variable tags.

3.1.2. Characteristics of Results by Geographic Focus

Reviewed articles that did focus on specific geography (i.e., those with a case study or
survey-oriented methodology) investigated connected places in either the UK (8), wider
Europe (7), or North America (1). The remaining articles had no specific geographic focus.

4. Findings

This section captures the synthesis of the literature concerning how public perceptions
of connected places affect the security and sustainability of connected places. We capture
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both theoretical and empirical findings, to build a conceptual framework. We gather related
concepts to provide a broader understanding of the research question.

4.1. Public Perceptions Influencing Public Security Behaviors

The reviewed literature suggests that the majority of the public will be oblivious to
connected places [17], let alone desirable security behaviors within them [8,18]. At the same
time, public perceptions and security behaviors in connected places are being influenced by
different elements: the value offered by connected place technology [19]; the clarity of risks
and security procedures communicated [20,21]; the ability to express concerns and partici-
pation in design and development [17,21–23]; perceptions of privacy and risk [13,23,24];
trustworthiness [8,9,16,25]; and the type and purpose of data collection [18,23].

Connected place users might be more willing to accept security and privacy risks
when they perceive a space to be delivering high value, functionality, and convenience [19].
Fayoumi et al. [20] present a correlation between the explanation of security and privacy
issues in an IoT system and the resulting enhanced user awareness and ability to avoid
risks. However, the wide-ranging pre-existing levels of awareness amongst public users
of connected places use a one-size-fits-all approach for the explanation of security and
privacy issues, which is challenging. For example, many members of the public have a
good understanding of network and data security processes but with low awareness of
threats [26], or the information being shared by their devices in a connected place [8,18].

The degree to which the public perceives the connected place to be actively protecting
them from these harms further complicates the landscape: it could lead to neglecting
cybersecurity due to misleading feelings of being protected, and the controls are being
taken care of elsewhere [27]. Similarly, while the public’s increased awareness and risk
aversion of threats is no doubt an attractive goal for connected place managers, this risk
aversion may result in an unwanted consequence of residents avoiding connected places or
specific technologies within them [24].

The privacy factors affecting a user’s perception of security are (a) the purpose for
which data is collected, i.e., (a.1) service or surveillance [23]; (a.2) personal or imper-
sonal [23]; (b) the context that data sharing is taking place within, e.g., users are more
willing to share data in the event of a friend being endangered [18]; and (c) who is collecting
data, e.g., the government [13].

It is not clear from the literature to what extent security behaviors in a connected
place are influenced by behaviors and experiences in cyberspace. Taher et al. [28] suggest
students’ privacy concerns in ‘smart campus buildings’ are influenced by their experiences
and knowledge in other computing contexts, and that similar consent controls would
be desirable. Other authors commented on the influence of the personal experience of
cyberattack in cyberspace, as opposed to in a (a) cyber–physical environment (connected
place [28]); (b) demographic differences (age, gender [18,29]); and (c) pre-existing awareness
of cybersecurity vulnerabilities and controls [26]. However, none of these findings are
comprehensively investigated enough to draw any applicable conclusions from.

Publications refer to privacy and security concerns that alter the likelihood of engaging
with a connected place by the public. Willemsen and Cadee [30] link increased security
measures with increased user-experience friction, potentially affecting the acceptability of a
connected place and increasing the likelihood of a user disengaging. Van Twist et al. [13]
argue that rejection of a connected place can be considered a threat to security itself. Data
may become unreliable, and—in extreme instances—rejection related to mistrust can render
the public themselves a threat to security [13]. This topic is further explored in Section 4.2.3.

4.2. Perspectives on Public Security Behaviors Affecting Security, and Sustainability of
Connected Places
4.2.1. Reasons Public Perceptions Affect Connected Place Security and Sustainability

Hernandez-Ramos et al. [8] point to examples, e.g., the Mirai botnet attack, to demon-
strate the potential for compromised IoT devices used in attacks against Information and
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Communications Technology (ICT) systems and critical infrastructure (CI). They highlight
that a single citizen’s lack of awareness, and the resulting poor cybersecurity hygiene, could
be a threat to the security of the general public and systems within a smart city [8].

A survey of 1444 residents of the US city of Denton revealed that “approximately 55% of
trust in technology by residents is related to their perception of security and privacy, which in turn
influences their trust and adoption of smart-city services” [24] (p. 618). Smart city users value
safety and security, supporting increased regulation to this end. Consequently, residents
are more likely to show interest in using smart city services when the applications are
perceived to be innovative and privacy is assured [24].

Although intertwined, the literature suggests that privacy appears to matter slightly
more to the public than (cyber)security in connected places [17]. Liesbet van Zoonen [23]
argues for the importance of recognizing the public’s privacy concerns to sustain support
and participation. Habib et al. [24] also identify perceived cybersecurity as key to public
acceptance. However, Twist et al. [13] warn that over-surveillance, often motivated by
public safety, can lead to the public rejecting a connected place, hindering its sustainability.
Manfreda et al. [21] list perceived privacy, innovation concept, and service quality as key
factors of acceptance, with cybersecurity notably absent.

Security measures creating friction with the public need to be addressed within the
context of a connected place. Willemsen and Cadee [30] present airports as public spaces,
in which the trade-off between security and friction is more actively considered by place
managers (i.e., the need to manage passenger comfort, processing efficiency, and security).
Manfreda et al. [21] highlight the immense importance “to analyze the trade-off between city’s
effectiveness and its security” [21] (p. 277).

4.2.2. Specific Technical Vulnerabilities Affected by Public Perception

Vanolo [31] argues that personal devices are essential for the sustainability of con-
nected places given the way an intelligent environment receives feedback from residents’
smartphones. At the same time, end-user devices present the greatest security threat to
connected places [9,18,19,23]. Many users’ perceptions of the importance of security are
very low [8,18], and often do not maintain security updates and patches. Herbert et al. [18]
(p. 283) cite a 2019 study by Ali et al. [32], where more than half of 3000 global smartphone
users surveyed were not aware of smartphone security and privacy. This result correlates
with the findings of Ipsos Mori’s “Consumer Attitudes Towards IoT Security” Report [33], high-
lighting that only 24% of Wi-Fi router owners have changed the password since purchase,
and only 20% report checking the minimum support period when purchasing a smart de-
vice. Vitunskaite et al. [9] argue that the only way to control user-generated vulnerabilities
of connected places is to control what is on the market.

Personal devices are often the point of access to a connected place for the public
via public Wi-Fi [31]. A university-based study by Papic et al. [34] found that 43% of
110 students at Osijek University, Croatia never felt safe when using public Wi-Fi. The
manner in which devices remember and automatically reconnect to Wi-Fi may present
vulnerabilities to outsider attacks [25], with user behavior being key in addressing this
weak link in connected place infrastructure, especially when users frequently misjudge
the risky situations in the wild [29]. Willemsen and Cadee [30], writing about the arguably
more security-critical environment of an airport, argue for limiting the possibility for the
public to access networks in connected places, both through reducing access points and by
separating public networks from internal networks.

The final technology to feature to a notable extent is smart cards. Smart cards present
a good example of the assessments users make when deciding on whether or not to adopt
new technology in a connected place, that of perceived usefulness, i.e., value, and perceived
security [35]. Indeed, they are seen by the public, according to Bellanche-Gracia et al. [35],
as guaranteeing secure transmission of sensitive data and unlocking connected places
services and infrastructure. Similarly, the present smart cards serve as a good example of
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how connected places may “depend more on citizens’ perceptions of privacy and security risks
than on the actual technological, design, or policy guarantees of privacy” [35] (p. 474).

Notably absent from the literature are less user-orientated IoT architectures, such as
sensors, low power wide area (LPWA) networks or the processing and application layers
in general. These are not typically public-user-oriented and therefore not surprising in
their absence. Where sensors are public user-oriented it is in a passive way with regards
to user experience, i.e., the user is likely to be unaware of being ’sensed’. The literature in
which sensors are featured [9,13,36] describes what happens when members of the public
take far from passive actions to reject sensors in connected places, as we describe in the
next section.

4.2.3. The Public as a Threat to Connected Place Security and Sustainability

Public users are positioned within the literature as influential threats [8,13] to con-
nected place security and sustainability in various ways:

• Naive or optimistic users who may unintentionally threaten a place’s security through
inaction [19] or being victim to the influence of bad actors, in particular via social
engineering [37];

• Allies of the place managers who are aware of threats [19] and keen to contribute to
security efforts. Some articles draw a connection between trust in connected places and
trust in government in general, with influence traveling in both directions [16,24,25];

• Malicious actors themselves due to the ease of causing significant damage though low-
skilled cyberattacks [9,36] or rejecting surveillance through non-technical tampering,
data obfuscation, or vandalism [13,36];

Isin and Ruppert [36] call for a new type of digital citizenship in which the complexities
of the above can be discussed in a way that considers the multiple possible roles any member
of the public may play at any time in a connected place.

4.2.4. Public Perspectives before, during, and after a Cyberattack on a Connected Place

A number of different articles focus on the public at different parts of a cybersecurity
timeline: before, during, and after an attack. The vast majority focus on the role of the public
as part of a socio-technical system working together, though not necessarily knowingly, to
protect all parts of the system from attack [8,16,18,38]. A few articles [15,24,26,27] explore
public perceptions during an attack and suggest that the importance of the public’s role in
the system increases significantly during this time: minimizing the impact of an attack in
terms of technical damage [26] while keeping themselves safe from physical harm due to
an awareness of the way an attack will affect a place’s infrastructure and the mitigating
actions they may have to take. Public perceptions and the ability to distinguish reliable
data are very important during an attack of such, especially if this attack takes place during
an existing crisis, such as natural disasters or warfare [15]. Finally, the way in which the
experience of an attack affects the public perceptions of a connected place’s security is
disputed. Zwilling et al. [27] argue it has no effect, while Habib et al. [24] argue that it can
increase rejection of connected places and present a future threat to a place’s security and
sustainability itself.

4.3. The Relationship between Connected Places, Their Managers and Public Perceptions, and How
This Affects Security and Sustainability
4.3.1. The Various Definitions of Users, Place Managers and the Public in Connected Places
Cybersecurity Research and Guidance

Related to the need for research on the multiple positions and motivations a user may
manifest [25], a great deal of literature excluded from this review used the term ‘user’ to
refer to operators and managers of connected places, referring to them as ‘users’ of the
connected place as a tool to meet their needs, often positioning them as a customer of the
designers, developers, and manufacturers of connected place technologies. This was also
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common across the grey materials, with government guidance using the term ‘user’ to refer
exclusively to place managers and operators [1,38,39].

4.3.2. The Influence of Connected Place Managers and Their Relationship with the Public

The literature is divided on the influence a place manager can have on public per-
ceptions and behaviors. Federico Cilauro [38] points towards the significance of technical
factors or process factors in securing the connected place to suggest that people factors
matter not. However, Vitunskaite et al. [9] point to the actions of fourth and fifth parties,
i.e., those producing devices that enter the connected place, as being so critical to security
that managers are powerless to influence these risks. Cilauro [38] warns against focus-
ing on user-oriented concerns, as they may lead to over-investment in end-point security.
Cilauro [38] is also critical of councils in particular, reporting that a connected place commis-
sioner believed “most councils do not know enough about technology or cybersecurity to procure
technology” [38] (p. 52)) and suggests this may well apply across the public sector. Others
suggest that even if public perceptions do matter, place managers are helpless to influence
them and should not waste their time by trying. Others, on the other hand, suggest that
place managers must take a ‘user-centric’ approach to fully understand and overcome the
security threats in connected places [25]. The gap in research on the influence of public
perceptions was raised in four articles [13,15,16,21]. Liesbet van Zoonen [23] argues that
connected place managers must acknowledge public concerns about privacy to maintain
their support and participation.

A few articles take a very user-focused view of the privacy and security of connected
places. They argue that privacy and security is a human right [16,21,40] and that it is the
duty of the government to regulate connected places in a way that protects individuals’
data [14]. They argue that it is the place that is the risk to the public security, not the public
who is the risk to the place’s security.

4.3.3. Tools, Frameworks, Models and Methods That Affect the Influence of Public
Perceptions on Connected Places’ Security and Sustainability

Non-technical tools proposed by the literature include a five-dimensional model for
citizens’ privacy in smart cities [40], privacy impact assessments [23], cybersecurity culture
frameworks [26] and citizen-centric approaches of connected place design and development
such as living labs, crowdsourcing and citizen participation [22,23].

Technical solutions include privacy-enhancing technologies [23] which align with the
argument that public engagement is futile and the level of risk afforded to any public
should be minimized to the point of irrelevance. Hernandez-Ramos et al. [8] take this
further by identifying the deployment of certified devices and systems, i.e., solutions
that must be created far up the connected place supply chain from the connected place
manager’s influence, as ways to build public trust in smart city services. However, they do
not articulate how you communicate certification to the public. Louw and Van Zolms [25]
make an argument for end-user information security portals or dashboards, which is a
very user-centric technical solution. They suggest that these can be used to communicate
training and awareness content directly to users, “seamlessly blending in with the Wi-Fi user
journey” [25] (p. 125).

5. Discussion

In this section, we discuss the confusion and contradictions in the available literature
regarding the influence of the public perspective on the security of connected places.
Moreover, our analysis revealed three trade-offs, which we examine in this section. Next,
we provide information regarding the limitations of our study. Lastly, based on our analysis,
we provide recommendations for future research.
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5.1. Confusion and Contradictions

Many of the articles reviewed point to the heightened importance of public perceptions
and behavior during a cyberattack on a connected place [8,15,16,18,24,26,27,38]. However,
there is no consensus on how perceptions and behavior can be influenced to minimize
the impact of, and expedite recovery from, a cyberattack. This question requires further
research, which can deliver up-to-date and technology-specific recommendations alongside
best practices.

There is a question as to whether public Wi-Fi is a threat to the connected place, the
user within a connected place, or both, given the data some users will be willing to share on
insecure networks [8]. Similarly, are devices a point of security vulnerability in a connected
place, or a point of data leakage, privacy threat, and over-surveillance for the member of
the public within a connected place?

There is a disagreement across the literature concerning who the public is, who con-
nected place managers are, and how aligned both groups are with the aims of a secure and
sustainable connected place. There is also a contradiction across the literature concerning
the aims of attempts to influence public perceptions and behaviors within connected places:
are they to keep the place itself safe, i.e., its infrastructure, institutions and operations, or
should they protect the public’s privacy and safety? While the answer can be both, many
of the reviewed articles were orientated toward one or the other motivation and did not
explore the relationship between the two.

The existing literature tends to reveal the following common assumptions within
connected place managers:

• Connected place security is simultaneously in the interest of both the public and place
managers and these interests are not ever in conflict.

• That public users and place managers are entirely separate groups, with no individuals
taking dual roles within a connected place.

• That malicious actors are ‘another’ separate group to public users and place managers
and that users or place managers themselves always act in the interests of the other
group and those within their own group.

• Place managers often focus on the technical requirements of privacy without adequate
consideration of the social requirements. The technical aspects of privacy focus on
the technical requirements (such as access control and data minimization) required to
ensure privacy, while the social aspects focus on the privacy preferences of the public
users, the relationships between public users and how such relationships impact
their privacy.

Finally, it is unclear whether the most significant security and sustainability risks exist
in the way end-user devices are used and maintained further up the supply chain in the stan-
dards and regulations applied to personal devices and the sensor and network technologies
or within the organizational culture and practice of those delivering connected places.

5.2. Trade-Offs of Connected Places
5.2.1. Secure Places vs. Friction-Less Experiences

If connected places provide convenient solutions, members of the public may accept
security and privacy risks [19]. Moreover, the lack of awareness of how to avoid privacy
and security risks results in the inability to prevent them [20]. This can lead to the lack
of perceived authority over users’ security and privacy, or so-called learned helplessness,
which further strengthens users’ preference towards functionality over privacy. However,
we need end users to actively take care of their security, not only for their sake but also for
the sake of the system.

Users will utilize personal and public devices. Thus, connected places must develop
a new side of security responsibility that would apply to both individual and collective
privacy and security. However, one needs to remember the diffusion of responsibility
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which can take place on the level of public vs. other stakeholders, but also on the public
level itself, among the end users.

Another area needing further research is the understanding of whether those who
experience a data breach are more privacy and security-conscious as a result.

5.2.2. Sustainability vs. Security

As pointed out in Section 4.2.2, personal smartphones are essential for the sustainability
of connected places [31], but they are the biggest security threat [9,18,19,23]. It needs to
be clarified where the responsibility lies. As personal belongings, such as smartphones or
smart cards, interact with connected places technology, it is still being determined who is
responsible for the public’s security, as well as when and how. Moreover, the perception of
the public may change depending on whose responsibility it is.

5.2.3. Responsibility vs. Authority

Along with transparency, clear responsibility and agency over security and privacy,
there is a need to define the public users of connected places more clearly. The gap in
research on the influence of public perception has been acknowledged; however, as we
pointed out at the beginning of this section, stakeholders are not precisely defined. For
example, if managers of connected places are end users, it needs to be clarified.

It is also debatable whether place managers should consider their primary focus for
security controls, given that public perceptions may affect the way they behave on and
with their devices, or whether place managers should design and run connected places
with the aim of making them resilient to user behaviors.

Furthermore, it is still being determined who has authority over data, and in what
circumstances; too much on the government’s side may be perceived as surveillance [13], and
too little may be perceived as the public being denied their its human right to security [16,21,40].
We argue though that controlling the market [9] would not control a user’s behavior
with a device, particularly their likelihood to maintain antivirus or security updates and
patches [25].

5.3. Limitations of This Study

Articles reviewed were often not directly addressing our research question; instead,
they focus on the public discontent within a connected place [13–15], often as a rejection
to perceived over-surveillance, and not necessarily relating to the impacts this has on
cybersecurity, or they consider the role of an individual in a connected place caught up
in cyberwarfare [15] or consider public consultation as a necessary part of designing a
working and secure connected place [16].

The diverse nature of connected places also generated results that are so wide-ranging
that it is difficult to develop universally applicable recommendations for every type of con-
nected place. Articles that did identify a connection between public perceptions and public
security behaviors or their adoption of connected places often applied broad observations
concerning perceptions of the internet and data-driven technologies.

5.4. Recommendations for Future Research
5.4.1. Socio-Technical Approach towards Security

The four literature reviews included in our review concur with some of our own
findings. We agree with their recommendations for more research into mechanisms for
assessing connected place threats relating to public perception [16]. We also identified
a need to address the imbalanced focus towards technical solutions for connected place
security [15] and to conduct more research on how perceptions influence the security
behaviors of the public [13]. They all argue for a more socio-technical approach to this
challenge, another argument we concur with having evaluated our own findings.
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5.4.2. User in the Loop

In addition, there is a need to explore models and tools for considering public per-
ceptions and behaviors in connected place design and management, as well as methods
through which connected place managers can influence both perceptions and behaviors, if
at all. There were some participatory tools suggested by the literature [22,23,26,40]. These
need further testing in different contexts, but the consensus of these arguments was that
if a productive tool could be found, the public would trust, accept and sustain connected
places more if individuals felt themselves to be ‘in the loop’. One article [9] described
an open-source platform for connected place sensor data and management in Barcelona;
however, they noted that cybersecurity did not feature frequently in this discourse.

5.4.3. Transparency and Awareness Lead to Acceptance

The lack of clarity on the complex relationship between members of the public and
connected place managers requires more investigation. There is a need to conduct research
with the public to explore the way they position themselves within the systems keeping a
connected place secure, their perceptions of their personal data and whose responsibility
the protection of these data is in a connected place context. There also is a need for research
that researches patterns between specific connected place cybersecurity incident causes
and the methods this place deployed, previously and since, to influence public perceptions.

Lastly, our findings suggest that a lack of awareness can lead to either a lack of
acceptance [30] or security [8]. Additionally, because the public may be hesitant to share
personal data, it is crucial to recognize when data can and should be anonymous. An
analogous example can be the wide acceptance of security and privacy restrictions at the
airport. However, such a level of privacy invigilation would not be widely accepted in
other public places, such as parks.

6. Conclusions

This literature review highlights the potential importance of public perceptions and
behaviors concerning the security and sustainability of connected places and the need for
further research to develop recommendations for minimizing the impact of attacks. The
authors note that there is a lack of consensus in the literature regarding the aims of attempts
to influence public perceptions and behaviors within connected places, with some focusing
on protecting the infrastructure and institutions of the place, while others prioritize the
privacy and safety of the public.

We reveal several assumptions within both connected place managers and researchers,
including that the interests of the public and place managers are always aligned, that
malicious actors are a separate group from public users and place managers and that
privacy is not a subjective personal value. The authors suggest that further research is
needed to explore the complex relationship between members of the public and connected
place managers in the context of cybersecurity.

We acknowledge the limitations of this study, including the fact that the existing
literature does often not directly address their research question and that the diverse nature
of connected places makes it difficult to develop universally applicable recommendations.
However, we suggest several recommendations for future research, including the need to
explore models and tools for considering public perceptions and behaviors in connected
place design and management, and the need to conduct research with the public to ex-
plore their perceptions of their personal data and who is responsible for protecting it in a
connected place.
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Abstract: This article examines configurations of digital concerns within the European Union (EU27),
a leading hub of innovation and policy development. The core objective is to uncover the social
forces shaping technology acceptance and risk awareness, which are essential for fostering a resilient
digital society in the EU. The study draws upon Bourdieu’s concept of capital to discuss technological
capital and digital habitus and Beck’s risk society theory to frame the analysis of individual and
national attitudes towards digital risks. Utilizing Eurobarometer data, the research operationalizes
technological capital through proxy indicators of individual socioeconomic status and internet use,
while country-level development indicators are used to predict aggregated national risk perception.
Article contributions rely on individual- and country-level statistical analysis. Specifically, the
study reveals that digital concerns are better predicted at a national level rather than individual
level, being shaped by infrastructure, policy, and narrative rather than by personal technological
capital. Key findings highlight a positive and a negative correlation between digital advancement
with cybersecurity fears and digital literacy, respectively. HDI and DESI are relevant country-level
predictors of public concerns, while CGI values are not. Using cluster analysis, we identify and
interpret four digital risk cultures within the EU, each with varying foci and levels of concern, which
correspond to economic, political, and cultural influences at the national level.

Keywords: cybersecurity; digital risk culture; risk society; technological capital; human development
index; GCI; DESI

1. Introduction

As digitalization evolves, so do the experiences and the perceptions of digital haz-
ards [1], leading to a multifaceted interaction involving consciousness, vulnerability, and
remediation. With the growing integration of societies and individuals into the digital
landscape, there is a corresponding rise in their vulnerability to cyber dangers such as secu-
rity breaches and misinformation campaigns. At the same time, the increased prevalence
of digital platforms has led to an enhanced recognition of these potential hazards, since
individuals are better informed, and societies place a larger emphasis on the dissemination
of knowledge on cybersecurity and general risk communication [2]. Concurrently, the
progression of digitalization introduces increasingly sophisticated instruments and tactics
to address these threats. Thus, this duality gives rise to a paradox: although heightened
digital exposure has the potential to magnify perceived dangers, the augmented capacities
for mitigation may diminish the impression of risk or even foster a state of complacency.
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The ongoing evolution of technology creates an ambivalent and dynamic interplay between
digitization and the perception of risk [3], leading to continuous changes and adjustments.

The higher the digitalization level (individually and collectively), the higher the
exposure to more sophisticated risks, the higher the awareness of risks, and also, conversely,
the higher the means to combat risks. This leads to an ambivalent relationship between
the level of digitalization and the intensity of perceived digital risks. We explore this
complex relationship with regards to several dimensions of perceived digital risks and
safety, namely risks pertaining to privacy and cybersecurity, digital literacy and accessibility,
child well-being and mental health, and environmental sustainability.

Our research questions explore the individual and collective forces that shape digital
concerns:

• How does individual-level technological capital shape perceptions of digital risks?
• How does country-level human development (measured by the Human Development

Index (HDI)) and digitalization (measured by the Digital Economy and Society Index
(DESI) and the Global Cybersecurity Index (GCI)) shape cultures of digital risks?

• The article investigates the individual and collective dimensions in theory and empiri-
cally. The literature review focuses on the concept of technological capital, as derived
from Bourdieu’s discussion of capital and habitus, and on Beck’s risk society. In order
to model them for statistical analysis, we propose proxy variables as indicators for
each of the two concepts. The methodology describes what type of analysis was
performed, and the Section 4 presents the quantitative (numerical) and qualitative
(visual) outcomes. The Section 5 explains the findings comparatively within the pro-
posed conceptual framework, followed by a conclusion which highlights the main
contributions of our paper.

• At the individual level, we find, in concordance with previous studies, that digital
capital, as measured through socio-demographic proxies, does not strongly shape,
on aggregate, public concerns of privacy and cybersecurity. This is largely due to
the ambivalent nature of the relationship between capital and risk exposure and
concerns, as detailed in the Section 1. Still, at the country level, we find significant
differences. Study contributions consist of identifying HDI and DESI indices as
relevant predictors for country-level variability in public concerns, especially for fears
regarding cybersecurity. CGI values were not relevant predictors, possibly because
of a data collection lag. We also contribute to the state of the art by identifying an
exploratory typology of countries that we interpret as four digital risk cultures, each
with a distinctive profile of concerns and with regional specificity.

2. Literature Review
2.1. Technological Capital and Digital Habitus

Concerns about digital technologies can have individual and a collective dynamics
underlined by ambivalence. At an individual level, technological capital [4] could account
for observed risk perceptions. This extension of Bourdieu’s concept of capital refers to
the resources that individuals hold, enabling them to engage with digital technology. The
digital habitus of an individual would thus comprise the set of lasting dispositions based
on personal experiences and assimilated perspectives that shape perceptions, appreciations,
and action regarding the digital sphere [5]. The ease with which a person uses online tools,
their digital consumption habits [6], and even their susceptibility or resistance to online
threats are all influenced by their digital habitus. As societies become increasingly digital,
a person’s digital habitus interacts with their technological capital [7], affecting how they
accumulate more of it and how they deploy it in different situations.

In light of Bourdieu’s conceptualization of different social fields and forms of capital,
we could talk about the four dimensions of technological capital [8]. The economic dimen-
sion is related to the availability of assets such as high-performance devices, premium
membership subscriptions, and high-speed internet. The cultural dimension comprises
skills and knowledge about the latest tech evolutions, including matters such as privacy
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issues or having certifications in IT-related fields. Another dimension is represented by
the social technological capital [9], which comprises membership in relevant networks and
groups and having connections with influencers on social media and the tech industry.
Finally, there is symbolic technological capital that captures the prestige of digital expertise
and presence within the digital sphere.

Technological capital can also be classified into embodied, institutionalized, and
material forms of capital. These refer to skills and competences that individuals control as
embodied abilities, to their acquired degrees and certifications, and to their physical and
digital assets, respectively. These forms of capital can be studied indirectly through proxies
such as socio-economic variables and internet use when no direct indicators are available,
such as in the case of the Eurobarometer dataset that we use.

The technological capital of individuals does not exist independently of their social
position. It frequently interplays with their social, cultural, and economic capital, ampli-
fying or attenuating the positives and negatives connected with each. For example, an
individual with high economic capital can easily invest part of it in material technological
capital, while an individual with strong social capital and limited technological capital
might struggle to maintain their network of influential connections. Consequently, the
conceptual relationship between technological capital and socio-economic variables is
strong, which makes it possible to use the latter as proxy indicators for the former.

Frequency of internet use is a good measurement of embodied technological capital, as
it implies familiarity and comfort with digital tools and services. This form of technological
capital is also indirectly revealed in the age and the gender of an individual. The younger
generations have been socialized as “digital natives”, growing up immersed in the digital
world and exhibiting intuitive interaction skills with it. Gender is also associated with
STEM skills and digital savvy, though in variable forms and intensities, as boys and men
are often more encouraged than girls and women to become acquainted with technologies
and to invest in them emotionally.

Education indicates primarily a form of institutionalized technological capital, being an
indicator of formal training and instruction in digital skills. Embodied technological capital
could also be observed indirectly through education, social class, and community size, as
they shape one’s encounters with the latest digital advancements. Furthermore, along with
the more direct proxy estimates of material technological capital through social class and
community size, gender can also act as a proxy due to the existing economic inequalities.

2.2. Risk Society and Digital Development

Beck’s “Risk Society” theory highlights the transforming nature of contemporary
dangers and how they alter societal perceptions and priorities of digitalization [10]. The
Human Development Index (HDI), the Global Cybersecurity Index (GCI) and the Digital
Economy and Society Index (DESI) can be used as proxy indicators for the risk society.
HDI captures socio-economic development, which is strongly linked to digital technology
advancements [11], while DESI and GCI reveal society’s digital engagement and cyber-
security preparedness, respectively. Analyzing how each component relates to the risk
society formulates the basis for our second research question, which explores ambivalent
relationships between digitalization and digital risks, at a collective level.

The first dimension of HDI is life expectancy at birth. This strongly relates to the
medical infrastructure and other life sectors such as the food industry or work environment
safety, all dependent on and enhanced by digital technologies. Mean years of schooling
and expected years of schooling represent the second dimension of HDI. Higher levels of
education can accommodate an advanced curriculum on technologies and their multifold
impact on society [12]. The third dimension, GNI per capita, indicates economic prosperity.
These financial resources are at the risk of being targeted through cybercrime, but they also
provide means for developing increased security infrastructures.

The Global Cybersecurity Index (GCI) captures how well a society is equipped to
withstand cybersecurity issues from five different dimensions. The first one assesses
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the degree to which the legal system regulates data protection, critical infrastructures,
and cybercrime. The next dimension focuses on national technical capabilities such as
handling incidents by a Computer Incident Response Team (CIRT) and having Child Online
Protection Reporting mechanisms. The third dimension watches for national cybersecurity
strategies and agencies or organizations, with an additional oversight in online child
protection. Another dimension measures capacity development such as conducting cyber-
awareness initiatives, fostering R&D programs, and cultivating national cybersecurity
industries. The last dimension assesses cooperation in the form of partnerships and
bilateral or multilateral agreements between agencies, firms, and countries.

Moving forward to DESI, its first dimension is represented by Connectivity. Highly
connected infrastructures introduce risks related to cyberattacks and the spread of misinfor-
mation. Conversely, digital coordination helps mitigate such issues. The second dimension
is Human Capital focused on digital skills [13]. This simultaneously indicates a stronger
reliance on digital technologies that could represent vulnerabilities, and a higher knowl-
edge of secure digital practices that offer protection. Use of Internet Services by citizens
represents the third DESI dimension. High internet engagement may create an increased
access to knowledge and a higher digital footprint along with increased digital exposure,
leading to cybersecurity and privacy issues [14]. The fourth dimension is Integration of
Digital Technology by businesses. A digitalized private sector is more efficient and can
accommodate new business models while being at the risk of data breaches and economic
espionage. Digital Public Services is the fifth dimension of DESI, and higher digitalization
poses a similar threat as the previous dimension. Digitalization brings risks such as data
breaches and system failures.

2.3. Previous Studies on Public Perception of Privacy and Cybersecurity Issues

To our knowledge, at the date of manuscript submission (December 2023), there were
no other studies that analyzed Eurobarometer 96.1 information concerning cybersecurity
concerns, though Matefi [15] discusses Europeans’ perceptions of their digital rights based
on the same survey.

Still, a series of authors have analyzed other Eurobarometers and dedicated surveys
concerning cybersecurity and privacy concerns. For example, Lee and Wang [16] analyzed
Eurobarometer 2019 data on cybersecurity fears, identifying two types of Europeans based
on individual levels of online activity and cybersecurity behavior (as reported in the survey):
the “at-risk class” (with higher risk) and the “cautious class” (with lower risk). At the
country level, they used as predictors the Global Cybersecurity Index (GCI), GDP per
capita, internet penetration, and proportion of urban population, though only internet
penetration was statistically significant in discriminating between the two groups, with
higher rates leading to higher proportions of the “at-risk” type. The authors also find that, at
the individual level, higher digital skills are, paradoxically, associated with the at-risk class,
probably due to the ambivalent relationship mediated by exposure: “Surprisingly, changes
in passwords, the maintenance of security settings, and concerns about cybersecurity have
all been positively associated with risky Internet users. We speculate that members of the
at-risk class might engage in more online activities, and while this would make them more
predisposed to being targeted online, these individuals are likely also more self-aware
and recognize the potential risks of their actions” (p. 22). In a different analysis of the
same Eurobarometer 2019, Lee and Kim [17] conclude that fear of cybercrime is most
strongly determined by individuals’ prior victimization. This finding is also supported by
a systematic review of fear of cybercrime conducted by Brands and Doorn [18]. This review
also identifies gender as a correlate of cybercrime concerns, with women reporting higher
subjective perceptions of risks, and a positive relationship between cybercrime concerns
and protective measures online, conceptualized as “constrained behavior”.

Zamfirescu et al. [19] have highlighted the ambivalent relationships between online ac-
tivity, experiences of cybersecurity incidents, and concerns and preventive measures taken
to address them, based on Eurobarometer 87.4/2017. Although the items analyzed are
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different from Eurobarometer 2021 studied in this paper, and thus not directly comparable,
the overall findings are consistent with our analysis. They classify European respondents
into four attitudinal clusters, “avoiding”, “engaging”, “wary”, and “aware”. Similarly to
our analysis, they show that socio-demographical differences as regards these types in
relation to gender, age, difficulty of paying bills, and formal education are rather small.
Still, countries differ markedly in the prevalence of the four types. This could possibly
indicate the relevance of distinctive digital risk cultures that underlie individual attitudinal
profiles. Lee and Kim [20] analyze similar data from a 2014 Eurobarometer and classify
respondents into three types: uninformed users, disciplined users, and cautious users. They
also conclude that country-level factors are better predictors of cybersecurity preparedness
than sociodemographic factors, taking into account the GDP per capita and the Global
Cybersecurity Index (GCI) values at the national level. Gomes and Dias [21] take a differ-
ent approach to the Eurobarometer 2017 data, combining individual sociodemographic
variables with internet use and the country-level Global Cybersecurity Index (GCI) into a
multilevel factor model to predict an aggregated value of cybersecurity perceptions. They
find that the GCI is a significant negative predictor for cybercrime risk perception, while
individual-level predictors are significant just for self-confidence in one’s abilities to use
the internet and age (with negative associations) and buying goods online and male gender
(with positive associations). We identify here a similar ambivalent connection, with higher
digital capital indicated by GCI and self-confidence leading to lower concerns, while higher
exposure indicated by online shopping and male gender leading to higher concerns.

In conclusion, previous studies regarding cybersecurity and privacy issues have high-
lighted the ambivalent relationship between technological capital and security concerns.
Higher levels of capital enable effective action and protection, though they rely on more
intense online exposure and experiences, which increase the risk surface. Starting from the
review of the literature, we have chosen to add the DESI to our operationalization of the
risk society, going beyond internet penetration measures studied before (which are also
included in the DESI) and to examine all HDI dimensions, not just the GDP per capita, in
an exploratory effort to find the best predictors that enable a modeling of cybersecurity
concerns at the country level. Each dimension of the HDI, GCI, and DESI captures the
ambivalent and mutual relationship between awareness level, mitigation capacity, and the
outcomes of digital opportunities and threats characteristic of a risk society [22]. This am-
bivalent relationship between opportunities and risks was also highlighted by Bourdieu’s
theory of capital and its application to the digital field on an individual level. By exploring
perceived digital threats through these two conceptual lenses, we will be able to trace how
public opinion on digital risks is shaped.

3. Methodology

This paper is based on a secondary analysis of data collected through the Eurobarome-
ter survey 96.1 from September to October 2021, part of which contains questions regarding
digital rights and principles.

A central point of analysis throughout the paper is constituted by item QB3 “What
worries you most about the increased role of digital tools and the internet in our society?”,
having several answer options: “Use of personal data and information by companies or
public administrations”, “Cyber-attacks and cybercrime such as theft or abuse of personal
data, ransomware (malicious software) or phishing”, “The difficulty of learning new
digital skills in order to take an active part in society (e.g., working or studying online,
online voting)”, “The safety and well-being of children”, “The difficulty some people have
accessing the online world (e.g., persons with disabilities, elderly people, those living in
areas with little or no internet access)”, “The difficulty of disconnecting and finding a good
online/offline life balance”, “The environmental impact of digital products and services”,
“None of the above”, “Other”, and “Don’t know”. Each respondent could opt to choose or
not each of these worries.
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This article contains an individual-level analysis and a country-level analysis which
were discussed comparatively in order to assess whether individual socio-economic status
or the national properties of social structure and culture account more for the variations
seen in digital worries. In the individual-level analysis, several variables were chosen as
proxies for technological capital, including age, gender, age at graduation or present age if
still studying, a dichotomous variable of whether somebody is currently a student or not,
community size, social class, and internet use. For the country-level analysis, the HDI from
2021 and DESI from 2022 were chosen as proxies for the risk society.

The Section 4 includes the most relevant tables, while the Supplementary Material
contains a more comprehensive presentation of findings. First, descriptive indicators of
worries (QB3.1–QB3.7) and socio-demographic variables were obtained. Second, bivariate
correlations were calculated for worries and socio-demographic variables, followed by
correlations between these two categories of variables. Bivariate correlations between
worries and socio-demographic variables were also performed within each of the EU27
countries. Third, two multinomial regression models were developed for predicting each of
the seven worries, and their Nagelkerke Pseudo R-Square was registered. The first model
(M1) includes all the previously mentioned socio-economic variables, while the second
(M2) adds the country as a predictor.

The country-level analysis follows after the individual-level analysis. First, bivariate
correlations were performed between each of the seven worries aggregated at country
level and HDI along with DESI and GCI, both used as composite indices and separate
dimensions. Second, the average mean of each worry for every country was calculated, on
the basis of which an exploratory K-Means cluster analysis at the country level was carried
out. Third, the four obtained clusters were interpreted according to their final cluster centers
and visualized on a radar-style chart. Furthermore, the clustered countries were listed
in a table and visualized on a geographical map. Cluster analysis is useful to overcome
linear modelling by making possible ambivalent typologies that contain categories that
vary along multiple dimensions [1,16,19,23–27].

4. Results

We proceed by first presenting descriptive statistics on the variables that represent
worries captured in the Eurobarometer 96.1. For clarity, we listed them in Table 1 in
descending order of the means. We observe that the order of perceived risk is issues related
to cybersecurity, child safety, privacy, accessibility, life balance, digital literacy, and ecology.

Table 2 presents descriptive information for the socio-demographic variables used as
proxy for individual measures of digital capital.

Next, in Table 3, we present bivariate correlations of the variables that represent
worries and those that were chosen as a proxy for technological capital. In convergence
with previous studies that found a low predictive value of individuals’ socio-demographic
position for their cybersecurity worries, such as Zamfirescu et al. [19] and Lee and Kim [20],
we also find a low correlational relevance between these indicators. The analysis at an
individual level displays rather low correlations, the highest values being 0.23 and 0.20.
We observe that people who use the internet more have a slightly higher awareness of
the dangers posed by cyber-attacks, use of personal data, and the difficulty of finding
an online/offline life balance, on average, though differences highlighted by correlation
coefficients are small. Furthermore, cyber-crime awareness increases with graduation age,
and finding a balance is more of a concern for the younger population.
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Table 1. Descriptive measures of items QB3.1–QB3.7. For all items, minimum value = 0, maximum
value = 1.

Variable Mean

Cybersecurity:
QB3.2 Cyber-attacks and cybercrime such as theft or abuse of personal data, ransomware, or
phishing

0.56

Child safety:
QB3.4 The safety and well-being of children 0.53

Privacy:
QB3.1 Use of personal data and information by companies or public administrations 0.46

Accessibility:
QB3.5 The difficulty some people have accessing the online world 0.41

Life balance:
QB3.6 The difficulty of disconnecting and finding a good online/offline life balance 0.34

Digital literacy:
QB3.3 The difficulty of learning new digital skills in order to take an active part in society 0.26

Ecology:
QB3.7 The environmental impact of digital products and services 0.23

N = 26,521; cases have been weighted for a EU27 representative sample; minimum is 0; maximum is 1; because
the variables are dichotomous, we do not report the standard deviation, which is redundant with the mean.

Table 2. Descriptive measures of socio-demographic variables.

Variable N Minimum Maximum Mean Std. Deviation

Age 26,514 15 98 49.61 18.684
Gender 26,515 0 1 0.48 0.500
Age at graduation or present age 26,154 0 93 19.60 5.476
Student dummy variable 26,154 0 1 0.09 0.289
Community 26,516 1 3 1.98 0.752
Social class 26,019 1 5 2.49 0.976
Internet use 26,521 1 7 6.21 1.742
Valid N (listwise) 25,654

Table 3. Bivariate correlations between worries (QB3.1–QB3.7) and socio-demographic variables.

Variables Age Gender Graduation
Age

Student
Status

Community
Size

Social
Class

Internet
Use

Privacy −0.10 *** 0.06 *** 0.10 *** 0.02 ** 0.02 ** 0.05 *** 0.17 ***

Cybersecurity −0.12 *** 0.04 *** 0.14 *** 0.06 *** 0.01 0.09 *** 0.23 ***

Digital
literacy 0.05 *** −0.02 *** −0.05 *** −0.04 *** 0.00 −0.04 *** −0.01 *

Child safety −0.02 *** −0.06 *** −0.01 −0.02 *** −0.01 −0.02 *** 0.05 ***

Accessibility 0.00 −0.03 *** 0.03 *** −0.01 0.01 0.01 0.07 ***

Life balance −0.20 *** 0.02 *** 0.10 *** 0.10 *** 0.05 *** 0.09 *** 0.16 ***

Ecology −0.08 *** 0.00 0.05 *** 0.05 *** 0.05 *** 0.07 *** 0.08 ***

N is between 26,019 and 26,521; statistically significant coefficients are marked with bold; p ≤ 0.05 is marked *;
p ≤ 0.01 is marked **; p ≤ 0.001 is marked *** Coefficients larger than 0.1 in absolute value are marked with bold.

The final step of the individual-level analysis is represented by multinomial analysis
with two models, M1 and M2. Table 4 presents the obtained Pseudo R-Square Nagelkerke
model values for the prediction of each digital worry. The low Nagelkerke values are not
surprising, since correlations also produced rather low values. We observe that introducing
the country as a predictor in the second model increases the Nagelkerke values for some of
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the predicted digital worries, reaching the highest value for concerns about cybersecurity.
The country captures cultural and infrastructural differences, accounting for variation in
cybersecurity concerns that has been explained in previous studies through macro-level
indicators such as the GCI or internet penetration, as documented by Lee and Wang [16],
Lee and Kim [20], and Gomez and Dias [21].

Table 4. Multinomial regression models: summary of Pseudo R-Square Nagelkerke values.

Models Privacy Cybersecurity Digital
Literacy Child Safety Accessibility Life Balance Ecology

Model 1:
Socio-demographic variables +
Internet use

0.04 0.08 0.01 0.01 0.01 0.07 0.02

Model 2:
Socio-demographic variables +
Internet use +
Country

0.06 0.12 0.04 0.04 0.04 0.08 0.05

Socio-demographic variables: age, gender, graduation age, student status, community size, and social class.

The country-level analysis displays more intense correlation values between worries
and risk society proxies, rather than individual-level technological capital proxies. Within
the section of Table 5 where HDI correlations are presented, we observe that aggregated
country-level cybersecurity concerns strongly correlate with the income and education
components. The digital literacy concern is more characteristic of lower-income countries.
Furthermore, the accessibility concern is more often found in countries with higher-quality
health systems, possibly a proxy for more solidaristic societies. Regarding the DESI cor-
relations, the human capital, tech integration, and public service components strongly
correlate with perceived cybersecurity risks and negatively correlate with digital literacy
concerns. Concerns with the ecological impact are negatively correlated with the education
component of HDI and with the public service component of DESI, which might indicate
the higher trust and optimism in societies with higher levels of development on their
society’s capacity to handle the environmental impact of digital technologies. Still, most
GCI dimensions and its aggregated value do not correlate with digital concerns at the
country level. Only its legal and organizational measures components correlate positively
with public concerns for digitalization’s impact on child safety, possibly indicating the
influence of public debates and controversies on this topic in countries with stronger legal
and organizational policies for regulating the impact of digital technologies. It is also
possible that the lower correlation values for GCI are derived from its two-year lag, since
the latest available values are from 2020, while DESI values are available from 2022.

Figure 1 includes a visual representation of the pattern of associations between human
development (HDI) and digitalization (DESI) and digital concerns, at the country level.

Figure 2 presents scatterplots for the highest correlation values at country levels,
respectively, the HDI and DESI indices with public concerns with cybersecurity. The strong
correlations derive from a linear relationship that can be noticed when country values are
plotted against each other.

In the next step of our analysis, we performed an exploratory K-Means cluster analysis
using the mean values of each worry at a country level. Previous typological analyses
at the individual level highlighted two poles of high- and low-security exposure [16],
with finer classifications capturing ambivalent intermediary types [19,20]. We opted for a
four-class typology, which also included intermediary types of cultures of digital risks that
combine high levels of concern on some dimensions with lower levels on other dimensions.
Table 6 shows the obtained final clusters which we interpreted as distinctive digital risk
cultures, using their specific profile of perceived risks and concerns. We proposed a name
for each risk culture, taking into account its main focus. The table header contains the
proportions of each configuration within the total EU27 population and the number of
member countries, along with its distinctive characteristics. Figure 3 presents the obtained
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values on a radar-style chart in order to better compare the four cultural profiles along the
seven explored dimensions.

Table 5. Bivariate correlations between digital concerns (QB3.1–QB3.7) and HDI and DESI indices
and components.

Index/Digital
Concerns: Privacy Cybersecurity Digital

Literacy Child Safety Accessibility Life Balance Ecology

HDI 2021—Total index 0.46 * 0.77 ** −0.49 ** 0.32 0.41 * 0.44 * −0.13

HDI Health component 0.49 ** 0.52 ** −0.21 0.38 * 0.60 ** 0.38 0.09

HDI Education
component 0.30 0.66 ** −0.48 * 0.11 0.12 0.34 −0.43 *

HDI Income
component 0.30 0.73 ** −0.56 ** 0.29 0.27 0.34 0.02

DESI 2022—Total index 0.31 0.83 ** −0.60 ** 0.30 0.34 0.29 −0.29

DESI Human capital
component 0.29 0.84 ** −0.59 ** 0.32 0.34 0.38 −0.28

DESI Connectivity
component 0.27 0.41 * −0.27 0.09 0.37 0.37 0.08

DESI Tech integration
component 0.37 0.77 ** −0.42 * 0.23 0.50 ** 0.31 −0.26

DESI Public service
component 0.16 0.70 ** −0.64 ** 0.32 0.05 0.05 −0.39 *

GCI 2020—Total index −0.03 0.25 −0.25 0.16 0.26 0.03 −0.10

GCI Legal measures 0.11 0.36 −0.37 0.41 * 0.27 0.11 −0.13

GCI Technical
measures −0.20 0.28 −0.30 0.06 0.07 −0.05 −0.18

GCI Organizational
measures 0.25 0.28 −0.26 0.48 * 0.04 0.06 0.01

GCI Capacity
development 0.05 0.16 −0.06 0.06 0.33 0.22 0.05

GCI Cooperative
measures −0.23 −0.07 −0.04 −0.25 0.34 −0.16 −0.17

N is 27; statistically significant coefficients are marked with bold; p ≤ 0.05 is marked *; p ≤ 0.01 is marked **.
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Table 6. Cluster analysis results that highlight four digital risk culture profiles. The highest values
per row are marked in bold.

Variables

Digital Risk Culture 1:
Emerging

Digital Concerns
32% (6 Countries)

Digital Risk Culture 2:
Focus on

Inclusivity
19% (7 Countries)

Digital Risk Culture 3:
Focus on
Harms

42% (11 Countries)

Digital Risk Culture 4:
High

Digital Concerns
7% (3 Countries)

Privacy 0.40 0.46 0.45 0.52

Cybersecurity 0.45 0.49 0.62 0.80

Digital literacy 0.31 0.30 0.21 0.18

Child safety 0.46 0.62 0.58 0.51

Accessibility 0.36 0.43 0.35 0.53

Life balance 0.30 0.35 0.34 0.37

Ecology 0.25 0.22 0.21 0.17

Header percentages represent proportions of each cluster from the EU27 population; the values represent final
cluster centers; convergence was obtained on iteration 3. The largest values on each row, which define the
specificity of the cluster, are marked with bold.

We notice that there are differences as well as commonalities between the four cultures
of digital concerns. Cybersecurity ranks very high for all risk cultures, together with
child safety and privacy, while ecological impact of digital technologies ranks lowest, with
digital literacy and life balance having generally a low priority. Beyond these shared
priorities, each culture has a distinctive focus. Countries with emerging digital concerns are
specific in their relatively higher preoccupation with digital literacy, while countries with a
focus on inclusivity prioritize child safety, accessibility, and digital literacy relatively more.
Countries that focus on harm emphasize cybersecurity and child safety even more, while
countries with high digital concerns are distinctive through their relative preoccupation
with cybersecurity, accessibility, and privacy (see a synthesis in Table 7).

The following map shown in Figure 4 geographically delineates the identified digital
risk cultures, and Table 7 contains the list of countries belonging to each configuration along
with their highest concerns, listed in decreasing order of relevance within each cluster. The
worries that are specific for each culture, by comparing them with the others, are marked
with bold. Colors are only used to distinguish between cultural clusters, and numbering
does not imply an ordinal type of variable.
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Table 7. Countries belonging to each digital culture cluster.

Culture
Digital Culture 1:

Emerging
Digital Concerns

Digital Culture 2:
Focus on

Inclusivity

Digital Culture 3:
Focus on
Harms

Digital Culture 4:
High

Digital Concerns

Digital concerns

Child safety
Cybersecurity

Privacy
Accessibility

Digital literacy
Life balance

Ecology

Child safety
Cybersecurity

Privacy
Accessibility
Life balance

Digital literacy
Ecology

Cybersecurity
Child safety

Privacy
Accessibility
Life balance

Digital literacy
Ecology

Cybersecurity
Accessibility

Privacy
Child safety
Life balance

Digital literacy
Ecology

Countries

Bulgaria
Hungary

Italy
Poland

Romania
Slovakia

Austria
Croatia
Cyprus
Greece

Portugal
Slovenia

Spain

Belgium
Czech Republic

Denmark
Estonia
France

Germany
Latvia

Lithuania
Luxembourg

Malta
Republic of Ireland

Finland
Sweden

The Netherlands

Worries are listed in decreasing order by level of concern within the cluster; specific worries that are higher for
each cluster in comparison with the other clusters are marked in bold; countries are listed in alphabetical order.

5. Discussion

The empirical data show that concerns over digital technologies emerge at a national
and regional cultural level rather than as individual attitudes related to personal socio-
economic status. These cultures of digital risks could stem from the complex interplay of
the forces present in a risk society as well as elements such as the system of social norms
and policies, values, and structures.

The risk society theory discusses the ambivalent connection between risk perception
and social development. At a European level, we observe that the analyzed digital concerns
are rather frequent, presenting a mean between 56% (around one in two people fear
cybercrime) and 23% (around one in four fear an environmental impact of digital tech).
This finding is in line with the EU being regarded as a highly developed digital arena,
though with variations between different countries and social categories, where leading
tech innovations and regulatory frameworks exhibit the dynamics characteristic of modern
societies between risk production and management.

There are variations in the proportion of people that are worried about different digital
risks at a European or country level. High concerns over cybersecurity, privacy, and child
safety and wellbeing might reflect the perceived severity of negative outcomes. Other risks
related to inclusivity, life balance, and the environment might be eclipsed in comparison
regarding the perceived immediacy, personal experience, and broader social narratives of
technological progress.

We observe that cybersecurity concerns strongly correlate with higher HDI and DESI
and with their components, especially the income component of HDI and the human capital
component of DESI. This further supports Beck’s theory of risk production and perception
in technologically advanced societies, as these people have more at stake to lose and also a
higher awareness of consequences.

Privacy concerns seem to be related to a developed health sector, probably due to the
sensitivity of such data and also to the type of society reflected by this indicator. To a lesser
degree, this positive correlation is also observed in the tech integration component of DESI,
as highly digitalized infrastructures also represent a possible system vulnerability. Privacy
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concerns are lower when compared to cybersecurity, probably also because the EU is a
leading policymaker in this area.

Accessibility shows a correlation pattern similar to privacy concerns but even stronger.
Probably as health care standards rise, so too does the awareness towards digital inclusivity.
And as integration of digital technologies becomes ubiquitous, so too does the fear of
leaving behind certain individuals.

Digital literacy presents strong negative correlations with the HDI and DESI, especially
with the economic component of HDI and the public service component of DESI. This might
reflect the higher fear of the less digitally advanced populations of being left behind along
with the trust of the digitally developed countries in the IT&C education opportunities.

Child safety, life balance, and ecology present overall lower correlation scores with
country development indicators. Child safety is probably a universal concern not strongly
related to development. Life balance concerns seem to arise more frequently in highly
developed nations, while ecological concerns negatively correlate with educational devel-
opment and digitalization of the public service. An explanation might be that the life pace
in digitalized societies is sometimes disruptive to emotional health while these societies
also better mitigate the ecological impact of such technologies.

The Eurobarometer data reveal four digital cultures that present distinctive profiles re-
garding perceived digital threats. The first digital culture we have identified extends within
the geographical space of Central–Eastern Europe and Italy. The level of concerns within
this culture is typically lower than the others, and the risk perception seems balanced across
categories. This could be explained by these countries experiencing a transitional phase in
their digital development. There is a slight emphasis on child safety and cyber-crime issues.
The awareness of problems of privacy and accessibility proves the acknowledgement of
challenges related to institutions and infrastructure.

The second digital culture is characteristic of Southern Europe and some Central
European countries. It is characterized by a moderate overall concern profile with a focus
on inclusivity. These countries place a higher emphasis on the safety and well-being of
children along with a balanced online/offline life, possibly due to the cultural specifics.
Furthermore, worries regarding accessibility for vulnerable populations stand out and
suggest potential gaps in policy and infrastructure that need to be addressed. Medium-level
concerns might suggest an awareness of the benefits of technological integration along with
the acknowledgement of the pitfalls of possible disruptions.

The third digital culture occupies the space of Western Europe and includes the Baltic
States and the Czech Republic. These countries also exhibit an intermediate level of digital
concerns with an emphasis on possible harms of digitalization, as more advanced digital
development creates awareness regarding the less anticipated risks. This deeper under-
standing of the complex influences of technologies is also reflected in the reduced concerns
regarding digital literacy. The main characteristics of this region are a pronounced concern
about cybersecurity issues followed by the safety of children online and lower concerns
regarding digital skills. This is the mark of nations with advanced digital infrastructures
and citizens with a consolidated digital education.

The fourth digital culture is spread across Northern Europe, where nations are some
of the most digitally advanced in the world. Across these nations there is an extremely
high level of concern about cyber-attacks and cybercrime. This can be explained by the
advanced integration of digital services into daily life, which increases risk perception.
Their second concern is accessibility, which is interesting given the actual level of develop-
ment and indicates their high inclusivity standards. This region showcases Beck’s idea of
manufactured risks at its peak, having the highest exposure to sophisticated digital threats.
While vigilant of the implications of cyberattacks, this cluster that represents the higher end
of the spectrum of technological capital seems relatively comfortable with the evolution of
the digital landscape related to environmental health.

Additional metrics that capture more dimensions of social development can enhance
the understanding of variations in public attitudes towards cybersecurity and privacy
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across nations. These dimensions could be derived from a comprehensive framework that
incorporates economic, cultural, political, and social elements; each of these components
may influence the way the public perceives and reacts to matters pertaining to cybersecurity
and privacy. As an illustration, the economic stability of a nation could be quantified using
a Socio-Economic Stability Index, which incorporates indicators such as employment rates,
income inequality, and economic expansion. This is a fundamental component that could
shape the way the general public perceives technology and security. Societies character-
ized by greater economic stability may allocate greater resources towards technological
infrastructure and education, resulting in heightened consciousness and comprehension of
cybersecurity vulnerabilities. On the contrary, in economies characterized by lower levels
of stability, the emphasis on pressing economic concerns may eclipse the significance at-
tributed to cybersecurity, thereby resulting in a diminished level of public attention towards
these matters. The perception and response of populations to cybersecurity risks could
be impacted by societal attitudes toward technology, which include trust in technological
advancement and openness to adopting new technologies. This could be quantified using
an index of Cultural Orientation towards Technology. Cultures that demonstrate a greater
propensity to embrace technological advancements are more likely to adopt cybersecurity
measures in a proactive manner. The public’s perception of the government’s transparency
and level of trust, as assessed by a Government Transparency and Trust Index, could have
a bearing on their attitudes towards cybersecurity initiatives lead by the state. A metric
that quantifies the degree of community engagement and social cohesion could be a Social
Cohesion and Community Engagement Score. Generalized trust is important in facilitating
collaborative reactions to cybersecurity risks. Strong social cohesion increases the likelihood
that members of a society will collaborate to defend against cyber threats and encourage
communal protective behaviors. The degree to which a nation guarantees civil liberties
and personal freedoms could be assessed by a Civil Liberties and Personal Freedoms Index;
this, in turn, could influence public perceptions of privacy and cybersecurity. Societies
that enjoy greater freedoms frequently prioritize personal privacy to the extent that they
are more vigilant and responsive to cybersecurity threats that have the potential to violate
these liberties. Conversely, civil liberties that are restricted may engender a diminished
level of public opposition towards intrusive cybersecurity protocols. A Globalization and
International Connectivity Index, measuring the degree to which a nation is integrated
into global networks for trade, travel, and communication, could capture the correlations
between globalization and vulnerability to and awareness of global cybersecurity issues.
Countries with extensive connectivity are more prone to confronting a wide range of cyber-
security challenges; consequently, they may possess a more sophisticated comprehension
and apprehension regarding these matters. Lastly, a factor of Historical Experience with
Technology and Security Incidents would consider the ways in which a nation’s prior
encounters with security incidents associated with technology have influenced its present-
day public sentiments and policies concerning cybersecurity. Nations with a history of
substantial cybersecurity threats are more likely to possess a heightened level of awareness
and more comprehensive policies regarding these risks. Conversely, countries without
such a background may not perceive these threats with the same severity.

6. Conclusions

The article explores the configuration of digital concerns within the EU nations, a
political and cultural space leading in innovation and digital policymaking. The importance
of the research stands in discussing social forces that shape technology acceptance and
risk awareness, two factors that sustain building a resilient society within the advanced
digital landscape of the EU. The study investigates seven digital concerns related to privacy,
cybersecurity, digital literacy, child safety and wellbeing, accessibility, online/offline life
balance, and environmental impact.

The Section 1 is focused on two key concepts, namely Bourdieu’s capital adapted
to the technological field and Beck’s risk society with its ambivalent links between risk
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creation, mitigation, and perception. The Section 3 describes the Eurobarometer variables
which are used as proxies for the technological capital within an individual-level analysis
and those used as proxies for a risk society at a national aggregate level. Technological
capital is operationalized through socio-economic variables and internet use that represent
embodied, institutionalized, and material forms of capital. The indicators for the risk
society that were explored comprise the HDI and DESI.

The Section 3 also presents the operations performed on the data including deter-
mining frequencies, computing bivariate correlations, exploring multinomial regression
models, and classifying digital cultures through cluster analysis. The results revealed an
accentuated variability in concerns at a national level rather than at an individual level.
This implies that elements such as digital infrastructures, national policies, and broader
narratives shape perceptions of the impact of technologies, rather than the digital habitus
dependent on personal technological capital.

The main findings include a strong positive correlation between fear of cyberattacks
and high digital development which supports Beck’s theory regarding risk perception
due to high exposure, deeper understanding, and irreversibility of impact. There is also
a strong correlation between reduced digitalization and levels of digital literacy which
further sustains the risk society theory and highlights the fear of being left behind. The
cluster analysis at country level revealed four distinct digital cultures, each characterized
by configurations of reduced concerns, moderate concerns with a focus on inclusivity,
moderate concerns with a focus on harm, and high concerns. The specific digital risk
awareness profiles align with four regions of the EU, revealing economic, political, and
cultural forces that shape concerns at the national and regional levels.

One limitation of the research is with respect to the spread of the data, which is
limited to the 27 countries of the EU. Even if culturally heterogeneous, the EU has a high
cooperation between nations and a common strategy for technological innovation and
good governance. Furthermore, studies are needed to analyze how these findings relate
to the emergence of digital risk awareness within other nations around the globe. The
second limitation of the study refers to the use of proxy variables for technological capital
and risk society, as more direct measurements were not included in the Eurobarometer. A
dedicated survey could better capture the distinctive social forces that shape public opinion
on digital risks.
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Abstract: Fully homomorphic encryption (FHE) cryptographic systems enable limitless computa-
tions over encrypted data, providing solutions to many of today’s data security problems. While
effective FHE platforms can address modern data security concerns in unsecure environments, the
extended execution time for these platforms hinders their broader application. This project aims
to enhance FHE systems through an efficient parallel framework, specifically building upon the
existing torus FHE (TFHE) system chillotti2016faster. The TFHE system was chosen for its supe-
rior bootstrapping computations and precise results for countless Boolean gate evaluations, such
as AND and XOR. Our first approach was to expand upon the gate operations within the current
system, shifting towards algebraic circuits, and using graphics processing units (GPUs) to manage
cryptographic operations in parallel. Then, we implemented this GPU-parallel FHE framework into a
needed genomic data operation, specifically string search. We utilized popular string distance metrics
(hamming distance, edit distance, set maximal matches) to ascertain the disparities between multiple
genomic sequences in a secure context with all data and operations occurring under encryption. Our
experimental data revealed that our GPU implementation vastly outperforms the former method,
providing a 20-fold speedup for any 32-bit Boolean operation and a 14.5-fold increase for multiplica-
tions.This paper introduces unique enhancements to existing FHE cryptographic systems using GPUs
and additional algorithms to quicken fundamental computations. Looking ahead, the presented
framework can be further developed to accommodate more complex, real-world applications.

Keywords: fully homomorphic encryption; GPU parallel operations; secure computation on GPU;
parallel FHE framework; secure string search using FHE

1. Introduction

In recent times, the study of fully homomorphic encryption (FHE) [1] has been a
significant area of cryptographic research. FHE cryptosystems, renowned for their robust
security assurances, are characterized by their ability to carry out numerous operations on
encrypted data. As there is a growing demand for data-oriented applications designed to
manage confidential human data, the notion of computing within the scope of encryption
emerges as increasingly prevalent [2–4]. As such, FHE presents a perfect cryptographic
solution to these privacy issues by facilitating arbitrary operations on encrypted data within
an untrusted computational setting.

Despite the security provided by the cryptosystem, FHE’s performance speed is a
drawback for routine computations, leading to its limited adoption and scant real-world
applications. For instance, a roughly 7-s duration is required to add two 32-bit encrypted
numbers, while multiplication operations are notably slower, taking about 8 min (Table 1).
To encourage the broader utilization of FHE in real-world applications, improvements to
its speed are imperative—this can be achieved either through theoretical techniques to cut
back on computational complexity or through simultaneous operations.
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Our study suggests a parallel framework for executing FHE computations using graph-
ics processing units (GPUs). Over the years, GPU technology has significantly contributed
to various machine learning algorithms by expediting model training processes over exten-
sive datasets. Following a similar approach, we tap into the multicore features of GPUs
and propose a parallel FHE framework that uses the torus FHE (TFHE) cryptosystem [5].

Our goal is to apply the proposed FHE operations to genomic data and assess the
framework’s efficiency. Previously, when genomic data were processed in plain text without
any protective measures, numerous safety issues surfaced [6,7]. Therefore, encrypting
data during storage or computation should enhance security in case of a data breach or
compromised system. Furthermore, we plan to enhance the proposed framework to include
three common string search functions: hamming distance, edit distance, and set-maximal
matches. These search functions hold crucial significance for applications such as ancestry
search [8] and similar patients query [9,10], often involving confidential personal data. The
effectiveness of these search operations is critically important, illustrated by their recent
use in solving a high-profile crime case, the ’Golden State Killer’ [11].

Contributions

Our study can be principally divided into two phases: (a) the development of a
parallel fully homomorphic encryption (FHE) computation framework and (b) the exe-
cution of string search operations using our proposed framework. We outline our chief
contributions below:

• We primarily expand Boolean gates (i.e., XOR, AND, etc.) from an existing FHE
framework [12] to secure algebraic circuits comprising addition and multiplication.

• Taking full advantage of the latest enhancements in GPU architecture, we introduce
parallel FHE operations. We further propose several enhancement methods, like bit
coalescing, compound gates, and tree-based additions, for the execution of the secure
algebraic circuits.

• We conducted a series of experiments to contrast the execution time of the sequential
TFHE [12] with our proposed GPU parallel framework. Data from Table 1 demonstrate
that our proposed GPU parallel method is 14.4 and 46.81 times quicker than the
existing technique for standard and matrix multiplications, respectively. We also
compared our performance with existing GPU-based TFHE frameworks, such as
cuFHE [13], NuFHE [14], and Cingulata [15].

• Lastly, we focused on different string search operations in the genomic dataset (ham-
ming distance, edit distance, and set-maximal matches) and executed them under
encryption. Experimental outcomes reveal that the framework requires approximately
12 min to execute hamming distance and set-maximal matching on two genomic
sequences with 128 genomes. In addition, for 8 genomes, the framework takes 11 min
for an edit distance operation, significantly improving from the previous 5 h attempt
by Cheon et al. [16].

Table 1. Comparison of the execution times (seconds) of our CPU and GPU framework for 32-bit
numbers with TFHE [17], cuFHE [13], NuFHE [14], and Cingulata [15] (vector/matrix length of 32).

Gate Op.
Addition Multiplication

Regular Vector Regular Matrix (min)

GPU-parallel 0.07 1.99 11.22 33.93 186.23

CPU-parallel 0.50 7.04 77.18 174.54 2514.34

TFHE [12] 1.40 7.04 224.31 489.93 8717.89

cuFHE [13] - 2.03 - 132.23 -

NuFHE [14] - 4.16 - 186 -

Cingulata [15] - 2.16 - 50.69 -
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In this work, we extend our previous work [18] on a CPU–GPU-parallel FHE frame-
work. Notably, existing GPU-enabled TFHE libraries, cuFHE [13] and NuFHE [14], have
implemented TFHE Boolean gates using GPUs, whereas our goal was to construct an
optimized arithmetic circuit framework. Our design choices and algorithms reflect this
improvement, and as a result, our multiplications are around 3.9 and 4.5 times faster than
cuFHE and NuFHE, respectively. The code is readily available at https://github.com/
UofM-DSP/CPU-GPU-TFHE (accessed on 4 January 2024).

The rest of this work is organized as follows: We discuss the required background
of the work in Section 2. Section 3 discusses the underlying methods including the GPU-
parallel framework and the string search operations using such parallel operations. In
Section 4, we show the experimental analysis, whereas Section 5 discusses it in detail.
Section 6 presents the related works, and finally, this work is concluded in Section 7.

2. Background

In this section, we describe the employed cryptographic scheme, TFHE [12], and later
define the string search problem.

2.1. Torus FHE (TFHE)

In this study, we utilize torus fully homomorphic encryption (TFHE) [12], where
plaintexts and ciphertexts are defined over a real torus, T = R/Z, a set of real numbers
called modulo 1. Ciphertexts are built through learning with errors (LWE) [19] and are
expressed as torus LWE (TLWE). Here, an error term, taken from a Gaussian distribution,
χ, is integrated into each ciphertext. When we consider a key size (dimension) of m ≥ 1, a
secret key present in an m-bit binary vector, and an error part of the chi distribution, an
LWE sample is denoted as (a, b). Here, a signifies a vector of torus coefficients of length m
(key size), with each element ai derived from the uniform distribution over the real torus,
and b = a · s + e.

The error term (e) in the LWE sample increases and proliferates with the number of
operations (for instance, addition, multiplication). Therefore, the bootstrapping technique
is used to decrypt and renew the ciphertext’s encryption to mitigate the noise.

TFHE views binary bits as plaintext, producing LWE samples as ciphertexts. Con-
sequently, computations of LWE samples (Ln) in ciphertext are equivalent to binary bit
computations in plaintext. By translating binary vector representations of integer numbers
into LWE sample vectors, we can represent encrypted integers. For instance, an encrypted
version of an n-bit integer would be an n-LWE sample. Hence, the operations of a binary
addition circuit between two n-bit numbers can parallel the equivalent operations on
LWE samples of encrypted integers. In this paper, we use the terms bit and LWE sample
interchangeably, and we select TFHE for the following reasons:

• Fast and Exact Bootstrapping: TFHE provides the fastest exact bootstrapping requiring
around 0.1 s. Some recent encryption schemes [20,21] also propose faster bootstrap-
ping and homomorphic computations in general. However, they do not perform
exact bootstrapping and are erroneous after successive computations on the same
ciphertexts.

• Ciphertext Size: Compared with the other HE schemes, TFHE offers a smaller cipher-
text size as it operates on binary plaintexts (only 32 kb compared to 8mb for one 32-bit
number). Nevertheless, this minimal storage advantage allows us to utilize the limited
and fixed memory of GPU when we optimize the gate structures.

• Boolean Operations: TFHE also supports Boolean operations that can be extended to
construct arbitrary functions. These binary bits can then be operated in parallel if their
computations are independent of each other.

Current Approach: The existing application of TFHE includes foundational crypto-
graphic functions like encryption, decryption, and all binary gate operations [12]. Notably,
despite the somewhat sequential calculation of gates in the original application, the base ar-
chitecture employs advanced vector extensions (AVXs) [22]. AVX, an enhancement to Intel’s
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x86 instruction set, supports parallel vector operations. The bootstrapping process calls for
substantial fast Fourier transform (FFT) operations that grow in complexity in O(n log n).
The current model uses the Fastest Fourier Transform in the West (FFTW) [23], which
inherently incorporates AVX.

Why TFHE? Several attempts have been made to enhance the performance and numer-
ical operations of FHE [24–26], which are critical to our work (refer to Section 6 for details).
Among the most prominent FHE schemes, torus FHE (TFHE) successfully delivers an
arbitrary depth of circuits with a faster bootstrapping technique. Furthermore, it demands
less storage compared with other encryption models (Table 8, available in related works
for comparison). With TFHE, the plaintext message space is binary, which means that
computations are entirely based on Boolean gates. Every gate operation necessitates a
bootstrapping procedure in gate bootstrapping mode.

Why GPU? Most FHE schemes build upon the learning with errors (LWE) principle.
In this context, plaintexts encrypted with polynomials can be portrayed using vectors.
Hence, most calculations operate on vectors, making them highly parallelizable. In contrast,
graphics processing units (GPUs) offer a vast number of computing cores, more so than
CPUs. These cores can therefore effectively compute parallel vectors operations. Thus,
these cores can be employed to parallelize FHE computations. It is crucial, however, to take
into account the fixed and limited memory capacity of GPUs (8–16 GB) and their relative
computing power compared with a CPU core. For in-depth comparisons, readers may refer
to the Appendix A of this paper.

2.2. Sequential Framework

In this section, we present a brief overview of the sequential arithmetic circuit con-
structions using Boolean gates as background, which we extend later.

2.2.1. Addition

A carry-ahead 1-bit full adder circuit takes two input bits along with a carry to compute
the sum and a new carry that propagates to the next bit’s addition. Therefore, in a full
adder, we have three inputs as ai, bi, and ci−1, where i denotes the bit position. Here, the
addition of bit a1 and b1 in A, B ∈ Bn requires the carry bit from a0 and b0. This dependency
enforces the addition operation to be sequential for n-bit numbers [27]. In this work, we
also used half adders for numeric increments and decrements.

2.2.2. Multiplication
Naive Approach

For two n-bit numbers, A, B ∈ Z, we multiply (AND) the number A with each bit bi ∈ B,
resulting in n numbers. Then, these numbers are left shifted by i bits individually,
resulting in [n, 2n]-bit numbers. Finally, we accumulate (reduce by addition) the n shifted
numbers using addition.

Karatsuba Algorithm

We consider the divide-and-conquer Karatsuba algorithm for its improved time com-
plexity O(nlog3

) [28]. It relies on dividing the large input numbers and performing smaller
multiplications. For n-bit inputs, the Karatsuba algorithm splits them into smaller numbers
of n/2-bit size and replaces the multiplication with additions and subsequent multiplica-
tions (Line 12 of Algorithm 1). Later, we introduce parallel vector operations for further
optimizations.
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Algorithm 1: Karatsuba Multiplication [28]
Input: X, Y ∈ Bn

Output: Z ∈ B2n

2 if n < n0 then
3 return BaseMultiplication(X, Y)
4 end
5 X0 ← X mod 2n/2

6 Y0 ← Y mod 2n/2

7 X1 ← X/2n/2

8 Y1 ← Y/2n/2

9 Z0 ← KaratsubaMultiply(X0, Y0)
10 Z1 ← KaratsubaMultiply(X1, Y1)
11 Z2 ← KaratsubaMultiply(X0 + Y0, X1 + Y1)

12 return Z0 + (Z2 − Z1 − Z0)2n + (Z1)22n

2.3. CPU-Based Parallel Framework

We propose a CPU framework utilizing the multiple cores available in computers. Since
the existing TFHE implementation uses AVX2, we employ that in our CPU framework.

2.3.1. Addition

Figure 1 illustrates the bitwise addition operation considered in our CPU framework.
Here, any resultant bit ri depends on its previous ci−1 bit. The dependency restricts
incorporating any data-level parallelism in the addition circuit construction.

��−1

��−1 �1

�1

�0

�0

��−2 �0

��

��

��−1

��

��

�0�0�1�1��−1

Figure 1. Bitwise addition of two n-bit numbers, A and B. ai, bi, ci, and ri are the ith-bit of A, B, carry,
and the result.

Here, it is possible to exploit task-level parallelism where two threads execute the
XOR and AND operations (Figure 1) simultaneously. We observed that the time required
to perform such fork-and-join between two threads is higher than that when executing
them serially. This is partially due to the costly thread operations and eventual serial
dependency of the results. Hence, we did not employ this technique for CPUs.

2.3.2. Multiplication

Among the three key operations, AND, left shift, and accumulation (addition), used
in multiplications, AND and left shift can be carried out concurrently. For instance, when
we have two 16-bit numbers, A and B (∈ B16), and four functional threads, we distribute
the AND and left shift operations among these threads.

Conversely, the accumulation operation is more demanding as it requires the execution
of n additions for n-bit multiplication. This operation of accumulating values necessitates
adding and storing values to the same variable, thereby rendering the operation atomic.
As a result, all threads that were engaged in performing the previous AND and left shift
operations must wait for the accumulation to complete. This is known as global thread

37



Information 2024, 15, 40

synchronization [29]. However, due to its computational expensiveness, we avoid using
this approach in any parallel framework.

Instead, we adopted a customized reduction operation within OpenMP [29], which
exploits the globally shared memory (CPU) to store interim results. This approach predicts
the addition of any results upon completion, thus avoiding the need for global thread syn-
chronization and ultimately enhancing performance. We found that this custom reduction
greatly improved performance when compared with the traditional approach of waiting
for threads to complete their tasks, otherwise known as global thread synchronization.

2.4. String Search: Problem Definition

We are proposing privacy-preserving methods to measure string distances using
hamming, edit distance, and set-maximal matching. We define the query string as q,
whereas the target genomic sequence is denoted as y. For simplicity, we assume that all
sequences have an equal number of m genes, where each gene is biallelic. Biallelic genes
are represented as {0, 1}, resulting in a query to be a bit vector where q = [q1, q2, . . . , qm]
as qi ∈ {0, 1}. On the other hand, any target sequence is defined as y = [y1, y2, . . . , ym] as
yi ∈ {0, 1}.

In this problem, the query q and data y are encrypted with a fully homomorphic
encryption (FHE) scheme [12]. Upon encryption, we denote the query as a vector of
encrypted bits and is represented with q. The encrypted data y is hosted in a cloud
environment where a researcher is sending his/her encrypted query. Notably, the target
can be a set of genomic sequences, denoted as Y . The target is to exactly calculate or
approximate a string distance score for q against y under FHE with a certain algorithm,
such as hamming or edit distance. Since it is an asymmetric encryption scheme, we assume
that the cloud server only has access to the public key. On the other hand, the researcher
and data owner have the private key to decrypt the result and encrypt the genomic data,
respectively. The targeted string distance metrics are formally defined below:

Definition 1 (Hamming distance). The hamming distance hd(q, y) measures the difference or
number of genes that are different in two sequences, q and yi: hd(q, y) = ∑k∈[1,m](q[k] 6= y[k]).

Definition 2 (Edit distance). The edit distance ed(q, y) between two sequences (q, y) is defined as
the minimum cost taken over all edit sequences that transform query q into y. That is, ed(x, y) =
min{C(s)|s is a sequence of edit operations (insert, update, or delete) transforming q into y}.

Definition 3 (Set-maximal distance). A set-maximal score or distance sd(q, y) denotes the maxi-
mum number of consecutive matching genes between q and y, which have the following conditions:

1. There exists some index k2 > k1 such that q[k1, k2] = y[k1, k2] (same substring);
2. q[k1 − 1, k2] 6= yi[k1 − 1, j2] and q[k1, k2 + 1] 6= y[j1, j2 + 1]; and
3. For all other genes, k′ 6= k and k′ ∈ [1, m], if there exist k′2 > k′1 q[k′1, k′2] = y[k′1, k′2] then

it must be k′2 − k′1 < k2 − k1.

The set-maximal distance is defined as sd(q, y) = k2 − k1.

3. Methods

In this section, we outline our proposed solutions to compute the string distance
metrics for the targeted algorithms. First, we propose the GPU-parallel FHE framework on
top of which we build the string search operations described later.

3.1. GPU-Based Parallel Framework

In this section, we present three generalized techniques to introduce GPU parallelism
(GPU ) for any FHE computations. Then, we adopt them to implement and optimize the
arithmetic operations. Notably, our CPU-parallel (CPU ) framework is also described in
Section 2.3.
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3.1.1. Proposed Techniques for Parallel HE Operations

This section introduces general techniques adopted for the GPU-based parallel framework.

Parallel TFHE Construction

Figure 2 refers to the depiction of Boolean circuit computation. In this computation,
every LWE sample is composed of two elements: a and b. a is a 32-bit integer vector
determined by the secret key size (m), and its memory needs are less than those in other
FHE implementations (Section 6). In this parallel TFHE construction, only the vector a is
stored in the GPU’s global memory.

Moreover, this setup uses the native CUDA-enabled FFT library (cuFFT). This library
employs the parallel CUDA cores for FFT operations, with a batching technique that allows
for many FFT operations to be carried out concurrently. However, the same cuFFT tool also
sets a limit to the parallel number of batches. It arranges these batches in an asynchronous
launch queue and processes a specific number of these batches simultaneously. This number
is strictly dependent on the hardware capacity and specifications [30].

BS	key

KS	key

Bootstrapping

KeySwitch

∧�0 �1

CPU

GPU

�0 �1

� �

�

�

�
�−1 ... �1 �0

�
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�
�−1 ... �1 �0

�
�−1 ... �1 �0

�
�−1 ... �1 �0

�
�−1 ... �1 �0

Figure 2. Arbitrary operation between two bits where BS and KS key represent bootstrapping and
key switching keys, respectively.

Bit Coalescing (BC)

Bit coalescing combines n-LWE samples in a contiguous memory to represent n-
encrypted bits. The encryption of an n-bit number, X ∈ Bn, requires n-LWE samples
(ciphertext), and each sample contains a vector of length m. Instead of treating the vectors
of ciphertexts separately, we coalesce them altogether (dimension 1×mn), as illustrated in
Figure 3.

The main idea of such a structure is to boost parallel processes by extending the
length of the vector in sequential memory. While the length of the vector is increased
through vector coalescing, we incorporate additional threads to optimize parallelization
and decrease execution time.
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Figure 3. Coalescing n-LWE samples (ciphertexts) for n-bits where Ai vectors are contiguously
located in GPU memory. B values for all n bits are also located togethar as the GPU memory is
marked in gray.

Compound Gate

As addition is a crucial component in many arithmetic circuits, we suggest a unique
gate structure known as compound gates. These gates provide more opportunities for parallel
processes among encrypted bits. They constitute a blend of two gates and work similarly
to an ordinary Boolean gate, accepting two 1-bit inputs but delivering two distinct outputs.
This innovative gate structure’s inspiration comes from the addition circuit. For the sum
R = A + B, we calculate ri and ci using the given equations.

ri = ai ⊕ bi ⊕ ci−1 (1)

ci = ai ∧ bi | (ai ⊕ bi) ∧ ci−1 (2)

Here, ri, ai, bi, and ci denote the ith-bit of R, A, B, and the carry, respectively. Figure 1
illustrates this computation for an n-bit addition.

While computing Equations (1) and (2), we observe that AND ( ∧ ) and XOR (⊕ ) are
computed on the same input bits. As these operations are independent, they can be
combined into a single gate, which then can be computed in parallel. We name these gates
as compound gates. Thus, a⊕ b and a ∧ b from Equations (1) and (2) can be computed as

s, c = a⊕ b, a ∧ b︸ ︷︷ ︸
CONCAT

Here, the outputs of s =a ∧ b and c =a⊕ b are concatenated. The compound gates’
construction is analogous to the task-level parallelism in CPU, where one thread performs
∧ , while another thread performs ⊕ .

In GPU , the compound gates’ operations are flexible as ∧ or ⊕ can be replaced
with any other logic gates. Furthermore, the structure is extensible up to n-bits input and
2n-bits output.

3.1.2. Algebraic Circuits on GPU

This section presents different algebraic circuit constructions in a GPU-based parallel
framework using the general techniques.

Addition: Bitwise addition (GPU1): From the addition circuit in Section 2.3.1, we did not
find any data-level parallelism. However, we noticed the presence of task-level parallelism
for AND and XOR as mentioned in the compound gates’ construction. Hence, we incorporated
the compound gates to construct the bitwise addition circuit. We also implemented the
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vector addition circuits using GPU1 to support complex circuits, such as multiplications
(Section 2.2.2).

Numberwise addition (GPUn): We consider another addition technique to benefit from
bit coalescing. Here, we operate on all n-bits together. For R = A + B, we first store A in R
(R = A). Then we compute Carry =R ∧ B, R = R⊕ B, and B = Carry� 1 for n times.

Here, we utilize compound gates to perform R∧ B and R⊕ B in parallel. Thus, in each
iteration, the input becomes two n-bit numbers, while in bitwise computation, the input
was two single bits. On the contrary, even after using compound gates, the bitwise addition
(Equations (1) and (2)) has more sequential blocks (3) than the numberwise addition (0).
We analyze both in Section 4.3.

Numeric increments and decrements: We also propose half adders for numeric incre-
ments and decrements required for several operations in string search. For example, in
Algorithms 3–5, we need to perform increments and decrements of an encrypted number.
We use half adders and subtractors to perform the operations. In Figure 4, we show the
difference of the operations. For the half adder, we perform the XOR and AND operations
for all input bits for the encrypted number, while the other input is set to 1 (or 0) under
encryption. The only difference for the half subtractor is that the input bit is inverted before
the AND operation, which represents the carry bit.

(a) Half Adder (b) Half Subtractor
Figure 4. One-bit increment and decrement using the half adder or subtractor where xi is the input
bit and the carry bit is propagated into the next bit’s operation.

The sign bit for these encrypted numbers (most significant bit) also goes through
the same operation as the rest of the bits. However, in this work, we cannot protect the
increment against overflow as the number of bits for each encrypted number is set prior
to the execution. For example, if we are incrementing a 16-bit encrypted number, and
it obtains a value of 215 + 1 (1 bit reserved for the sign bit), it will not obtain a correct
decrypted value. On the other hand, while decrementing by 1 for Algorithms 4 and 5,
we will eventually get into negative numbers, represented by the sign bit. Therefore, we
perform an OR operation in Algorithm 2 on Line 10.

Algorithm 2: Determine if input number is greater than zero
Input: Encrypted number x with |x| bits, Boolean flag hasSign if x has sign bit
Output: One bit representing whether x is greater than 0, result

2 Procedure greaterThanZero(x,hasSign)
3 i← 0
4 result← E(0)
5 while i < |x| − 1 do
6 result← result ŌR x[i]
7 i← i + 1
8 end
9 if hasSign then

10 result← result ¯AND ( ¯NOT x[|x|])
11 end
12 return result
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Multiplication
Naive Approach: According to Section 2.2.2, multiplications have ∧ and� operations

that can be executed in parallel. It will result in n-numbers where each number will
have [n, 2n]-bits due to�. We need to accumulate these uneven-sized numbers, which
cannot be distributed among the GPU threads. Furthermore, the addition presents another
sequential bottleneck while adding and storing (+ =) the results in the same memory
location. Therefore, this serial addition will increase the execution time. In the framework,
we optimize the operation by introducing a tree-based approach.

In this approach, we divide n-numbers (LWE vectors) into two n/2 vectors. These two
n/2 vectors are added in parallel. We repeat the process as we divide the resultant vectors
into two n/4 vectors and add them in parallel. The process continues until we obtain the
final result. Notably, the tree-based approach requires log n steps for the accumulation.
In Figure 5 for n = 8, all the ciphertexts underwent ∧ and� in parallel, and waited for
addition. Here, Lij represents the LWE samples (encrypted numbers), i is the level, and j
denotes the position.
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Figure 5. Accumulating n = 8 LWE samples (Lij) in parallel using a tree-based reduction.

Karatsuba multiplication: We used the Karatsuba algorithm with some modifications in
our framework to achieve further efficiency while performing multiplications. However,
this algorithm requires both addition and multiplication vector operations, which tested
the efficacy of these components as well. We modified the original Algorithm 1 to introduce
the vector operations and rewrite the computations in Lines 9–12 as

〈Temp0, Temp1〉 = 〈X0, X1〉+ 〈Y0, Y1〉
〈Z0, Z1, Z2〉 = 〈X0, X1, Temp0〉 · 〈Y0, Y1, Temp1〉

〈Temp0, Temp1〉 = 〈Z2, Z1〉+ 〈1, Z0〉
Z2 = Temp0 + (Temp1)

′

In the above equations, X0, X1, Y0, Y1, Z0, Z1, and Z2 are taken from the algorithm,
and 〈. . .〉 and · are used to denote concatenated vectors and dot product, respectively. For
example, in the first equation, Temp0 and Temp1 store the addition of X0, Y0 and X1, Y1. It
is noteworthy that in the CPU framework, we utilized task-level parallelism to perform
these vector operations as described in Section 2.3.

3.1.3. Bitwise Operations

In this section, the general bitwise operations required for determining the string
distances are discussed. These algorithms will inherit the aforementioned algorithms and
extend them accordingly based on the corresponding use cases:

42



Information 2024, 15, 40

Greater Than Zero

Our string distance methods on encrypted data rely on Algorithm 2 to check whether
input > 0. Here, the algorithm takes an encrypted number as an input and checks whether
it is greater than zero. This allows us to judge whether there are any set bits on the encrypted
version of the number. In order to output that result, in Line 6, an encrypted bitwise OR
(ŌR) operation is performed between an encrypted bit X[i] and the current result.

The final result also considers the sign bit as the number can be negative. Here, the
sign bit is set as the most significant bit (MSB) or X[|X|], which is inverted and placed
on another OR operation with the result variable. Determining whether the input is less
than 0 can also be achieved by this bit. Notably, the value of the result is kept encrypted
throughout the computations, which is utilized in the upcoming algorithms.

Longest Consecutive Ones

Algorithm 3 is specifically designed to find the most extended series of consecutive
1 value bits in an encrypted number or bit stream. The encrypted number input, denoted
as X, is left shifted in each repetition until we exhaust the bit stream, which happens after
|X| repetitions.

The crucial operation of this method occurs on Line 6, where X undergoes a left shift
by a single unit. After this shift, an encrypted bitwise ¯AND operation is also performed
with the preceding value of X. One check is then performed to see if the newly created X
contains any 1 bit (or whether X > 0), and if so, a counter is incremented. This counter is
linked to the result variable, as indicated in Algorithm 2, and increments by one each time
X > 0.

It is crucial to underline that this algorithm is particularly applicable for set-maximal
distance calculations, where encrypted haplotypes are used as the X input. This further
notes that greaterThanZero accounts for the sign bit, which is not essential in set-maximal
operations. As such, Line 10 is not considered in this specific context.

Algorithm 3: Find longest consecutive ones
Input: Encrypted number x
Output: result representing the number of the longest consecutive ones

2 Procedure maxConsecutiveOnes(X)
3 numbits← |x|
4 result← greaterThanZero(x, f alse)
5 while numbits > 0 do
6 x← x ¯AND (x� 1)
7 result← result + greaterThanZero(x, f alse)
8 numbits← numbits− 1
9 end

10 return result

Let us assume that we have an encrypted number x = E(011101) with the sign bit
E(0), and it contains 3 consecutive ones. Here, the result bit is set to 1 since x > 0. In the
first iteration, we perform an encrypted AND operation of x (011101) and x << 1 (111010).
Since the resulting x is greater than 0, the encrypted result number is incremented. In the
following iteration, x = E(011000) is multiplied (AND) with E(110000), which results in
010000. The result number is incremented again. However, in the subsequent iterations (|x|
many times), the x values are set to 0 and result is not incremented anymore. Finally, the
result from Algorithm 3 is retrieved as E(3).

Finding Minimum and Maximum Number

The pair of Algorithms 4 and 5 employs a method to target and identify the smallest
and biggest numbers among a set of n numbers, respectively. Each encrypted number in the
set, denoted as x1, x2, . . . , xn, undergoes a decrement operation for every bit (|xi| bit size).
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The algorithms then scan to determine whether the processed number arrived at zero or if it
still holds any set bit. In the process to locate the smallest number, the algorithm increments
the encrypted result variable only if all numbers are beyond zero. On the contrary, to find
the maximum number, the algorithm utilizes an encrypted ŌR operation to verify if even a
single number is greater than zero.

Algorithm 4: Get minimum number among x1, x2, . . . , xn encrypted positive
numbers (xi ≥ 0)

Input: Positive Numbers x1, x2, . . . , xn
Output: Minimum encrypted number result

2 Procedure getMin(x1, x2, . . . , xn)
3 numinter ← 2|x0|

4 result← 0
5 while numinter > 0 do
6 gtZero ← E(1)
7 foreach xi ∈ {x1, . . . , xn} do
8 gtZero ← gtZero ¯AND greaterThanZero(xi)
9 xi ← xi − 1

10 end
11 result← result + gtZero
12 numinter ← numinter− 1
13 end
14 return result

Algorithm 5: Get maximum number among x1, x2, . . . , xn encrypted positive
numbers xi ≥ 0

Input: Positive numbers x1, x2, . . . , xn
Output: Maximum encrypted number result

2 Procedure getMax(x1, x2, . . . , xn)
3 numiter ← 2|xi |

4 result← E(0)
5 while numiter > 0 do
6 gtZero ← E(0)
7 foreach xi ∈ {x1, . . . , xn} do
8 gtZero ← gtZero ŌR greaterThanZero(xi)
9 xi ← xi − 1

10 end
11 result← result + gtZero
12 numiter ← numiter− 1
13 end
14 return result

In both of these algorithms, a numerical decrement process is included, represented as
xi ← xi − 1. A binary half subtractor is employed for this task. However, these decrement
operations may induce an underflow, considering that the input numbers xi could turn
negative in any given iteration. To deal with this, we use an operation in Algorithm 2
having MSB as greaterThanZero(xi), which emits a single bit, indicating xi > 0. For
identifying the smallest or largest among n numbers, this single bit (denoted as gtZero) is
added to the result for all numbits instances by Algorithms 4 and 5. The final result is under
encryption and utilized in edit distance approximation (Section 3.2.2) and set-maximal
matches (Section 3.2.3).
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Alternative Approach

As an alternative strategy, full adders can also be utilized to derive the smallest or
largest numbers. For instance, deducing the maximum between x and y can be attained by
calculating x− y. If the sign bit is unset, it implies that x is larger. Similarly, the smallest
between two numbers can also be discerned by evaluating the sign bit. This method is
weighed up due to the potential exponential number of iterations, considering the total bit
count in Line 3 within Algorithms 5 and 4. Considering that |x| > 16 would necessitate
numerous rounds of computations that are under encryption, for the case of |x| ≤ 16, we
resort to the previously discussed algorithms.

3.2. Secure String Search Operations

In this section, we discuss the string search operations over encrypted data utilizing
the earlier algorithms.

3.2.1. Hamming Distance

Hamming distance hd(q, y) represents the bitwise difference of the input query q and
stored sequence y. Therefore, we perform an encrypted ¯XOR operation between q and y
where the result will have set bits (value of 1) on all occasions of mismatches. Now, we
need to perform a summation of all these bits on the XOR result to obtain the hamming
distance (Definition 1). Notably, we assume that the query q and the encrypted sequences
are of the same length.

In Algorithm 6, we outline the mechanism to generate the hamming distance hd, where
it contains an encrypted distance value for one target sequence y and query q. This can be
iterated through all sequences and performs the XOR operation between the query q and yi
sequence. Subsequently, it also adds the bits to formulate the hamming distance in Line 5.
Since the result variable is under encryption, the addition (or increment) is oblivious as we
perform the operation for every encrypted bit in result.

Algorithm 6: Hamming distances between a query and encrypted sequences
Input: Encrypted target sequence y and query q
Output: Encrypted distances between y and q, hd

2 Procedure HammingDistance(q, y)
3 result← q ¯XOR y
4 foreach bit r ∈ result do
5 hd← hd + r
6 end
7 return hd

3.2.2. Edit Distance Approximation

Edit distance is more complicated than hamming distance as it considers more than
the bitwise difference (insertion, deletion, and subtraction). Furthermore, under plaintext,
it has a O (m2) complexity, where m is the length of the sequence. Therefore, to reduce the
complexity, we opt for the banded edit distance [10,31], where we only compute on a band
of fixed size.

Algorithm 7 outlines the proposed method, where we set a fixed parameter b along
with the encrypted input sequences q and yi. Apart from the initialization, we also calculate
the variables low and high dictating the number of expensive operations in Line 11. Here,
we calculate whether the q[i] and yi[k] bits are the same or not using an encrypted XNOR
gate. If they are not the same, then the encrypted number d[i − 1, k − 1] needs to be
incremented, which is performed with the half adder. Since we do not know the output of
same_bit, we push that bit as carry and initialize the substitution variable. Similarly, the
insertion and deletion values are set from the existing distance matrix. Finally, we calculate
the minimum getMin(ins, del, sub) to predict the distance at that specific position. This
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is set as the new value of d[i, k]. Here, the three half-adder operations are run in parallel
before the minimum operation.

Algorithm 7: Banded edit distance on encrypted sequence
Data: query q, sequence y, and band length b
Result: b-banded Edit Distance d(q, y) [31]

1 m← |q|+ 1
2 set each element of matrix dm×m to E(0)
3 for i← 1 to m do
4 d[i, 0]← E(i);
5 d[0, i]← E(i);
6 end
7 for i← 1 to m do
8 if i− b < 1 then low← 1;
9 else low← i− b;

10 if i + b > m then high← m;
11 else high← i + b;
12 for k← low to high do
13 same_bit← q[i− 1] ¯XNOR y[k− 1]
14 sub← d[i− 1, k− 1] + same_bit
15 ins← d[i, k− 1] + 1
16 del ← d[i− 1, k] + 1
17 d[i, k]← getMin(sub, ins, del)
18 end
19 end
20 return d[m, m];

3.2.3. Set-Maximal Distance

The set-maximal distance or match (SMM) represents the length of the longest match-
ing substring in two sequences [32]. This allows a health-care researcher to identify genomic
sequences that have more genes in common and probably are identical in their physical at-
tributes. The distance also has applications over similar patient queries [9], secure positional
Burrows–Wheeler transformation [33,34], etc.

The proposed secure set-maximal match using homomorphic encryption operation
depends on Algorithm 3, maxConsecutiveOnes. Initially, we perform an encrypted XNOR
between two sequences, yi and query q. Here, the XNOR operation (NOT XOR) sets a
value of 1 to the positions where the sequences are matching. Now, from this XNOR result,
we can perform the maxConsecutiveOnes algorithm and obtain the highest number of set
bits that are grouped together.

Suppose for a query q = 01100111 and some input sequence yi = 10000110, where
yi ∈ Y, then q XNOR yi will be 00011110. Now, if we perform maxConsecutiveOnes(q
XNOR yi, f alse), then the output should provide us with the encrypted result of 3. This
result denotes the number of set bits on the encrypted XNOR operation, hence the set-
maximal distance between q and yi.

Threshold SMM

In a threshold version of this match, we need to output only the distances beyond an
input threshold t. Here, an extra operation proceeding the maxConsecutiveOnes is required,
where a simple numeric comparison with threshold t would output the result. Therefore,
we can use an encrypted MUX operation [5] for this comparison. However, encrypted
MUX is an expensive operation, and we can replace it with a subtraction. Therefore, we
negate the E(t) value from the resulting maxConsecutiveOnes(q XNOR yi, f alse). Then,
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we use the greaterThanZero algorithm on the result, which represents if the SMM distance
is beyond the threshold t.

We outline the algorithm in Algorithm 8, where the threshold value is encrypted at
first. The matching bits of the query and the sequence are calculated next with the XNOR
operation. Subsequently, we perform the comparison operation with a maximum between
result and E(t). If E(t) ≥ result, then gt_threshold is set as the OR of all bits among the
smm_distance ¯XNOR enc_t bits. Here, XNOR represents whether two vectors are the
same or not and performing another logical OR among them. Lastly, we perform the AND
operation with the distance. If the value of gt_threshold is 0, then we obtain all unset bits
on the output, with set-maximal distance in the other case.

Algorithm 8: Thresholded set-maximal matching
Input: Encrypted query q, encrypted sequence yi ∈ {y1, . . . , yn} and threshold t
Output: Encrypted SMM distance between q and yi if it is greater than some

value t
2 Procedure SMMDistance(q, yi, t)
3 enc_t← E(t)
4 result← maxConsecutiveOnes(q ¯XNOR yi, f alse)
5 smm_distance← getMax(result, enc_t)
6 gt_threshold← AND all bits in(smm_distance ¯XNOR enc_t)
7 smm_distance←!gt_threshold ¯AND smm_distance
8 return smm_distance

4. Experimental Analysis

The experimental environment included an Intel(R) Core™ i7-2600 CPU having 16
GB system memory with an NVIDIA GeForce GTX 1080 GPU (check GPU details in
Appendix A) with 8 GB memory [30]. The CPU and GPU contained 8 and 40,960 hardware
threads, respectively. We used the same setup to analyze all three frameworks: sequential,
CPU , and GPU .

We use two metrics for the comparison: (a) execution time and (b) speedup =
Tseq
Tpar

.
Here, Tseq and Tpar are the time for computing the sequential and the parallel algorithm. In
the following sections, we gradually analyze the complicated arithmetic circuits using the
best results from the foregoing analysis.

4.1. GPU-Accelerated TFHE

Initially, we discuss our performance over Boolean gate operations, deemed as building
blocks of any computation. Figure 6a depicts the execution time difference among the
sequential, CPU , and GPU frameworks for [4, 32] bits. The sequential AND operation
takes a minimum of 0.22 s (4 bits), while the runtime increases to 1.4 s for 32 bits.

In the GPU-parallel framework, bit coalescing facilitates the storing of LWE samples
in contiguous memory and takes advantage of available vector operations. Thus, it helps
to reduce the execution time from 0.22–1.4 s to 0.02–0.06 s for 4 to 32 bits. Here, for 32 bits,
our techniques provide a 20× speedup. A similar improvement is foreseen in the CPU-
parallel framework as we divide the number of bits by the available threads. However, the
execution time increases for the CPU framework since there are only a limited number of
available threads. This limited number of threads is one of the primary motivations behind
the utilization of GPU.
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Figure 6. Performance analysis of GPU-accelerated TFHE with the sequential and CPU || frame-
works (a) and comparison with the existing GPU-assisted libraries (b). (c) presents the performance
of compound gates against 2 single-gate operations, while x-axis and y-axis represent bit size and
time in seconds.

Then, we further scrutinize the execution time by dividing gate operations into three
major components—(a) bootstrapping, (b) key switching, and (c) miscellaneous. We select
the first two as they are the most time-consuming operations and fairly generalizable to
other HE schemes. Table 2 shows the difference in execution time between the sequential
and the GPU parallel for {2, . . . , 32} bits. We show that the execution time increment is less
compared with the sequential approach.

Table 2. Computation time (ms) for bootstrapping, key switching, and misc. for sequential and
GPU frameworks.

Bit Size Sequential GPU

n Bootstrapping Key Switch Misc. Total Bootstrapping Key Switch Misc. Total

2 68.89 17.13 27.04 113.05 19.64 2.65 0.45 22.74

4 138.02 34.18 47.97 220.17 18.86 2.69 0.08 21.63

8 275.67 68.31 96.48 440.46 27.83 2.69 0.06 30.58

16 137.25 137.25 425.22 699.72 40.70 2.91 0.44 44.06

32 274.3 274.30 852.51 1401.10 66.74 3.34 0.42 70.50

We further investigate the bootstrapping performance in the GPU-parallel framework
for the Boolean gate operations. Our CUDA-enabled FFT library takes the LWE samples in
batches and performs the FFT in parallel. However, due to the h/w limitations, the number
of batches to be executed in parallel is limited. It can only operate on a certain number of
batches at once, and next batches are kept in a queue. Hence, a sequential overhead occurs
for a large number of batches that can increase the execution time.

Under the same h/w setting, we benchmark our proposed framework with the ex-
isting GPU-based libraries (cuFHE and NuFHE). Although our GPU-parallel framework
outperforms NuFHE for different bit sizes (Figure 6b), the performance degrades for larger
bit sizes w.r.t. cuFHE. As the cuFHE implementation focuses more on the gate level opti-
mization, we focus on the arithmetic circuit computations. In Section 4.3, we analyze our
arithmetic circuits where our framework outperforms the existing GPU libraries.

4.2. Compound Gate Analysis

According to Section 3.1.1, the compound gates are used to improve the execution
time for additions or multiplications. Since the existing frameworks do not provide these
optimizations, we benchmark the compound gates with the proposed single-gate com-
putations. Figure 6c illustrates the performance of 1 compound gate over 2 single gates
computed sequentially. We performed several iterations for a different number of bits
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(1, . . . , 32), as shown on the x-axis while the y-axis represents the execution time. Notably,
32-bit compound gates will have two 32-bit inputs and output two 32 bits.

Here, bit coalescing improves the execution time as it takes only 0.02 s for one com-
pound gate evaluation, compared with 0.04 s on performing 2 single gates sequentially.
However, Figure 6c shows an interesting trend in the execution time between 2 single
gates and 1 compound gate evaluation. The gap favoring the compound ones tends to
get narrower for a higher number of bits. For example, the speedup for 1 bit happens
to be 0.04/0.02 = 2 times, whereas it reduces to 1.01 for 32 bits. The reason behind this
diminishing performance is the asynchronous launch queue of GPUs.

As mentioned in Section 3.1.1, we use batch execution for the FFT operations. Hence,
the number of parallel batches depends on the asynchronous launch queue size of the
underlying GPU, which can delay the FFT operations for a large number batches. This
ultimately adversely affects the speedup for large LWE sample vectors. Nevertheless, the
analysis shows that the 1-bit compound gates are the most efficient, and we employ them
in the following arithmetic operations.

4.3. Addition

Table 3 presents a comparative analysis of the addition operation for 16-, 24-, and 32-bit
encrypted numbers. We consider our proposed frameworks: sequential, CPU , and GPU ,
and benchmark them with cuFHE [13], NuFHE [14], and Cingulata [15]. Furthermore, we
present the performance of two variants of addition operation: GPUn (numberwise) and
GPU1 (bitwise), as discussed in Section 3.1.2.

Table 3. Execution time (s) for the n-bit addition.

Frameworks 16-Bit 24-Bit 32-Bit

Sequential 3.51 5.23 7.04

cuFHE [13] 1.00 1.51 2.03

NuFHE [14] 2.92 3.56 4.16

Cingulata [15] 1.10 1.63 2.16

Our Methods

CPU 3.51 5.23 7.04

GPUn 0.94 2.55 4.44

GPU1 0.98 1.47 1.99

Table 3 demonstrates that GPUn performs better than the sequential and CPU
circuits. GPUn provides a 3.72× speedup for 16 bits, whereas 1.58× for 32 bits. However,
GPUn performs better only for 16-bit additions compared with GPU1 . For 24- and 32-bit
additions, GPU1 performs around 2× better than GPUn . This improvement in essential
as it reveals the algorithm to choose between GPU1 and GPUn .

Although both addition operations (GPUn and GPU1 ) utilize compound gates, they
differ in the number of input bits (n and 1 for GPUn and GPU1 , respectively). Since the
compound gates perform better for smaller bits (Section 4.2), the bitwise addition performs
better than the numberwise addition for 24/32-bit operations. Hence, we utilize bitwise
addition for building other circuits.

NuFHE and cuFHE do not provide any arithmetic circuits in their library. Therefore,
we implemented such circuits on their library and performed the same experiments. Ad-
ditionally, we considered Cingulata [15] (a compiler toolchain for TFHE) and compared
the execution time. Table 3 summarizes all the results, where we found that our proposed
addition circuit (GPU1 ) outperforms the other approaches.
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We further experimented on the vector additions adopting the bitwise addition and
showed the analysis in Table 4. Like addition, the performance improvement on the vector
addition is also noticeable. The framework scales by taking a similar execution time for
smaller vector lengths ` ≤ 8. However, the execution time increases for longer vectors
as they involve more parallel bit computations and, consequently, increase the batch size
of FFT operations. The difference is clearer on 32-bit vector additions with ` = 32 which
takes almost twice the time of ` = 16. However, for ` ≤ 8, the execution times are almost
similar due to the parallel computations. In Section 4.2, we have discussed this issue,
which relies on the FFT batch size. Notably, Figure 6c also aligns with this evidence as the
larger batch size for FFT on GPUs affects the speedup. For example, ` = 32 will require
more FFT batches compared with ` = 16, which requires more time to finish the addition
operation. We did not include other frameworks in Table 4 since our GPU performed
better compared with the others in Table 3.

Table 4. Execution time (s) for vector addition.

Length 16-Bit 32-Bit

` Seq. CPU GPU Seq. CPU GPU

4 13.98 5.07 1.27 28.05 10.02 2.56

8 27.86 9.96 1.78 56.01 19.29 3.58

16 55.66 19.65 2.82 111.3 38.77 5.70

32 111.32 38.99 5.41 224.31 77.18 11.22

4.4. Multiplication

The multiplication operation uses a sequential accumulation (reduce by addition)
operation. Instead, we use a tree-based vector addition approach (discussed in Section 4.4)
and gain a significant speedup. Table 5 portrays the execution times for the multiplication
operations using the frameworks. Here, we employed all available threads on the machine.
Like the addition circuit performance, here, GPU outperforms the sequential circuits and
CPU operations by a factor of ≈11 and ≈14.5, respectively, for 32-bit multiplication.

Table 5. Multiplication execution time (s) comparison.

Frameworks 16-Bit 24-Bit 32-Bit

Naive

Sequential 120.64 273.82 489.94

CPU 52.77 101.22 174.54

GPU 11.16 22.08 33.99

cuFHE [13] 32.75 74.21 132.23

NuFHE [14] 47.72 105.48 186.00

Cingulata [15] 11.50 27.04 50.69

Karatsuba

CPU 54.76 - 177.04

GPU 7.6708 - 24.62

We further implemented the multiplication circuit on cuFHE and NuFHE. Table 5
summarizes the results comparing our proposed framework with cuFHE, NuFHE, and
Cingulata. Our GPU framework is faster in execution time than the other techniques.
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Notably, the performance improvement is scalable with the increasing number of bits.
This is due to tree-based additions following the reduction operations and computing all
Boolean gate operations by coalescing the bits altogether.

Additionally, we analyze vector multiplications available in our framework and
present a comparison among the frameworks in Table 6. We found out an increase in
execution time for a certain length (e.g., ` = 32 on 16-bit or ` = 4 on 32-bit), which is similar
to the issue in vector addition (Section 4.3). Hence, the vector operations from ` ≤ 16 can
be sequentially added to compute arbitrary vector operations. For example, we can use
two ` = 16 vector multiplications to compute ` = 32 multiplication, resulting in around 11
min. In the vector analysis, we did not add the computations over the other frameworks
since our framework surpassed their achievements for single multiplications.

Table 6. Execution time (in minutes) for vector multiplication.

Length 16-Bit 32-Bit

` Seq. CPU GPU Seq. CPU GPU

4 8.13 3.25 0.41 32.56 12.15 1.61

8 16.29 6.17 0.75 65.12 23.48 2.96

16 32.62 11.93 1.40 130.31 46.39 5.62

32 65.15 23.58 2.68 260.52 92.44 10.79

4.5. Karatsuba Multiplication

In Table 5, we provide execution time for 16- and 24-bit Karatsuba multiplications
over encrypted numbers as well. In the CPU construction of the algorithm, the execution
time does not improve; rather, it increases slightly. We observed that for both 16- and
32-bit multiplications, Karatsuba outperforms the naive GPU multiplication algorithm on
GPU by 1.50 times. Karatsuba multiplication can also be considered a complex arithmetic
operation as it comprises addition, multiplication, and vector operations. However, the
CPU framework did not provide such difference in performance as it took more time for
the fork-and-join threads required by the divide-and-conquer algorithm.

4.6. String Search Operations

In Table 7, we report the execution time for the three string search operations. Here,
we report the execution time in seconds, where we change the size of the genomic data.
The values of m = {8, 16, . . . , 256} denote the number of genes for the query q and target y.

Table 7. Execution time (in seconds) for variable size query and target sequence m for different
distance metrics.

Method
m

8 16 32 64 128 256

Hamming distance 2.89 11.84 47.95 189.81 758.73 3035.0

Set-maximal 3.76 13.3 51.24 195.72 771.08 3061.48

Set-maximal (with t) 7.15 20.67 64.43 223.14 827.76 3173.34

Edit distance 662 2577 9989 39,022 154,194 612,435

The results show that hamming distance requires the least amount of time. It is
also clear from Definition 1 as it requires an XOR operation. The set-maximal matches
(Definition 3) need more operations as maxConsecutiveOnes in Algorithm 3 employs the
half adder for all bits. Furthermore, the threshold version of SMM takes more time since
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we need to perform the getMax operation. For example, for a target and query sequence
size of m = 128, it takes around 14 and 13 min with and without an existing threshold.
However, for a smaller size of m, we can see that the time difference is more significant as
it takes 3.76 s to perform SMM, compared with 7.15 s.

Edit Distance (2) takes the highest amount of time for the same genome size m. For
example, for a sequence of size m = 32, edit distance under FHE takes around 2 h, whereas
hamming or set-maximal matches take less than a minute. Notably, in these methods, we
use Algorithms 5 and 4 for m < 32, whereas we use the alternative (subtraction) method
for larger sequences.

5. Discussion

In this section, we provide answers to the following questions about our proposed
framework:

Is the proposed framework sufficient to implement any computations? This paper
discusses in detail the proper implementation of Boolean gates using GPUs to enhance
performance. It further explains the process of conducting basic arithmetic computations
like addition, multiplication, and matrix operations using the suggested model. However,
the implementation of more sophisticated algorithms like secure machine learning, as
referenced in sources [35,36], is not within the scope of this paper. Future research will dive
into the potential to optimize this model further for machine learning algorithms.

For the GPU framework, how do we compute on encrypted data larger than the
fixed GPU memory?

Limitations like fixed GPU memory sizes and varying access speeds are common to
all GPU applications. These issues also arise in deep learning when managing larger
datasets. The resolution lies in segmenting the data or utilizing multiple GPUs. The model
we are proposing can also apply these solutions as it is flexible enough to manage larger
ciphertexts.

How can we achieve further speedup on both frameworks? In the case of the CPU
model, we have tried to implement as many hardware and software level optimizations

as we were able to. Nonetheless, our GPU model partially relies on the slower global
GPU memory. The memory speed is crucial as different device memories have various
read/write speeds. L1, or shared memory, is the fastest after the register. We used a
combination of shared and global memory due to the size of the ciphertext. Going forward,
we plan to use only shared memory, which is smaller but is expected to enhance the speed
compared with the present method.

How would the bit security level affect the reported speedup? Currently, our model
is comparable to the TFHE implementation [37], offering a security level of 110 bits, which
may not be enough for certain applications. That being said, our GPU model is adaptable
to any desired bit security level. However, any changes will also alter the execution times.
For instance, security levels lower than 110 bits will result in faster execution and vice
versa for higher bit security. Future research will incorporate and evaluate the speedup for
evolving bit security levels.

Impact on computational accuracy while computing in GPUs. In the earlier GPU
architecture, GPUs offered lower precision than the IEEE-754 (Available online: https://
ieeexplore.ieee.org/document/8766229, accessed on 8 January 2024) floating point standard.
However, the GPUs we used for testing did not have such issues as they offered double
precision. Nevertheless, it is important to understand that, during FHE encryption and
operations, we tend to lose precision as encrypted bits get noisier with each gate operation.
Therefore, any result from FHE computation does not offer the IEEE floating point standard,
to the best of our knowledge. Consequently, our framework also suffers from the same
lower precision inherited by FHE limitations.
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6. Related Works
6.1. Parallel Frameworks for FHE

In this section, we discuss the other HE schemes from Table 8 and categorize schemes
based on their number representation:

1. Bitwise;
2. modular; and
3. approximate.

Table 8. A comparative analysis of existing homomorphic encryption schemes for different parame-
ters on a 32-bit number.

Year Homomorphism Bootstrapping Parallelism Bit security Size (kb) Add. (ms) Mult. (ms)

RSA [38] 1978 Partial × × 128 0.9 × 5

Paillier [39] 1999 Partial × × 128 0.3 4 ×
TFHE [12] 2016 Fully Exact AVX [22] 110 31.5 7044 489,938

HEEAN [20] 2018 Somewhat Approximate CPU 157 7168 11.37 1215

SEAL (BFV) [40] 2019 Somewhat × × 157 8806 4237 23,954

cuFHE [13] 2018 Fully Exact GPU 110 31.5 2032 132,231

NuFHE [14] 2018 Fully Exact GPU 110 31.5 4162 186,011

Cigulata [15] 2018 Fully Exact × 110 31.5 2160 50,690

Our Method - Fully Exact GPU 110 31.5 1991 33,930

Bitwise encryption works by encrypting the bit representation of a number. Its
computation is also performed bit by bit, with each bit being handled independently of
others. This characteristic is particularly beneficial for our parallel framework as the bit
independence allows for parallel operation and reduces dependencies. The advantages
of this process include increased speed in bootstrapping and a reduction in ciphertext
size, suitable attributes considering the constraints of fixed-memory GPUs. This concept
was first formalized and dubbed as GSW in 2013 [41], and has since been advanced over
time [12,17,25].

Modular encryption techniques employ a fixed modulus, represented as q, that de-
fines the size of the ciphertexts. This approach has witnessed vast improvements [42,43],
particularly due to its reasonable execution time (Table 8). The quick addition and multipli-
cation times from FV [26] and SEAL [40] demonstrate their superior speed compared with
our GPU-based framework.

However, these schemes present a compromise between bootstrapping and efficiency.
Often categorized as somewhat homomorphic encryption, they predefine the number of
computations or the magnitude of multiplications, lacking a process for noise reduction.
The resultant larger ciphertexts are consequent of large q values.

For example, we selected the ciphertext moduli of 250 and 881 bits for FV-NFLlib [26]
and SEAL [40], respectively. The polynomial degrees (d) were chosen as 13 and 15 for the
two frameworks as it was required to comply with the targeted bit security to populate
Table 8. It is noteworthy that smaller q and d will result in a faster runtime and smaller
ciphertexts, but they will limit the number of computations as well. Therefore, this mod-
ular representation requires fixing the number of homomorphic operations limiting the
use cases.

Approximate number representations were recently proposed by Cheon et al.
(CKKS [44]) in 2017. These schemes also provide efficient single instruction multiple data
(SIMD) [45] operations similar to the modular representations as mentioned above. How-
ever, they have an inexact but efficient bootstrapping mechanism, which can be applied
in less precision-demanding applications. The cryptosystem also incurs larger ciphertexts
(7MB) similar to the modular approach as we tested it for q = 1050 and d = 15. Here,
we did not discuss HELib [46], the first cornerstone of all HE implementations, since its
cryptosystem BGV [43] is enhanced and utilized by the other modular HE schemes (such
as SEAL [40]).
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Our goal is to parallelize a fully homomorphic encryption (FHE) scheme. Most
homomorphic encryption (HE) schemes following modular encryption are either somewhat
or adopt approximate bootstrapping while requiring more memory post encryption. As a
result, we opt for a bitwise bootstrappable encryption scheme: TFHE.

In terms of hardware solutions, few have been studied and utilized to enhance the
efficiency of FHE computations. Following the formulation of FHE with ideal lattices,
most efficiency enhancements have been approached from the standpoint of asymptotic
runtimes. A select few approaches have dealt with the inclusion of existing multiprocessors
like GPU or FPGAs [47] to achieve quicker homomorphic operations. Dai and Sunar ported
another scheme, LTV [48], to GPU-based implementation [49,50]. LTV is a variant of HE
that performs a limited number of operations on a given ciphertext.

Lei et al. ported FHEW-V2 [25] to GPU [51] and extended the Boolean implementation
to 30-bit addition and 6-bit multiplication with a speed up to ≈2.5. Since TFHE extends
FHEW and performs better than its predecessor, we consider TFHE as our
baseline framework.

In 2015, a GPU-based HE scheme, CuHE [49], was proposed. However, it was not
fully homomorphic as it did not have bootstrapping; hence, we did not include it in our
analyses. Later in 2018, two GPU FHE libraries, cuFHE [13] and NuFHE [14], were released.
Both libraries focused on optimizing the Boolean gate operations. Recently, Yang et al. [52]
benchmarked cuFHE and its predecessor, TFHE, and analyzed the speedup, which we also
discuss in this article (Table 8).

Our experimental analysis shows that only performing the Boolean gates in parallel
is not sufficient to reduce the execution time of a higher-level circuit (i.e., multiplication).
Hence, besides employing GPU for homomorphic gate operations, we focus on an arith-
metic circuit. For example, we are 3.9 times faster than cuFHE in 32-bit multiplications.

Recently, Zhou et al. improved TFHE by reducing and performing the serial operations
of bootstrapping in parallel [53]. However, they did use any hardware acceleration to the
existing FHE operations. We consider this work as an essential future direction that can be
integrated to our framework for better executing times.

Cingulata or Armadillo [15] is also a related work that proposed a compiler toolkit
designed to work on homomorphically encrypted data, written in C++. Cingulata can
handle a large number of parallel operations to mitigate the homomorphic encryption’s
performance overhead. However, in this work, we propose to perform similar optimization
on GPUs, using CUDA-enabled computations.

More recently, Concrete [54], an open-source compiler using TFHE, was proposed,
which simplifies the complexities of general computation under FHE. It provides several
translations that allow arbitrary computations to be performed under encryption using
a vanilla Python script with additional decorators. In the future, we look forward to
extending our GPU-parallel features according to this framework.

6.2. Secure String Distances in Genomic Data

In one of the earlier attempts with a secure multiparty setting, Jha et al. [55] proposed
a privacy-preserving genomic sequence similarity in 2008. Their paper showed three
different methods to mirror the Levenshtein distance algorithm using a garbled circuit.
However, for a sequence of 25 nucleotides, it took around 40 s to compute the distance
metric between two strings. In 2015, Wang et al. [9] proposed an approximation of the
original edit distance in a more realistic setting, where the authors utilized a reference
genomic sequence to compute the edit distance. However, we analyzed its accuracy in one
of our earlier works [10] and showed that the accuracy drops for longer input sequences.

In a recent attempt, Shimzu et al. [33] proposed a Burrows–Wheeler transformation
for finding target queries on a genomic dataset. The authors attempted the set-maximal
matches using oblivious transfer on a two-party privacy setting. However, we employ a
completely different cryptographic technique as we do not require the researcher to stay
active upon providing their encrypted queries. Therefore, the whole computation can be
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offloaded to a cloud server and harness its full computational capacity. One of the first
attempts with FHE to compute edit distance was conducted by Cheon et al. [44]. Given
the advances in 2017, their cryptographic scheme was impressive, though taking 16.4 s to
compute a 8 × 8 block of string inputs. However, the underlying techniques have improved,
allowing a larger string comparison using FHE techniques as we have shown in this work.

7. Conclusions

In this study, we developed algebraic circuits for fully homomorphic encryption (FHE),
making them available for any complex operations. In addition, we investigated the use of
CPU-level parallelism to enhance the execution speed of underlying FHE computations. A
significant innovation in our work is the introduction of a GPU-level parallel framework
that leverages novel optimizations such as bit coalescing, compound gate, and tree-based
vector accumulation. Furthermore, we implemented this framework in genomic string
operations and evaluated its effectiveness. The experimental results demonstrate that the
methodology we propose is 20 times and 14.5 times quicker than the existing method for
executing Boolean gates and multiplications, respectively.
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Appendix A. GPU Computational Hierarchy

A graphics processing unit (GPU) consists of a scalable array of multithreaded stream-
ing multiprocessors (SMs). For example, our GPU for the experiments, NVIDIA GTX
1080, has 20 SMs, where SM contains 2048 individual threads. Threads are grouped into
blocks, and the blocks are grouped to form grids. Threads in the blocks are split into warps
(32 threads) in the same SM.

For the computational unit, the GPU includes 128 CUDA (Compute Unified Device
Architecture) cores per SM. Each core execution unit has one float and one integer com-
pute processor.

Appendix A.1. Memory Hierarchy in GPU

SMs can run in parallel with different instructions. However, all the threads of a
respective SM execute the same instruction simultaneously. Therefore, GPUs are called
single instruction multiple data (SIMD) machines. Besides having a large number of threads,
the GPU memory system also consists of a wide variety of memories for the underlying
computations. Architecturally, we divide the memory system into five categories. Figure A1
portrays the memory categories and their organization. We present a brief discussion on
the memory categories:

(a) Register;
(b) Cache;
(c) Shared;
(d) Constant; and
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(e) Global.

SM-0
Registers

L1 SMEM CMEM

SM-1
Registers

L1 SMEM CMEM

SM-N
Registers

L1 SMEM CMEM

L2	Cache

Global	Memory

Figure A1. GPU memory hierarchy.

Register. Registers are the fastest and smallest among all memories. Registers are
private to the threads.

Cache. GPUs facilitate two levels of caches, namely, L1 cache and L2 cache. In terms
of latency, the L1 cache is below the registers. Each SM is equipped with a private L1 cache.
On the contrary, the L2 cache has a latency that is higher than that of L1 cached and shared
by all SMs.

Shared memory. Being on the SM chip, shared memory has higher bandwidth and
much lower latency than the global memory. It has much lower memory space and lacks
volatility.Shared memory is private to SMs as well, but public to the threads inside the SMs.

Constant memory. Constant memory resides in the device memory and is cached in
the constant cache. Each SM has its own constant memory. Constant memory increases the
cache hit for constant variables.

Global memory. Global memory is the largest (Table A1) among all memory cate-
gories, yet the slowest and nonpersistent. One major limitation of global memory is that it
is fixed, while the main memory can be changed for the CPUs.

Table A1. A comparison between Intel(R) Core™ i7-2600 and NVIDIA GTX 1080 configurations.

CPU GPU

Clock speed 3.40 GHz 1734 MHz

Main memory 16 GB 8 GB

L1 cache 256 KB 48 KB

L2 cache 256 KB 2048 KB

L3 cache 8192 KB ×

Physical threads 8 40,960

Appendix A.2. Computational and Memory Hierarchy Coordination

The coordination between computation and memory hierarchy is a crucial aspect
to take advantage of both faster memory and parallelism. Each thread has private local
variable storage known as registers. Threads inside the same block can access the shared
memory, constant memory, and L1 cache. The memories for one block are inaccessible
by others inside the same SM. The number of grids can be at most the number of global
memories, and the global memory is shareable from all SMs.

Bit coalescing (Section 6.1) discusses the unification of LWE samples. Hence, for
a sufficiently large n-bit (LWE sample) coalescing, the memory requirement exceeds the
existing shared memory. Therefore, the current GPU construction uses the global memory
(the slowest). The rest of the computations use registers to store the thread-specific local
variables and shared memory to share the data among the threads.
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Appendix A.3. Architectural Differences with CPU

Number of cores. Modern CPUs consist of a small number of independent cores and
thus confine the scopes of parallelism. GPUs, on the other hand, have an array of SMs,
where each SM possesses a large number of cores. For example, in Figure A2, the CPU
comprises 4 independent cores, while the GPU consists of N SMs with n CUDA cores in
each SM. Thus, GPUs offer more parallel computing power for any computation.

CPU
Core	1 Core	2

Core	3 Core	4

Cache

Main	Memory

Control
Unit

(a) CPU architecture

GPU
SM-NSM-0 SM-1

SM-1

C0 C1 Cn
C.Unit
Cache

C0 C1 Cn
C.Unit
Cache

C0 C1 Cn
C.Unit
Cache

(b) GPU architecture
Figure A2. A schematic illustration of CPU (a) and GPU (b) architecture. Unit and Cn represent a
control unit and a core in GPU, respectively. (b) illustrates an SM construction.

Computation complexity. Although GPUs provide more scopes of parallelism, GPU
cores lack the computational power. CPU cores have higher clock cycle (3.40 GHz) than
GPU (1734 MHz), as shown in Table A1. Moreover, CPU cores are capable of executing
complex instruction of small data. On the contrary, a GPU core is simple and typically
consists of an execution unit of integers and float numbers [56].

Memory space. Table A1 provides the storage capacity of different types of memory
in the machines. Additionally, a unique aspect of CPUs is that the main memory can
be modified on H/W. GPUs lack this facility as every device is shipped with fixed-size
memory. This creates additional complexities like memory exhaustion while computing
with a large dataset/models.

Number of threads. In modern desktop machines, the number of physical threads
is equal to the number of cores. However, hyperthreading technology virtually doubles
the number of threads. Thus, the CPUs can have virtual threads twice the number of
cores. GPUs, on the contrary, provide thousands of cores. In GTX 1080, the total number of
threads is 40,960. Therefore, the GPU is faster in data parallel algorithms.
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Abstract: The presence of malicious software (malware), for example, in Android applications (apps),
has harmful or irreparable consequences to the user and/or the device. Despite the protections app
stores provide to avoid malware, it keeps growing in sophistication and diffusion. In this paper,
we explore the use of machine learning (ML) techniques to detect malware in Android apps. The
focus is on the study of different data pre-processing, dimensionality reduction, and classification
techniques, assessing the generalization ability of the learned models using public domain datasets
and specifically developed apps. We find that the classifiers that achieve better performance for
this task are support vector machines (SVM) and random forests (RF). We emphasize the use of
feature selection (FS) techniques to reduce the data dimensionality and to identify the most relevant
features in Android malware classification, leading to explainability on this task. Our approach
can identify the most relevant features to classify an app as malware. Namely, we conclude that
permissions play a prominent role in Android malware detection. The proposed approach reduces
the data dimensionality while achieving high accuracy in identifying malware in Android apps.

Keywords: android applications; datasets; explainability; feature selection; machine learning; malware
detection; numerosity balancing; security; soft computing; supervised learning

1. Introduction

The worldwide use of smartphones has grown exponentially over the past decade.
As of November 2023, the estimated number of smartphone users is 5.25 billion, and it
continues to grow [1]. This growth has been accompanied by the popularization of Android,
an open-source operating system (OS) mainly designed for touchscreen mobile devices.
It is the mobile OS with the largest market share, with roughly 70% [2]. In November
2023, the app store Google Play Store had 3.718 million apps available for Android users to
download [3].

The rapid wide-scale expansion of the use of smartphone devices, the increased popu-
larity of the Android OS, and the wide variety and number of Android apps have attracted
the attention of malware developers. Attackers can target a wide range of applications
that deal with a significant number of user-sensitive data. They can also target the user’s
data on the smartphone or may use the device to carry out other attacks. Furthermore,
from the attacker’s perspective, the massive number of users are all targets and potential
victims who can download their malware. Since the Android system has become a popular
and profitable target, malicious attacks against Android mobile devices have increased.
In 2021, 9.5 million malware Android packages were detected, three times more than in
2019 (3.1 million) [4]. Millions of users can download one app (possibly with malicious
software) in a matter of minutes. Thus, the need to detect malicious apps is a major issue.
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Some software and applications focus on security, and app stores have security and
detection mechanisms to mitigate malicious apps. To some extent, these are successful, but
malware keeps growing in sophistication and diffusion, sometimes easily bypassing these
mechanisms. ML approaches have shown to be effective and versatile in various fields,
being a milestone in the tech industry. Thus, in recent years, ML techniques have been
proposed for the malware detection problem in Android applications [4–10].

Paper Contributions

This work focuses on the use of ML techniques for malware detection in Android
applications, and its main contributions are the following:

• Assessing the impact of different data pre-processing techniques using four different
datasets. Data pre-processing is an essential step and, to the best of our knowledge,
this aspect is lacking attention in the literature on this problem.

• Enriching the literature by identifying the most decisive features for malware detection
among the public-domain datasets used and identifying the ML classifiers that provide
the best results.

• Expanding the literature by using real-world Android applications (developed and
existing) to extend test scenarios over the ones made available by the datasets. To
the best of our knowledge, no previous work has developed specific applications for
malware model testing.

In this paper, we extend our previous work [11] with (non-deep) machine learning
techniques, providing the following novel contributions and extensions:

• The use of real-world apps in the assessment of the ML model learned from standard
datasets. We also provide a discussion on the challenges posed by the mapping from
the real-world app to our learned models.

• The use of more datasets, feature selection filters, classifiers, and data pre-processing
techniques, namely, different instance (numerosity) sampling techniques. The combi-
nation of these techniques on an ML pipeline is addressed and evaluated.

• A detailed and deeper discussion of the experimental results on four datasets instead
of two. These four datasets have different characteristics regarding the key aspects of
the data. This leads to the need to analyze the results from each dataset individually.

• For each dataset, we report the top five features that seem to be more decisive regarding
malware classification, yielding some explainability on the classification. We highlight
the features that most contribute to explaining the classification.

The remainder of this paper is organized as follows. Section 2 provides an overview
of Android apps and related work. The proposed approach is described in Section 3. The
experimental evaluation is reported in Section 4. Finally, Section 5 ends the paper with
concluding remarks and directions for future work.

2. Related Work

This section briefly overviews Android malware detection, approaching ML tech-
niques, algorithms, and datasets. It begins with a general Android app overview in
Section 2.1 and malware types and security measures in Section 2.2. Then, it discusses data
acquisition, namely, analysis types, and datasets in Section 2.3 and explores techniques for
data pre-processing and splitting in Section 2.4. ML algorithms and their evaluation metrics
are presented in Sections 2.5 and 2.6, respectively. This section ends by summarizing
previous approaches to malware detection that have been proposed in the literature, in
Sections 2.7 and 2.8.

2.1. Android Applications

Android is an open-source OS based on the Linux kernel, designed mainly for touch-
screen mobile devices. First launched in 2008, it has many versions, with releases every few
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months. To understand how malware can exploit the Android OS, it is essential to know
the key components of an Android app. Figure 1 depicts the elements that compose the
Android package kit (APK) file of an Android app [10].

AndroidManifest.xml

classes.dex

resources.arsc

res

assets

lib

META-INF

APK File

Figure 1. Components of an Android application (app).

Knowledge about the structure of an Android app allows for a better understanding
of some of the critical security aspects. For instance, apps require system permissions to
perform specific functionalities. Malware often exploits these accesses and permissions to
perform attacks [12]. Thus, the AndroidManifest.xml file, with the permissions requested
by the app, is relevant in determining if an app is malicious, as discussed in Section 2.3.

2.2. Malware on Android Applications

Malware takes different forms and approaches, such as remote access trojans, banking
trojans, ransomware, adware, spyware, scareware, and premium text short message service
(SMS). Malware exploits system vulnerabilities, design weaknesses, and security flaws in
many Android applications that threaten end-users and/or lure the user through social
engineering to install apps containing malware [13]. There are well-documented Android
malware families, such as “ExpensiveWal”, “HummingBad”, and “Chamoi”, which can
be embedded or hidden in many apps available in app stores and then downloaded by
millions of users.

There are several security measures to mitigate malware attacks, such as using secure
internet connections, installing anti-malware apps, and the validation of the apps performed
by the app stores. Android also inherits some security measures since the kernel provides
application sandboxing and process isolation [12]. These security measures, to some extent,
successfully mitigate malware attacks. However, sometimes they can be bypassed with a
variety of techniques to hinder the identification and neutralization of malware [9].

2.3. Data Acquisition

This section provides insight into the different types of analysis used to extract features
from Android apps and into some of the datasets for Android malware detection found in
the literature.

2.3.1. Type of Analysis

Three types of approaches can be followed to extract features from Android apps:
static, dynamic, and hybrid. Static analysis is the most popular, followed by the dynamic
and hybrid approaches [10]. In static analysis, the app is analyzed in a non-runtime
environment. Feature extraction is usually carried out by analyzing the code and the
AndroidManifest.xml file [9]. It is generally faster and more straightforward than the other
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analysis types. Dynamic analysis occurs during the app’s regular operation in a monitored,
controlled, or sandbox environment [10] to analyze its behavior. Thus, it is computationally
more demanding than static analysis [12]. Features can be extracted by analyzing network
traffic, system calls, system resources, and other app behaviors [9]. Finally, hybrid analysis
combines the previous two types of analysis [12]. However, as with dynamic analysis,
researchers are discouraged by the time and computational resources it requires and its
complexity, making it the less popular type of analysis.

2.3.2. Datasets

Several standard datasets for malware detection in Android apps are mentioned in
the literature [10]. Unfortunately, frequently these are not easy to obtain. Often, the access
is restricted, involving payment or authorization. In other cases, the sources may not
be trustworthy.

Alkahtani and Aldhyani considered the Drebin and CICAndMal2017 datasets in
their study [4], available in [14,15], respectively. The Drebin dataset, first published in
2014, contains 215 features extracted from 15,036 applications, with 9476 benign apps and
5560 malware apps from 179 different malware families. The CICAndMal2017 dataset,
published in 2018, contains 183 features and 29,999 instances extracted from several sources,
such as the Google Play Store. The malware samples can be organized into adware,
ransomware, scareware, and SMS malware, from a total of 42 unique malware families.

The Android Malware (AM) and the Android Malware static feature (AMSF) datasets,
available in [16,17], respectively, are also considered in this paper. The AM dataset was
created by Martín et al. in 2016, in the context of their study [8]. It contains meta information
on Android apps with 183 features and 11,476 instances. The AMSF dataset is organized into
six parts, each with different features: permissions, intents, system commands, application
programming interface (API) calls, API packages, and opcodes. These datasets were
extracted from the same APK. In total, it contains 1062 features and 5019 samples of apps
collected from the Google Play Store, APKPure, and VirusShare.

2.4. Data Pre-Processing and Splitting

This section overviews some data pre-processing and data-splitting techniques.

2.4.1. Data Pre-Processing

Data pre-processing can be generalized and aggregated into four categories [18]: clean-
ing, integration, reduction, and transformation. Data cleaning includes handling missing
values, which can be done with different approaches, such as discarding instances with
missing values or performing missing value imputation. It also addresses reformatting
the data to ensure standard formats and attribute conversions, such as one-hot or label
encoding. Data cleaning includes the identification of outliers and the smoothing of noisy
data. Data integration consists of merging data from multiple sources into a single dataset.
Data reduction techniques aim to derive a reduced representation in terms of volume,
keeping the integrity of the original data. The main strategies for data reduction are
dimensionality reduction, and numerosity reduction, which includes instance sampling.
Dimensionality reduction can be performed by feature selection techniques, such as the
relevance-redundancy feature selection(RRFS) filter approach [19]. RRFS involves discard-
ing the weakly relevant and redundant features while keeping the relevant ones adding
more value to the model. For relevance analysis, different measures can be applied, such as
the unsupervised mean–median (MM) relevance measure given by

MMi = |Xi −median(Xi)|, (1)

with Xi denoting the sample mean of feature Xi. We also consider the supervised Fisher’s
ratio (FR) relevance metric
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FRi =
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√
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, (2)
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(1) are the sample means and variances of
feature Xi, for the patterns of each class. The redundancy analysis between two features,
Xi and Xj, is done with the absolute cosine (AC)
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∑ n
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∑ n
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, (3)

where 〈, 〉 and ||.|| denote the inner product and L2 norm, respectively.
Numerosity reduction includes instance sampling, a method that balances imbal-

anced data. Undersampling consists of removing samples of the majority class, yielding
information loss. To balance data, oversampling, which involves replicating instances
of the minority class, can also be applied, yielding a higher chance of overfitting. Other
techniques, such as the synthetic minority oversampling technique (SMOTE) [20], perform
oversampling by creating synthetic data instead of copying existing instances.

Lastly, data transformation aims to change the data’s value, structure, or format to
shape it into an appropriate form. The most widely used techniques are normalization and
discretization. The first involves scaling attributes to ensure they fit within a specified range.
One of the most popular techniques for this task is min–max normalization. The use of
discretization techniques reduces the number of continuous feature values by partitioning
the feature range into intervals to replace the actual data values. The original feature values
are replaced by integer indexes that represent each discretization interval, achieving a
simplified representation of the data.

2.4.2. Data Splitting

Data are typically split into two or three sets: training, testing, and validation, based
on random or stratified sampling. Cross-validation (CV) [21] is a resampling method that
splits the data into subsets and rotates their use among them. The nested CV strategy
is applied to the training, testing, and validation sets. It consists of an outer loop and
an inner loop. The outer loop deals with the training and testing sets and estimates the
generalization error by averaging test set scores over several dataset splits. The inner loop
deals with the training and validation sets, with all subsets being obtained from the training
set of the outer loop. In the inner loop, the score is approximately maximized by fitting
a model to each training set and then directly maximized by selecting hyperparameters
over the validation set. There are different types of CV, such as stratified K-fold CV and
leave-one-out cross-validation (LOOCV). Stratified K-fold CV splits the data into K folds
of approximately equal size with stratified sampling. LOOCV is the exhaustive holdout
splitting approach, being a particular case of K-fold CV where K is equal to the number
of instances.

2.5. Classifiers

In this section, a brief description of the classifiers used in this research is presented.
Random forests(RF) [22] is an ensemble method that aggregates the output of multiple
decision trees (DT) [23,24] to reach a single result. Support vector machines (SVM) [25]
work by mapping data to a high-dimensional feature space to categorize data points. Even
when the classes are not linearly separable, the data are transformed so that the separator
can be drawn as a hyperplane that best splits the data into two classes [26]. K-nearest
neighbors (KNN) [24,27] classifies a data point by a majority vote of its neighbors, with the
data point being assigned to the class most common among its K nearest neighbors. Naïve
Bayes (NB) classifiers follow a probabilistic approach based on Bayes’ Theorem that relies
on incorporating prior probability distributions to generate posterior probabilities [24,28].
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As an additional technique, we also consider a classic multilayer perceptron(MLP) [29,30]
as a classifier. An MLP has the advantage of learning non-linear models; the ability to
train models in real-time (online learning); handling large numbers of input data; and,
once trained, making quick predictions. However, it is more computationally costly
than other classifiers and may be sensitive to feature scaling. We use the default im-
plementation of MLP from the scikit-learn library, without resorting to deep learning
techniques implementations.

2.6. Evaluation Metrics

This section describes the evaluation metrics used to assess the performance of the ML
models. In this study, we adopt the following terminology: a true positive (TP) means to
classify a malicious app as malicious correctly, a true negative (TN) is to classify a benign
app as benign, a false positive (FP) is to classify a benign app as malicious, and a false
negative (FN) refers to classifying a malicious app as benign. The accuracy (Acc) evaluation
metric conveys the fraction of correct predictions made by the model and is given by

Acc =
TP + TN

TP + TN + FP + FN
. (4)

In very unbalanced scenarios, accuracy can be misleading and other evaluation metrics
are used. The positive predictive value, or precision (Prec), is given by

Prec =
TP

TP + FP
, (5)

whereas the true positive rate (TPR), or sensitivity, also known as recall (Rec), is
computed as

Rec =
TP

TP + FN
. (6)

Finally, the F1-score, given by the harmonic mean of the precision and recall metrics

F1 = 2
Precision× Rec
Precision + Rec

, (7)

is also considered, as well as the area under the curve—receiver operating characteristic
(AUC-ROC) evaluation metric is also considered.

2.7. Overview of Machine Learning Approaches

This section focuses on the use of some common ML approaches for Android malware
detection found in the literature. Section 2.8 addresses other techniques such as deep
learning (DL).

Alkahtani and Aldhyani [4] applied SVM and KNN to two standard datasets: CICAn-
dMal2017 and Drebin. SVM achieved an 80.71% accuracy with the Drebin dataset. For the
CICAndMal2017 dataset, the authors claim to have achieved 100% accuracy. Regarding
KNN, it achieved 81.57% on the Drebin dataset and 90% on the CICAndMal2017 dataset.
Overall, SVM and KNN successfully detected malware, but SVM was more effective.

Muzaffar et al. [12] identified that many existent studies cite high accuracy rates.
However, many use outdated datasets and inappropriate evaluation metrics that may be
misleading. Kouliaridis and Kambourakis [9] concluded that, among the surveyed works,
static analysis is the predominant approach, while publicly available datasets are often
outdated. ML-based models are the most commonly used, and accuracy is the preferred
evaluation metric. In studies from 2014 to 2021, RF and SVM are the most frequently
employed algorithms. Wu et al. [10] provided insight into the most popular datasets used
in the literature and concluded that the most used ML algorithms for Android malware
detection between 2019 and 2020 were SVM, RF, and KNN.
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Keyvanpour et al. [7] conducted experiments with the Drebin dataset and proposed
embedding effective FS with RF. Other classifiers, such as KNN and NB, were tested, but
RF outperformed other models based on several metrics. FS was shown to improve the
RF classifier, with the authors reporting 99.49% accuracy and AUC of 95.6%, when using
effective FS and RF with 100 trees.

Islam et al. [6] used the CCCS-CIC-AndMal2020 dataset, with 53,439 instances and
141 features. Missing data imputation was applied with the “mean” strategy, and SMOTE
was used to deal with class imbalance. Min–max normalization was applied, and one-hot
encoding was used for feature conversion. Recursive feature elimination (RFE) was used
to perform FS, discarding 60.2% of the features. The reduced set of features lessened the
complexity and improved the accuracy. The authors proposed multi-classification based on
dynamic analysis, with an ensemble ML approach with weighted voting that incorporates
RF, KNN, MLP, DT, SVM, and logistic regression (LR), which showed 95% accuracy.

Alomari et al. [31] proposed a multi-classification approach using the CICMalDroid2020
dataset, with 11,598 instances and 470 features. The z-score normalization, SMOTE and
principal component analysis (PCA), were applied. SMOTE and z-score normalization
improved the results, while PCA was not beneficial. Their approach was based on the light
gradient boosting mode (LightGBM), but the performance of KNN, RF, DT, and NB was
also analyzed. LightGBM presented the best accuracy and F1-score, achieving 95.49% and
95.47%, respectively.

Kouliaridis et al. [32] review the literature on Android malware detection, spanning
the period from 2012 to 2020. On the Drebin, VirusShare, and AndroZoo datasets, the
authors rank the importance of features with the Information Gain metric. They found that
features related to permissions and intents rank higher than others. However, the single
use of permission-related features alone, and the mixture of permission- and intent-related
features, does not yield remarkable results in malware detection. Thus, the authors identify
the need to check supplementary and more weighty features.

In another work by Kouliaridis et al. [33], the authors explore the use of the dimension-
ality reduction techniques PCA and t-SNE (t-distributed stochastic neighbor embedding)
in malware detection. The authors propose a simple ensemble aggregated base model
of similar feature types and a complex ensemble with heterogeneous base models. The
experimental results on the Androzoo dataset show the adequacy of ensembles for mal-
ware detection.

The Androtomist tool for the static and dynamic analysis of applications on the An-
droid platform is proposed by Kouliaridis et al. in [34]. This hybrid approach resorts to
features stemming from static analysis along with dynamic instrumentation. The approach
resorts to machine learning and signature-based detection techniques. Androtomist soft-
ware is made publicly available as open source and can be installed as a web application.
The authors also provide an ensemble approach with an insight on the most influencing
features regarding the classification process. The approach shows promising to excellent
results in terms of the accuracy, F1-score, and AUC-ROC metrics.

Potha et al. [35] find that heterogeneous ensembles can provide malware detection
solutions that are better than individual models. They propose the extrinsic random-
based ensemble (ERBE) method, which uses a given set of repetitions and a subset of
external (malware or benign) instances. The classification features are randomly selected,
and an aggregation function combines the output of all base models for each test case
separately. Using solely static analysis, the ERBE method takes advantage of the availability
of multiple external instances of different sizes and genres. The experimental results with
the AndroZoo dataset show the effectiveness of the proposed method.

Table 1 summarizes some results reported in the existing approaches.
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Table 1. Summary of some results reported in existing approaches.

Study Dataset Classifier Acc (%)

Alkahtani and Aldhyani [4]
Drebin SVM 80.71

KNN 81.57

CICAndMal2017 SVM 100.0
KNN 90.00

Keyvanpour et al. [7] Drebin RF (with 100 DT) 99.49
Islam et al. [6] CCCS-CIC-AndMal2020 Ensemble 95.00

AlOmari et al. [31] CICMalDroid2020 LightGBM 95.49

2.8. Other Approaches and Surveys on the Topic

There are other approaches to detecting malware in Android apps. For example, the
use of deep learning (DL) techniques has provided satisfactory results, as reported in the
works by [4,10,31,36–38], in relation to detecting malware on Android apps.

An ML approach with data from the Canadian Institute for Cybersecurity is reported
by Akhtar and Feng [39], showing that DT, SVM, and convolutional neural networks
(CNNs) performed well, with DT being the best classifier. A hybridization of CNN and ML
techniques is proposed by Hashin in [40].

The work by Djenna et al. [41] addresses the combination of behavior-based deep
learning and heuristic-based approaches for malware detection, comparing them with static
deep learning methods. Online learning has also been proposed by Muzaffar et al. [12].
Shaojie Yang et al. [42] proposed an Android malware detection approach based on con-
trastive learning. A malware detection model for malicious network traffic identification
based on FS and neural networks is reported by Lu et al. [43].

Adebayo and Aziz [44] proposed an improved malware-detection model using the
A-priori algorithm to learn association rules. A malware detection technique based on the
semantic information of behavioral features, with a vectorized representation of the API
calls sequence by a word embedding model, is proposed by Zhang et al. [45].

The DexRay technique, which converts the bytecode of the app DEX files into grayscale
“vector” images and feeds them to a 1-dimensional CNN model, was proposed by [46].
Over 158k apps, DEXRAY achieves a high detection rate regarding the F1-score metric. The
Hybroid malware detection framework performs a hybrid (static and dynamic) approach
and was proposed by Kabakus [47].

The Androtomist tool proposed in [34] is available at https://androtomist.com (ac-
cessed on 29 December 2023) and https://github.com/billkoul/AndrotomistLite (accessed
on 29 December 2023).

Malware detection is a hot topic of research with many survey and review papers.
For recent surveys, please see the works by Aboaoja et al. [48], Agrawal and Trivedi [49],
Almomani et al. [50], Deldar and Abadi [51], Faruki et al. [52], Gyamfi et al. [53], Kou-
liaridis et al. [9], Liu et al. [54], Meijin et al. [55], Muzaffar et al. [12], Naseeret al. [56],
Odusami et al. [57], Razgallah et al. [58], Souri et al. [59], Qiu et al. [60], Vasani et al. [61],
Wang et al. [62], and Wu et al. [10], as well as the many references therein.

3. Proposed Approach

In this section, we detail our proposed approach. In Section 3.1, we formulate our
ML approach, presenting it step by step and explaining our key choices. Afterwards, in
Section 3.2, the component of our approach using real-world applications is described.

3.1. Machine Learning Module

The Android malware detection task is formulated as a binary classification problem,
with a benign app considered a negative sample and a malicious app as a positive one.
Figure 2 depicts the first segment of the proposed approach, showing that we use binary
classification datasets for which we apply different data pre-processing techniques.

67



Information 2024, 15, 25

Dataset

Data pre-processing

Machine Learning module

Most relevant
features

...

Figure 2. Partial block diagram of the proposed approach: the data pre-processing stage, which is
composed of handling missing values, numerosity balancing, and feature selection. The vertical
arrow points to the continuation of the ML pipeline, and the right-hand side arrow highlights that
our approach identifies the most relevant features for the feature extraction module.

We start by getting data from Android apps with a dataset, such as Drebin or CICAn-
dMal2017. Next, data pre-processing techniques, namely, techniques to handle missing
values, for numerosity balancing and feature selection [63,64], are applied to properly
prepare the data and to assess their impact on the model’s performance. Additionally, a set
of the most relevant features will be obtained with a feature selection technique. Figure 3
describes the following steps of our proposed approach, after properly preparing the data.

ML classifier

Evaluation metrics

Dataset

Prediction

MaliciousBenign

Input data

Analysis

Data pre-processing

Data splitting

Testing set Training set

Machine Learning module

Model

Final model

Optimised
model

Most relevant
features

Validation set

Figure 3. Partial block diagram of the proposed approach: data splitting for training and testing
of the model with standard evaluation metrics. We also provide a validation set to perform hy-
perparameter tuning. The right-hand side arrow with input data refers to the use of data from
real-world applications.

After the data pre-processing stage, three data subsets are obtained from the data
splitting action: the training, testing, and validation sets. The training set is used to
train/learn the model that, given input data, can make a prediction, in this case, to classify
an app as benign or malicious. The testing set enables the analysis of the model through
standard evaluation metrics. Based on the values reported by the evaluation metrics, the
techniques used in the data pre-processing and data splitting phases can be changed or
improved, thus leveraging the model’s performance. The standard metrics also allow
comparisons with the existing studies, as reported in Section 2.6.

Figure 4 depicts how the use of the validation set improves the model by evaluating
it via the CV procedure and allowing for the tuning of the hyperparameters of the ML
algorithms. This diagram also depicts the complete ML module, developed in the Python
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programming language, that is responsible for building, improving, and evaluating the
model that will classify Android apps as benign or malicious.

ML classifier

Evaluation metrics

Dataset

Prediction

Evaluate

MaliciousBenign

Input data

Analysis

Data pre-processing

Data splitting

Testing set Training set Validation set
Hyperparameter

tuning

Machine Learning module

Model

Final model

Optimised
model

Most relevant
features

Figure 4. Full block diagram of the ML module, aggregating all the stages referenced in
Figures 2 and 3 as well as the hyperparameter tunning stage.

3.2. Complete Approach—Full Block Diagram

A diagram completely representing our proposed approach is depicted in Figure 5. It
incorporates the ML module from Figure 4, as well as the feature extraction module and
Android applications, which are described next.

ML classifier

Evaluation metrics

Dataset

Prediction

Evaluate

MaliciousBenign

Input data

Analysis

Data pre-processing

Data splitting

Testing set Training set Validation set
Hyperparameter

tuning

Machine Learning module

Android
applications

Feature extraction
module

Model

Final model

APK file

???

Most relevant features

Optimised
model

Figure 5. Full block diagram of the proposed approach with the ML module and the Android
applications and feature extraction modules.

The feature extraction module follows a static analysis approach. It was developed in
Python, and in Androguard, a tool and Python library to interact with Android files, which
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enables the extraction of the features from the Android app files. Thus, this module extracts
static features from an Android app’s APK file. The features sought for extraction were
related to: permissions, classes, methods, intents, activities, services, receivers, providers,
software, and hardware. These groups of features were preferred since they are often found
in the analyzed datasets to be the most relevant features obtained via FS and are frequently
mentioned in the literature in the context of static analysis.

The mapping between the extracted features and the features deemed more indicative
of the presence of malware in Android apps provides the input data to the model, which
can then classify/predict the Android application as benign or malicious. Here, a significant
challenge emerged since the names of the features throughout the datasets are not standard-
ized. For example, when extracting the names of the permissions required by the app, the
feature android.permission.SEND_SMS is obtained. However, this feature in the Drebin
dataset corresponds to SEND_SMS and in the AMSF dataset to androidpermissionSEND_SMS.
This is an example of how the mapping between the dataset features and the features ex-
tracted from the APK file can be challenging. To improve the feature extraction module
on this issue, an approach based on string similarity was adopted. With this, although the
feature extraction module was not able to identify/map correctly all features, its mapping
is improved.

Basic Android applications, shown on the bottom right hand side of Figure 5, were
developed in the Kotlin programming language to allow for an assessment of the developed
prototype of the proposed approach with real-world apps. The specifically developed apps
were the following:

• ‘App1’, which tries to, unknowingly to the user, send an SMS message when the user
clicks on the button in the app. Requests permissions regarding SMS and other features
included in the top ten most relevant features in the Drebin and AMSF datasets.

• ‘App2’, which does not request/use any unnecessary features; thus, it is a benign app.
• ‘App3’, which requests permissions present among the most relevant features selected

in the Drebin and AM datasets, although it does not require any of them for any
functionality.

The expected labelling (ground-truth) for these apps is malicious, benign, and benign,
respectively. Figure 6 depicts screen-shots of these apps.

Figure 6. Developed Android applications: ‘App1’ (two images on the left hand-side), ‘App2’,
and ‘App3’.

4. Experimental Evaluation

We now report the experimental evaluation process, conducted using Python and the
ML library ‘scikit-learn’. We have considered the classifiers mentioned in Section 2.5 and
the evaluation metrics described in Section 2.6.

This section is organized as follows. Section 4.1 performs dataset analysis. Baseline
experimental results are presented in Section 4.2. Section 4.3 reports experimental results
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after applying some data pre-processing techniques. Section 4.4 presents the outcomes of
applying FS. Section 4.5 displays the results obtained via CV and by performing hyperpa-
rameter tuning. Section 4.6 compares some of the obtained experimental results with those
from existing studies. In Section 4.7, real-world Android applications are used to assess the
prototype of the proposed approach. Finally, Section 4.8 provides an overall assessment of
the experimental evaluation and a comparison with existing approaches.

4.1. Dataset Analysis

The datasets used were Drebin [14], CICAndMal2017 [15], Android Malware (AM) [16],
and Android Malware static feature (AMSF) [17]. Since the proposed approach is based on
static analysis, only static features are considered. Thus, dynamic features were removed
if a dataset contained both types. The Drebin and AM datasets only have static features.
However, the CICAndMal2017 dataset contained 110 static features and 73 dynamic fea-
tures from a total of 183. The removal process was facilitated by the authors of the dataset,
who properly identified the static and dynamic features. The AMSF dataset also presents
static and dynamic features. Given that it was decomposed into six datasets, each one
affiliated with a different group of features, only the ones containing static features were
merged into the single dataset that was then used. Subsequently, the dimensionality of
each used dataset is depicted in Table 2.

Table 2. Summary of the datasets considered in the experimental evaluation.

Dataset Instances (n) Features (d) Available in

Drebin 15,036 215 [14]
CICAndMal2017 29,999 110 [15]

AM 11,476 182 [16]
AMSF 5019 966 [17]

The class distribution in the datasets was analyzed to evaluate if there were cases of
strong imbalance. Table 3 depicts the number of instances (n) per class for each dataset.

Table 3. Class distribution for each dataset.

Dataset Benign, n Malicious, n Total, n

Drebin 9476 (63.02%) 5560 (36.98%) 15,036
CICAndMal2017 9999 (33.33%) 20,000 (66.67%) 29,999

AM 8058 (70.22%) 3418 (29.78%) 11,476
AMSF 2508 (49.97%) 2511 (50.03%) 5019

Both the Drebin and CICAndMal2017 datasets present a ratio of approximately one-
third between class labels. Thus, both datasets are not perfectly balanced but cannot be
considered as imbalanced. The AM dataset is the most unbalanced among the chosen
datasets, with the malicious class labels being less than half of the benign ones. The AMSF
dataset is almost perfectly balanced. Regarding the data types of the features, Table 4
presents the number of features (d) of a categorical and non-categorical nature in each
dataset. These datasets have many binary features.

Table 4. Categorical and non-categorical features (d) in each dataset.

Dataset Categorical d Non-Categorical d Total d

Drebin 1 214 215
CICAndMal2017 5 105 110

AM 12 170 182
AMSF 0 966 966
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Concerning the number of missing values, Table 5 exhibits the number of occurrences
found in each dataset.

Table 5. Number of missing values in each dataset.

Dataset Number of Missing Values

Drebin 0
CICAndMal2017 204

AM 19,888
AMSF 0

The Drebin and AMSF datasets have no missing values. The CICAndMal2017 dataset
has 204 missing values, and the AM dataset contains 19,888 missing values. The AM
dataset, among the used datasets, requires more data pre-processing tasks since it is the
most unbalanced and contains the largest number of categorical features. Additionally,
it possesses a high number of missing values. The Drebin and AMSF datasets require
fewer data pre-processing tasks since they contain no missing values and their features are
essentially numerical.

4.2. Experimental Results—Baseline

To perform the first experiments, two significant issues were addressed: categorical
features and missing values, since some classifiers cannot deal with them. As a first
approach, all categorical features were converted to numerical ones via label encoding. The
missing values were dealt with by removing the instances that contained them unless all
instances of a feature were missing; in that case, the feature was removed. On the first
experiments, no validation set was obtained and no hyperparameter tuning was performed.
Training and testing sets were obtained via a random stratified sampling with a 70–30 ratio
for training and testing, respectively. Figures 7–9 summarize the results obtained for each
dataset and classifier regarding the accuracy, F1-score, and AUC-ROC metrics, respectively.

Figure 7. Accuracy (%) obtained with each classifier (RF, SVM, KNN, NB, and MLP) for each dataset.
The average accuracy per classifier is 92.78%, 83.48%, 82.40%, 80.55%, and 86.24%, respectively.
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Figure 8. F1-score (%) obtained with each classifier (RF, SVM, KNN, NB, and MLP) for each dataset.
The average F1-score per classifier is 92.51%, 70.72%, 76.83%, 79.10%, and 77.42%, respectively.

Figure 9. AUC-ROC (%) obtained with each classifier (RF, SVM, KNN, NB, and MLP) for each dataset.
The average AUC-ROC per classifier is 91.06%, 74.07%, 77.20%, 77.44%, and 79.95%, respectively.

With the Drebin dataset, the best accuracy results were obtained by the MLP and RF
classifiers, closely followed by SVM. Overall, all classifiers presented good results on this
dataset, with the worst result being NB, with 92.66% accuracy, nevertheless a good result.
The CICAndMal2017 dataset had the worst results, with the best one being 79.14% accuracy
with the RF classifier and the worst 62.01% accuracy with the KNN classifier. With the AM
dataset, the RF classifier obtained the best result, with the other classifiers showing less
satisfactory results, with the lowest being 64.91% accuracy, with the NB classifier. For the
AMSF dataset, 99.33% accuracy was obtained with the RF classifier, and the worst accuracy
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was 96.81% with the SVM classifier. For the F1-score and the AUC-ROC metrics, the
RF classifier attains the best results, which coincides with the findings in the literature.
In the following experiments, we will address the most popular ML classifiers for this
problem, which are the RF and SVM classifiers. The good results of the MLP classifier will
be further explored in future work.

4.3. Experimental Results—Data Pre-Processing Stage

In this section, the results regarding different data pre-processing techniques are
presented and compared with the baseline values. We address the handling of missing
values, normalization, and numerosity balancing techniques.

4.3.1. Handling Missing Values

Initially, removing instances containing missing values was the method applied to
deal with missing values, which yield data loss. Experiments with different methods to
deal with missing values were performed to better understand their impact. We have
considered the following approaches:

• Removing instances with missing values.
• Removing features with missing values.
• Missing value imputation with the mean of the explicit remaining feature values.

Since the Drebin and AMSF datasets had no missing values, only the CICAndMal2017
and AM datasets were considered in these experiments. Figure 10 depicts the accuracies
obtained with different methods to deal with missing values on the AM dataset.

Figure 10. Accuracy (%) obtained, with the RF and SVM classifiers, for the AM dataset after applying
different methods to deal with missing values.

The accuracy results obtained with the different methods to deal with missing values
do not differ significantly. The same was verified with the remaining evaluation metrics.
With both RF and SVM, removing instances containing missing values provided the best
results in terms of accuracy. The corresponding results for the CICAndMal2017 dataset also
did not vary substantially.

The results obtained by removing instances or features (containing missing values)
do not differ significantly from the ones where the missing values are imputed with the
estimated value based on the feature information. This is an indicator that the CICAnd-
Mal2017 and AM datasets possess irrelevant data, maybe even harmful, for the training of
the model. Thus, it is adequate to perform dimensionality reduction by using, for example,
FS techniques. This is further explored in Section 4.4.
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In the following experiments, missing value imputation with the mean strategy was
the approach chosen since it does not yield data loss, being a straightforward approach
that keeps the data distribution.

4.3.2. Normalization

The conversion of categorical to numerical features via label encoding can introduce
large differences in the scales of features, mainly when applied to categorical features with
many distinct values. Additionally, algorithms that rely on distance calculations, such as
SVM, tend to be sensitive to feature scales. Normalizing features can improve the model
performance and result in faster convergence since normalized features are often more
interpretable by algorithms. Thus, min–max normalization was applied to accommodate
values between zero and one while maintaining the original data distribution. Table 6
reports the experimental results for accuracy (Acc), F1 score, and AUC-ROC with and
without min–max normalization, for the RF and SVM classifiers for the datasets with the
largest numbers of categorical features—the CICAndMal2017 and AM datasets.

Table 6. Accuracy (Acc), F1 score and AUC-ROC with min–max normalization, using the RF and
SVM classifiers on the CICAndMal2017 and AM datasets.

Classifier Dataset Normalization Acc (%) F1 Score (%) AUC-ROC (%)

RF CICAndMal2017 None 79.81 84.82 77.40
Min–max 79.62 84.72 77.06

RF AM None 93.28 88.02 90.28
Min–max 93.28 88.05 90.33

SVM CICAndMal2017 None 66.13 78.96 51.51
Min–max 70.81 79.71 63.22

SVM AM None 70.23 0.00 50.00
Min–max 90.88 82.77 85.89

Overall, the results with the RF classifier do not differ significantly, most likely because
the RF algorithm does not rely on distance calculations and, thus, is generally more robust
to large differences in the scales of features. The SVM classifier results greatly improve on
the CICAndMal2017 and AM datasets. Namely, these results highlight how the accuracy
metric can be misleading in some cases. Without min–max normalization, the SVM classifier
achieved 66.13% accuracy on the CICAndMal2017 dataset. However, the AUC-ROC
metric was 51.51%, suggesting a result close to a random classifier. With the min–max
normalization, the AUC-ROC improved from 51.51% to 63.22%, and the accuracy improved
from 66.13% to 70.81%.

These results were even more meaningful on the AM dataset, with the accuracy im-
proving by approximately 20%, with normalization; the AUC-ROC value was previously
50% (a random classifier), and it reached 85.89% after min–max normalization. The Pre-
cision, Recall, and F1 score metrics were 0.0%, with zero true positives. After min–max
normalization, these indicators improved to 94.60%, 73.56%, and 82.77%, respectively.

4.3.3. Numerosity Balancing

To further improve the model, numerosity balancing techniques were applied to deal
with data imbalance, namely, random undersampling, random oversampling, and the
synthetic minority over-sampling technique (SMOTE) [20]. Table 7 reports the results, in
terms of accuracy (Acc) and Recall (Rec), for the RF and SVM classifiers with the different
numerosity balancing approaches for the AM dataset, the most imbalanced among all of
the datasets.
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Table 7. Accuracy (Acc) and Recall (Rec) values for the RF and SVM classifiers with the different
numerosity balancing approaches for the AM dataset.

Classifier Numerosity Balancing Acc (%) Rec (%)

RF

None 93.28 83.02
Random undersampling 91.36 86.44
Random oversampling 96.28 96.07

SMOTE 94.06 91.39

SVM

None 70.81 86.00
Random undersampling 89.18 82.44
Random oversampling 89.47 82.75

SMOTE 88.81 81.42

The results with the AM dataset improved significantly, with both RF and SVM
classifiers, namely, with the use of random oversampling. Moreover, on the AM dataset
the SVM classifier improved in terms of both accuracy and AUC-ROC, from 70.81% and
63.22%, respectively, to 89.47%. With the CICAndMal2017 dataset, the results also improved,
especially with random oversampling and the RF classifier. On both Drebin and AMSF
datasets, the results did not vary significantly.

Overall, random oversampling provided the best results, closely followed by SMOTE
and random undersampling. The latter yields information loss, resulting in fewer training
instances. SMOTE and random oversampling often provided the best results, not differing
significantly between them. Random oversampling is more straightforward than SMOTE
but can lead to overfitting; however, SMOTE is less prone to overfitting. Since the minority
class is moderately imbalanced in the chosen datasets, random oversampling is effective.
Thus, this was the chosen approach to numerosity balancing.

4.4. Experimental Results—Feature Selection

This section reports the experimental results obtained in the FS experiments, namely,
with the RRFS algorithm by Ferreira and Figueiredo [19]. Different relevance measures
were tested, namely, the supervised relevance measure FR and the unsupervised relevance
measure MM. The redundancy measure used was the AC, with an allowed maximum
similarity (Ms) between consecutive pairs of features of 0.3. Table 8 reports the accuracy
(Acc) values for the SVM classifier on each dataset in the following settings: baseline
(without FS), using RRFS with MM relevance, and using RRFS with the FR metric.

Table 8. Accuracy (Acc) obtained with the SVM classifier for each dataset, by not applying RRFS
(original baseline) and by applying it with MM and FR relevance metrics.

Dataset RRFS Acc (%)

Drebin
None 98.50
MM 94.71
FR 96.66

CICAndMal2017
None 71.69
MM 60.04
FR 68.52

AM
None 89.47
MM 86.99
FR 84.55

AMSF
None 99.53
MM 99.87
FR 98.41

Overall, the results worsen slightly after applying RRFS, and the same applies to the
RF classifier. However, these slight drops in accuracy in some of the results are arguably
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compensated for by the reduction in the number of features. The original number of
features versus the number of features after applying the RRFS approach with different
relevance measures for each dataset are presented in Figure 11.

Figure 11. Number of features for each dataset, by not applying RRFS (original baseline) nnd by
applying it with MM and FR relevance metrics.

Regardless of the relevance metric, the RRFS approach significantly reduced the
number of features in each dataset. The supervised relevance measure FR led to a more
considerable reduction in dimensionality than the unsupervised relevance measure MM.
The number of reduced features combined with the evaluation metrics results indicate that
the FR relevance measure presents overall better results. Thus, the use of the class label
improves on the results for this task.

With the FR measure, a subset of the most relevant features is obtained. The RRFS
approach continues by removing redundant features from this subset to obtain the best
feature subset [19], consisting of the most relevant and non-redundant features.

The redundancy measure applied was the AC. The Ms value can define the maximum
allowed similarity between pairs of features. Different values of Ms were tested (0.2, 0.3,
and 0.4) to balance better the number of reduced features while maintaining good results
in the evaluation metrics. The results obtained with different Ms were similar. However, a
pattern could be seen where, typically, Ms = 0.4 would provide the best results, closely
followed by Ms = 0.3 and then Ms = 0.2. The higher the Ms value, the less strict the
selection is regarding redundancy between features; thus, more features are kept. Based on
the results, to better accommodate both reducing features and maintaining good results,
Ms = 0.3 seems to be the best choice.

Overall, the results with the SVM classifier seem to vary more with the use of FS than
the results obtained with the RF classifier, with the latter being more robust to irrelevant
features. The results with the SVM classifier suffered more influence of FS, with a tendency
to get slightly worse. This could be because of the removal of too many features, which may
oversimplify the model (underfitting), or the dimensionality reduction was too aggressive,
leading to SVM struggling to find a reasonable decision boundary. However, the slightly
worse results in terms of evaluation metrics are the cost of being able to reduce the dataset’s
dimensionality, with a reduction of 56% for the Drebin dataset, 76% for the CICAndMal2017
dataset, 92% for the AM dataset and 87% for the AMSF dataset.

Besides dimensionality reduction, RRFS enables the identification of the most relevant
features for malware detection in Android apps, which is a key factor for the proposed
approach. To better understand if the most relevant features follow a pattern or are the
same among the different datasets, the five most decisive features are enumerated next.
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For the Drebin dataset, RRFS (FR) selects:

1. transact
2. SEND_SMS
3. Ljava.lang.Class.getCanonicalName
4. android.telephony.SmsManager
5. Ljava.lang.Class.getField

For the CICAndMal2017 dataset, RRFS (FR) selects:

1. Category
2. Price
3. Network communication : view network state (S)
4. Your location : access extra location provider commands (S)
5. System tools : set wallpaper (S)

For the AM dataset, RRFS (FR) selects:

1. com.android.launcher.permission.UNINSTALL_SHORTCUT
2. android.permission.VIBRATE
3. android.permission.ACCESS_FINE_LOCATION
4. name
5. android.permission.BLUETOOTH_ADMIN
6. android.permission.WAKE_LOCK

For the AMSF dataset, RRFS (FR) selects:

1. androidpermissionSEND_SMS
2. android.telephony.SmsManager.sendTextMessage
3. float-to-int
4. android.telephony.SmsManager
5. android.support.v4.widget

The most relevant features in the Drebin and AMSF datasets are permissions and
classes or methods. Permissions are the most relevant features in the AM dataset. In
the CICAndMAl2017 dataset, the most relevant features are permissions and meta in-
formation. Summarizing, across the different datasets, we have that some of the most
relevant features for Android malware detection are android.permission.SEND_SMS and
android.telephony.SmsManager. Overall, we found that the most indicative features regard-
ing the presence of malware in Android apps are permissions and typically SMS-related.

4.5. Experimental Results—CV and Hyperparameter Tuning

This section reports the experimental results obtained after performing the hyperpa-
rameter tuning of the RF and SVM classifiers and the use of CV. Initially, a random stratified
split was applied to the datasets with a 70–30 ratio for training and testing, respectively,
with no validation set considered and no hyperparameter tuning performed.

To perform the hyperparameter tuning of the RF and SVM classifiers, the function
GridSearchCV [65] of the scikit-learn library was applied. This function performs an
exhaustive search over specified parameter values for an estimator. The parameters of the
estimator are optimized by CV. The training set is provided to the function, which splits it
into training and validation sets. By default, the CV splitting strategy is stratified five-fold
CV. This function also enables the specification of the hyperparameters to be optimized
and their range of values.

The parameters we deemed more relevant and, thus, the parameters set during hyper-
parameter tuning were as follows. For the RF classifier, we considered:

• the number of trees in the range [100, 1000] with steps of 100.
• the maximum tree depth with the values 3, 5, 7, and None. The latter means the nodes

are expanded until all leaves are pure or until all leaves contain less than the minimum
number of samples required to split an internal node.

• the split quality measure as Gini, Entropy, or Log Loss.
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For the SVM classifier, we considered:

• the regularization parameter (C) in the range [1, 20] with steps of 1.
• the kernel type to be used in the algorithm: the radial basis function (RBF) kernel, the

polynomial kernel, the linear kernel, and the Sigmoid kernel.
• the kernel coefficient (gamma) for the previous kernel types (except the linear kernel).

Overall, the results improved across all evaluation metrics. However, this improve-
ment did not surpass 2%, thus only slightly improving the performance.

To also perform CV with the training and testing sets, an outer loop for CV was added.
In this case, we have a nested CV considering the CV performed in the GridSearchCV
function with the training and validation sets. For the outer loop, 10-fold CV and LOOCV
were applied. Here, the training time for the ML models frequently led to a “training time
bottleneck” due to the limited computational resources, the number of iterations, and the
number of hyperparameter combinations being tested. This was an even more significant
issue with LOOCV, where the number of iterations matches the number of instances of
the dataset used. As an attempt to sidestep this issue, the number of hyperparameter
combinations in the GridSearchCV function was reduced by considering the values more
often chosen in the optimization for each of the used datasets. However, some results
still could not be obtained, namely, with LOOCV, which is much slower than 10-fold CV.
Although it takes longer, its results are more stable and reliable than 10-fold CV since it
uses more training samples and iterations. With 10-fold CV, some results were obtained,
namely, in the form of the mean and standard deviation measures for each evaluation
metric. Overall, the results were satisfying, with the mean values not differing substantially
from those obtained after performing hyperparameter tuning, and the standard deviation
obtained throughout the different evaluation metrics was low, indicating that the results
are clustered around the mean, thus being more stable and reliable.

4.6. Comparative Analysis of Results—Discussion

In this section, some of the experimental results are compared to those from the
literature, namely, the ones in Table 1. However, this comparison is not straightforward;
often, the results are not directly comparable due to the use of different ML classifiers,
datasets (that might not be available), and data pre-processing techniques that often are
not fully described in the existing studies, with the source code also not being available for
analysis. Thus, only comparisons deemed reasonable according to these aspects were made.

Since two of the datasets herein used, the Drebin and CICAndMal2017 datasets, are
also used by Alkahtani and Aldhyani [4], the results obtained are briefly compared with
theirs. These authors performed a random split, with 70% for training and 30% for testing.
Regarding data pre-processing, only min–max normalization is mentioned. Aside from
this, no other pre-processing methods or tuning of hyperparameters are mentioned. Thus,
the methodology with which the results were obtained differs from ours. Since the authors
did not use the RF classifier, we will compare only the SVM accuracy results. Table 9
summarizes these results.

Table 9. Comparison of the experimental results, in terms of Accuracy (%), obtained by Alkahtani
and Aldhyani [4] with the SVM classifier with the ones obtained with the proposed approach using
the same classifier.

Dataset Alkahtani and Aldhyani Proposed

Drebin 80.71 97.47
CICAndMal2017 100.00 73.22

The proposed approach presented better accuracy on the Drebin dataset, achieving
97.47% accuracy compared to the 80.71% reported by Alkahtani and Aldhyani [4]. However,
regarding the CICAndMal2017 dataset, the proposed approach only achieved 73.22%
compared to the accuracy of 100% claimed by the authors. This disparity in the obtained
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results between the two studies using the same datasets lies in the different approaches
in the pre-processing applied, further emphasizing its importance since it significantly
impacts the obtained results.

Regarding the most relevant features for malware detection in Android applications,
Keyvanpour et al. [7] applied FS with effective and high-weight FS and reported the
most relevant features on the Drebin dataset. Two features deemed more relevant to
classify malware were SEND_SMS and android.telephony.SmsManager. These coincide
with the most relevant features to classify malware obtained with the RRFS (with FR
and Ms = 0.3) approach on the Drebin dataset where SEND_SMS ranked second and
android.telephony.SmsManager ranked fourth, and on the AMSF dataset where they
ranked first and fourth, respectively.

4.7. Experimental Results—Real-World Applications

In this section, the real-world application component of our proposed approach
described in Section 3.2 and depicted in Figure 5 is assessed with real-world apps.

First, we check on the malware detection results with our three developed apps,
referenced in Section 3.2 and depicted in Figure 6. The expected classifications for apps
‘App1’, ‘App2’, and ‘App3’, were malicious, benign, and benign, respectively. We train our
ML model using each dataset and then we evaluate each app with that model. We assessed
the predictions obtained with each model, and the results were as follows:

• ‘App1’ was classified as malicious, with the Drebin, CICAndMal2017, and AMSF
datasets.

• ‘App2’ and ‘App3’ were classified as benign, with the Drebin, AM, and AMSF datasets.

To further test the developed approach, APK found online were used. As benign
samples, APK of known apps were obtained from APKPure. The benign samples used
were the APK files ‘WhatsAppMessenger’ and ‘Amazon Shopping’, and in both cases, they
were correctly classified as benign when using the Drebin and AM datasets. Examples of
malicious APK were obtained from the website [66] that presents a collection of Android
malware samples. Three APK were used:

• an SMS stealer, which was classified by the ML model as benign, in most cases, thus
not corresponding to the expected prediction;

• a ransomware disguised as a simple screen locker app, such that the ML model
classified it as benign when learned with the Drebin and AM datasets and correctly as
malicious with the CICAndMal2017 and AMSF datasets;

• an app that makes unwanted calls and has some obfuscation techniques, which the
proposed approach correctly identified as malware with half of the datasets.

The proposed approach could not correctly identify malware in all cases, which was
expected. The issue of feature mapping should be taken into account as it negatively
influences the performance, often not identifying the features or misidentifying them.
Additionally, some of the malware samples tested used obfuscation techniques, which are
known to be a weakness of static analysis. Furthermore, the datasets used also greatly
impact the obtained prediction.

4.8. Discussion of the Experimental Results

This section discusses and performs an overall assessment of the experimental results,
with remarks on the techniques that achieved the best results across the different datasets.

The datasets that provided the best results starting at the baseline experiments were
the ones requiring less data pre-processing, Drebin, and AMSF. Meanwhile, the datasets
containing more missing values and categorical features, CICAndMal2017 and AM, pro-
vided worse results. AM is also the most unbalanced dataset out of the used datasets,
yielding some extra learning challenges. Whether the dataset contained a large number
of missing values, as was the case of the AM dataset, or none, as with Drebin and AMSF,
the use of different techniques to handle missing values did not provide any noticeable
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result changes. Normalization was shown to greatly improve the results with the SVM
classifier when there were significant differences in the scale of features, which is the case
with datasets having many categorical features converted to numerical ones.

Often, the choices made in data pre-processing provided a better result for one dataset
but a worse outcome for another. Thus, we found no ideal solution for all datasets. However,
overall, the use of numerosity balancing techniques was shown to improve the results
across all the datasets. Meanwhile, RRFS provided a significant reduction in the number of
features at the cost of a slight metric decrease. Using RRFS, we were able to identify the
top relevant features for classification, for each dataset. These features are mostly related
to permissions and communications. The improvement of the FS stage is an aspect to
improve on in future work. The extensive hyperparameter tuning stage provided very
slight improvements (about 2%) on the key evaluation metrics.

5. Conclusions and Future Work

Malware in Android applications affects millions of users worldwide and is constantly
evolving. Thus, its detection is a current and relevant problem. In the past few years,
ML approaches have been proposed to mitigate malware in mobile applications. In this
study, a prototype that resorts to ML techniques to detect malware in Android applications
was developed. This task was formulated as a binary classification problem, and public
domain datasets (Drebin, CICAndMal2017, AM, and AMSF) were used. Experiments were
performed with RF, SVM, KNN, NB, and MLP classifiers, showing that the RF and SVM
classifiers are the most suited for this problem.

Data pre-processing techniques were also explored to improve the results. Emphasis
was given to FS by applying the RRFS approach to obtain the most relevant and non-
redundant subset of features. Although RRFS provided slightly worse results regarding the
evaluation metrics, these were arguably compensated for by the dimensionality reduction
achieved in each of the used datasets. A reduction of 56% was achieved for the Drebin
dataset, 76% for the CICAndMal2017 dataset, 92% for the AM dataset, and 87% for the
AMSF dataset. Aside from the dimensionality reduction, RRFS selected the most relevant
subset of features to identify the presence of malware. Overall, permissions have a prevalent
presence among the most relevant features for Android malware detection.

A nested CV was used to evaluate the trained model better and to tune the ML
algorithms hyperparameters, improving the final ML model. As for evaluation metrics,
accuracy was used, but, since it can be misleading, other metrics were also applied.

The prototype of the proposed approach was assessed using real-world applications.
Overall, the results were negatively impacted by the non-standardization of the dataset’s
feature names, which prevented accurate mapping between the extracted features and the
most relevant subset of features.

The proposed approach can identify the most decisive features to classify an app
as malware and greatly reduce the data dimensionality while achieving good results in
identifying malware in Android applications across the various evaluation metrics.

In future work, more up-to-date datasets should be made available and used, and DL
approaches and others should be further explored. Furthermore, the proposed approach
could be extended to hybrid analysis and/or addressing this problem with a multiclass
approach instead of a binary one. Lastly, the feature names across the datasets should have
a more uniform designation and be aligned with the names of the features extracted from
APK files.
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Abstract: In recent years, there has been rapid development in computer technology, leading to
an increasing number of medical systems utilizing electronic medical records (EMRs) to store their
clinical data. Because EMRs are very private, healthcare institutions usually encrypt these data before
transferring them to cloud servers. A technique known as searchable encryption (SE) can be used by
healthcare institutions to encrypt EMR data. This technique enables searching within the encrypted
data without the need for decryption. However, most existing SE schemes only support keyword or
range searches, which are highly inadequate for EMR data as they contain both textual and digital
content. To address this issue, we have developed a novel searchable symmetric encryption scheme
called SSE-RK, which is specifically designed to support both range and keyword searches, and it
is easily applicable to EMR data. We accomplish this by creating a conversion technique that turns
keywords and ranges into vectors. These vectors are then used to construct index tree building and
search algorithms that enable simultaneous range and keyword searches. We encrypt the index tree
using a secure K-Nearest Neighbor technique, which results in an effective SSE-RK approach with a
search complexity that is quicker than a linear approach. Theoretical and experimental study further
demonstrates that our proposed scheme surpasses previous similar schemes in terms of efficiency.
Formal security analysis demonstrates that SSE-RK protects privacy for both data and queries during
the search process. Consequently, it holds significant potential for a wide range of applications in
EMR data. Overall, our SSE-RK scheme, which offers improved functionality and efficiency while
protecting the privacy of EMR data, generally solves the shortcomings of the current SE schemes.

Keywords: searchable symmetric encryption; electronic medical record; keyword search; range
search; search over encrypted data

1. Introduction

Electronic medical records use electronic devices to preserve and manage digital
clinical medical records, thus replacing traditional handwritten ones. Over the past few
years, with the continued development of information technology, an increasing number
of medical systems are using EMRs as routine storage means. The large number of EMRs
will entail large management costs for healthcare organizations. To solve this issue, EMRs
can be outsourced to cloud computing service systems that have powerful storage and
computing capabilities. Since medical data are highly private, medical institutions usually
need to encrypt EMR data before uploading them to cloud servers to protect patient
privacy. However, this protection method brings great inconvenience to the EMR retrieval
operation. A simple way is to download all EMR data stored on the cloud platform to
the user side and then retrieve them locally. However, this approach will cause great
transmission consumption. To improve search efficiency, we can use searchable encryption
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(SE) technology to encrypt these documents. This encryption technology can retrieve
encrypted EMRs without decrypting them, and it can return the target documents to the
querying user while protecting data security.

Motivation. SE allows data users to retrieve encrypted documents that are stored on
cloud servers by utilizing an encrypted token without decrypting the documents. Thus far,
most SE schemes support either multi-keywords search [1–3] or range search [4–6]. But, in
a medical system, data users will perform a query containing both digital and textual fields.
For an electronic medical record [7], it may contain both digital values and keywords. As
shown in Figure 1, age and ID are numeric fields, while gender, disease, and department
are keyword fields. Moreover, the user’s query also contains both range and keywords
content, e.g., age ∈ [18, 45] AND disease ∈ (diabetes, enteritis). If an SE scheme supporting
only keyword search or range search is used to implement searching over encrypted EMR
data, two EMR systems will be maintained: one that contains only text fields, and the other
that contains only numeric fields. This not only increases the time and space complexities
of the search process, but also reveals more intermediate information. Considering such an
actual demand, it is necessary to build a SE scheme that can support range and keyword
searches simultaneously.

Figure 1. An example of an electronic medical record.

Recently, two SE schemes [8,9] were proposed to satisfy the above practical need. In [8],
Miao et al. proposed a conversion method that can transform digital points and keywords
in each document to a vector representation. Using a secure K-Nearest Neighbor (KNN)
algorithm to protect vector confidentiality, they presented an encryption scheme that can
support range and keyword search simultaneously. Later, Wang et al. presented a SE
scheme supporting spatial keyword queries. Their solution can support arbitrary geometry,
as well as keyword, queries, which can be applied to realize both textual keywords and
digital range queries. In their scheme, by utilizing the techniques of gray code and bloom
filter, files and queries can be transformed into a series of “0-1-*” strings. For privacy
preserving purposes, the obtained strings are encrypted by applying the symmetric-key
hidden vector encryption (SHVE) scheme [10].

However, the above two schemes still have two issues that are causes for concern.
First, only integer range query is supported in these two schemes. The reason why these
two schemes cannot support decimal range searches stems from the specificity of their
core methods. The scheme given in [8] uses the modulo operation to support multi-
dimensional range queries. Since the modulo operation is an integer operation, this scheme
can only support integer range queries. The scheme presented in [9] adopts the “gray
code” encoding method to convert ranges into “0-1” bit strings. This encoding method only
supports integer ranges as a legal input. However, in an electronic medical record, the range
query containing decimals is very common, such as white blood cell count, blood glucose
level, tumor size, etc. To overcome this shortcoming, two range encoding methods have
to be given to implement range search, which can support range searches with decimals.
Second, the efficiency of these two schemes could be still improved. More precisely, the
scheme proposed in [8] adopts an index structure with a linear search time complexity,
while the scheme in [9] will enumerate many gray codes to perform a range search. To
address this issue, we take advantage of the tree-based index structure to construct an
efficient SSE scheme that supports range and keyword queries simultaneously.
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Contributions. In the interest of clarity, we list the major contributions of this article.

(1) We propose a keyword conversion method that can transform a collection of keywords
into a vector. Furthermore, based on the characteristics of the range query, we give
two ways through which to convert a range query into a vector. These vectors can be
utilized to perform both range and keyword searches efficiently.

(2) We design an index tree construction algorithm to speed up the query process. The
internal node of the index tree contains only one range vector, and the leaf node
contains a small number of vectors for both points and keywords. Based on the index
tree, through an efficient prune algorithm, the query time of the proposed scheme is
sublinear to the number of documents.

(3) Through using the secure KNN scheme [11] to encrypt the index tree and query, we
propose an SSE scheme that can support both range and keyword queries (SSE-RK),
which can be applied in searching electronic medical records efficiently.

To show the security of the proposed scheme, we will give a detailed security analysis
of SSE-RK. In addition, we conducted quantitative experiments on SSE-RK on a medical
dataset. The experimental results show that the proposed scheme can effectively perform
ciphertext retrieval on EMR data.

Related Work. According to the characteristics of its secret key, searchable encryption
(SE) schemes are usually divided into symmetrical and asymmetrical approaches.

For searchable symmetric encryption (SSE), the data uploader and the authorized
query user hold the same key. Song et al. [12] designed the first SSE scheme, which
only supports single keyword queries. Goh then developed a more formal definition of
security for SSE, and they utilized Bloom Filter technology to build an SSE scheme [13]
that supports multi-keyword queries. Subsequently, many works [14–17] have focused
on the efficiency improvement of SSE schemes. However, these schemes will return all
the matched documents without sorting, which requires a great deal of computing and
communication costs. To address this problem, two SSE schemes that support ranked
search were proposed in [18,19]. A ranked search scheme will return the k most relevant
documents based on a given similarity evaluation criterion. As a result, the solution will
significantly reduce communication and storage consumption. In response to the problem
that the scheme in [18,19] only supports single-keyword queries, Cao et al. proposed
a ranked search scheme that supports multi-keyword queries [20]. However, the query
efficiency of this scheme is linearly related to the number of documents due to its using a
forward index. To improve the query efficiency, tree index-based schemes were proposed
in [21,22]. The search time complexity of these schemes is sublinear to the number of
documents. Recently, Liu et al. [23] presented a scheme for protecting spatial data privacy
and user query privacy in location-based service providers (LBSP). The scheme uses Hilbert
curves and an SSE algorithm as the basic building blocks to achieve accurate range queries.
By utilizing a special inverted index structure and an oblivious memory access algorithm,
an SSE scheme that supports single-keyword range queries with efficient performance
was proposed in [24]. Zheng et al. [25] proposed an efficient and privacy-preserving exact
set similarity search scheme under a single cloud server using symmetric key predicate
encryption and B+-tree indexing. By combining attribute-based encryption (ABE) with
fog computing architecture, a secure and efficient fine-grained searchable data sharing
and management scheme in IoT-based smart healthcare systems was introduced in [26].
This scheme can achieve secure and efficient fine-grained searchable data sharing and
management. In addition, there are many works devoted to constructing SSE schemes
with more expressive queries, such as semantic search [27,28] and fuzzy search [29,30],
which greatly improve the flexibility of ciphertext retrieval schemes. Considering that
the attributes of a document will contain both digital and keyword content, two SSE
schemes [8,9] that support range and keyword queries simultaneously were proposed to
meet this practical requirement. But, the efficiency and functionality of these schemes can
be improved. Thus, we designed a scheme to solve these problems in this paper.
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Searchable asymmetric encryption, also known as searchable public key encryption
(SPE), contains a pair of secret keys in which the public key is used to encrypt the data
and the private key is used for privacy queries. Boneh et al. first proposed the definition
of SPE, and they created an SPE scheme that supports single keyword retrieval [31]. To
support conjunctive keyword searches, Park et al. proposed a public key encryption with
conjunctive keyword search (PECK) scheme [32]. To support disjunctive keyword searches,
Katz et al. proposed a predicate encryption scheme [33]. To support both conjunctive and
disjunctive keyword retrieval, Zhang and Lu proposed a public key encryption with a
conjunctive and disjunctive keyword search (PECDK) scheme [34], which is based on the
inner product encryption scheme [35]. To increase the security of SPE, an SPE that resists
keyword guessing attacks [36] and an SPE with access control capability [37] have also
received more attention.

Organization. The structure of this paper is as follows. The formal definition of
the system and security model will be given in Section 2, and the design goals of the
proposed scheme are introduced. Various conversion methods, index generation, and
retrieval algorithms will be given in Section 3. Section 4 will give the concrete scheme and
the security analysis of the scheme. Theoretical and experimental analysis will be given in
Section 5. Section 6 concludes the paper.

2. Problem Formulation

First, we define the system model of the SSE-RK scheme. Then, the threat model faced
by the SSE-RK scheme is presented. Finally, we summarize the design goals of the SSE-RK
scheme. For the sake of clarity, we summarize the notation of this paper in Table 1.

Table 1. Notation descriptions in the SSE-RK scheme.

F A set of documents { f1, f2, . . . , fd}.
d The number of documents in F

DIC = {dic1, dic2, . . . , dicN} The dictionary of a corpus.

Wi = {wi1, wi2, . . . , wi|Wi |} The keyword set for the document fi, where i ∈ [1, d].

|Wi| The number of keywords in Wi, and i ∈ [1, N].

wij The j-th keywords in Wi, and i ∈ [1, N], j ∈ [1, |Wi|].
−→
Wi The vector representation for Wi.

pi = {xi1, xi2, . . . , xim} The multi-dimension point for a document fi, where i ∈ [1, d].

m The dimension of a multi-dimension point.

u A node in the index tree.

Iu The encrypted node u in the index.

IT The encrypted index tree of F.

uP The vector set for a multi-dimension point in a leaf node u.
−→uW The vector representation for a keyword set in a leaf node u.
−→uR The vector representation for a range in an internal node u.

Q = (QR, QW) A query tuple.

QR A query range.

QW A query keyword set.
−→
QR The vector representation used to search internal nodes.

QP The vector set for search leaf nodes.
−→
QW The vector representation for making keyword search.

TQ The trapdoor of the query Q.
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2.1. System Model

As shown in Figure 2, similar with most SSE schemes [12–16], the system model
of SSE-KR consists of three different roles: data owner (DO), data user (DU), and cloud
server (CS). For SSE-RK, four main protocols are included: key generation, index building,
trapdoor generation, and secure search. Specifically, the responsibility of the DO is to
encrypt all documents, build secure indexes, and send them to a CS. The responsibility of
the DU is to issue queries, i.e., generate secure trapdoors, and to send them to a CS. The CS
is responsible for performing the secure search and returning the query results to the DU.
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Figure 2. System model of SSE-RK.

To clarify the system model, the specific duties for each role are formally described as
follows.

(1) Data owner (DO). Before outsourcing a document set F = { f1, f2, . . . , fd} to a CS,
the DO first generates the secret key, then encrypts F using traditional symmetric
encryption algorithms (e.g., AES, etc.), and then constructs a secure index using the
generated key. Finally, they upload the encrypted data and the secure index to a CS
for storage. When a legitimate DU requests a query, the DO shares the secret key with
the legitimate DU through authorization.

(2) Data user (DU). When an authorized DU wants to launch a query Q, DU generates a
trapdoor using the secret key shared by DO. After this, the DU sends the trapdoor to
a CS. Once the DU receives the encrypted documents back from a CS, they decrypt
these documents using the secret key to recover the original plaintext.

(3) Cloud server (CS). The main function of a CS is to store files and perform retrieval.
A CS stores the encrypted data and secure index uploaded by the DO. When an
authorized DU uploads a trapdoor without any decryption, a CS performs a matching
query on the secure index and the trapdoor, as well as returns the encrypted result of
the query to the DU.

2.2. Threat Model

Through this paper, like many SE schemes [19–21], we assume that the DO and
DU are credible and that the CS is “honest-but-curious”. This means that the CS executes
algorithms of SSE-RK honestly and correctly, but it will curiously infer and analyze obtained
data to learn extra private information. According to the above assumption, the two threat
models introduced in [20] were considered in the proposed scheme.
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- Known ciphertext model. Only contains information of ciphertexts, secure indexes,
and trapdoors that can be obtained by a CS, which means that only ciphertext-only
attacks can be performed in this model.

- Known background model. A CS can obtain more background knowledge, e.g., term
frequency (TF)-inverse document frequency (IDF), than the aforementioned model.
This information is commonly acquired from documents by statistical means. The CS
can conduct the statistical attack by utilizing such information.

2.3. Design Goals

Recall that our goal is to create a secure, efficient SSE scheme that supports both
range and keyword searches. For the sake of clarity, we present the explicit design goals
as follows.

(1) Functionality. The document fi of SSE-RK contains a point set pi = {xi1, xi2, . . . , xim}
and a keyword set Wi = {wi1, wi2, . . . , wi|Wi |}. The query Q of SSE-RK can be a
hybrid of a range set QR = {[a1, b1], [a2, b2], . . . , [am, bm]} and a keyword query QW =
{q1, q2, . . . , qs}. The search result of the SSE-RK scheme can be ranked, thus meaning
that SSE-RK only returns documents whose point xij is in the query range [aj, bj] and
whose keyword set Wi is strongly correlated with the query keywords QW as the
search result, where i ∈ [1, d] and j ∈ [1, s].

(2) Efficiency. The query time of the SSE-RK is sublinear to the number of documents.
Specifically, the proposed scheme has better search efficiency than other similar
schemes without sacrificing much index building efficiency.

(3) Privacy preserving. Similar to previous schemes [19–21], the SSE-RK scheme dis-
allows CSs to obtain extra private information. This information can be inferred
from ciphertexts, secure indexes, and trapdoors. More explicitly, we list the privacy
requirement of SSE-RK as follows.

- Index and trapdoor privacy. SSE-RK prevents CSs from inferring plaintext informa-
tion that is hidden in indexes and trapdoors. That is to say, information including
points, keywords, and their corresponding vectors cannot be disclosed to CSs.

- Trapdoor unlinkability. In real-world scenarios, CSs sometimes receive the same
query request. If a CS can easily capture two trapdoors that are generated from a
single query request, an adversary can launch statistical attacks, e.g., an increase
in the frequency of a certain query may indicate that the user tends to retrieve
popular content, thus compromising the privacy of the query request.

- Keyword privacy. CSs cannot utilize background knowledge and statistics to
infer whether a trapdoor contains a particular keyword. When CSd can infer
the frequency of keyword occurrences from the trapdoor, it can infer the main
content of the ciphertext data.

3. Algorithms for Index Building and Searching

We first introduce some of the useful conversion methods used in the proposed scheme,
which includes a keyword conversion approach and two range conversion methods. Then,
based on these conversion methods, we present a method for building an index tree. This
method consists of three steps: the construction of leaf nodes based on all documents; the
construction of internal nodes based on all leaf nodes; and the use of a recursive algorithm
that builds an index tree based on all nodes. Finally, the algorithm for searching the index
tree is presented. A detailed description of these methods is proposed in the following
sub-sections.

3.1. Keyword Conversion Method

In the proposed scheme, both the document and query are converted into vectors.
When a query is executed, by calculating the similarity between vectors, the documents
with the highest scores are returned as the search result. In our scheme, we take advantage
of a keyword conversion method based on a term weighting formula called TF−IDF to
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implement rank search [20]. Through adopting the TF−IDF formula, a document and a
query are converted into a TF-vector and an IDF-vector, respectively. Similar to the method
introduced in [28,38], we introduce the keyword conversion method adopted in SSE-RK
as follows.

(1) Creating a dictionary DIC = {dic1, dic2, . . . , dicN} by extracting keywords in the
corpus, where dict is a keyword and t ∈ [1, N].

(2) Given a keyword set Wi = {wi1, wi2, . . . , wi|Wi |}, this approach first creates a zero

vector
−→
Wi = {xi1, xi2, . . . , xiN}. Then, it sets xit = TFwij according to the Equation (1)

if wij = dict, where t ∈ [1, N], i ∈ [1, d] and j ∈ [1, |Wi|].

TFwij =
1 + ln(nwij)√

∑wij∈Wi
(1 + ln(nwij))

2
(1)

In Equation (1), nwij is the number of times wij appears in the document fi.
(3) Given a keyword set QW = {q1, q2, . . . , qs}, this approach first initializes a zero vector

−→
QW = {v1, v2, . . . , vN}. Then, it sets vt = IDFqj according to the Equation (2) if
qj = dict, where t ∈ [1, N] and j ∈ [1, s].

IDFqj = ln(1 +
N
nqj

) (2)

The variable nqj in Equation (2) represents the number of documents that contains the
keyword qj.

Given
−→
Wi and

−→
QW , we can utilize Equation (3) to calculate the similarity between fi

and QW .
Score( fi, QW) =

−→
Wi ·
−→
QW (3)

We can obtain a list of documents that are most relevant to the query by taking
advantage of the similarity score between each document and the query.

3.2. Range Conversion Methods

For range queries, there are two frequently used operations. The first is to check
whether a value x is in the range of [a, b]; the last is to judge whether a range [x, y] intersects
with a range [a, b]. In this subsection, to adopt the vector space model mentioned previously,
we present two range conversion methods to vectorize these two operations as above.

Method M1. Given a value x and a range [a, b], we can construct Equation (4) to check
whether x ∈ [a, b].

f (x) = (b− x)(x− a)

= −x2 + (b + a)x− ab
(4)

Based on the root and coefficient of f (x), two vectors, −→x = {x2, x, 1} and
−→
ab = {−1, a +

b,−ab}, were created, where −→x and
−→
ab are for the value x and the range [a, b], respectively.

It is easy to verify that x ∈ [a, b] if −→x · −→ab >= 0. For simplicity, we denoted this conversion
method as M1. M1 is used to convert the operation of whether a point belongs to a range
into a vector inner product operation. When constructing the leaf nodes of an index tree,
we use M1 to convert the multi-dimensional point of a document into a set of vectors.

Method M2. Given two ranges, [a, b] and [x, y], if [a, b] intersects with [x, y], the mid
value m of [a, b] must be in the range [x− c, y + c], where m = b+a

2 and c = b−a
2 . According

to this property, Equation (5) was constructed.
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f (x, y) = (y + c−m)(m− x + c)

= (y− a)(b− x)

= −ab + ax + by− xy

(5)

Based on Equation (5), the two vectors of [x, y] and [a, b] are −→xy = {1, x, y, xy} and−→
ab = {−ab, a, b,−1}, respectively. It can be verified that [a, b] intersects with [x, y] if
−→xy · −→ab >= 0. For simplicity, we called this conversion method M2. M2 was employed to
convert the operation of whether two ranges intersect into a vector inner product opera-
tion. When constructing the internal nodes of an index tree, we used M2 to convert the
multi-dimensional range of an internal node into a vector.

3.3. Algorithm for Creating the Leaf Node

Since the index tree is constructed in a bottom-up manner, we built the leaf nodes first.
In our scheme, each document fi contains one multi-dimension point pi = {xi1, xi2, . . . , xim}
and a keyword set Wi. The algorithm for creating leaf nodes is given in Algorithm 1. The
set of leaf nodes produced by Algorithm 1 will be used as the input to the index tree
building algorithm.

The formal definition of any node u on the index tree is u =< ID,−→uW , −→uR, uP, Pl ,
Pr, FID >. ID represents the identity information of u, which is generated by a random
function GenID(). −→uW is a vector representation of the keyword set Wi associated with the
leaf node, and −→uR is a vector representation of the range associated with the internal node.
uP is a set of vector representations of the multi-dimensional points contained in the leaf
node. Pl and Pr are pointers to the left and right child nodes, respectively. FID is the ID of
the document associated with the leaf node.

The algorithm for leaf node construction is given in Algorithm 1. Specifically, for each
document fi containing the tuple (Wi, pi), the algorithm runs GenID() to assign a value to
u.ID and sets u.FID to the identifier of fi. Since leaf nodes have no children, both u.Pl and
u.Pr were set to null values. Through applying the keyword conversion method introduced
in Section 3.1 to Wi, we converted Wi into a keyword vector −→xi and set −→uW = −→xi . For the
point pi of fi, each value in pi was transformed into a vector by adopting the method M1.
More specifically, for each xij ∈ pi, a vector −→xij = {x2

ij, xij, 1} can be created. After this, uP

is set to be {−→xi1,−→xi2, . . . ,−→xim}.

Algorithm 1 Creating leaf nodes.
Input: A set of tuples {(W1, p1), (W2, p2), . . . , (Wd, pd)}, where Wi and pi are the keyword
set and multi-dimensional point for fi, respectively, and i ∈ [1, d].
Output: A Lea f NodeSet that contains all leaf nodes.

1: for each i ∈ [1, d] do
2: initializes a leaf node u for fi;
3: runs GenID() to set a unique identifier for u.ID, assigns the identifier of fi to u.FID,

and sets u.Pl = u.Pr = NULL.
4: runs the keyword conversion method to transform Wi to −→xi , and sets −→uW = −→xi ;
5: For each xij ∈ pi, creates a vector −→xij = {x2

ij, xij, 1}, and sets up = {−→xi1,−→xi2, . . . ,−→xim}.
6: Inserts u to Lea f NodeSet;
7: end for
8: return Lea f NodeSet

3.4. Algorithm for Building the Index Tree

The algorithm takes a set of leaf nodes as the input and builds the internal nodes of
the tree in a bottom-up manner by calling the algorithm recursively, which means that an
internal node is constructed by two child nodes. As such, before putting forward the tree
building algorithm, we first propose a method for constructing an internal node, and we
called this method M3.
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Method M3. In our scheme, each internal node u has a set of ranges, e.g., [x1, y1],
[x2, y2],. . ., [xm, ym]. Suppose that min(α, β) and max(α, β) are two simple functions, where
min(α, β) and max(α, β) output the minimum and maximum values of α and β, respectively.
For the two nodes u′ and u′′, the range of the internal node (parent node) u is constructed
as follows.

(1) Let u′ and u′′ be two leaf nodes, where the points in u′ and u′′ are p′′ = {x′1, x′2, . . .,
x′m} and p′′ = {x′′1 , x′′2 , . . ., x′′m}, respectively. For each sub-range [xj, yj] in u, xj and yj
are set to be min(x′j, x′′j ) and max(x′j, x′′j ), respectively, where j ∈ [1, m].

(2) Let u′ and u′′ be two internal nodes, where the ranges in u′ and u′′ are [x′1, y′1],
[x′2, y′2],. . ., [x′m, y′m] and [x′′1 , y′′1 ], [x

′′
2 , y′′2 ], . . ., [x′′m, y′′m], respectively. For each sub-range

[xj, yj] in u, this method sets xj = min(x′j, x′′j ) and yj = max(y′j, y′′j ), where j ∈ [1, m].

After obtaining u’s range, we need to convert the range into a range vector. Given
the range [x1, y1], [x2, y2],. . ., [xm, ym] of u, a vector −→uR={1, x1, y1, x1y1, 1, x2, y2, x2y2, . . ., 1,
xm , ym, xmym} can be created by M2, where {1, xj, yj, xjyj} is the vector for the sub-range
[xj, yj].

Inspired by the index tree construction algorithm in [28,38], the approach for construct-
ing the index tree is given in Algorithm 2. Lea f NodeSet contains a set of nodes. Each node
in Lea f NodeSet does not have a parent node and is needed to be processed. The overall
idea of the algorithm is to construct an internal node using every two nodes in Lea f NodeSet
until there is only one node left in Lea f NodeSet, which means that this unique node is the
root of the tree. Specifically, suppose Lea f NodeSet[i] and Lea f NodeSet[i + 1] are any two
nodes in Lea f NodeSet, then their parent node u is created as follows. First, let u.Pl and u.Pr
point to nodes Lea f NodeSe[i] and Lea f NodeSet[i + 1], respectively, and generate unique
ID for u with GenID(); then, by taking advantage of M3, create −→uR based on the range
vectors of Lea f NodeSet[i] and Lea f NodeSet[i + 1]; and finally, add u to TempNodeSet. Note
that, if |Lea f NodeSet| is odd, the last node in Lea f NodeSet will be inserted to TempNodeSet
directly. When the parents of all nodes in Lea f NodeSet have been created and added to
TempNodeSet, Algorithm 2 will be called recursively with TempNodeSet as the input until
the index tree is constructed.

Algorithm 2 The index tree building algorithm, declared by BuildIndexTree(LeafNodeSet)
Input: Lea f NodeSet including all the leaf nodes.
Output: An index tree T.

1: Sets k = |Lea f NodeSet|;
2: if k == 1 then
3: return Lea f NodeSet; \\This only node is the root of the tree.
4: end if
5: Initializes an empty set TempNodeSet;
6: for each i ∈ [1, k/2] do
7: Constructs a parent node u for Lea f NodeSet[2 ∗ i− 1] and Lea f NodeSet[2 ∗ i];
8: Utilizes GenID() to generate an unique ID for u.ID;
9: Sets u.Pl = Lea f NodeSet[2 ∗ i− 1] and u.Pr = Lea f NodeSet[2 ∗ i];

10: Generates a vector −→uR for its corresponding range according to M3;
11: Inserts u to TempNodeSet;
12: end for
13: if k%2 == 1 then
14: Inserts Lea f NodeSet[k] to TempNodeSet;
15: end if
16: Lea f NodeSet = BuildIndexTree(TempNodeSet); \\calls BuildIndexTree recursively.
17: return Lea f NodeSet;

Example 1. To better understand Algorithm 2, we show an example of the index tree construction
in Figure 3, which consists of two steps. Suppose that F = { f1, f2, . . . , f8}, then it first transforms
each document fi into a leaf node ui by Algorithm 2, where i ∈ [1, 8]. Concretely, for each fi that
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contains a point pi and a keyword set Wi, we convert pi and Wi into up and −→uW by utilizing M1
and the keyword conversion method, respectively. The second step is to build the index tree based
on the leaf nodes from the bottom up. More specifically, we generate the range vector −→uR of each
internal node u from the range vectors of its two child nodes by adopting M3. After these two steps,
the plaintext index tree is built.

!""
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!
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Step 1: Convert each document into a leaf node by using the algorithm 1.

Step 2: Create internal nodes by using the algorithm 2 in bottom-up manner.

②: $+

$"
①:$. , $/

①: create 01 and 02 for each leaf node by using keyword conversion method and 34, respectively.
②: create 05 for each internal node by 36.

Figure 3. An example of how to build an index tree (Algorithm 2).

3.5. Algorithm for Searching the Index Tree

Before proposing the search algorithm, we first give a method for converting a query
Q = (QR, QW) into a query tuple that contains three elements (

−→
QR, QP,

−→
QW), where QR is

a query range, QW is a query keyword set,
−→
QR is a vector used to search internal nodes,

QP is a group of vectors used to search leaf nodes, and
−→
QW is a vector for conducting a

keyword search. The query transformation approach, declared by QueryTrans f orm, is
given as follows.

(1) Given the query range QR, based on M2, each sub-range [aj, bj] is converted into

{−ajbj, aj, bj, −1}, where j ∈ [1, m]. According to this conversion, a vector
−→
QR =

{−a1b1, a1, b1, −1, −a2b2, a2, b2, −1, . . ., −ambm, am, bm, −1} can be created.
(2) Based on M1, each sub-range [aj, bj] of QR is converted into −→vj = {−1, bj + aj,−ajbj},

and QP is set to be {−→v1 , −→v2 , . . ., −→vm}.
(3) Apply the keyword conversion method to transform QW into ~v, and set

−→
Qw = ~v.

Inspired by the index tree search algorithm introduced in [28,38], the search algorithm
used in SSE-RK is presented in Algorithm 3. In Algorithm 3, we used RList to store
the k documents that are currently most relevant to the query and their corresponding
similarity scores, as well as designate the k-score as the minimum similarity score in RList.
Initially, RList is an empty list and the k-score is set to a very small number. Given a
query tuple (

−→
QR, Qp,

−→
QW) of Q, an index tree root node u, and an empty result list RList,

the goal of the index tree search algorithm is to obtain the k documents that satisfy the
range query and are most relevant to the query keywords. The search process is divided
into two scenarios. (1) When an internal node is retrieved, the inner product between
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−→
QR and −→uR is calculated. The pruning method in our scheme is verifying whether the
query range QR = {[a1, b1], [a2, b2], . . . , [am, bm]} in Q intersects with the range {[x1, y1],
[x2, y2],. . ., [xm, ym]} in an internal node u. If the range in u intersects with the range QR,
then it must be −→uR ·

−→
QR > 0, which means that the subtree of the internal node still needs

to be traversed. Thus, the algorithm continues to be called for the subtree of this node. If
the inner product is less than 0, then the subtree is pruned and will not be visited further.
(2) When the leaf node is retrieved, then the first step is to determine whether Qp satisfies
up. That is, let uP be {−→x1 ,−→x2 , . . . ,−→xm}, and let QP be {−→v1 , −→v2 , . . ., −→vm}. Moreover, the
search algorithm tests whether −→xj · −→vj equals 0 for all j ∈ [1, m]. If so, it represents that the
multi-dimensional point p implied by the leaf node belongs to the query range QR, and that
it requires further computation of the correlation score between

−→
QW and −→uW . If the score

is greater than the document with the smallest relevance score in the current RList, the
document corresponding to that leaf node is added to the RList, and the document with the
smallest relevance score in the RList is removed. Otherwise, the document corresponding
to this leaf node is discarded.

Algorithm 3 The index tree search algorithm, declared by SearchIndexTree( ~QR, QP, ~QW , u, RList)

Input: A query tuple (
−→
QR, QP,

−→
QW) of query Q, the index tree’s root node u, and an empty result list RList.

Output: RList.
1: if u is an internal node then
2: if −→uR ·

−→
QR > 0 then \\ Determine whether the query range QR intersects the range uR implied by the internal node.

3: SearchIndexTree((
−→
QR, QP,

−→
QW), u.Pl , RList);

4: SearchIndexTree((
−→
QR, QP,

−→
QW), u.Pr, RList);

5: else
6: return
7: end if
8: else
9: if −→xj · −→vj = 0 for all j ∈ [1, m] then \\ Determine whether the multi-dimensional point p implied by the leaf node belongs to

the query range QR.
10: if −→uW ·

−→
QW > k-score then \\ Calculate whether the correlation score between the document keywords and the query

keywords is greater than the smallest score in the current RList.
11: Removes the document with the smallest relevance score in the RList;
12: Adds the tuple < Score(uW , QW), u.FID > to the Rlist;
13: Sets the k-score to the smallest relevance score in the current RList;
14: end if
15: end if
16: return
17: end if

Example 2. In this example, we suppose that only the top-1 file will be returned to the data user, and
Figure 4 was constructed to show the index tree search process. When using the query transformation
approach, a query Q = (QR, QW) is converted into a tuple (

−→
QR, QP,

−→
QW). According to the index

tree shown in Figure 3, the search algorithm starts from the root node r and reaches the internal
node r11 first. Since the inner product between the −→uR of r11 and

−→
QR of Q was larger than 0, the

search algorithm accessed its child nodes. Because the inner product between the −→uR of r21 and
−→
QR

of Q was smaller than 0, then the two child nodes u1 and u2 of r21 will not be reached. Since the
node r22 matches the query Q, Algorithm 3 computes the relevant scores between u3 and Q, as well
as adds u3 to RList directly since the number of documents in the RList had not reached the upper
limit. When reaching u4, Algorithm 3 computes the relevant score between u4 and Q, as well as
compares this score to the k-score. If the relevant score between u4 and Q is larger than the k-score,
Algorithm 3 deletes u3 from RList and adds u4 to RList instead; otherwise, nothing happens. When
the left subtree is checked, Algorithm 3 will detect node r12. Since the query Q was not related to the
node r12, the subtree with r12 as the root node would not be accessed. After this, Algorithm 3 output
RList. Numbers 1–6 in Figure 4 illustrate the tree traversal process. It can be seen that subtrees
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with r12 or r21 as the tree root will not be visited. This pruning improves the query efficiency of
the scheme.

Figure 4. An example of the search process (Algorithm 3).

4. Proposed Scheme

In this section, we used the algorithms introduced in Section 3 to construct a con-
crete SSE-RK scheme, as well as to perform a theoretical analysis of the security of the
proposed scheme.

4.1. Construction of SSE-RK

According to the system model proposed in Section 2, the SSE-RK scheme first needs to
create an algorithm that can generate secret keys. Secondly, for data owners and users, SSE-
RK needs to build algorithms that can generate secure searchable indexes and a trapdoor.
Finally, for the cloud server, SSE-RK should construct a search algorithm to enable the
secure retrieval of the encrypted index. According to the above description, the SSE-RK
scheme consists of four algorithms: the secret key generation algorithm, KeyGen; the index
building algorithm, IndexBuild; the trapdoor generation algorithm, TrapdoorGen; and the
secure search algorithm, Search. In order to better demonstrate the relationship between
the roles of the system model and the four algorithms mentioned above, we constructed
Figure 5 to show the interaction process between these roles. Specifically, the DO runs
the KeyGen algorithm to generate the secret key sk, and then sends sk to the authorized
DU. The DO uses the CreatLea f Node algorithm (Algorithm 1) and the BuildIndexTree
algorithm (Algorithm 2) to transform the document set into an index tree. The IndexBuild
algorithm is then used to generate the tree into a secure index, which is then sent to a CS.
Whenever the DU wants to perform a query, the DU generates a trapdoor regarding Q via
the TrapdoorGen algorithm, which is then sent to a CS. Once the CS receives the trapdoor, it
executes the Search algorithm and returns the search result, RList, to the DU. The detailed
construction process of these four algorithms is given below.
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Figure 5. The process of interaction between the roles in the system model.

• KeyGen(γ): Given a security parameter γ as input, it first randomly generates
two 3× 3 invertible matrices M11 and M12; two 4m× 4m invertible matrices M21
and M22; and two (N + L)× (N + L) invertible matrices M31 and M32. Then, it
randomly generates three vectors S1, S2, and S3, where the dimensions of S1, S2,
and S3 are 3, 4m, and (N + L), respectively. Finally, it outputs the secret key
sk = {S1, M11, M12, S2, M21, M22, S3, M31, M32}.

• IndexBuild(sk, F): Given the document set F, it applies Algorithm 2 to build a plain-
text index tree T, and it then encrypts T. The encryption process can be classified into
two situations.

(1) For each internal node u =< ID, NULL,−→uR, NULL, Pl , Pr, NULL >, the algo-
rithm generates two random vectors {−→uR

′
,−→uR

′′} of−→uR. More precisely, if S2[i] = 0,
it sets −→uR

′
[i] +−→uR

′′
[i] = −→uR[i]; if S2[i] = 1, then {−→uR

′
[i],−→uR

′′
[i]} are set to two ran-

dom numbers that satisfy condition −→uR
′
[i] = −→uR

′′
[i] = −→uR[i], where i ∈ [1, 4m].

This procedure can be represented by the following equation.
{ −→uR

′
[i] +−→uR

′′
[i] = −→uR[i], i f S2[i] = 0;

−→uR
′
[i] = −→uR

′′
[i] = −→uR[i], i f S2[i] = 1.

}
i ∈ [1, 4m].

Then, it generates the encrypted internal node Iu =< ID, NULL, {MT
21
−→uR
′
,

MT
22
−→uR
′′}, NULL, Pl , Pr, NULL >.

(2) For each leaf node u =< ID,−→uW , NULL, uP, Pl , Pr, FID >, the encryption process
contains two steps.

- The algorithm initializes an empty set ûP. For each vector −→xj in uP, the
algorithm generates two random vectors {−→xj

′
,−→xj

′′} of −→xj , where j ∈ [1, m].
Similarly, this procedure can be represented by the following equation.

{ −→xj
′
[i] +−→xj

′′
[i] = −→xj [i], i f S1[i] = 0;

−→xj
′
[i] = −→xj

′′
[i] = −→xj [i], i f S1[i] = 1.

}
i ∈ [1, 3].

After this, it adds {MT
11
−→xj
′
, MT

12
−→xj
′′} into the ûP.
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- For the keyword vector −→uW in the leaf node, the N-dimension vector −→uW is
stretched to a (N + L)-dimension vector −−→uWE. For −−→uWE, the value of −−→uWE[i]
is set to be −→uW [i] when i ∈ [1, N], and the value of −−→uWE[i] is set as a random
number εi when i ∈ [N + 1, N + L]. Then, the algorithm generates two
random vectors {−−→uWE

′
,−−→uWE

′′} of −−→uWE according to the following equations.
{ −−→uWE

′
[i] +−−→uWE

′′
[i] = −−→uWE[i], i f S3[i] = 0;

−−→uWE
′
[i] = −−→uWE

′′
[i] = −−→uWE[i], i f S3[i] = 1.

}
i ∈ [1, N + L].

After these two steps, it generates the encrypted leaf node Iu =< ID, {MT
31
−−→uWE

′
,

MT
32
−−→uWE

′′}, NULL, ûP, Pl , Pr, FID >.

Finally, when the encryption operation is completed for each node, the algorithm
outputs the encrypted index tree IT .

• TrapdoorGen(sk,Q): For a query Q = (QR, QW), this algorithm applies the query

conversion method introduced in Section 3.5 to generates a query tuple (
−→
QR, QP,

−→
QW).

After this, it will encrypt the query tuple. The encryption process can be classified into
three situations.

(1) For
−→
QR, it generates two random vectors {−→QR

′
,
−→
QR

′′}. This division process
is similar to the index building algorithm and can still be represented by the
following equation.

{ −→
QR

′
[i] +

−→
QR

′′
[i] =

−→
QR[i], i f S2[i] = 0;−→

QR
′
[i] =

−→
QR

′′
[i] =

−→
QR[i], i f S2[i] = 1.

}
i ∈ [1, 4m].

After this, it replaces
−→
QR with {M−1

21
−→
QR

′
, M−1

22
−→
QR

′′}.
(2) The algorithm initializes an empty set Q̂P. For each vector −→vj in QP, the algo-

rithm generates two random vectors {−→vj
′
,−→vj

′′} of −→vj according to the following
equations, where j ∈ [1, m].

{ −→vj
′
[i] +−→vj

′′
[i] = −→vj [i], i f S1[i] = 0;

−→vj
′
[i] = −→vj

′′
[i] = −→vj [i], i f S1[i] = 1.

}
i ∈ [1, 3].

After this, it adds each {M−1
11
−→vj
′
, M−1

12
−→vj
′′} into Q̂P.

(3) The N-dimension vector
−→
QW is expanded to a (N + L)-dimension vector

−−→
QWE.

For each i ∈ [1, N], it sets
−−→
QWE[i] =

−→
QW [i]. For each i ∈ [N + 1, N + L], it chooses

a random number 0 or 1, and it sets
−−→
QWE[i] to be equal to 0 or 1. Then, it adopts

the following equations to create two random vectors {−−→QWE
′
,
−−→
QWE

′′}.
{ −−→

QWE
′
[i] +

−−→
QWE

′′
[i] =

−−→
QWE[i], i f S3[i] = 0;−−→

QWE
′
[i] =

−−→
QWE

′′
[i] =

−−→
QWE[i], i f S3[i] = 1.

}
i ∈ [1, N + L].

After this, it replaces
−→
QW with {M−1

31
−−→
QWE

′
, M−1

32
−−→
QWE

′′}.
Finally, this algorithm outputs the trapdoor TQ = {{M−1

21
−→
QR

′
, M−1

22
−→
QR

′′}, Q̂P,

{M−1
31
−−→
QWE

′
, M−1

32
−−→
QWE

′′}} for Q.
• Search (IT , TQ): Given an encrypted index tree IT and a trapdoor TQ, this algorithm

executes the search operation in a pre-order traversal manner. When an internal node

98



Information 2023, 14, 643

Iu =< ID, NULL, {MT
21
−→uR
′
, MT

22
−→uR
′′}, NULL, Pl , Pr, NULL > is accessed, it computes

the following:

(MT
21
−→uR
′ ·M−1

21
−→
QR

′
) + (MT

22
−→uR
′′ ·M−1

22
−→
QR

′′
) = −→uR

′ · −→QR
′
+−→uR

′′ · −→QR
′′

= −→uR ·
−→
QR

(6)

When reaching a leaf node Iu =< ID, {MT
31
−−→uWE

′
, MT

32
−−→uWE

′′}, NULL, ûP, Pl , Pr, FID >,
the computation process has two steps.

(1) For each −→xj
′
,−→xj

′′
in ûP and each −→vj

′
,−→vj

′′
in Q̂P, where j ∈ [1, m], it computes the

following:

(MT
11
−→xj
′ ·M−1

11
−→vj
′
) + (MT

12
−→xj
′′ ·M−1

12
−→vj
′′
) = −→xj

′ · −→vj
′
+−→xj

′′ · −→vj
′′

= −→xj · −→vj
(7)

(2) To evaluate the relevance score, it computes the following:

(MT
31
−−→uWE

′ ·M−1
31
−−→
QWE

′
) + (MT

32
−−→uWE

′′ ·M−1
32
−−→
QWE

′′
) = −−→uWE

′ · −−→QWE
′
+−−→uWE

′′ · −−→QWE
′′

= −−→uWE ·
−−→
QWE

(8)

According to the above Equations (6)–(8), the computation result between the en-
crypted node Iu and the trapdoor TQ is identical to that between the plaintext u and
the query Q. Thus, this algorithm can take advantage of Algorithm 3 to execute a
ranked search.

4.2. Security Analysis

As described in Section 2.3, the proposed scheme needs to satisfy three security require-
ments such as “Index and trapdoor privacy”, “Trapdoor Unlinkability”, and “Keyword
privacy”. In the following, we will analyze the security of the proposed solution in detail
based on these three requirements.

Index and trapdoor privacy. For a privacy-preserving scheme, the objective is to
preserve as much sensitive information about the adversary as possible while successfully
obtaining the correct result. Based on the method in [39], we give the following definition
before conducting the security proof.

History: According to Table 1, F = { f1, f2, . . . , fd} is the set of documents, where
fi represents the i-th document, IT is the index tree constructed from F using the index
building algorithm, and QS = {Q1, Q2, . . . Qt} is the set of queries that have been executed.
The history associated with QS is defined as HQS = {F, IT , QS}.

View: View represents what can be seen by adversaries in the scheme. Specifically, we
use the AES scheme to encrypt F. The ciphertext of F is denoted as C∗. Furthermore, we
use the secure KNN scheme to encrypt the index tree and queries. The encrypted index tree
and trapdoors are denoted as IT∗ and TD∗, respectively. The adversary’s view is defined as
{C∗, IT∗, TD∗}.

Trace: Traces of history are additional information that adversaries can obtain during
the execution of a scheme. It is mainly the access pattern and search pattern leaked by the
user when the user makes queries on the encrypted index IT∗ when using the trapdoor
collection TD∗. The access pattern is the query results that correspond to each query, while
the search pattern is a matrix where, if the element in row i and column j of the matrix is 1,
then it means that the query condition qi is the same as the query condition qj.

Based on the definitions of the terms above, we give the following lemma and provide
detailed steps of the proof of the lemma.

Lemma 1. Given the two histories with the same trace, the proposed scheme is said to be secure if
the adversaries of the probability polynomial time cannot distinguish their views.

99



Information 2023, 14, 643

Proof. For a particular trace, if a polynomial-time simulator S exists, it can generate a
simulated index ITS∗, a series of simulated trapdoors TDS∗, and a simulated encrypted
document set CS∗, i.e., a simulated viewS = {CS∗, ITS∗, TDS∗}. We say that the proposed
scheme is secure if the adversary cannot distinguish the simulated viewS from the real view
with a non-negligible probability. Below, we give the concrete simulation procedure for
the proof.

- S generates a simulated encrypted document set CS∗. Firstly, S generates f S
i ∈

{0, 1}{| fi |}, where 1 ≤ i ≤ d and {0, 1}{| fi |} are represented as a binary string of length
| fi|. Then, S encrypts f S

i to create f S
i ∗ such that | f S

i ∗ | = | fi ∗ |, where | f S
i ∗ | and | fi ∗ |

are the ciphertexts of f S
i and fi, respectively. Finally, S outputs CS∗ = { f S

i ∗ |1 ≤ i ≤ d}.
Since the AES scheme is secure, it is guaranteed that CS∗ and C∗ cannot be distin-
guished by an adversary.

- S generates the simulated trapdoor set TDS∗. S generates t query conditions, i.e.,
Q′ = {Q′1, Q′2, ..., Q′t}. For each Q′j, the TrapdoorGen algorithm can be utilized to
produce it as a trapdoor, where 1 ≤ j ≤ t. Since the essence of the TrapdoorGen
algorithm is to encrypt Q′j using the secure KNN scheme, it ensures that TDS∗ and
TD∗ cannot be distinguished by an adversary.

- S generates the simulated index tree ITS∗. For each simulated document f S
i , S generates

the simulated multi-dimensional point pS
i and the keyword set WS

i based on the query

set Q′. For each query Q′j = (Qj
R, Qj

W) in which 1 ≤ j ≤ t, the pS
i generated by S

needs to satisfy pi ∈ Qj
R and pS

i ∈ Qj
R and Score(Wi, Qj

W) = Score(WS
i , Qj

W). Here,
pi and Wi are the multi-dimensional point and keyword set of the real document fi,
respectively, where 1 ≤ i ≤ d. S will generate a simulated index tree ITS for all the the
simulated points and keyword sets using the index tree building algorithm, and it will
encrypt the ITS using the IndexBuild algorithm to create an encrypted index tree ITS∗.
Since the secure KNN scheme we use is secure under a known ciphertext model, the
SSE-RK scheme can guarantee the indistinguishability of ITS∗ from IT∗.
By utilizing the TDS∗ to query ITS∗, it can be verified that the simulated viewS will pro-

duce the same trace as the real view. Since the AES and secure KNN schemes are provably
secure, this means that, based on the same trace, there is no probabilistic polynomial time
adversary that can distinguish between the simulated viewS and the real view. Therefore,
we argue that the proposed scheme is secure.

Trapdoor unlinkability. The proposed scheme will first expand the keyword vector−→
QW into a vector

−−→
QWE that contains “noise” in the process of generating trapdoors. Here,

“noisy” refers to the random integer that is added in the third step of the TrapdoorGen
algorithm when expanding

−→
QW into

−−→
QWE. Since the added “noise” is random, even

the same
−→
QW will be expanded into a different

−−→
QWE. In addition, the

−−→
QWE is randomly

partitioned in the process of encrypting
−−→
QWE via the secure KNN scheme. Based on the

above two operations, the SSE-RK scheme can encrypt the same Q into different trapdoors,
thus achieving the unlinkability of the trapdoors.

Keyword privacy. Since the attacker can obtain the statistical information of the
dataset under the known background model, it can make use of the word frequency
information to analyze the query keywords in the trapdoor. To avoid such an attack, the
proposed scheme expands the keyword vector −→uW for each node when building the index
tree. Specifically, vector −→uW is extended with L dimensions, where each dimension is set
to a random “noise” εi. In this way, the similarity score of any query is obfuscated by the
value of ∑ εi. As L increases, the probability of obtaining the same similarity score for the
same query will be further reduced due to the interference of ∑ εi. Although the addition
of “noise” increases privacy, it leads to a decrease in search precision. To balance privacy
and precision, as analyzed in [21], we can make a trade-off by adjusting L and εi.
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5. Performance Evaluation

In order to better demonstrate the performance of the proposed scheme, we will
perform a theoretical analysis of the proposed scheme based on the experimental results.
The experimental data are obtained from 50,000 documents, which were randomly selected
from a real medical dataset named “OHSUMED” [39]. The experimental PC contained
an Intel(R) Core(TM) i7@2.90GHz CPU and 16 GB RAM. To better illustrate the merit of
the proposed scheme, we performed simulation experiments on two schemes related to
the proposed scheme, and we then compared them with our scheme. The performance
comparison mainly focused on three aspects: index building, trapdoor generation, and
ciphertext retrieval. For convenience, we denote the two schemes [8,9] to be compared by
Miao18 and Wang19, and we listed some of the parameters that may affect the efficiency
of these schemes in Table 2. In addition, we constructed Table 3 to show the efficiency
comparison between these schemes. In the next sub-section, we will verify the theoretical
analysis through experimental data and validate the effectiveness of the proposed scheme.

Table 2. Notations for the comparison analysis.

N The number of keywords in the dictionary.

d The number of documents in the corpus.

m The dimension of the point in the document.

L The average length of a query range.

M The dimension of bloom filter used in Wang19.

θ The average number of documents that match the query.

Table 3. Comparative analysis of the scheme efficiency.

Schemes Index Building Trapdoor Generation Search

Miao18 2d(N + 3m)2 (N + 3m)2 d(N + 3m)

Wang19 dLM2 LM2 L(M + m)

SSE-RK dm2 + dN2 (N + 3m)2 + (4m)2 θ(N + 7m)

5.1. Efficiency of Index Building

According to Figure 6, the time cost of the index building in Miao18 is squarely related
to N and linearly associated with d. This is because the vector length of each document
of Miao18 is N + 3m. Thus, its index encryption process needs to perform d(N + 3m)2

product operations. For Wang19, since each leaf node contains m points and a BF vector
of length M, the d leaf nodes in its index tree need to perform the d(m + M) encryption
operations of SHVE. In addition, since the internal node contains m ranges [ai, bi] and a BF
vector, the internal node needs to perform the dL(m + M) encryption operations of SHVE,
where L is the average length of [ai, bi] and i ∈ [1, m]. Because the range of the internal node
needs to include the points associated with all its leaf nodes, L will increase as d increases.
Based on the above analysis, it can be inferred that the time consumption of index building
in Wang19 is proportional to d2. This conclusion is corroborated by the experimental results
shown in Figure 6a. In addition, since Wang19 uses BF to index its keyword domain, the
index-building time of Wang19 is independent of N. For the proposed scheme, since each
leaf node of the index tree corresponds to a vector of length N + 3m, the encryption of the
leaf nodes needs to perform d(N + 3m)2 product operations. Moreover, the internal node
corresponds to a vector of length 4m, so the internal node needs to perform d ∗m2 product
operations. Since m is much smaller than d and N, we reckon that the time cost of index
building in the SSE-RK scheme is squarely related to N and linearly associated with d. The
experimental results in Figure 6 are consistent with the theoretical analysis.
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To sum up, as shown in Figure 6, the time cost of index building in Wang19 is much
longer than that of Miao18 and the proposed scheme because its encryption process requires
enumerating all points in the range associated with the internal node, and the SHVE
encryption operation it uses is more time-consuming than the product operation. In
addition, the time cost of index building in the SSE-RK scheme is slightly more than that of
Miao18 because the proposed scheme needs to encrypt d internal nodes.
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Figure 6. Impact of d (a) and N (b) on the time consumption of index building. N = (1000; 2000; 3000;
4000; 5000) and d = (10,000; 20,000; 30,000; 40,000; 50,000).

5.2. Efficiency of Trapdoor Generation

For Miao18, the vector length of its trapdoor is N + 3m; as such, its trapdoor generation
process needs to execute (N + 3m)2 product operations. For Wang19, assuming that
its query range length is L, its trapdoor generation needs to execute the L(m + M) key
generation operations of SHVE since its query contains L(m + M) vectors. The trapdoor
of the proposed scheme contains two vectors. One’s length is N + 3m and the other’s
length is 4m. Thus, its trapdoor generation process needs to execute (N + 3m)2 + (4m)2

product operations.
According to Figure 7a, it can be seen that all schemes are independent of d. Further-

more, the proposed scheme requires slightly more trapdoor generation time compared
to Miao18. And the time cost of trapdoor generation in Wang19 is more than that of the
other two schemes. This result could be explained by the fact that the time consumption of
the key generation algorithm of SHVE used in Wang19 is more than that of the product
operation in Miao18 and our scheme. In addition, according to Figure 7b, it can be seen that
both Miao18 and the proposed scheme are squared with N, while Wang19 is independent of
N. As N keeps increasing, the time cost of trapdoor generation in Miao18 and the SSE-RK
scheme will be higher than that of Wang19.
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Figure 7. Impact of d (a) and N (b) on the time cost of trapdoor generation. N = (1000; 2000; 3000;
4000; 5000) and d = (10,000; 20,000; 30,000; 40,000; 50,000)

5.3. Efficiency of Search

For Miao18, since the vector length of each document is N + 3m, the test algorithm
requires performing d(N + 3m) product operations. Considering that the index structure of
Wang19 is a tree, assuming that θ represents the average number of documents that satisfy
the query, its test algorithm needs to visit at least θ internal, as well as θ leaf, nodes. The test
algorithm requires performing the L(m + N) and m + M decryption operations of SHVE
for each internal node and leaf node, respectively. Thus, the total test time complexity is
θL(m + N). For the proposed scheme, like Wang19, it is necessary to visit at least θ internal,
as well as θ leaf, nodes. For each internal node and leaf node, 4m and 3m + N product
operations need to be performed, respectively. Thus, at least θ(7m + N) product operations
need to be performed in total.

The results in Figure 8 corroborate the above analysis. As shown in Figure 8a, the
proposed scheme has a sub-linear relationship with d as d increases. Compared with Miao18,
the test time of the proposed scheme is lower since the proposed scheme utilizes the tree
structure to reduce the access of a large number of irrelevant documents, thus making θ
much smaller than d. Although both Wang19 and our scheme utilize the tree structure to
improve the query efficiency, the search efficiency of the SSE-RK scheme is preferable to
that of Wang19 since the decryption operation of SHVE is more time-consuming than the
product operation. According to Figure 8b, the query time of Wang19 is independent of N,
while that of Miao18 and our scheme grows slightly as N increases. Since the decryption
operation of SHVE used by Wang19 is more time-consuming than the product operation,
its query efficiency is still the lowest.
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Figure 8. Impact of d (a) and N (b) on the time cost of search. N = (1000; 2000; 3000; 4000; 5000) and
d = (10,000; 20,000; 30,000; 40,000; 50,000)

5.4. Discussion

As shown in the experimental results, when d = 10,000 and N = 1000, the time cost
of search in SSE-RK is 5.9 s while that in Miao18 is 12.7 s. However, the index building
time of SSE-RK is nearly 2 s longer than that of Miao18. Since search operations are more
frequent than index building operations, we can argue that SSE-RK is more practical than
Miao18. Compared with Wang19, the proposed scheme has a significant improvement in
index construction and query efficiency. Although the time cost of trapdoor generation
in Wang19 is less than that of the proposed scheme when N gradually increases, we
reckon that the SSE-RK scheme is still practical since the trapdoor generation operation
is a relatively small part of the overall user query process. The experimental analysis
shows that Wang19 is less efficient. An objective reason for this is that Wang19 is designed
to realize queries for arbitrary geometric ranges. In contrast, the proposed scheme and
Miao18 are specifically designed to support range and keyword searches. In conclusion,
based on the experimental results, we can find that the proposed scheme improves the
query efficiency without sacrificing too much index building time. Considering the need
for frequent queries on EMR data, we believe the proposed solution is more suitable for
medical information systems.

Most of the existing SSE schemes only support keyword search. Compared to these
schemes, the proposed scheme can support more complex query conditions. In order to
quantify the cost of enhanced query functionality, we chose a highly efficient SSE scheme
that only supports keyword search for an experimental comparison. We denote this scheme
Zhang22 [38], and we show the experimental results in Figure 9. The experimental data
show that the proposed scheme has an advantage in terms of index building time. This is
because the internal nodes of the index tree of SSE-RK are constructed using range data,
while that of Zhang22 are created using keyword vectors. Thus, the time complexity of the
index tree building of SSE-RK is dN2 + dm2, while that of Zhang22 is 2dN2. The trapdoor
generation time for the proposed scheme is a little higher than the one for Zhang22. This is
because the trapdoor for SSE-RK will include range information in addition to keyword
information. The search time for the proposed scheme is somewhat higher than the search
time for Zhang22. This is because the query process of SSE-RK not only involves the
similarity calculation of the keyword vectors, but also the determination of whether the
ranges overlap. Zhang22, on the contrary, only needs to perform the similarity calculation
of the keyword vectors. Therefore, the search time complexity of the proposed scheme is
7m + N, while that of Zhang22 is N. The experiment results illustrate that the proposed
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scheme does incur a certain query cost when implementing more complex query conditions.
Therefore, meaningful future work could be to improve the search efficiency of the scheme.

Figure 9. Comparison with the SSE scheme that supports only keyword search.

In addition, since the SSE-RK scheme can support both range and keyword search,
it can also be utilized in applications such as location-based services [40] and protein
prediction systems [41], etc. It is not difficult to find that the data in these applications will
generally contain both numeric and textual types.

6. Conclusions

In this paper, we constructed a searchable encryption scheme that supports both range
and keyword queries, and this scheme can perform a secure and fast search over encrypted
EMR data. The construction of the SSE-RK scheme is divided into three main parts. Firstly,
a keyword conversion method and two range conversion methods were proposed. These
methods can transform keyword sets, range sets, and multi-dimensional points into vectors.
Secondly, we designed an index tree-building algorithm. This algorithm makes use of the
converted vectors to build all of the documents into a binary balanced tree in a bottom-
up manner. Finally, the security of the SSE-RK scheme is ensured by encrypting each
node in the index tree with a secure KNN algorithm. Furthermore, it is experimentally
demonstrated that the query efficiency of the proposed scheme is sub-linearly related to
the number of EMRs, and that it has better practicality than previous similar schemes.

In medical information systems, in addition to the range and keyword queries, user
queries usually include more query conditions, such as in fuzzy queries, semantic queries,
and Boolean queries. Therefore, our future work is to build a searchable encryption scheme
that supports complex query conditions to enable a more accurate search over EMR data.
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Abstract: Biometric technology is fast gaining pace as a veritable developmental tool. So far, biometric
procedures have been predominantly used to ensure identity and ear recognition techniques continue
to provide very robust research prospects. This paper proposes to identify and review present
techniques for ear biometrics using certain parameters: machine learning methods, and procedures
and provide directions for future research. Ten databases were accessed, including ACM, Wiley, IEEE,
Springer, Emerald, Elsevier, Sage, MIT, Taylor & Francis, and Science Direct, and 1121 publications
were retrieved. In order to obtain relevant materials, some articles were excused using certain criteria
such as abstract eligibility, duplicity, and uncertainty (indeterminate method). As a result, 73 papers
were selected for in-depth assessment and significance. A quantitative analysis was carried out on
the identified works using search strategies: source, technique, datasets, status, and architecture. A
Quantitative Analysis (QA) of feature extraction methods was carried out on the selected studies
with a geometric approach indicating the highest value at 36%, followed by the local method at
27%. Several architectures, such as Convolutional Neural Network, restricted Boltzmann machine,
auto-encoder, deep belief network, and other unspecified architectures, showed 38%, 28%, 21%, 5%,
and 4%, respectively. Essentially, this survey also provides the various status of existing methods
used in classifying related studies. A taxonomy of the current methodologies of ear recognition
system was presented along with a publicly available occlussion and pose sensitive black ear image
dataset of 970 images. The study concludes with the need for researchers to consider improvements
in the speed and security of available feature extraction algorithms.

Keywords: biometric technology; ear recognition systems; feature extraction; classification methods;
convolutional neural network; restricted Boltzmann machine

1. Introduction

Globally, over 1.5 billion people are without proper identification proof [1]. Estab-
lishing a person’s identity, together with connected privileges, is an increasing source of
concern for governments all over the world, as it constitutes a major requirement for the
attainment of Sustainable Development Goals (SDG).

A formal means of personal identity verification is a primary requirement in modern
societies. The inability to establish one’s identity can significantly hamper access to basic
rights, government, and other essential services. The task of effectively identifying an
individual involves the use of biometrics technology. Biometric recognition involves using
specialized devices to capture the image of an individual’s feature and computer software
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to extract, encrypt, store, and match these features [2]. It typically involves the use of
unique features such as the face, ear signature, gait, voice, fingerprint, etc., for automatic
computerized identification systems.

A biometric system is principally a pattern recognition system that obtains biometric
data from an individual, mines a feature set from the data acquired, and compares this
feature set against the stored template in the database [3].

Computer-based biometric systems have become available primarily due to increasing
technological sophistication and computing capabilities. The face is a prominent example of
an innate human biometric used for identification [4]. It is a major feature for identification
due to its uniqueness [5]. However, an upward surge in the global population coupled
with cultural diversities makes effective identification more profound, particularly as
traditional identification such as passwords, locks and pin codes are gradually becoming
vulnerable to theft, sabotage, or loss hence the need for more reliable traits like the ear [6].
The recent global pandemic caused by the novel corona virus (COVID-19) has led to the
compulsory use of face masks in public [7]. Consequently, this new dressing standard
poses a serious challenge to facial recognition in public [8]. Further still, the challenge is
further emphasized in the performance of recognition systems, particularly in surveillance
scenarios, because the masks have occluded a large portion of the face [9] and have made
the attention to ear recognition research even more important. Although strategies for ear
recognition systems (ERS) were long conceived, actual implementation did not occur until
much later [10]. Ear images are a promising feature that has been lately advanced as a
biometric resource [11]. For instance, the human ears have an immediately foreseeable
background, and scholarly work on the symmetric features of the human ear has continued
to generate new interest [12]. For instance, structural features of the human ear abound,
thereby making it readily suitable for robust processing and applications. Not only does the
ear represent an unchanged biometric trait over time, but it also possesses characteristics
applicable to every individual, such as distinctiveness, collectability, universality, and
permanence [13].

The advantages of the external ear as a biometric feature include:

1. Fewer inconsistencies in ear structure due to advancement in age compared with
a face.

2. Reliable ear outline throughout an individual life cycle.
3. The distinctiveness of the external ear shape is not affected by moods, emotions, other

expressions, etc.
4. Restricted surface ear surface area leads to faster processing compared with a face.
5. It is easier to capture the human ear even at a distance.
6. The procedure is non-invasive. Beards, spectacles, and makeup cannot alter the

appearance of the ear.

In summary, this study aims to conduct a Systematic Literature Review (SLR) on
human ear biometric and recognition systems. The emphasis is on the contributions of
deep learning to improving and enhancing ear recognition system performance vis-a-vis
traditional machine learning methods. Subsequent sections of this paper are organized
as follows: Section 2 highlights the sequence, search methods, and other strategies used
in this study. Results obtained are presented in Section 3, with a follow-up discussion in
Section 4. Lastly, Section 5 highlights the research outcomes and challenges and presents a
current taxonomy of the ear recognition system.

2. Research Method

Research studies on human ear biometrics abound. These studies, mostly digital,
were scientifically analyzed using quantitative methods to highlight significant trends and
developments in ear recognition systems. The search procedure used in [1] was adopted
and used for this study to provide answers to the following research questions:

RQ1: What is state of the art in ear recognition research?
RQ2: What has deep learning contributed to ear recognition in the last decade?
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RQ3: Is there sufficient publicly available data for ear recognition research?
The research questions though intertwined motivates conducting this SLR.

2.1. Search Attributes

The methods of human ear recognition can be roughly divided into traditional and
methods based on deep learning, [14] with studies particularly more inclined towards
the latter.

Biometrics has, over time, evolved to include deep learning of artificial neural net-
works (ANN), [15]. Deep Convolutional Neural Networks are mathematical models that
simulate the functional attributes of human biological neural networks [16]. They represent
multiple data layers with multiple abstraction stages through learning to generate precise
models autonomously [17]. Research into ear recognition using neural networks with
varying performances has been in existence for a while. Several variants of ANN, such as
the convolutional neural network (CNN) are applicable in advancing various biometric
modalities. Studies suggest that approaches applying CNN epitomize state-of-the-art
performance in object detection, segmentation, and image classification, particularly in
unconstrained settings [18].

One of the initial efforts at the neural network for ear recognition was described
by [19], which employed local binary patterns and CNN with a recognition accuracy of
93.3%. Recent advances in CNN for developing verification and identification systems
have considerably pushed the development of image classification and object detection [20].
It combines a large set of parameters than traditional neural networks, thereby generating
improved performance [16].

2.2. Search Queries

In other to obtain a robust and comprehensive collection of related articles that have
significantly contributed to ERS, the following search criteria were used:

1. Boolean operators of “OR or “AND” to retrieve data.
2. Keywords generated from the research question as search parameters.
3. Restriction to some publication types and publishers.
4. Identifiers from related work.

Search results displayed outcomes with keywords and Boolean combinations such as
(human ear) AND (deep convolutionary network (OR) biometrics), (Identification (OR)
recognition (OR) deep-learning (OR) feature extraction). A logical procedure of review of
the contributions of neural networks to ERS was conducted through a numerical assessment
to identify innovative patterns, methods, and techniques in the ear recognition domain.
Table 1 indicates the number of articles downloaded from respective indexed databases.

Table 1. Articles downloaded from indexed database.

S/n Digital Library No. Articles Percentage (%)

1 Taylor & Francis 89 7.9
2 Science Direct 157 14
3 IEEE 255 22.7
4 Emerald 48 4.2
5 ACM 73 6.5
6 Sage 55 4.9
7 Springer 201 17.9
8 Elsevier 137 12.2
9 Wiley 45 4.0
10 MIT 61 5.4

Total 1121 100

Search Stage 1 (Information Extraction): an in-depth search of seven electronic databases
showed an initial total article count of 1121 and was further subjected to a careful selection process.
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Search Stage 2 (Screening): after the removal of 784 duplicate and 245 irrelevant
articles/works of literature, a residual quantity of 92 was obtained for onward analysis.

Search Stage 3 (Eligibility Determination): in obtaining appropriate articles relevant to
the study, 92 articles were shortlisted. Subsequently, 18 articles were dropped for lack of
clear-cut methodology.

Search Stage 4 (Inclusion): in-line with the research aim, the Authors conducted a
quality check for the residual articles and concluded on 74 for further systematic review.

The summary of the search procedure from stage 1 (information extraction), stage 2
(screening), stage 3 (eligibility determination) to stage 4 (inclusion) are represented in the
Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) flowchart
in Figure 1. Preliminary results from search criteria were obtained from Google Scholar,
Scopus, Springer, Science Direct, ACM, Emerald, and IEEE explore databases using a search
criterion of publications not later than ten (10) years.
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2.3. Search Strategy

After a preliminary assessment of requirements suitable for answering the research
questions, a predominance of varied knowledge repositories ranging from journal arti-
cles, online blogs, and bulletins to book chapters were returned. Five (5) main sources
which include journals, conferences, workshops, book chapters and original thesis were
selected for the review. A total of 74 articles were carefully selected based on relevance with
52 journal articles, 9 conference proceedings, 5 workshop reports, 5 theses and 3 book chapters.
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2.4. Article Source (AS)

Ten (10) electronic databases, including Taylor & Francis, Springer, Elsevier, Emerald,
Wiley, Science Direct, IEEE, ACM, Sage, and MIT, provided data for extraction using
keywords and related terms in the study. The sources include workshops, conference
proceedings, journal publications, original thesis, and book chapters.

2.5. Ear Databases

This section presents a review of databases used in ear detection and recognition. Ear
databases are crucial in developing and evaluating ERS and algorithms. Existing databases
are in different sizes with varied factors of influence ranging from illumination to the angle
of the pose. A summary of existing databases used in ear recognition research studies is
presented in Table 2. A number of these databases are either publicly available or can be
acquired under license.

Table 2. Existing ear recognition research databases.

S/n Catalogue Year Total
Images Sides Volunteers Description Available

1 VGGFace-Ear 2022 234651 both 660
Iner and intra subject variations

in pose, age, illumination
and ethnicity.

Free

2 UERC 2019 11000 Both 3690
Three image datasets to train and

test images under varied
parameters

Free

3 EarVN1.0 2018 28412 N/A 164
Images captured under varied

pose, illumination, and occlusion
conditions

Free

4 USTB-HELLOEAR (A) 2017 336572 Both 104 Pose variations Free

5 USTB-HELLOEAR (B) 2017 275909 Both 466 Left and right images captured in
uncontrolled conditions Free

6 WebEars 2017 1000 N/A N/A Images captured under varied
conditions Free

7 HelloEars 2017 610000 Both 1570 Images captured in a controlled
environment Free

8 AWE 2016 1000 Both 100 Images captured in the wild in an
uncontrolled environment Free

9 UND 2014 NA Both N/A Different image collections with
varied images captured in 3D. Free

10 XM2VTS 2014 4 Footages Both 295 32 khz 16-bit audio/video files Not Free

11 UMIST 2014 564 Both 20 Head rotation from the left-hand
side to the frontal view Free

12 UBEAR 2011 4497 Both 127
Images captured in an

uncontrolled environment with
different poses and occlusion

Free

13 WPUT 2010 2071 Both 501 Varied illumination Free

14 YSU 2009 2590 259 Angle images between 0 and 90 Free

15 IIT Delhi 2007 493 Right 125 3 Images taken indoor Free

16 WVU 2006 460 Both 402 2 min audio-visual from
both sides Free

17 USTB (4) 2005 8500 Both 500 15-degree differences using
17 cameras Free
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Table 2. Cont.

S/n Catalogue Year Total
Images Sides Volunteers Description Available

18 USTB (3) 2004 1738 Right 79 Dual images at 5-degree variation
till 60. Free

19 USTB (2) 2003 308 Right 77 Varying degrees of illumination at
+30 and −30 degrees Free

20 USTB (1) 2002 180 Right 60 Different illumination conditions
at a trivial angle Free

21 UND (E) 2002 942 Both 302 Both 2D and 3D pictures Free

22 UND (F) 2003 464 Side 114 Side profile appearance Free

23 UND (G) 2005 738 Side 235 2D and 3D pictures Free

24 UND (J2) 2005 1800 Both 415 2D and 3D pictures Free

25 IITD 2007 663 Right 121 Greyscale images with slight
angle variations. Free

26 PERPINAN 1995 102 Left 17
Images with minor pose
variations captured in a
controlled environment

Free

27 AMI NA 700 Both 100 Fixed Illumination Free

28 NCKU N/A 330 Both 90 37 images for each respondent Free

2.6. Methods of Classification

The techniques of ear recognition can be grouped into four broad categories: hybrid,
geometric, holistic, and local methods [10].

2.6.1. Geometric Approach

Research on geometric tendencies of the human ear dates to early 1890, when a French
researcher, Alphonse Bertillon, suggested the potential of the human ear in identifying sub-
jects [21]. Additional improvements using geometric features promoted the development
of a Voronoi illustration with adjacency graphs [22].

The geometric method involves the extraction and analysis of geometric features of the
human ear. These ranges from canny edge detection and contours to statistical features [23].
Ear image edges are computed after noise reduction using a Gaussian filter in canny edge
detection. Edges are then connected to generate a pattern [24]. The contours of the ear start
and end points are also useful information sources applicable in generating ear features and
recognizable patterns [25]. Other feature-based statistical methods present ear images using
parameters such as ear height, width, and angles between ear portions [26]. The work [27]
presents a detailed taxonomy of ear features used for recognition by both machines and
humans, such as texture, structure, and details. Typical texture-related features include ear
type, skin colour; ear size, and shape, all extractable using linear discriminant analysis and
principal component analysis algorithms. Ear features also use more prominent methods
like local binary pattern [28], SIFT [29], and Gabor filters [30], on ear structures such as
lobes, contours, and folds of the ear to represent the distinctiveness of the ear.

However, distortion invariant methods in ear geometry make only the required details
available, thereby making this approach over-dependent on edge detectors such that only
geometric ear information is considered with little emphasis on texture information.

2.6.2. Holistic Approach

In the holistic method, the overall stance of the ear is used to calculate input represen-
tations. It provides reasonable performance, particularly for suitably processed images.
Hence, the approach requires normalization procedures before the extraction of desired
features to ensure quality performance.
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In this study, several studies on holistic techniques were reviewed. Ref. [31] conducted
preliminary research on Force Field Transformation (FFT) for automatic ear recognition
and returned a recognition rate of 99% on about 252 images in the XM2VTS database.
Ref. [32] furthered the application of FFT with the underlying principle of Newton’s law of
gravitation to consider symmetric image pixels.

Experiments on the USTB IV database by [33] registered a comparatively low recogni-
tion rate of 72.2%. Gabor filters are also capable of identifying detailed texture data. When
fused, its recognition accuracy varies between 92.06% and 95.93% [32]. Dimensionality
reduction techniques such as PCA [31,34], ICA [35] and matrix factorization [36], feed
higher-dimension vectors into lower dimensions while retaining their distinct features.
Selected wavelet coefficients were used by [37] in repeated steps to represent features of ear
images from the IITK database with a stated recognition accuracy of 96% [38] in their exper-
iment on the UND and FEUD databases identified the suitability of sparse representations
in changing degrees of illumination and pose.

In [39], numerical methods were used in composing six varied feature vectors that
serve as feedback for a back propagation neural network for classifying moment invariant
feature sets.

2.6.3. Local Approach

The local method depends on local areas of certain locations in an image to the extent
of encoding texture details such that the region of interest does not automatically match
structurally significant parts. Studies such as [40] present SIFT as a robust algorithm suit-
able for feature extraction under changing conditions. For instance, SIFT can accommodate
variants in the pose for about 20 degrees [32]. Generally, assigning landmarks to ear images
before training ensures proper filtering and matching operations in the local technique.
Though SIFT landmarks have been very high such that obtaining an exact assignment
is experimentally impossible, [41] attained a recognition rate of 91.5% with the XM2VTS
database with possibilities for further improvements to 96%. Subsequent studies by [42]
decomposed ear images into distinct colour segments with a reduced error margin that
identifies and calculate unique identifiers for each key point detected. Unlike other ap-
proaches, local descriptors have varying degrees of complexity and are often combined
with hybrid techniques to provide further reliable results in ear recognition [43].

2.6.4. Hybrid Approach

The hybrid technique involves the use of multiple parameters to improve the perfor-
mance of recognition systems [5]. Edge models are initially generated from training images
before adjustments into actual edges, as shown in [44]. Similarly, a fusion of Tchebichef
moment descriptors and the triangle ratio method was experimentally determined in [45],
while [46] achieved a recognition accurate of 99.2% in the USTB II database.

The study of [47] famously combined PCA and wavelets, while [39] opted for a fusion
of Haar wavelet and LBP. The sparse representation algorithm by [48] was used on gray-
level positioning features before initial dimension reduction procedures with LDA by [49].
In wavelet transforms, coefficient thresholds are required to obtain feature vectors that are
particularly useful in the recognition and identification systems [50].

2.7. Ear Recognition Stages

In ear recognition systems, ear images are captured using a specific device. The images
are then subjected to a preliminary stage of determining potential regions of interest using
algorithms before being processed by a classifier, where details are enhanced before further
procedures [51]. Essentially, the stages required in ear recognition are highlighted below:
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2.7.1. Pre-Processing

This is the first step in ensuring the usability of acquired images. It involves the
removal of unwanted background information (noise) before further processing. The
techniques used are divided into intensity and filter methods.

Intensity Method: Analysing coloured images for edge and feature detection can be
very complex [23]. Hence, a 3-conduit (RGB) image is often reduced to a single pathway
(grayscale) to minimize complexity [52]. A method of spreading image intensity across a
histogram, known as histogram equalization, is also sometimes applicable.

Filter method: In the filter method, noise reduction and feature enhancements are
achieved using fuzzy technology [24]. Mean or median and Gaussian and Gabor filters are
prominent examples of achieving a similar purpose.

2.7.2. Feature Extraction

The task of reducing the dimensions of an image for proper identification is known as
feature extraction [53]. The features of an image must be precisely and correctly extracted
using certain constituents of ear images, such as texture, colour, and shape. Subsequently,
research parameters have been established to further determine the performance of recog-
nition systems [9].

2.7.3. Classification

The classification or authentication stage is the final stage in the recognition process,
where the feature set of the probe image is compared with a database image using various
authentication techniques [23]. Many studies have been conducted on the stages involved
in recognition of ear patterns. A summary of the common methods used by researchers for
developing efficient and effective ERS is presented in Table 3.

Table 3. Summary of common methods in different stages of human ear recognition.

Pre-Processing Feature Extraction Decision-Making and Classification

Filter Method
Log Gabor Filter [54]
Gaussian filter [55]
Middle filter [55,56]

Fuzzy filter [24]
Intensity Method

Histogram equalization [53,57]
RBG—grayscale [25,55]

Geometric Method
Numerical technique [58]

Ear contour [25]
Detection of the edge [59]

Appearance Based Method
Descriptors of features [60]

Reduction of Dimension [61]
Force field Transformations [62]

Wavelet Method [63]

Neural networks [64]
Normalized cross-correlation [53]

SVM classifier [64,65],
K-Nearest Neighbours [28]

Minimum Distance Classifier [50]

2.8. Deep Learning Approaches in Ear Recognition

In this study, a relationship between the most crucial stage (feature extraction) and
classification techniques in relation to the volume of Authors is established.

Although deep-based schemes are often data-hungry, requiring significant processing
time, several light, computationally fast variants have recently evolved [66,67].

In deep learning, more prominent feature extraction techniques include Gabor Mean [54],
ANN Classifier, Haar wavelet ([50], Linear Discriminant Analysis (LDA) [68,69], Back Propa-
gation Neural Network [70], FFT [23], Principal Component Analysis (PCA), [71], Edge-based
method [12] and Voronoi diagrams [20].

Over time, the field of ear recognition has naturally developed along traditional ma-
chine learning methods, with few of its methods showing resilience to unconstrained
conditions, including lightning and pose variations [69], hence inhibiting the overall per-
formance of traditional systems.

Traditional ear detection and feature extraction methods typically rely on physiological
attributes of the ear for normalization, feature extraction and classification [69,72]. For
instance, in [73], training of various geometrical attributes of the ear was conducted with
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neural classifiers before the appearance of the inner and outer ear was suggested by [74].
Similarly, a combination of ear shape, average, centroid, and distance between pixels has
been used to extract features using contour algorithms [75] geometrically. The work [58]
extracted features using exterior ear edge and other local geometric features. Though these
procedures appear straightforward, the performance level is often significantly low due to
other salient processes involved [23].

Techniques involving subspace learning such as PCA, LDA and ICA, sometimes
referred to as “Eigenears” have been experimentally determined suitably in local ear
contour feature extraction [23]. More recently, The work [61] used a combination of multi-
discriminative attributes and dimension reduction techniques to locally extract features of
the ear. Such fusion techniques are referred to as hybrid and are usually more computation-
ally expensive but with higher recognition performance over individual local, holistic, and
geometric methods [76].

Nevertheless, traditional learning methods in ear recognition are severely hampered
by more complex realities [72]. Even more interesting is the recent research focus which
involves obtaining ear images in unrestrained conditions, generally referred to as in the wild.
Traditional approaches to human ear recognition often rely on the preliminary processing
of images, complex feature extraction, and determination of suitable classifiers [70]. These
challenges have opened a new landscape as the research focus has gradually shifted to the
automation of biometric identification [77].

3. Results Analysis

This section presents a discussion of search strategy outcomes to provide answers
to research questions. Subsequently, different subsections are structured to highlight
interpretations of the findings.

3.1. Search Strategy 1: Source

RQ1: What is state of the art in ear recognition research?

In the initial phase, a categorized search was used to identify similar articles on
ERS and Neural Networks using paper titles and related keywords before developing
a concluding search technique. The search for similar works was conducted for articles
between 2010 and 2020 from the following sources: Springer, Elsevier, ACM, IEEE, Sage,
Wiley, MIT Press, Taylor & Francis, Emerald and Science Direct. Figure 1 shows the number
of relevant articles from selected sources, thus addressing RQ1.

3.2. Relevance of Publication

The 74 selected publications show that IEEE had the highest number with 15 relevant
articles, followed by Springer having 12 relevant articles, Elsevier published 11, while
Science Direct published 9 relevant articles. Taylor & Francis, Emerald, ACM, and Sage had
8, 8, 7 and 3 articles, respectively, while Wiley and MIT had one relevant publication each.

Ear recognition technique remains an active area of research that continues to generate
diverse interest. The total number of relevant publications and the corresponding levels of
citation from 2011 to 2020 is 2, 3, 5, 5, 4, 8, 7, 12, 10, and 13, respectively. Thus, confirming
the steady rise in neural network techniques with the year 2020 having the highest number
of relevant articles within the decade.

Although diverse methods of pre-processing, feature extraction and classification exist
in the recognition process, there is an upward surge in the use of neural network methods
for classification in ear recognition systems. Reasons for this might be inferred from the
increasing demand for more fool proof biometric identification systems requiring large
datasets and the ability of neural networks to train very large data sets autonomously.

3.3. Search Strategy 3: (Method)

Ear recognition techniques vary. Overtime, several Authors, have experimentally
determined the performance of ERS using single or combined approaches on a wide array
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of datasets. Table 4 presents a summary of identified works containing metrics used in
ear recognition.

Table 4. Summary of Performance metrics used in Traditional and Deep learning techniques in
selected articles.

Traditional Learning Technique

True Acceptance Rate
[6,78–83]

Template capacity
[5,84–86]

False Acceptance Rate
[4,6,21,23,83,87–91]

Equal Error Rate
[92–94]

Matching Speed
[3,95]

Recognition Accuracy
[14,15,24,28,68,85,96–105]

Recall
[106–108]

Precision
[40,95,102,109–111]

Deep Learning Techniques

True Acceptance Rate
[110–114]

Template capacity
[115]

False Acceptance Rate
[110–114].

Equal Error Rate
[72,114]

Matching Speed
[61,115–117]

Recognition Accuracy
[70,118–121]

Recall
[57,77,122–125]

Precision
[126,127]

Previous studies have highlighted the numerous methods applied in the process of
ear recognition, including local, holistic, geometric, and hybrid. The study on 74 existing
related literature carefully selected from several works of literature [7–180] revealed that
65%, 20%, 12% and 8% of the studies employed local, hybrid, holistic, and geometric
methods, respectively. Although several works of literature on ear biometrics abound, a
concise summary of some existing ear recognition approaches from the list is presented in
Table 5. A summary of the Pros and Cons of different sub-areas in Ear Recognition Stages
is given in Table 6 in Section 4.

Table 5. Comparative summary of ear recognition approaches.

Reference. Year Method Type Dataset Performance (%)

[7] 2010 PCA and NN Holistic UBEAR 96

[18] 2022 Deep Learning CNN VGGFace NA

[23] 2019 NA NA NA NA

[27] 2016 Geometric features Geometric features CP 88

[31] 2003 Force field transform Holistic Own NA

[31] 2003 PCA Holistic UND(E) 71.6

[35] 2005 Matrix factorization Holistic USTB II 91

[38] 2008 Sparse representation Holistic UND 96.9

[39] 2010 Moment invariant method Holistic Own 91.8

[40] 2010 SIFT Local XM2VTS 96

[41] 2007 Combination of pre-filtered
points and SIFT Local XM2VTS 91.5

[47] 2007 PCA and wavelet
transformation Hybrid USTB II, CP 90.5

[47] 2007 Inpainting techniques, neural
networks

CNN, Traditional
learning UERC 75

[48] 2013 SIFT Local CP 78.8

[49] 2014 Hybrid-based on SURF LDA
AND NN Hybrid Own 97
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Table 5. Cont.

Reference. Year Method Type Dataset Performance (%)

[41] 2007 Combination of pre-filtered
points and SIFT Local XM2VTS 91.5

[47] 2007 PCA and wavelet
transformation Hybrid USTB II, CP 90.5

[47] 2007 Inpainting techniques, neural
networks

CNN, Traditional
learning UERC 75

[48] 2013 SIFT Local CP 78.8

[49] 2014 Hybrid-based on SURF LDA
AND NN Hybrid Own 97

[49] 2014 Neural networks Deep CNN UERC 99.7

[72] 2019 Neural Networks CNN AMI 75.6

[73] 1999 Orthogonal log-Gabor filter
pairs Local IITD II 95.9

[75] 2005 Ear framework geometry Geometric Own 86.2

[81] 2013 Not Applicable (NA) NA NA NA

[85] 2019 NA NA NA NA

[87] 2019 Neural networks CNN - -

[92] 2020 Deep learning CNN NA 97

[98] 2014 Edge image dimension Geometric USTB II 85

[107] 2016 CNN Local Avila Police School
& Bisite Video 80.5 & 79.2

[107] 2013 Deep neural network CNN Avila Police School 84

[108] 2017 Traditional Machine Learning YOLO, Multilayer
perceptron Own 82

[117] 2018 Maximum and minimum height
lines Geometric USTDB&IIT Delhi 98.3 & 99.6

[119] 2018 Deep Learning CNN Open image
dataset 85

[123] 2023 Neural networks CNN AMI, UND, Video
Dataset, UBEAR 98

[128] 2010 PCA Holistic Own 40

[129] 2002 ICA Holistic Own 94.1

[130] 2014 Log-Gabor wavelets Local UND 90

[131] 2007 Multi-Matcher Hybrid UND(E) 80

[132] 2007 Log-Gabor filters Local XM2VTS 85.7

[133] 2008 LBP and Haar Wavelet
transformation Hybrid USTB III 92.4

[134] 2008 Improved locally linear
embedding Holistic USTB III 90

[135] 2008 Null Kernel discriminant
analysis Holistic USTB I 97.7

[136] 2008 Gabor filters Local UND(E) 84

[137] 2009 Block portioning and Gabor
transformation Local USTB II 100
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Table 5. Cont.

Reference. Year Method Type Dataset Performance (%)

[138] 2009 2D quadrature filter Local IITD I 96.5

[140] 2013 Sparse representation
classification Holistic USTB III 90

[141] 2019 Multi-level fusion Hybrid USTB II 99.2

[142] 2014 Enhanced SURF with NN Local IITK 1 2.8

[143] 2014 Non-linear curvelet features Local IITD II 96.2

[144] 2014 BSIF Local IITD II 97.3

[145] 2014 LPQ Local Several 93.1

[146] 2014 LPQ, BSIF, LBP, HOG with LDA Hybrid UND-J2, AMI,
IITK 98.7

[147] 2014 Weighted wavelet transforms
and DCT Hybrid Own 98.1

[148] 2015 Haar wavelet and LBP Hybrid IITD 94.5

[149] 2016 BSIF Local IITD I, IITD II 96.7 & 97.3

[150] 2015 Multi-bags-of-features
histogram Local IITD I 6.3

[151] 2015 Gabor filters Local IITD II 92.4

[153] 2017 Modular neural network Hybrid USTB 99

[154] 2018 Biased normalized cut and
morphological operations Deep Neural Network Own 95

[155] 2018 Traditional machine learning Local NA NA

[156] 2020 Deep learning CNN Own 95

[157] 2020 Traditional Machine Learning Sparse Representation USTB III NA

[158] 2022 Traditional Machine Learning Hybrid IITDelhi NA

[159] 2022 Deep Learning SIFT and ANN IITDelhi NA

[180] 2022 Global and local ear prints Hybrid FEARID 91.3

In this study, the authors of selected articles were divided into five groups. These
categories represent the level of the ERS implementation in the article in terms of if the
study was based on:

1. an assessment of existing algorithms on a given dataset (A);
2. a proposed or yet-to-be-evaluated techniques (S);
3. a designed templates using existing procedures (D);
4. planning and assessment with studies based on established procedures (PA);
5. newly proposed and executed techniques (PE).

The results showed A, S, D, PA and PE returned 26, 19, 8, 9, 13 articles respectively.
The details of the articles in each category is in Table 7 (see Section 4).

Results show that 25.33% of the methods used in the selected articles were suggested
(proposed) and not implemented. This might not be unconnected with the availability of
limited ear databases collected in unrestrained situations for experimental studies.

RQ2: What are the contributions of deep learning to ear recognition in the last decade?

At present, acceptance of deep learning techniques is increasing as it combines the
traditional steps in the recognition process into single connecting models [72]. Deep learn-
ing algorithms have overcome many of the challenges associated with machine learning
algorithms, particularly those associated with feature extraction techniques, while also
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having the ability for biometric image transformations. Consequently, attempts at ear
detection using neural networks though initially limited are rapidly gaining pace. Early
attempts by [160] focused on multi-class projection extreme learning machine methods to
augment performance. In [10], a concise and detailed review of advances in ear detection
using machine learning was presented. Geometric morphometric and Neural Networks
were suggested in [57] to compare non-automated instances. Ref. [87] developed a neural
network model to authenticate responses originating from the human ear with a 7.56% and
13.3% increase in identification and verification tasks, respectively.

However, variants of the neural network such as Convolutional Neural Networks
(CNN) have shown remarkable performance against conventional systems [161]. The CNN
design originates from [162], it is majorly a multi-layer network with capabilities to handle
several invariants [169]. Subsequent experimental studies have gradually adapted its use to
the recognition of specific human biometric traits. It eliminates cumbersome pre-processing
procedures associated with traditional methods [163,164] and its robustness against texture
and shape makes it dominant over traditional approaches [20,24].

Experimental studies by [72] compared the performance of some traditional ear recogni-
tion approaches to a variant of CNN with results above 22% of the initial descriptors. Nonethe-
less, ear recognition using deep neural networks is still significantly hampered by limited ear
recognition databases and few experimental images leading to data augmentation [18].

RQ3: Is there sufficient publicly available data for ear recognition research?

A summary of findings from Table 2 indicates a predominance of free publicly available
ear databases. This research identifies 27 publicly available datasets. Findings studies suggest
the existence of publicly available ear databases since 1995, however, ear databases have
grown to further accommodate different poses, angles, occlusion, and modes of collection.

Ear biometrics represents an active field of research. Nevertheless, ear image databases
are very rare and usually strongly limited [165]. Further still, an absence of a unified
large-scale publicly available ear database still represents a major challenge in the overall
objective evaluation of ear recognition systems.

For instance, as of 2017, the reported performance of ear-recognition techniques has
surpassed the rank-1 recognition rate of 90% on most available datasets [10]. This fact
suggests that though technology has reached a level of maturity that easily handles images
captured in laboratory-like settings, presently available ear databases are inadequate.
Consequently, more challenging datasets are needed to identify open problems and provide
room for further advancements.

3.4. Comparison with Related Surveys

ERS is not so popular compared to other biometric systems like fingerprints, faces,
Veins, iris etc, [113]. Data augmentation of images in neural networks is often a challenging
factor. Hence [166] suggested a learning method using limited datasets to train the network
in ear image recognition. Similarly, Ref. [69] proposed a means of ear identification using
transfer learning. Ref. [10] also recommended a mean method to improve the performance
of datasets and suggested various architectures and controlled learning on previously
trained datasets to develop a widely accessible CNN-based ear recognition method. In order
to improve upon factors that affect image acquisition techniques such as contrast, position,
and light intensity, a framework for ear localization using a histogram of oriented gradient
(HOG) and support vector machine (SVM) was developed by [116] before subsequent CNN
classification. A discriminant method was suggested by [61] to extract ear features in a
pecking order, while [21] introduced dual images using SVM to tackle the challenge of
limited images per subject. In exploring hand-crafted options, Ref. [167] combined CNN
and handcrafted features to augment deep learning techniques, thus suggesting that deep
learning can be complemented with other techniques.

This survey extended the review from [23], whose focus was mainly on the three core
phases of ear biometric research: pre-processing, feature extraction and authentication.
Consequently, a comprehensive overview of the contributions of prior research efforts is
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further amplified with particular emphasis on methods used for feature extraction and
classification process. Despite previous reviews, this study focuses on qualitative and
quantitative analysis of prevailing techniques through diverse search strategies as done
in [11]. To the best of our knowledge, this study is the first to provide an in-depth novel
synopsis and grouping of research approaches in ear biometric using different categories:
existing approaches and methods.

Table 7 in Section 4 shows shows the predominantly used ear databases amongst
several researchers from the list of reviewed articles.

A careful review of selected publications revealed some factors highlighted below as
major determinants of the challenge raised in R3.

1. Poor feature selection: the application of feature selection is very diverse as it aims to
reduce factors that can affect the performance of classifiers. Many images are acquired
with several inherent background noises. Invariably, poor feature selection results in
poor classification.

2. Hardware Dependence: A common drawback identified from selected works of litera-
ture is the resource-intensive tendencies of neural networks and other associated costs.
They often require large volumes of data for training, placing heavy computational
demand on processors.

3. Gaps between industry, implementation, research, and deployment: studies from
reviewed articles revealed a missing link between the industries, researchers, and
other stakeholders such that the majority of the related experimental studies were
performed for purely academic purposes, hence limiting the potential to fine-tune
existing technologies to suit user requirements.

Consequently, a need for merging research with actual deployment at user-ends is
crucial in assessing the strengths and weaknesses of recognition systems and in providing
relevant state-of-the-art systems capable of mitigating emerging vulnerabilities.

3.5. State of the Art in Ear Biometrics over the Last Decade

In the past few years, ear biometrics have been very prominent in achieving state of
the art status applicable within the fields of human verification and identification [173].
Although poor quality images have often been a demerit, improved methods have since
been developed to tackle it. Research from various authors, Refs. [181,182] have consistently
explored novel approaches targeted at optimal performance of ear biometric systems.
Typically, concentration on ear biometrics have been largely focused on the approaches of
ear detection. This is seen from the study in [183–189]. The fundamental goal of researchers
for years has been and continues to be developing ear recognition model that can overcome
all detection challenges [183], but ear detection remains an image segmentation problem.
In [184], deep CNN and contextual information was applied for ear detection in the 2D
side of the face image. A single stage architecture was used to perform detection and
classification with scale invariance. A context-provider in Context-aware Ear Detection
Network (ContexedNet) developed in [190], extracts probability maps from the input image
corresponding to facial element locations, and a model specifically designed to segment
ears that incorporates the probability maps into a context-aware segmentation-based ear
recognition algorithm. Extensive tests were conducted on the AWE and UBEAR datasets
to evaluate ContexedNet, and the results were very encouraging when compared to other
state-of-the-art methods. In [185], a deep learning object detector called Faster R-CNN
was developed based on CNN, PCA and genetic algorithm (GA) for feature extraction,
dimensionality reduction and selection, respectively. The work [186] went further to
propose a deep network for segmenting and normalising ear print patterns, the model was
trained using the IITD dataset.

Furthermore, the authors in [113] proposed a method for ear detection based on Faster
Region-based Convolutional Neural Networks (Faster R-CNNs). On the UBEAR and UND
dataset, the model was demonstrated to assure highly competitive outcomes by building
on advancements in the general object detection area. El-Naggar et al. later presented a
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theoretically related method in [191], which once more showed the effectiveness of the
Faster R-CNN architecture for ear identification. A geometric deep learning-based method
for ear recognition was reported [76]. The suggested model uses Gaussian mixture models
to define convolutional filters and permits the use of CNNs on graphs (GMMs). Based on
this idea, the authors develop a framework for competitive detection that is both highly
rotation-resistant (i.e., rotation equivariant) and has other advantageous features. Using a
multi-path model topology and detection grouping, the authors [123] proposed a CNN-
based method for ear detection that locates ear regions in the images. This method’s core
idea is to search for ears at various scales, like contextual modules seen in contemporary
object identification frameworks like [192,193], to enhance detection the authors in [190]
employed general object detection models with contextual modules for the job of ear
detection, exploring a related approach.

The work in [187], studied ear landmarks detection while utilising the image contract,
Laplace filter and Gaussian blurring techniques. Sobel Edge detector and modified adaptive
search window was applied for highlighting ear edges and detecting region while [188]
automatically identified the primary anatomical contour features in depth map pictures to
detect the auricular elements of the ear. Ear Mask Extraction (EME) network, normalization
algorithm and a novel Siamese-based CNN (CG-ERNet) was used to segment, align, and
extract deep ear features, respectively in [189]. Curvature Gabor filters were used by CG-
ERNet to take advantage of domain-specific information while triplet loss, triplet selection,
and adaptive margin were adopted for better loss convergence.

Recent technological advancements in the field of artificial intelligence and particularly
convolutional neural networks have inspired improved computer visions leading to improved
detection, recognition, regression, and classification issues in ear biometrics. Some of these
innovations are highlighted in [189] to include object detection methods such as F-RCNN,
Mask-RCNN, SSD, VGG. Though these methods often have several non-linear layers, a
myriad of parameters may be used in further training the ear recognition databases.

The work [194] employed a deep unsupervised active learning (DUAL) model to learn
new features on the ear images while testing without any feedback or correction. Using
conditional Deep Convolutional Generative Adversarial Networks (DCGAN) and Convo-
lutional Neural Network (CNN) models, a framework that includes a generative model
for colouring dark and grayscale images as well as a classification model was proposed
in this [195]. When tested on the limited AMI and the unconstrained AWE ear datasets,
the model displayed encouraging results. A quick CNN-like network (TR-ICANet) was
suggested for ear print recognition in [67]. While PCA was used to geometrically normalize
scale and posture, CNN was employed to detect the ear landmarks and convolutional filters
were learned through an unsupervised learning method utilizing Independent Component
Analysis (ICA).

Selecting and weighting characteristics has an impact on most ear identification tech-
niques; this is a difficult problem in ERS and other pattern recognition applications [196].
The authors presented a deep CNN feature learning Mahalanobis distance metric tech-
nique. Discriminant correlation analysis was used to reduce dimensionality, Mahalanobis
distance was learned based on LogDet divergence metric, and K-nearest neighbour was
implemented for ear detection, various deep features are retrieved by adopting VGG and
ResNet pre-trained models. In [197], unrestricted ear recognition was examined using
a transformer neural network dubbed Vision transformer (ViT) and data-efficient image
transformers (DeiTs). The recognition accuracy of the ViT-Ear and DeiT-Ear models was at
par with previous CNN-based techniques and other deep learning algorithms. Without
data augmentation procedures, ViT and DeiTs models was shown to outperform ResNets.
The authors in [198], utilized Deep Residual Networks (ResNet) to create ear recognition
models that acts as feature extractors in feeding an SVM classifier. ResNet was trained and
improved utilizing a training corpus of various ear datasets. To improve the performance
of the entire system, ensembles of networks with different depths were deployed.
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A six layer deep convolutional neural network design was proposed in [199] to supple-
ment the other biometric systems in a pandemic scenario. When deployed in conjunction
with an appropriate surveillance system, the method was found to be very effective at
identifying people in huge crowds in uncontrolled environments. The Particle Swarm
Optimization (PSO)-based ERS was presented in [200] and evaluated with 50 photos and
150 images using the AMI EAR database. The recognition accuracy was 98% and 96.6%,
respectively, which is superior to other benchmark approaches like PCA and Scale Invariant
Feature Transform (SIFT).

Despite the advances in deep learning, ear recognition approaches have since grown
to include bi and multi-modal methods. For instance, the works [201,202] underscores the
accuracy of multimodal biometric systems in uncontrolled scenarios by integrating ear
and face profile. Each biometrics’ texture characteristics were extracted using a histogram-
based local descriptor, local directional patterns, binarized statistical picture features, and
local phase quantization. At the feature and score levels, the local descriptors from both
modalities were combined to create the KNN classifier for human identification [201].
In [202], a high-dimensional feature vector was utilized to independently represent the ear
and face modalities in the frequency and spatial domains utilizing local phase quantization
(LPQ) and local directional patterns (LDP). To create more non-linear and discriminative
characteristics for the kNN classifier’s use in identifying persons, the feature set was
merged with kernel discriminative common vector (KDCV). Experimental results on two
benchmark datasets demonstrated that the suggested strategy outperforms individual
modalities and other cutting-edge techniques in terms of performance.

3.6. Threats to Validity

Considering the related threats to the review procedures and possibly inaccurate data
extraction, the highlighted papers in this review were selected based on the earlier described
process. The details in Figure 1 reflects some of the answers raised in the research questions.
There are numerous articles that no doubt may extend beyond the search parameters used;
hence the possibility of exclusion of one or more vital but related articles remains likely.
Consequently, a reference check was carried out at the initial stage to prevent any omission
of such articles. The final article selection was based on parameters such as precision of
the information, quality assessment and clear methodology. Also, the articles were further
evaluated by comparing results published by various Authors to avoid overestimation.

4. Discussions, Limitations, and Taxonomy

This study underscores the contributions of deep learning to ear recognition systems
while also highlighting a summary of contemporary techniques discussed in other studies.
Security is paramount and accurate recognition of target elements from pre-processing to
classification is critical in ensuring the integrity of any biometric system. The contributions
of deep learning are multifaceted and far-reaching. Studies reviewed affirm the enormous
work done in ERS using minimum distance and support vector machines.

However, newer methods capable of autonomously training large sets of data remain
under explored. Based on the articles selected, the advantages and disadvantages of
the various sub-units in ear recognition stages are indicated in Table 6. A small number
of novel classification approaches exist for ERS. The work [168] highlighted a few bio-
inspired algorithms, such as cuckoo search, particle swarm optimization, etc. Although
some of the listed algorithms have widespread application domains, their significance is
primarily for unraveling the optimization challenge in the location search. Consequently,
in-depth knowledge of deep learning in pre-processing and feature extraction stages of ear
recognition systems is required in subsequent research.
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Table 6. Summary of the Pros and Cons of different sub-areas in Ear Recognition Stages.

Stage Sub-Area Pros Cons

Pre-processing

Filter method

No need for object segmentation Aligned ears are at
a disadvantage

Graceful degradation is a
major boost Some details may be lost

Suitable for non-aligned images Limited bandwidth is a drawback

Intensity method

Reduced computational difficulty Distorted uniform images
are concealed

Spin and reflection invariant Poor performance against scaling

Limited false matches Copy and paste regions of an
image cannot be detected

Feature
Extraction

Geometric method

Suitable for obtaining a
non-varying feature

Increased computation
requirements

Methods are easy to implement Results can sometimes
be inaccurate

Image orientations are detected Susceptible to noise

Appearance Method

Very robust, particularly in
2-dimensional space Performance decreases with size

Any image characteristics is
extracted as a feature

Average accuracy is less
compared with other methods

Minimized false matches Cannot handle certain
compressions

It can be used with a few
selected features Illumination is a significant factor

Recognition accuracy is high Good-quality images are required

Classification

Neural Networks Non-linear problems are easily
resolved

Inability to model a few numbers
of training datasets

Support Vector

Increased performance with gap
in classes

Large datasets are unsuitable
in SVM

Improved memory utilization Noise is not effectively controlled

Improved memory utilization Limited explanation
for classification

4.1. Limitations

In line with the study research questions, a thorough review of research articles on
the contributions of deep learning to ERS was conducted, with 74 publications eventually
identified as sufficient to achieve the research objectives. However, most of the papers
listed were published between 2015 to 2022. Therefore, we cannot categorically state that
all available studies in this research domain have been exhausted, considering the rate
and volume of published research articles. Also, non-English articles were not considered
during the article search.

4.2. Specific Contributions

Presently, the need to develop a black ear-pose invariant ear recognition database is
motivated by the following:

1. This study identifies a need to evaluate the performance of ear recognition systems
with ear images of different races before they are deployed in real-world scenarios.
However, existing ear recognition databases contain mostly Caucasian ear images,
while other minority ethnic groups such as blacks, Asians, and Arabs are ignored [169].
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2. The black race form 18.2% of the total world population, however, previous research
endeavors toward black ear recognition have not been established, and there is
no publicly available dataset dedicated to black ear recognition in the works of
literature reviewed.

3. This study observed that ear recognition images are often partially or fully occluded
by hair, dress, headphone, hat/cap, scarf, rings, and other obstacles [170]. Such
occlusions and viewpoints may cause a significant decline in the performance of
the ear recognition algorithm (ERA) during identification or verification tasks [171].
Therefore, reliable ear recognition should be equipped with automated detection of
occlusion to avoid misclassification due to occluded samples [51].

Therefore, the ear image samples were collected from 152 African (black-skinned)
individuals from a public university in Nigeria. The dataset contains left and right ear
images of the volunteers in varying pose angles of 0◦, 30◦, and 60◦, respectively, with the
ear images containing head scarfs, earrings, ear plugs, etc., thus, making the dataset pose
and occlusion invariant. The corpus is published and publicly available to researchers
at [203] with a total of 907 black ear images. Figure 2 shows the pose angles of the left and
right ear images as captured for each volunteer.
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Also, this study classified current state-of-the-art techniques to reflect the contributions
of the highlighted works under three core categories: approaches, performance parameters,
and trait selection [204]. Figure 3 provides an explicit description of this taxonomy. The
complete classification results of the articles is presented in Table 7.Information 2023, 14, x FOR PEER REVIEW 18 of 29 

 

 

 
Figure 3. A Taxonomy showing ear recognition state of the art methodology. 

Table 7. Article classification result. 

Ye
ar

 

A
ut

ho
rs

 

D
at

as
et

 

Approaches Methods Architecture Status 

H
ol

is
tic

 

Lo
ca

l 

G
eo

m
et

ri
c 

H
yb

ri
d 

TL
 

D
L 

C
N

N
 

O
th

er
s 

U
ns

pe
ci

fi
ed

 

A
ss

es
sm

en
t 

(A
) 

Pr
op

os
ed

 (S
) 

D
es

ig
ne

d 
(D

) 

Pl
an

ne
d 

&
 

A
ss

es
se

d 
(P

&
A

) 
Pr

op
os

ed
 &

 
Ex

ec
ut

ed
 

(P
&

E)
 

2016 [3]       x x       x 
2017 [5]       x  x       

2019 [6] x      x x   x     

2010 [7]      x    x      

2017b [10] x    x x    x      

2019 [12] x     x       x   

2016 [16] x      x x      x  

2018 [17] x      x x      x  

2022 [18] x      x x        
2018 [20] x      x x     x   

2017 [24] x      x x        

2012 [25] x    x x    x x     

2012 [28] x     x   x  x     

2016 [29] x      x x        

2018 [34] x      x x   x     

2010 [39] x      x   x  x    

2010 [40] x  x   x      x    
2018 [43]    x  x    x x     

Figure 3. A Taxonomy showing ear recognition state of the art methodology.

125



Information 2023, 14, 192

Table 7. Article classification result.
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2017 [5] x x

2019 [6] x x x x

2010 [7] x x

2017b [10] x x x x

2019 [12] x x x

2016 [16] x x x x

2018 [17] x x x x

2022 [18] x x x

2018 [20] x x x x

2017 [24] x x x

2012 [25] x x x x x

2012 [28] x x x x

2016 [29] x x x

2018 [34] x x x x

2010 [39] x x x x

2010 [40] x x x x

2018 [43] x x x x

2013 [46] x x x x x

2013 [48] x x x x x

2014 [49] x x x x x

2015 [50] x x x x x

2021 [51] x x

2016 [52] x x x x

2016 [53] x x x

2011 [55] x x x x x

2015 [56] x x x x x

2016 [57] x x x x x

2014 [58] x x

2018 [59] x x x x

2018 [60] x x x x

2016 [61] x x x x

2016 [64] x x x
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2019 [76] x x x x

2020 [77] x x

2018 [78] x x x x

2014 [79] x x x x

2011 [80] x x

2013 [81] x x x x

2020 [83] x x x

2019 [87] x x x x x

2020 [88] x x x x

2010 [91] x x x x x

2020 [92] x x x x

2017 [93] x x

2018 [94] x x x x

2016 [95] x x x x

2014 [98] x x x x

2018 [99] x x x x

2014 [100] x x x

2019 [101] x x x x

2018 [102] x x x x

2017 [104] x x

2013 [106] x x x x

2016 [107] x x x

2020 [108] x x x

2017 [109] x x x x

2017 [110] x x x x

2020 [111] x x

2020 [112] x x x

2017 [113] x x x

2019 [116] x x x x
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2018 [119] x x x

2020 [121] x x x x

2019 [123] x x x x

2014 [124] x x x x x

2016 [126] x x x x

2010 [127] x x x x x

2013 [140] x x x

2013 [141] x x x x x

2014 [142] x x x x x

2014 [143] x x x x

2015 [150] x x x x

2020 [156] x x x x

2020 [157] x x x x

2019 [166] x x x x

2018 [167] x x x x

2010 [179] x x x x x

2020 [183] x x x x

2021 [184] x

2021 [185] x x x x

2021 [186] x x x

2021 [187] x x x

2021 [188] x x

2021 [189] x x x x

2021 [190] x x x x

2021 [194] x x x

2021 [195] x x x x

2021 [196] x x x x

2021 [198] x x x x

2021 [199] x x x x

2022 [202] x x x x

5. Conclusions and Future Direction

Although a high volume of research is geared toward improving the recognition
accuracy of biometric systems, none of these techniques has shown 100% accuracy. In
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this study, an SLR showing the current contributions of deep learning to ear recognition
in different stages is presented. Before the screening, a total number of 1121 articles
was returned during a preliminary search followed by a thorough analysis of existing
contributions of deep learning, research questions, and the various methods used in the
recognition process. In the end, 74 articles were deemed relevant to the study and were
selected for further analysis.

In terms of the number of publications per year, results indicate that significant
contributions were made to ear recognition in 2018, as it had 18 relevant articles, closely
followed by 2016 with 16 articles. Results based on contributions from Deep learning
obtained from Table 7 showed CNN, other architectures and non- unspecified architectures
had 51.95%, 18.18%, and 29.87%, contributions, respectively. Similarly, local, geometric
and hybrid feature extraction approaches had 60.61%, 18.18% and 21.21%, respectively.
For studies that employed existing or developed image databases, the analysis revealed
that 85.42% (82) articles used one database or another in their studies, while 14 did not use
any database.

Contrastingly, results from analyzing the status of articles showed gap between pro-
posed methods (S) and proposed & executed works (P&E) which accounted for 25.33% and
17.33%, respectively. Articles that assessed existing algorithms (A), designed a templates
(D) or planned and assessed using established procedures (PA) had 34.67%, 10.67%, and
12.0%, respectively.

Traditional machine learning methods was used in 45 (48.91%) of the articles while 47
(51.09%) employed deep learning methods. This is due to increase in the ER datasets sizes.

Further still, an examination of selected performance metrics of recognition accuracy,
template capacity, true acceptance rate, false acceptance rate, false rejection rate, equal
error rate, precision, recall, and matching speed used by the Authors of selected articles
was systematically determined. Interestingly, most studies on ear recognition system are
assessment of existing algorithms on a given dataset followed by newly proposed or yet to
be evaluated techniques.

In real-life applications, speed is of great essence. Future works should investigate
various enhancement techniques to improve the speed of feature extraction algorithms in
ERS. Although ear biometric technology is renowned for its long history of use, particularly
in developed countries, it is still enjoying rapid growth and potential with increasingly
dynamic but secure classification procedures. Establishing an efficient and foolproof ear
biometric recognition system is not only a growing concern but also an opportunity to
explore the inherent gaps in feature extraction and classification procedures targeted at
accurate authentication or identification tasks.
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Abstract: Emerging digital technologies, such as telemedicine, artificial intelligence, the Internet of
Medical Things, blockchain, and visual and augmented reality, have revolutionized the delivery of
and access to healthcare services. Such technologies allow for real-time health monitoring, disease
diagnosis, chronic disease management, outbreak surveillance, and rehabilitation. They help person-
alize treatment plans, identify trends, contribute to drug development, and enhance public health
management. While emerging digital technologies have numerous benefits, they may also introduce
new risks and vulnerabilities that can compromise the confidentiality, integrity, and availability of
sensitive healthcare information. This review article discussed, in brief, the key emerging digital
technologies in the health sector and the unique threats introduced by these technologies. We also
highlighted the risks relevant to digital health cybersecurity, such as data breaches, medical device
vulnerabilities, phishing, insider and third-party risks, and ransomware attacks. We suggest that
the cybersecurity framework should include developing a comprehensive cybersecurity strategy,
conducting regular risk assessments, implementing strong access control, encrypting data, educat-
ing staff, implementing secure network segmentation, backing up data regularly, monitoring and
detecting anomalies, establishing an incident response plan, sharing threat intelligence, and auditing
third-party vendors.

Keywords: artificial intelligence; blockchain; cybersecurity; digital health; emerging digital technologies;
healthcare; telehealth

1. Introduction

The healthcare industry has witnessed a profound transformation fueled by rapid
advancements in digital technologies. Over the past few decades, emerging digital tech-
nologies have surfaced as powerful catalysts for innovation in healthcare. Telemedicine,
wearable devices, electronic health records, the Internet of Things (IoT) in healthcare, artifi-
cial intelligence (AI), and blockchain technology are just a few examples of the technologies
that have rapidly transformed the sector. Telemedicine has made healthcare more accessible
by enabling remote consultations, wearable devices have allowed for continuous patient
monitoring, electronic health records have streamlined record-keeping and data sharing,
and AI has offered remarkable insights for diagnosis and treatment. The utilization of
these technologies has improved healthcare efficiency and effectiveness, but it has also
introduced new challenges [1–3].

The integration of digital technologies in healthcare has opened up Pandora’s box
of vulnerabilities. Interconnected devices, often with inadequate security measures, can
be a point of entry for cyberattacks. Patient data, a prime target for hackers, are at risk
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of theft or unauthorized access. The rapid pace of innovation sometimes means that
security considerations are an afterthought, leaving systems and devices unprepared to
face evolving threats. Moreover, the human element, including healthcare staff and patients,
can also inadvertently introduce vulnerabilities through actions such as sharing passwords,
falling victim to phishing attacks or failing to update software and systems regularly. As
such, the vulnerabilities related to emerging digital technologies in healthcare demand a
vigilant and proactive response [4–6].

Specifically, cybersecurity threats in healthcare have been on the rise, posing significant
risks to patient safety and data integrity. Malware attacks, ransomware incidents, and data
breaches have the potential to disrupt healthcare services, compromise patient records, and
jeopardize the trust between healthcare providers and their patients. The consequences
of these threats extend beyond financial losses, with the potential for harm to patient
health and wellbeing. Moreover, healthcare institutions also face legal and reputational
repercussions, making cybersecurity a paramount concern. Understanding these threats
and their potential impacts is crucial in the ongoing effort to safeguard the healthcare
industry from malicious actions [5–7].

In response to the growing threats, healthcare organizations have been actively de-
veloping and implementing cybersecurity best practices. The approach includes ensuring
robust security measures across digital healthcare systems, securing endpoints and net-
works, encrypting sensitive data, and training personnel to recognize and mitigate cyber
risks. Furthermore, regulatory frameworks and standards mandate certain cybersecurity
measures to protect patient data. Collaboration among healthcare stakeholders, govern-
ments, and the cybersecurity industry has also been instrumental in developing effective
strategies to bolster the security of emerging digital technologies in healthcare [5–7].

In this context, the World Health Organization’s (WHO) Global Strategy on Digital
Health 2020–2025 highlighted the need for harnessing the power of digital technologies
alongside strengthening data protection and privacy measures in digital health systems.
These strategic objectives underscore the importance of establishing robust legal and
regulatory frameworks to safeguard the privacy, confidentiality, and integrity of personal
health data [8].

In an era where technology has the potential to revolutionize healthcare, it is crucial to
strike a balance between harnessing the power of these digital advancements and ensuring
that they do not become vectors of harm. In doing so, we can pave the way for a future
where emerging digital technologies in healthcare can be harnessed to their full potential,
delivering optimal patient care while safeguarding patient data and well-being from the
ever-present cybersecurity threats.

Unlike previous review articles that discussed certain technical areas related to emerg-
ing digital technologies, this review article will navigate through interconnected facets of
emerging digital technologies in healthcare and cybersecurity, aiming to provide a com-
prehensive understanding of the current landscape, especially for healthcare workers. By
exploring the benefits, vulnerabilities, threats, and best practices in healthcare cybersecurity,
readers will gain insights into the intricate dance between innovation and security within
the healthcare sector.

2. Methods

The primary objective of this narrative review is to provide a comprehensive and in-
sightful overview of emerging digital technologies in healthcare, with a particular focus on
cybersecurity considerations. We aim to synthesize the existing literature to understand the
current landscape of digital technologies in healthcare and the challenges and opportunities
related to cybersecurity within this context (Table 1).
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Table 1. A summary of items discussed in this narrative review.

Emerging Digital Technologies
in Healthcare

Vulnerabilities Related to
Emerging Digital Technologies

in Healthcare

Cybersecurity Threats in
Healthcare

Cybersecurity Best Practices in the
Health Sector

• Mobile health applications
(mHealth apps), wearable
Internet of Things (WIoT),
and personalized health
(pHealth)

• Cybersecurity • Data breaches • Develop a comprehensive
cybersecurity strategy

• Big data analytics • Interoperability • Medical device
vulnerabilities

• Conduct regular risk
assessments

• Cloud computing • Regulatory compliance • Phishing • Implement strong access
controls

• Internet of Medical Things
(IoMT)

• Ethical considerations • Insider risks • Encrypt data

• Virtual reality (VR) and
augmented reality (AR)

• Provider and patient
education • Third-party risks • Educate and train staff

• Telemedicine and telehealth • Infrastructure • Ransomware attacks • Implement secure network
segmentation

• Artificial intelligence (AI)
and machine learning (ML)

• Regularly back up data

• Distributed Ledger
Technology (DLT) and
blockchain

• Monitor and detect anomalies

• Establish an incident response
plan

• Collaborate and share threat
intelligence

• Regularly audit and assess
third-party vendors

We accessed a variety of academic databases, including, but not limited to, PubMed
and Scopus. We employed a combination of keywords and phrases, including “digi-
tal technologies in healthcare”, “eHealth”, “mHealth”, “telemedicine”, “cybersecurity”,
“healthcare data security”, “emerging technologies in healthcare”, and related terms. These
keywords were used in various combinations to maximize the relevance of the search
results. Non-peer-reviewed studies and studies published in languages other than English
were not sought.

The results and insights extracted from the selected literature were synthesized in
a narrative format. This narrative review does not include a meta-analysis but instead
provides a qualitative analysis of the themes, trends, and issues related to the adoption of
digital technologies in healthcare and the challenges posed by cybersecurity. Due to the
multi-faceted nature of our topic, the need to cover several aspects related to emerging
digital technologies in healthcare and threats related to their application, and the large
number of articles investigating specific areas, we could not systematically obtain all
related articles, and we focused on narrative and systematic reviews instead. We believe
that a narrative review may allow healthcare workers to obtain a more comprehensive
view of emerging digital technologies in healthcare and cybersecurity. Nevertheless, it is
important to acknowledge that this narrative review may be subject to certain limitations.
The inclusion criteria may introduce selection bias, and the rapidly evolving nature of the
field might mean that some emerging developments may not be adequately covered.
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3. Emerging Digital Technologies in Healthcare

There are several emerging digital technologies that are making an impact on health-
care. These technologies use digital platforms, connectivity, and data to transform various
aspects of healthcare delivery, patient engagement, and research. Regardless of the tech-
nology, they all mainly aim to connect health workers and patients to enable a seamless
flow of medical information between healthcare settings for informed decision-making
purposes [8] (Table 2).

Table 2. A summary of the main features of emerging digital technologies in healthcare.

Features Summary

Types and uses of mobile health applications (mHealth apps) Health tracking, medication, telemedicine and telehealth,
fitness, mental health, health record, and health education

Features of wearable Internet of Things (WIoT) Wireless mobility, intelligence and interactivity, sustainability,
simple operation, and portability

Types of big data streams

Clinical data from electronic medical records, biometric data
from medical devices, financial data from relevant financial
records, patient data from questionnaires and surveys, and
social media data from social network

Implications of cloud computing

Relying on software, providing security and interoperability,
performing clinical tasks, supporting patient-centeredness,
facilitating collaboration, and increasing service mobility
and flexibility

Steps of the Internet of Medical Things (IoMT)
Collecting and analyzing data, informing healthcare providers,
patients, or other medical devices, and sending real-time
recommendations

Uses of virtual reality (VR) and augmented reality (AR) Medical training, surgical planning, remote consultations, and
patient education

Challenges to virtual reality (VR) and augmented reality (AR) High cost, difficulty in integrating VR and AR with existing
healthcare infrastructure, and ethical and legal considerations

Types of telemedicine Remote patient monitoring, store-and-forward telemedicine,
real-time telemedicine, and physician-to-physician consultation

Uses of artificial intelligence (AI) and machine learning (ML)

Analyzing medical data, developing personalized treatment
plans, remotely tracking patient vital signs, symptoms, and
adherence to treatment plans, and automating routine
administrative tasks, such as appointment scheduling,
documentation, and data entry

Applications of blockchain technology
Health data exchange, medical supply chain management,
clinical trials and research, health insurance and claims
processing, and personal health records

3.1. Mobile Health Applications (mHealth Apps), Wearable Internet of Things (WIoT), and
Personalized Health (pHealth)

mHealth apps are applications designed for mobile devices, such as smartphones and
tablets, that aim to support healthcare delivery and promote wellness. They vary widely in
terms of content, accessibility, interactivity, connectivity, and security [9]. They offer a wide
range of functionalities and can be categorized into the following several types, based on
their uses: (1) health tracking apps, which focus on monitoring and tracking health-related
data, such as physical activity, sleep patterns, nutrition, and vital signs; (2) medication apps,
which send reminders for medication doses, track adherence, provide information about
drug interactions, and enable users to maintain a medication schedule; (3) telemedicine
and telehealth apps, which enable patients to connect with healthcare providers through
video calls, text messaging, or voice calls, allowing for remote diagnosis, monitoring, and
treatment; (4) fitness apps, which offer workout tracking, personalized training plans, and
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step counting; (5) mental health apps, which provide resources for mental health support,
stress management, and mindfulness practices; (6) health record apps, which enable users
to store, access, and manage their personal health information and keep track of their
medical history, test results, vaccinations, and appointments; and (7) health education apps,
which provide health-related education, information, and resources [9–12].

WIoT interconnects wearable sensors to enable the monitoring of human factors and
other data, which is useful in enhancing individuals’ everyday quality of life. The main
features of WIoT are as follows: (1) wireless mobility, (2) intelligence and interactivity,
(3) sustainability, (4) simple operation, and (5) portability [10]. They can be categorized, per
their applications, into four areas: (1) health monitoring, (2) disease diagnosis, (3) chronic
disease management, and (4) rehabilitation [10].

pHealth refers to the use of digital health technologies, data analytics, and person-
alized medicine approaches to tailor healthcare and preventive interventions to patients’
characteristics, needs, and preferences. The concept of pHealth aims to move away from the
traditional “one-size-fits-all” approach to healthcare and move toward more personalized
and patient-centered care. pHealth uses various technologies, such as WIoT, mHealth apps,
genetic testing, and remote monitoring tools, to collect and analyze vast amounts of data
about an individual’s health status, behaviors, and lifestyle factors. By combining these
data with advanced analytics, healthcare providers can gain deeper insights into a person’s
health profile and make more informed and targeted health decisions [13].

However, several challenges face the wide application of mHealth apps and WIoT, such
as the lack of industry standards, obstacles in reaching user-friendly solutions, cybersecurity
concerns, and technical problems [9–12].

3.2. Big Data Analytics

Big data streams include various types of data: (1) clinical data from electronic med-
ical records, hospital information systems, image centers, laboratories, and pharmacies;
(2) biometric data from medical devices that monitor vital signs, body composition, etc.;
(3) financial data, constituting records of relevant financial operations; (4) scientific re-
search data; (5) patient data, including treatment preferences, satisfaction levels, self-
administered information about their lifestyle and sociodemographic factors; and (6) social
media data [14]. Big data analytics involves processing and analyzing a huge amount of
data. This processing may vary in terms of data volume, speed of generation, heterogeneity,
inconsistency, quality, and value [14]. Big data analytics has become increasingly used
to improve clinical decision-making, identify trends, contribute to drug development,
and enhance public health management [14–17]. However, big data analytics faces sev-
eral challenges related to storage, processing, finding and fixing troubles, and security
issues [16,17].

3.3. Cloud Computing

Cloud computing offers scalable and cost-effective storage and processing capabil-
ities for healthcare organizations. It enables secure access to medical records, facilitates
data sharing and collaboration, and supports telemedicine and remote monitoring [18–21].
The implications of cloud computing in healthcare can be summarized in the following
points: (1) relying on software, especially software as a service (SaaS), platform as a service
(PaaS), and infrastructure as a service (IaaS); (2) providing security and interoperability;
(3) performing clinical tasks; (4) supporting patient-centeredness; (5) facilitating collabora-
tion; and (6) increasing service mobility and flexibility [19]. However, the lack of regulations,
system outages, lack of control, and security issues remain potential challenges [19–21]
(Figure 1).

142



Information 2023, 14, 640Information 2023, 14, x FOR PEER REVIEW 6 of 16 
 

 

 

Figure 1. Characteristics of cloud computing as an emerging digital technology in healthcare. 

3.4. Internet of Medical Things (IoMT) 

The IoMT refers to the interconnected network of medical devices, sensors, and wear-

able technologies, such as smartwatches, fitness trackers, and glucose monitors. These de-

vices collect and transmit instantaneous health data, allowing for remote patient monitor-

ing, early disease detection, and personalized care [22–24]. The IoMT framework-based 

digital healthcare includes several stages. First, the patient’s data are collected using smart 

wearable or implanted devices that are connected by a body or wireless sensor network, 

then analyzed, and finally, predictions are drawn. Healthcare providers, patients, or other 

medical devices can be automatically approached to be informed of the current medical 

condition or future potential health outcome. Finally, the IoMT provides real-time recom-

mendations about what should be conducted to manage the current medical condition 

and prevent future complications [22]. Nevertheless, the IoMT faces challenges related to 

data privacy, a potential lack of accuracy, especially when massive data are processed, 

and the high cost of installing and maintaining the devices [22–24]. 

3.5. Virtual Reality (VR) and Augmented Reality (AR) 

VR and AR technologies create interactive experiences for medical training, surgical 

planning, and patient education. While VR can simulate realistic medical scenarios for 

training healthcare professionals, AR overlays digital information in the real world, aiding 

in surgical navigation and medical imaging [25–28]. In medical training, VR and AR tech-

nologies provide interactive environments for medical students, allowing them to simu-

late surgeries, practice complex procedures, and learn anatomy in a realistic and risk-free 

manner. These technologies enable hands-on experiences and improve learning out-

comes. Surgeons can use VR and AR to visualize patient-specific anatomical structures 

and plan complex surgeries. VR can be used in rehabilitation to create engaging and mo-

tivating environments for patients. It can be used to simulate real-life scenarios and exer-

cises, helping patients to regain motor skills, improve balance, and manage pain. AR can 

provide feedback and guidance during physical therapy sessions. Furthermore, VR and 

AR can facilitate remote consultations by providing virtual meeting spaces where 

healthcare providers can interact with patients and review medical data. It allows for bet-

ter collaboration, faster diagnoses, and reduced travel burdens for patients [25–28]. The 

main challenge of VR and AR is the high cost of high-quality headsets, sensors, and com-

puting systems. Moreover, integrating VR and AR systems with existing healthcare infra-

structure, electronic health records, and medical imaging systems can be complex. Fur-

thermore, the use of VR and AR in healthcare raises ethical and legal considerations re-

lated to patient privacy, data security, and informed consent [25–28]. 

Figure 1. Characteristics of cloud computing as an emerging digital technology in healthcare.

3.4. Internet of Medical Things (IoMT)

The IoMT refers to the interconnected network of medical devices, sensors, and wear-
able technologies, such as smartwatches, fitness trackers, and glucose monitors. These
devices collect and transmit instantaneous health data, allowing for remote patient moni-
toring, early disease detection, and personalized care [22–24]. The IoMT framework-based
digital healthcare includes several stages. First, the patient’s data are collected using smart
wearable or implanted devices that are connected by a body or wireless sensor network,
then analyzed, and finally, predictions are drawn. Healthcare providers, patients, or other
medical devices can be automatically approached to be informed of the current medical
condition or future potential health outcome. Finally, the IoMT provides real-time recom-
mendations about what should be conducted to manage the current medical condition and
prevent future complications [22]. Nevertheless, the IoMT faces challenges related to data
privacy, a potential lack of accuracy, especially when massive data are processed, and the
high cost of installing and maintaining the devices [22–24].

3.5. Virtual Reality (VR) and Augmented Reality (AR)

VR and AR technologies create interactive experiences for medical training, surgical
planning, and patient education. While VR can simulate realistic medical scenarios for
training healthcare professionals, AR overlays digital information in the real world, aiding
in surgical navigation and medical imaging [25–28]. In medical training, VR and AR
technologies provide interactive environments for medical students, allowing them to
simulate surgeries, practice complex procedures, and learn anatomy in a realistic and
risk-free manner. These technologies enable hands-on experiences and improve learning
outcomes. Surgeons can use VR and AR to visualize patient-specific anatomical structures
and plan complex surgeries. VR can be used in rehabilitation to create engaging and
motivating environments for patients. It can be used to simulate real-life scenarios and
exercises, helping patients to regain motor skills, improve balance, and manage pain. AR
can provide feedback and guidance during physical therapy sessions. Furthermore, VR
and AR can facilitate remote consultations by providing virtual meeting spaces where
healthcare providers can interact with patients and review medical data. It allows for better
collaboration, faster diagnoses, and reduced travel burdens for patients [25–28]. The main
challenge of VR and AR is the high cost of high-quality headsets, sensors, and computing
systems. Moreover, integrating VR and AR systems with existing healthcare infrastructure,
electronic health records, and medical imaging systems can be complex. Furthermore, the
use of VR and AR in healthcare raises ethical and legal considerations related to patient
privacy, data security, and informed consent [25–28].
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3.6. Telemedicine and Telehealth

Telemedicine refers to the remote delivery of healthcare services, including medical
consultations, diagnoses, and treatment, using telecommunications technology. The main
types of telemedicine are remote patient monitoring, store-and-forward telemedicine, real-
time interactive telemedicine, and physician-to-physician consultation [29–32]. It poses
several advantages, such as providing convenient access to healthcare, especially for those
in remote areas, eliminating travel expenses and time off work for patients, and reducing
hospital admissions. However, many barriers should be considered, such as technological
difficulties, particularly in rural and low-income areas, privacy and security concerns,
limited physical examination, reimbursement and regulatory problems, and diagnostic
limitations [29–32].

Telehealth is a broader term that encompasses a wider range of healthcare services
and activities beyond merely clinical care. It includes the use of digital communication
technologies to provide healthcare-related information, education, and administrative ser-
vices. It can involve remote patient monitoring, health education through online platforms,
electronic health record systems, mobile health apps, and administrative tasks such as
scheduling appointments and processing medical bills [29–32] (Figure 2).
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3.7. Artificial Intelligence (AI) and Machine Learning (ML)

AI refers to the ability of machines to mimic human behavior by learning from data
using self-learning technologies (such as data mining, pattern recognition, and natural
language processing) to understand the way the human brain works. ML is a subset of AI
that can also improve with experience. With such techniques, AI and ML have the potential
to revolutionize healthcare. They can analyze vast amounts of medical data, including
medical images, lab results, and patient records, to aid in the diagnosis of diseases. By
analyzing individual patient data, AI and ML can develop personalized treatment plans
based on factors, such as medical history, genetics, and lifestyle. AI-powered monitoring
devices can remotely track patient vital signs, symptoms, and adherence to treatment plans.
ML algorithms can detect trends and anomalies, alerting healthcare providers to potential
issues. Furthermore, AI can automate routine administrative tasks, such as appointment
scheduling, documentation, and data entry, allowing healthcare professionals to focus more
on patient care [33–36]. However, data privacy concerns, a lack of quality data, inadequate
interpretations, the lack of a skilled workforce, and regulatory and legal shortages are the
main barriers to the wide application of AI and ML in medical facilities [37,38].
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3.8. Distributed Ledger Technology (DLT) and Blockchain

DLT is a decentralized and distributed digital system that records transactions and
data across multiple computers or nodes. In a distributed ledger, each participant has a
copy of the data, and changes made to the ledger are synchronized across all copies. This
approach ensures the transparency, security, and immutability of data, since alterations
require consensus among the network participants. Blockchain is a specific type of DLT
that uses cryptographic techniques to secure and validate transactions. It is a chain of
blocks, where each block contains a list of transactions and a reference to the previous block,
forming an unbroken and tamper-evident chain. The key features of blockchain include de-
centralization, immutability, and transparency. Blockchain technology has several potential
applications, such as (1) health data exchange: blockchain can facilitate and secure interop-
erable exchange of patient health records among healthcare providers while maintaining
data privacy and consent; (2) medical supply chain management: blockchain can track
the movement of pharmaceuticals, medical devices, and supplies, ensuring authenticity,
quality control, and reducing the risk of counterfeit products; (3) clinical trials and research:
blockchain can enhance transparency and data integrity in clinical trials, helping to prevent
data manipulation and improving the research process; (4) health insurance and claims
processing: blockchain can streamline insurance processes, reduce fraud, and improve the
accuracy and speed of claims processing; and (5) personal health records: blockchain can
enable patients to have more control over their health data, allowing them to share specific
information with healthcare providers and researchers while maintaining ownership and
privacy (Figure 3). Implementing blockchain in healthcare requires addressing challenges
such as regulatory compliance, data standardization, scalability, and ensuring that private
patient data remains secure [39–43].
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4. Vulnerabilities Related to Emerging Digital Technologies in Healthcare

While emerging digital technologies have numerous benefits, they also introduce
new threats and vulnerabilities that can compromise the confidentiality, integrity, and
availability of sensitive healthcare information.

4.1. Cybersecurity

The increased use of digital technologies in healthcare generates and collects vast
amounts of sensitive patient data. Ensuring robust data security and privacy measures is
crucial to protect against data breaches, unauthorized access, and the potential misuse of
personal health information. Medical facilities should implement strong encryption, access
controls, and data anonymization techniques to safeguard patient data [44–51]; this topic is
described below with more details.
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4.2. Interoperability

Interoperability refers to the ability of different digital systems and technologies to
exchange and use data seamlessly. Interoperability challenges could be due to the following.
(1) A lack of standardization: The absence of widely adopted standards for data formats,
interfaces, and communication makes it difficult for systems to exchange and interpret data
accurately. (2) Fragmented systems and technical heterogeneity: Healthcare organizations
often use multiple digital systems, such as electronic health records, imaging systems,
laboratory systems, and telemedicine platforms. Bridging the gaps between these systems
to enable data exchange is a significant challenge. (3) Data security: Healthcare data are
highly sensitive and subject to strict privacy regulations. Ensuring secure and private
data exchange between digital systems while complying with security regulations adds
complexity to achieving interoperability. (4) Inadequate infrastructure: Several medical
facilities may use outdated technologies with limited data exchange capabilities. Integrating
newer digital technologies with older systems is challenging. Addressing these challenges
requires collaborative efforts among stakeholders, including healthcare organizations,
technology vendors, standardization bodies, and regulatory agencies [52–54].

4.3. Regulatory Compliance

Healthcare is an industry with numerous legal and regulatory requirements. Com-
pliance with these regulations becomes more complex with the adoption of digital tech-
nologies, especially in multiple jurisdictional settings. Medical facilities should navigate
the regulatory landscape and ensure that their digital systems adhere to the necessary
privacy and security standards [55–57]. Several regulatory bodies pertain to digital health
technologies. In the US, for example, the Health Insurance Portability and Accountability
Act (HIPAA) has established standards for the protection of patient health information,
while the Food and Drug Administration (FDA) regulates medical devices, including cer-
tain digital health technologies, such as software applications, wearables, and telehealth
devices [56]. In the European Union, the General Data Protection Regulation (GDPR) has
applied rules for the protection of personal data, while the Medical Device Regulation
(MDR) regulates medical devices, including those related to digital health [55]. Never-
theless, these regulations struggle to keep pace with the rapid advancements in digital
healthcare. Furthermore, several digital technologies fall into gray regulatory areas, such
as guidelines and frameworks. In addition, regulatory bodies face challenges in monitor-
ing evolving digital technologies, detecting non-compliance, and enforcing regulations
effectively [56].

4.4. Ethical Considerations

The use of emerging digital technologies in healthcare raises ethical questions related
to data ownership, consent, transparency, and bias. The main ethical considerations can
be summarized in the following points: (1) data privacy and security: digital technologies
generate vast amounts of sensitive patient data, raising concerns about privacy breaches
and data security; (2) informed consent issues: patients should be adequately informed
about the potential risks, benefits, and possible uses of their data, enabling them to make
informed decisions about their participation in digital health initiatives; (3) algorithm
bias: AI and machine learning algorithms can inadvertently introduce bias, leading to
unequal treatment and disparities in healthcare outcomes; (4) patient autonomy: patients
should have the ability to make choices about the use, sharing, and retention of their
health information; (5) access and equity: technological literacy, socioeconomic disparities,
and geographical location can create barriers to access; (6) transparency: AI and machine
learning algorithms can be complex and difficult to understand, making it challenging
to explain their decisions or actions; and (7) accountability: establishing clear lines of
accountability and defining liability frameworks becomes essential to protect both patients
and healthcare providers [58–60].
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4.5. Provider and Patient Education

The successful adoption and utilization of emerging digital technologies require ade-
quate education and training for healthcare providers and patients. Healthcare providers
should be proficient in using these technologies effectively, while patients need to be ed-
ucated about the benefits, risks, and privacy considerations related to the use of digital
tools [61–63].

4.6. Infrastructure

The infrastructure required to support emerging digital technologies may be lacking
in certain regions or medical facilities. The main components of the infrastructure needed
for installing digital technologies in medical facilities are the following: (1) a reliable and
high-speed network to provide seamless connectivity and data transmission, (2) hardware
and devices, (3) an electronic health recording system, and (4) technical support and
maintenance [64,65].

5. Cybersecurity Threats in Healthcare

Insufficient cybersecurity regulations and procedures in medical facilities pose significant
threats to patient safety, data integrity, and healthcare management. The healthcare sector has
become an attractive target for cybercriminals due to the high value of medical records.

5.1. Data Breaches

Breached data can include medical records, personal identifiers, financial data, and
insurance details. The stolen data can be sold to advertising agencies or used for identity
theft or financial fraud, leading to significant harm to individuals and reputational damage
to medical facilities [66,67].

5.2. Medical Device Vulnerabilities

The increasing use of interconnected medical devices, such as infusion pumps, pace-
makers, and imaging systems, introduces vulnerabilities. These devices may have outdated
software or weak security controls, making them susceptible to cyberattacks [68,69].

5.3. Phishing

Phishing attacks target healthcare employees through deceptive emails, phone calls,
or text messages. These attacks could trick individuals into revealing sensitive information
or granting unauthorized access, leading to data breaches [70–72].

5.4. Insider Risks

Insiders, including employees, contractors, or partners, pose a significant cybersecurity
risk. Insider threats can involve intentional actions, such as stealing or leaking data, or
unintentional actions, such as inadvertently exposing sensitive information [73–76].

5.5. Third-Party Risks

Medical facilities often collaborate with third-party vendors, suppliers, and partners,
increasing the attack surface. Weak security practices in these third-party systems can be
exploited by cybercriminals to obtain unauthorized access to healthcare networks [75,76].

5.6. Ransomware Attacks

Ransomware has emerged as a major threat to medical facilities. These attacks involve
malicious software that encrypts data, rendering it inaccessible until a ransom is paid.
Ransomware can lead to significant disruptions in healthcare services, compromise patient
care, and result in financial losses [77,78].
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6. Cybersecurity Best Practices in the Health Sector: A Framework for Healthcare Settings
6.1. Develop a Comprehensive Cybersecurity Strategy

Medical facilities should establish a robust cybersecurity strategy that outlines clear
objectives, policies, and procedures for protecting patient data and critical infrastructure.
This strategy should encompass prevention, detection, response, and recovery mechanisms
to address potential cyber threats effectively [45,46,79,80].

6.2. Conduct Regular Risk Assessments

Regular risk assessments help identify vulnerabilities and potential entry points for cy-
berattacks. By assessing the security posture of systems, networks, and devices, healthcare
organizations can proactively identify and mitigate potential risks and weaknesses [79,80].

6.3. Implement Strong Access Controls

Strong access controls are essential to prevent unauthorized access to sensitive patient
data. Implementing multi-factor authentication, strong passwords, and role-based access
control ensures that only authorized individuals can access critical information [80].

6.4. Encrypt Data

Encryption is a fundamental measure for protecting patient data. It ensures that even
if data were to be intercepted or stolen, they remain unreadable and unusable. Encryption
should be applied to data at rest, in transit, and during backup processes [81,82].

6.5. Educate and Train Staff

Human error remains a significant factor in cybersecurity incidents. Medical facilities
should conduct regular training and awareness programs to educate employees about cyber-
security risks, best practices, and the importance of following security protocols [83]. This
education can take various forms, including lectures, seminars, and even games [84–86].

6.6. Implement Secure Network Segmentation

The segmentation of networks and systems within healthcare environments helps
contain potential breaches and limit the lateral movement of attackers. By separating
different areas of the network and implementing strict access controls between them,
medical facilities can reduce the impact of a successful cyberattack [87].

6.7. Regularly Back up Data

Backing up data is crucial to ensure continuity and recovery from potential ran-
somware attacks or data loss incidents. Backups should be encrypted, stored securely, and
tested regularly to verify their integrity and the ability to restore data effectively [88,89].

6.8. Monitor and Detect Anomalies

Implementing robust monitoring and detection systems can help identify and respond
to cybersecurity incidents promptly. Intrusion detection and prevention systems, security
information and event management tools, and immediate log analysis can aid in detecting
and mitigating threats promptly [80].

6.9. Establish an Incident Response Plan

Medical facilities should have a well-defined incident response plan in place. This
plan outlines the steps to be taken in the event of a cybersecurity incident, including
communication protocols, containment measures, forensic investigation procedures, and
recovery strategies [80].

6.10. Collaborate and Share Threat Intelligence

Medical facilities should actively participate in information sharing and collaborate
with industry peers, government agencies, and cybersecurity organizations to stay updated
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on emerging threats, vulnerabilities, and best practices. Sharing threat intelligence enhances
the collective ability to defend against cyber threats [90].

6.11. Regularly Audit and Assess Third-Party Vendors

Medical facilities often work with third-party vendors who have access to patient data
or provide critical services. It is essential to assess the security practices of these vendors
and ensure they meet stringent cybersecurity standards.

7. Conclusions

Emerging digital technologies are transforming the landscape of healthcare, ushering
in an era of innovation and efficiency. These technologies, including mHealth apps, wear-
ables, big data analytics, cloud computing, blockchain, IoMT, VR, AR, telemedicine, AI, and
ML, are instrumental in revolutionizing healthcare services. mHealth apps and wearables
empower individuals to monitor their health in real time, fostering proactive healthcare
management. Big data analytics enable healthcare professionals to extract valuable insights
from vast datasets, personalizing treatment plans and identifying disease trends for public
health benefit. Cloud computing facilitates seamless data sharing and storage, enhancing
collaboration and accessibility. Blockchain technology ensures the integrity and security
of medical records, assuaging concerns about data privacy and accuracy. IoMT devices
connect healthcare systems, enhancing patient care coordination and remote monitoring.
VR and AR technologies have applications in medical training and patient engagement,
while telemedicine and telehealth platforms bridge geographical gaps, providing access
to medical expertise and services. AI and ML algorithms aid in diagnosis and treatment,
revolutionizing healthcare delivery. However, these transformative technologies also con-
front several challenges, such as cybersecurity threats, interoperability issues, regulatory
complexities, ethical dilemmas, and the need for comprehensive provider and patient edu-
cation. Infrastructure limitations further impede their widespread adoption. To mitigate
cybersecurity risks, a robust framework is essential. This framework includes developing a
comprehensive cybersecurity strategy, conducting regular risk assessments, enforcing strict
access controls, data encryption, staff education, secure network segmentation, routine data
backups, anomaly detection, incident response planning, threat intelligence sharing, and
third-party vendor audits. By addressing these challenges, healthcare can harness the full
potential of these digital innovations to improve patient care and public health outcomes.
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Abstract: Social media applications have been ubiquitous in modern society, and their usage has
grown exponentially over the years. With the widespread adoption of these platforms, social media
has evolved into a significant origin of digital evidence in the domain of digital forensics. The
increasing utilization of social media has caused an increase in the number of studies focusing on
artifact (digital remnants of data) recovery from these platforms. As a result, we aim to present a
comprehensive survey of the existing literature from the past 15 years on artifact recovery from social
media applications in digital forensics. We analyze various approaches and techniques employed
for artifact recovery, structuring our review on well-defined analysis focus categories, which are
memory, disk, and network. By scrutinizing the available literature, we determine the trends and
commonalities in existing research and further identify gaps in existing literature and areas of
opportunity for future research in this field. The survey is expected to provide a valuable resource
for academicians, digital forensics professionals, and researchers by enhancing their comprehension
of the current state of the art in artifact recovery from social media applications. Additionally, it
highlights the need for continued research to keep up with social media’s constantly evolving nature
and its consequent impact on digital forensics.

Keywords: artifact analysis; digital forensics; disk forensics; memory forensics; network forensics;
social media forensics

1. Introduction

The term “Social Media” refers to a variety of interactive online platforms, chat rooms,
and internet forums. They all have their own unique features and purposes that encourage
seamless user connectivity, interactive information exchange, and data transfer via internet-
mediated communications. Social media is becoming a vital aspect of modern civilization
as a result of the broad adoption of new technology and the internet’s pervasiveness in the
lives of billions of people globally [1]. Some of the most popular social media applications
include WhatsApp, Facebook, and Instagram. The COVID-19 outbreak and the resulting
lockdowns further allowed deeper penetration of social media applications into users’ daily
lives. This made the growth of social media applications like TikTok even more prominent.
Statistics for January 2023 state that 59% of the world’s population uses social media for an
average of 2 h and 31 min per day [2].

As a result of the extensive communication and widespread user engagement fa-
cilitated by social media applications, they have emerged as a new avenue for criminal
activities known as social media-mediated crimes. These crimes are becoming advanced
in nature, owing to the vast information exchange that takes place between millions of
devices across the globe [3–6]. Social media applications give cybercriminals a platform to
manipulate personal data and use it to perpetrate crimes [7]. Some of the crimes committed
through social media platforms include spam (unwanted messages embedded with harm-
ful links that lure users into giving personal information) [8], online identity theft (involves
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taking someone’s identity without their consent with the motive of committing fraud or
financial theft) [9], cyberbullying (harassing, humiliating, or threatening another through
the internet) [10], sexual exploitation (using someone’s sexuality for personal or financial
gain, often through coercion or manipulation), and many other crimes.

Digital forensics is the process of identifying, acquiring, processing, analyzing, and
reporting on data stored electronically [11]. The combination of social media and digital
forensics has given rise to a new field called Social Media Forensics (SMF) [12]. SMF is
the process of collecting, analyzing, and preserving digital evidence from social media
platforms. Over the last ten years, it has been acknowledged as a distinct branch of digital
forensics. In legal cases concerning cyber crime where the perpetrator, victim, or witnesses
may have used social media platforms, social media artifacts are essential as evidence [7,13].
Social media artifacts in the context of digital forensic investigations refer to the digital
traces, remnants, or pieces of data left behind by using social media platforms. Common
social media artifacts include chats, posts, geolocation, timestamps, deleted chats, and
much more.

These artifacts can be valuable sources of evidence in various types of investigations.
Trials involving the use of evidence from social media evidence are continuously increasing.
In 2016, only in the United States, 14,000 decisions were observed, out of which 9500 heavily
relied on evidence from social media [13], which is twice as high as the number in 2015.
Due to the exclusion of cases in which social media content was used but no decision
was made, it should be noted that these numbers are significantly lower than the actual
number of investigations. They do, however, emphasize the undeniable significance of
social media data.

One positive aspect of social media crimes is that criminals often leave digital foot-
prints of their deeds, which is where social media forensics comes into play. Among various
types of cybercrimes taking place, cybercrimes executed via social media platforms, also
called online social network (OSN) crimes, have recently accelerated in number. Thus,
there is a critical need for forensic analysis of digital platforms operating social media
applications, as these platforms can be used for criminal activity, terrorism, and other
unlawful actions. When properly explored for its potential, social media content can prove
to be an outstanding source of digital evidence for digital forensics investigators. The
information available about potential victims and suspects on social media is endless. It
offers a dynamic dataset of user-generated information, such as posts, friend lists, images,
geographical information, videos, demographics, and more.

In this article, we review the current state of research in social media forensics. It
provides an overview of the current technical practices for the extraction and analysis of
social media evidence. The primary objective is to identify the gaps in current practices
and explicitly outline the future research objective for social media forensics. The rest of
the paper is arranged as follows. Section 2 of this article will provide a brief overview and
history of the domain of social media forensics, highlighting the importance of social media
as evidence in legal proceedings. Section 3 highlights the parameters the study is structured
upon. The methodology of the paper is explained in Section 4. Sections 5–7 will review
research work on various analysis aspects such as memory, network, and disk, respectively.
Section 8 examines emerging trends discerned throughout this review. Section 9 outlines
some of the challenges faced in this domain and future research focus areas to address
them. Finally, Section 10 presents our concluding remarks.

2. Background

The inception of using social media evidence was first reported in 2009 in the trial of
the United States v. Drew in California. In this case, the convicted woman had allegedly
created a fake MySpace (a social media application) profile, leading to the suicide of a
young girl. However, the formal recognition of the potential role of social media evidence
in litigation was brought to light by John G. Browning [14]. His research highlighted
the increasing use of social media and scenarios where the utilization of evidence from
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social media becomes an inherent aspect of legal proceedings. In 2011, Zainudin et al. [15]
contributed to this growing field by presenting a comprehensive social media forensics
investigation model, bolstering utilizing online social networking (OSN) data as evidence.
Additionally, in 2014, Keyvanpour et al. [16] referred to social media forensics as digital
forensics 2.0 and suggested that this sub-domain is the future of digital forensics.

SMF is a growing domain, having only existed for over ten years. A study conducted
by Damshenas et al. in 2014 presented a review of emerging trends in digital forensics
but refrained from listing social media forensics as one of the domains due to the scarcity
of publications addressing this subject [17]. Additionally, [18] reviewed the situation of
evidence acquisition, admissibility, and legal jurisdiction in the domain of social media
forensics. Therefore, a review of the domain of social media forensics is needed to assess
the current state of the field, which will help us examine the challenges faced and how
we can address them [18]. The objective of this survey paper is to address the following
research questions:

• What are the current state-of-the-art artifact recovery techniques used in digital foren-
sics from social media applications?

• What are the trends in research related to artifact recovery in social media applications?
• What are the current gaps in the literature that need to be focused on?
• What are the future research directions for artifact recovery from social media appli-

cations in digital forensics, and how can these techniques be improved to serve the
needs of digital forensics practitioners better?

3. Preliminary Information

In this section, we conduct a comprehensive analysis of different methodologies used
by various studies in SMF. We examined these studies based on several research parameters
to provide an in-depth analysis of the correlation of the applied methodologies to SMF
artifact recovery, as shown in Figure 1. They are essential aspects that define and shape this
research. These parameters include the research objective, the framework used to conduct
the investigation, the analysis focus, the experimental setup, and the tools employed by the
authors. They explain what the study is about, and how it was conducted. The parameters
are further discussed in depth in the subsequent subsections.

Figure 1. Study parameters.

3.1. Research Objectives

Numerous research initiatives within the field of social media forensics pursue various
research objectives, from the recovery of digital evidence to the development of tools and
the analysis of underlying databases and code. Below are the most common research
objectives addressed, as shown in Table 1:
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• Artifact analysis: Investigating digital traces and artifacts left behind by social media
platforms upon conducting user activity.

• Recovering deleted chats: Recovering deleted chats on social media platforms to
reconstruct digital interactions.

• Decrypting messages/traffic: Research on methodologies for decrypting encrypted
messages and network traffic within social media applications.

• Comparison of tools: Evaluating different forensic tools on social media investiga-
tions, identifying their strengths and weaknesses.

• Artifact correlation: Establishing connections among different types of digital artifacts
collected during the examination.

• Tool creation: Creating software for social media forensics.
• Creating a forensic taxonomy: Developing comprehensive taxonomies and catego-

rizations to classify various types of digital evidence and artifacts encountered in
social media investigations.

• Database structure and analysis: Analyzing the underlying structure of social media
databases to gain insights into data storage and retrieval mechanisms.

• Source code analysis: Analyzing the source code of social media applications to uncover
vulnerabilities, backdoors, or hidden features that may have forensic significance.

Table 1. Research objectives.

Research Objective References

Artifact Analysis [7,19–125]
Recovering deleted chats [126–128]

Decrypting databases/traffic [40,72,83,129–136]
Comparison of tools [47,51,56,109,112,127,128,137–141]
Artifact correlation [67,77,134,142,143]

Tool creation [33,93,144–149]
Creating a forensic taxonomy [49,150,151]

Database structure and analysis [36,52,131]
Source code analysis [23,32,142]

3.2. Common Digital Forensics Frameworks

Various digital forensic frameworks are employed to ensure methodical and structured
investigations. These frameworks serve as invaluable resources for digital forensic prac-
titioners, offering guidelines, protocols, and methodologies to ensure that investigations
are carried out systematically in accordance with recognized industry standards. These
frameworks are explained below:

• National Institute of Standards and Technology (NIST): NIST offers a comprehen-
sive framework that provides guidelines and standards for digital forensic inves-
tigations. It consists of four phases, namely collection, examination, analysis, and
presentation [152], as shown in Figure 2.

• Association of Chief Police Officers (ACPO): The ACPO framework is widely adopted
in law enforcement agencies in the United Kingdom. It outlines procedures and best
practices for handling digital evidence in criminal investigations [92].

• McKemmish Framework: Developed by Margaret McKemmish, this framework
focuses on the digital preservation aspect of forensic investigations. It emphasizes the
need to maintain the integrity and authenticity of digital evidence over time [153].

• Digital Forensic Research Workshop (DFRWS): DFRWS is a community-driven or-
ganization that has contributed significantly to developing digital forensic standards
and methodologies. Its framework consists of six stages, namely identification, preser-
vation, collection, examination, analysis, and presentation [154].
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• National Institute of Justice (NIJ): The NIJ framework caters to the specific needs of
the criminal justice community in the United States. It addresses forensic procedures,
evidence handling, and the integration of digital evidence into the criminal justice
system [155].

• iPhone Forensic Framework (iFF): Existing commercial solutions and approaches in
the field of iPhone forensics tend to be costly and complex, often demanding supple-
mentary hardware for the investigative process. Consequently, Husain et al. [156]
introduced a simple framework for iPhone forensic examination, comprising three
main stages: data retrieval, data examination, and data presentation. This framework
proved to be effective in extracting evidence from an iPhone.

• International Digital Forensics Investigation Framework 2 (IDFIF 2): IDFIF 2 is an
updated version of the IDFIF framework intended to enhance the global standardiza-
tion of digital forensic practices. It focuses on promoting international cooperation
and consistency in digital investigations [157].

Figure 2. The NIST framework.

Among the most prevalent frameworks utilized by researchers are NIST [7,26,47,51,
52,68,84,95,97,98,102,103,109,117,124,127,138–140], ACPO [35,50,87], McKemmish [41,61],
DFRWS [110,112,118], NIJ [56], iFF [21,156], IDFIF2 [90]. Out of all these frameworks,
the NIST framework, as shown in Figure 2, is the most commonly utilized across the
studies examined for this review. Its comprehensiveness, covering all aspects of digital
forensics from evidence collection to reporting, makes it adaptable to diverse investigative
scenarios. Additionally, NIST’s commitment to regular updates ensures its relevance in
an ever-evolving field. These factors collectively make the NIST forensic framework a
preferred choice in the digital forensics community.

3.3. Analysis Focus

Social media artifacts can be found in various locations within a computing device.
Researchers and digital forensics experts typically focus on three primary aspects when
examining social media applications: the disk, memory, and network. Hence, we structure
our review of existing literature to reflect these analysis aspects.

• Disk: The disk is essentially the storage of a device, primarily the hard drive and
solid-state drives in computers and NAND flash chips in phones. The data in the disk
provide numerous artifacts from social media applications, such as user-identifiable
information, timestamps, media (photos and videos), chats, and much more.

• Memory: Memory refers to the volatile storage areas of a device, such as the Random
Access Memory (RAM). Almost all applications use volatile memory to store data
temporarily, such as the current state, open applications, active processes, etc. This
provides access to real-time information, such as passwords, user activities, and more,
making it valuable for investigations.

• Network: Analyzing network data involves monitoring and capturing network traffic
exchanged. It allows investigators to track and analyze data in transit, potentially
uncovering valuable evidence related to social media activities. This aspect is crucial
as it involves real-time communication.

157



Information 2023, 14, 629

Figure 3 shows the frequency of the existing literature in each category of analysis
focus surveyed in the paper. Additionally, the graph also depicts the frequency of each
operating system under these categories. The figure depicts that the most tackled focus area
of social media forensic investigations is the disk. The disk is commonly prioritized because
social media applications store a substantial amount of user data on the disk, encompassing
profiles, messages, posts, and multimedia content, even after users delete or modify their
data. Moreover, unlike data in memory or network traffic, which are typically transient
and may be overwritten or disappear once the device is turned off or the session ends, data
on the disk are relatively stable. Additionally, comprehensive forensic tools and techniques
are well-established for disk analysis, allowing for thorough analysis.

Figure 3. Frequency of surveyed literature based on the analysis focus.

3.4. Experimental Setup

The outcomes of various research experiments can vary significantly depending on
the specific experimental setup chosen by the researcher. The common setup parameters
employed by researchers in the field of social media forensics include:

• Rooting or Jailbreaking: One of the critical decisions researchers make is whether to
root (for Android) or jailbreak (for iOS) the mobile device under investigation. Rooting
or jailbreaking grants the researcher elevated privileges and access to parts of the
device that are typically restricted. This decision can significantly impact the types of
data that can be accessed and the methods employed for data extraction.

• Virtual device environment: Some experiments are conducted in a controlled envi-
ronment using virtual devices or emulators. These virtual environments mimic the
behavior of real devices and can be useful for testing and research without affecting
physical devices.

• Web browser: Another approach involves conducting experiments through a web
browser interface. This method can be advantageous for studying web-based applica-
tions and online social media user activities and the subsequent traces of evidence the
browser leaves.

Figure 4 depicts the tools that are used for different experimental setups used by
researchers. These tools enable the researchers to create the foundation for conducting
their experiments. This figure is divided into three common experimental setups utilized:
(a) conducting digital forensic analysis of browser data, (b) creating virtualized environ-
ments of a device (mobile device or desktop), and (c) rooting a mobile device. Under each
category, we list the common tools utilized for each experimental setup.
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Figure 4. Common experimental setup tools.

3.5. Digital Forensics Tools

Social media forensics relies on a diverse array of specialized tools to analyze digital
evidence effectively. These tools encompass a wide spectrum of functions for various digital
devices. Each tool serves a unique role in the examination process, enabling researchers to
dissect digital devices to reveal critical social media artifacts.

Figure 5 is organized by categorizing digital forensic tools based on the purpose of
their utilization within the analysis focus areas (memory, network, and disk). The tools
are further subdivided based on their specific usage within each focus area. For memory
analysis, the tools are grouped into acquisition and analysis tools. In the case of network
analysis, they are categorized as analysis and proxy tools, while for disk analysis, tools are
further categorized into acquisition, analysis, and decryption tools.

Figure 5. Common digital forensic tools.
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4. Methodology

This paper presents a thorough review of approximately 170 research articles spanning
the last 15 years, aiming to identify the literature on artifact recovery from social media
platforms. The approach used in this study is illustrated in Figure 6, where “n” represents
the number of articles. A search was conducted using electronic databases such as the
Institute of Electrical and Electronics Engineers (IEEE) Xplore Digital Library, ACM Digital
Library, Science Direct, and Springer Nature.

Figure 6. Methodology.

The search keywords included “artifact recovery”, “social media applications”, “digital
forensics”, “forensic investigation”, and “social media forensics”. The criteria for including
papers were as follows: (1) the paper is written in English, (2) the paper is published
in a peer-reviewed journal or conference proceedings, (3) the paper focuses on artifact
recovery from social media applications in digital forensics, and (4) the paper provides a
detailed description of the artifact recovery techniques and methods used. Subsequently,
the chosen papers were evaluated based on the following criteria: (1) the type of social
media application studied, (2) the techniques and methods used for artifact recovery, and
(3) the contribution of the research in digital forensics.

Organization of the Research

In the following sections, we analyze existing the literature tackling artifact recovery
on various social media applications, particularly following the structure outlined in
Section 3.3. Hence, we have organized them to discuss the literature focusing on memory
analysis in Section 4, while Section 5 discusses existing works that relate to network analysis,
and finally, we thoroughly examine papers that perform disk analysis in Section 6.

Additionally, throughout the paper, we grouped the recovered artifacts into five
distinct categories, as shown in Figure 7. Dividing the artifacts into separate categories
helped organize evidence and findings from various studies. It also helped us analyze and
discuss related findings together. These categories are detailed below:
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• User information: This category contains artifacts that reveal critical data points on a
user’s personal information.

• User activities: This group of artifacts reveals information about user activities on
social media platforms.

• Metadata: Metadata consists of crucial information like timestamps and geolocation,
providing valuable context to other artifacts retrieved.

• Password: This category refers to the user account password being recovered.
• Encryption key: Encryption key artifacts are commonly recovered from studies focus-

ing on database decryption of social media applications. They are used to decrypt
the database.

Figure 7. Artifact categories.

In each analysis focus category, we present a comprehensive overview of the reviewed
literature through tables. These tables outline details such as social media applications
studied, browser information (pertinent to web applications), utilization of a virtual device
(VD), rooted status of the mobile device (R), tools utilized for acquisition and analysis, and
the collected artifacts. To indicate the use of a virtual device or the rooted status of the
device, we use “Y” for affirmative instances and “N” for negative instances. Furthermore,
the indication of a specific browser and the recovered artifact categories is represented by a
checkmark (” ”), signifying usage, while a cross (×), denotes that the specified browser
was not used, and the corresponding artifact category was not recovered. Additionally, we
use “N/A” for certain information not provided in the original research reviewed.

The categories reviewed in this paper play a pivotal role in illuminating the methodolo-
gies employed in the studies under review. By meticulously outlining the parameters above,
the review paper furnishes readers with a comprehensive understanding of the research
methodologies. This detailed inclusion facilitates meaningful comparisons between diverse
studies, enabling researchers to discern patterns, trends, and variations in methodologies.
Such comparative analysis contributes to the synthesis of existing knowledge and aids in
the identification of best practices within the realm of digital forensics. Furthermore, the
incorporation of these categories serves as a diagnostic tool, allowing for the identification
of gaps in the current body of research.

5. Memory Analysis Focus

Memory forensics is a branch of digital forensics that focuses on the analysis and
extraction of digital evidence from a computer’s volatile memory, also known as RAM.
Volatile memory stores data temporarily while a computer is powered on and actively
running [158]. Some of the data stored by the RAM include:
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• program data (data related to currently running applications);
• process data (data related to currently running processes such as open files and data

for execution);
• user data (data generated or modified by the users);
• network data (network connections);
• graphics data (video and graphics data including contents of the screen and graphics

used in applications);
• user sessions (Information about user sessions, including user login credentials, active

user profiles, and session-related data);
• browser data (data related to open tabs, history, cookies, and cached web content).

With a treasure trove of user and system information stored by the RAM, memory
forensics is indispensable for investigating social media applications. Owing to its ability
to capture a wide range of data, different researchers analyze the volatile memory of
digital devices for various research purposes. The majority of the research is carried out
to uncover what kinds of evidentiary artifacts related to social media applications can be
found from the memory [57,59,60,76,78,159], whereas other researchers look for specific
kinds of artifacts such as deleted chats [126] or encryption keys [83]. Additional research
goals behind examining volatile memory for social media evidence are also to decrypt
databases [129] and for the creation of tools for analysis of memory artifacts from social
media applications [145,149].

5.1. Memory Acquisition

The memory forensics process typically involves two main phases: memory acquisition
and memory analysis. Some of the most common tools used for memory acquisition in the
literature include DumpIt [60,83,150] and LiMe (Linux Memory Extractor) [25,81,82,134],
while other acquisition tools include FTK Imager [84], Android Debug Bridge [34,38,82],
and Belkasoft Ram capturer [84]. From the review of the existing literature, it is seen that
DumpIt is the most common choice for memory acquisition in Windows machines. It is
a command-line memory tool that specializes in acquiring the contents of physical RAM
primarily from Windows systems. The acquired memory (memory dump) is then output in
a raw format, which can then be further analyzed using memory analysis tools. However,
one of the tool’s limitations is that it leaves a digital footprint on the memory [83], which
can taint the memory dump acquired.

While DumpIt is the most prominent tool used for memory acquisition on Windows
platforms, LiMe is the most prominent memory acquisition tool for Linux kernels and
Linux-based devices such as Android. It is an open-source tool that can perform full
memory captures. LiMe supports two memory acquisition methods, one via the transfer
control protocol (TCP) network and the other via local storage, such as SD cards [81]. It is
noteworthy that LiMe requires that the device be rooted to perform the acquisition [134].
This is because LiMe needs access to the kernel’s memory space, which contains critical
system information and data from running processes. Additionally, LiMe functions by
loading a kernel module into the running kernel to create a memory snapshot. The access
levels to perform all these functions are protected for security reasons. Thus, root access
needs to be granted to capture memory using LiMe.

While some researchers prefer conducting experiments on physical devices, others
use virtualization. Virtualization allows Windows systems to be configured on VMWare
and Android Virtual Devices (AVDs) configured using platforms such as Android Mobile
Device Emulator. When researchers use virtual devices, the process of acquiring a memory
dump becomes streamlined. In the case of Windows systems, researchers can capture the
memory by creating a snapshot, such as a .vmem file, while using VMWare, as performed by
Chang et al. [59]. In the context of AVDs, researchers can bypass the need for device rooting
since it can be preconfigured to grant root access to users within the virtual environment,
as performed by Anglano et al. [134].

162



Information 2023, 14, 629

5.2. Memory Analysis

After acquiring a memory dump, memory analysis is the next phase. It is the pro-
cess of examining the contents of the volatile memory to extract valuable information
and evidence for investigative purposes. The most common tool for memory analysis is
Volatility [33,81,83,85,126,134]. Volatility is a versatile open-source memory forensics tool.
It provides a wide range of plugins to analyze memory dumps from various operating
systems, such as Windows, Linux, and MacOS. Volatility can be used to extract information
about running processes, network connections, registry keys, and much more. However,
one of the major drawbacks of Volatility is the limited support for Linux and Mac operating
systems. Analysis of these operating systems may require the researcher to create specific
profiles for the particular operating system version in use.

Other than Volatility, many research methodologies prefer using hex editors to ana-
lyze memory dumps [25,37,59,60,81,83–85,145]. Hex editors are widely used for memory
analysis for several important reasons. They provide a low-level representation of data,
allowing investigators the opportunity to inspect the contents of the memory byte by byte.
This level of granularity is required to identify data patterns needed to extract evidence.
Another important reason for using hex editors is the ability to search for specific strings or
patterns within the memory dump, which is one of the most employed methods used by
researchers to look for evidence in the memory [59,77,78,81,83,84].

In the same line, the tool “Strings” is another popular tool for extracting a sequence
of characters. A string of text is usually passed to search throughout the memory dump.
The lines of the dump containing the matching text strings are then extracted. This is a
traditional method used to analyze volatile memory [160]. Strings is commonly employed
for this task as it supports large raw files, hexadecimal, ASCII, Unicode, and regular
expressions. Other memory analysis tools used to conduct memory analysis in the literature
include FTK toolkit [25,78,80] and EnCase [37,59].

In an effort to conduct a thorough examination of the remnants left by the LINE
application on a Windows 10 system, Chang et al. [59] carry out investigations with
different configurations of the environment. One of the configurations included conducting
anti-forensic activities, such as deleting the application using CCleaner. This approach
yielded a noteworthy discovery, revealing trace evidence of LINE activity, encompassing
chats, usernames, and user files persisting in the system’s RAM. Despite the relatively
limited number of artifacts, the recoverability of artifacts remains intact.

While most of the memory analysis conducted on platforms is aimed at recovering ev-
idence from social media applications locally downloaded on the device, some researchers
have tackled memory forensics to recover evidence from browsers running social media
web applications [25,58,94,97–101,148]. As seen in Table 2, the most targeted browser re-
searchers use is Google Chrome because it is one of the most widely used web browsers
globally, with a significant market share [161]. Its popularity makes it a prime target for
forensic researchers because it represents a large portion of users’ online activities. One
of the most common research objectives related to browsers was to compare the artifacts
uncovered from using social media web applications across different browsers [97–99]. The
findings from these research experiments reveal that using different browsers can yield
a discrepancy in recovered artifacts. This is due to variations in their architecture, data
storage mechanisms, and how they manage user information. Hence, it is important to
consider the browser’s characteristics in any forensic investigation.
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Table 2. Memory analysis on browser.

Ref Application Browser VD Tools Artifacts

G
oo

gl
e

C
hr

om
e

Fi
re

fo
x

In
te

rn
et

Ex
pl

or
er

M
ic

ro
so

ft
Ed

ge

Acquisition Analysis

U
se

r
In

fo
rm

at
io

n

U
se

r
ac

ti
vi

ti
es

M
et

ad
at

a

Pa
ss

w
or

d

[25] Facebook, Twitter, Google+, Telegram × × × N Lime FTK Toolkit, HxD

[58] Twitter × × Y N/A Winhex, Memoryze, FTK Im-
ager ×

[94] LinkedIn × N Mandiant FTK Imager ×

[98] Instagram × × Y N/A Winhex × ×

[99] Instagram × Y N/A WinHex × ×

[100] TikTok × × × N DumpIt HxD × × ×

[101] Google Meet × Y Volatility Strings, FTK Imager × ×

[148] Facebook, Skype, Twitter, Hangouts,
WhatsApp, Telegram × Y N/A Strings, grep ×

5.3. Artifact Recovery from Memory

Most of the existing literature in the domain of memory analysis for social media
evidence exists for the purpose of determining and exploring what artifacts can be uncov-
ered upon analysis. We have illustrated the existing literature in Table 3. Upon surveying
the literature, it is seen that many artifacts can be gathered from analyzing the mem-
ory. Some of these artifacts include chats [36,38,57,77,83–85,126,150], contacts [33,60,76,
77,149], media (URLs to photos, videos, images) [33,60,84,150], deleted chats [59], pass-
words [60,76,145,149,159], user profile information [83], geolocation data [84,150], and
timestamps [59,77,126,150].

The chat feature is one of the most popular features in social media applications. It has
become a central component of social media applications, contributing to user engagement.
Chat features provide a convenient way to engage with other users in real time with options
for multimedia sharing. Recovering chat artifacts is paramount in social media forensics
due to the wealth of crucial evidence they contain. These chat records provide evidence of
online interactions, offering invaluable insights into user behavior, relationships, intents,
and activities on social media platforms. By examining chat artifacts, investigators can
uncover evidence of cybercrimes, harassment, fraud, impersonation, and much more.
Furthermore, these artifacts aid in verifying user identities and establishing a contextual
understanding of events.

Passwords and encryption keys are crucial pieces of evidence that can be recovered
from the forensic analysis of RAM (Random Access Memory). This is due to how computer
systems handle sensitive data during their operation. When a user logs into a system
or an application, their password or encryption key is temporarily loaded into RAM to
facilitate authentication or data decryption. Even after the user logs out or the application
is closed, fragments or residues of this sensitive information may persist in RAM for a
certain duration. Modern operating systems and applications also use caching mechanisms
to enhance performance, temporarily storing credentials in RAM. Moreover, when data are
being actively used or processed, encryption keys must be loaded into RAM to decrypt
those data on the fly, making them potentially accessible through RAM analysis.

Passwords hold the key to unlocking valuable evidence. They not only grant access
to a user’s social media profiles but also provide insights into their online activities, con-
nections, and potentially illicit actions. In cases involving cybercrimes, cyberbullying, or
online harassment, gaining access to a suspect’s social media accounts can reveal critical
evidence, including private messages, deleted content, and interactions with victims. This
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information is indispensable for investigations, as it can help establish motives, uncover
hidden activities, and facilitate the identification of culprits.

Table 3. Existing literature on artifact recovery from memory.

Ref Application R VD Tools Artifacts
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[57] Digsby N N N/A Encase × ×
[60] LinkedIn N N DumpIt WinHex × ×

[76] Skype N Y N/A RSA keyfinder, AES Keyfinder,
Volatility, Hex editor × × ×

[77] Facebook N N Helix FTK Toolkit, HxD × ×
[83] Google Hangouts N N DumpIt Volatility, WinHex × ×
[84] Line N N Ramcapturer, FTK Imager WinHex × × ×

[126] IMO N N Custom python script Volatility, Windbg × ×

[145] Digsby N N N/A WinHex × × ×
[149] Telegram N Y Windows memory extractor IM artifact finder × ×

[150] Skype, WhatsApp, Viber,
Facebook N N DumpIt Strings × ×

A
nd

ro
id

[33] WhatsApp Y Y Memfetch Volatility × × ×
[34] Skype Y Y ADB, DDMS Eclipse memory analyzer, grep × × × ×
[35] Wickr Y N Android tool memory dump Strings × × × ×
[36] Wickr, Telegram N N Memory dump app String, grep × × × ×
[37] Line Y Y N/A Winhex, EnCase × × ×
[38] KIK N Y ADB Grep, JHAT × × × ×
[78] Viber N N Android SDK FTK Toolkit × × × ×
[80] Skype, MSN N N Android SDK FTK Toolkit × × × ×
[81] WeChat N N Lime WinHex, Volatility × × × ×
[82] Facebook, Viber, WhatsApp Y N Lime, ADB Custom script × ×
[130] Private text messaging, Wickr Y N N/A N/A × × × ×
[134] ChatSecure Y Y Lime Volatility × × × ×

Li
nu

x [25] Facebook, twitter, google+,
telegram, openwapp, LINE N N Lime FTK Toolkit, HxD × ×

[85] Discord, Slack N Y N/A Volatility, WxHexeditor × × ×

iO
S [150] Skype, WhatsApp, Viber,

Facebook N N DumpIt Strings × ×

6. Network Analysis Focus

The continually surging popularity of online services compels security experts and
law enforcement agencies to seek innovative approaches for investigating cybercrimes and
obtaining court-admissible evidence. There are a few researchers who have conducted
forensic analysis on the disk in an effort to investigate encrypted databases of secured social
media applications [125,132], but such approaches fall short when it comes to investigating
end-to-end encrypted data. In such a case, network forensics comes in handy. Network
forensics is a specialized branch of digital forensics that focuses on the collection, analysis,
and interpretation of network traffic and data to uncover evidence related to cybercrimes
and security incidents. It involves systematically examining network logs, packet captures,
configuration files, and other network-related data sources to reconstruct events and recover
network traffic artifacts [162,163]. Network traffic analysis is of paramount importance in
the field of SMF. The existing literature solidifies this by showing that network traffic is a
rich source of evidence for social media user interactions (posts, messages, and calls), as
shown in Table 4. These data are crucial for reconstructing events, establishing timelines,
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and identifying involved parties in forensic investigations by revealing insights into user
behavior, connections, and engagement patterns.

Table 4. Existing literature on network forensics investigation for social media applications.

Purpose Ref Application System R Tools Artifacts
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[43] IMO Android, iOS Y N/A Chats, Calls, Ports, IP add.

[70] Skype Windows N Netpeeker Logins, Calls, Codec, Port

[74] Whatsapp Android N N/A Chats

[75] Signal Android N N/A Chats, Media, Calls, IP add.
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[71] Whatsapp Android N Pidgin Calls, Phone no., Codec
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[39] Line Android Y N Logcat, Shark for root Protocol, IP add.

[40] Telegram, Line, Kakaotalk Android Y Logcat Timestamp, Protocol, IP add.

[41] Facebook, Twitter, Google+,
Linkedin Android, iOS N N/A

IP add., Domain name,
Timestamp, Protocol, Certifi-
cate

[42] Whatsapp, Viber, Instagram,
Snapchat, Facebook Android, iOS N Network miner, Netwitness Investi-

gator
Chats, Media, Location, Pass-
word, Server links

[45] Skype Windows Y N Microsoft message analyzer,
Snooper

Calls, protocol, Codec, Phone
no.

[72] Facebook, Twitter, Telegram Firefox OS N Network miner, Microsoft network
monitor

IP add., Port, Certificate,
Timestamps

[73] Telegram, Viber, Snapchat,
Discord, etc. iOS N Charles proxy, Burp suite, Network

miner
Chats, Location, Contacts,
Password

Social media applications facilitate the transfer of substantial data volumes across
communication networks, encompassing various formats, with network packets being the
most prevalent. Network packets hold useful user online activity data. When effectively
captured, stored, and processed, they can yield valuable assets in forensic investigations
and provide admissible evidence [164]. The de facto format for capturing network packets
is libpcap. The Pcap Next-Generation Capture File Format (pcapng) has succeeded the
traditional pcap format. The information extracted from these network packets can be used
as evidence either directly or indirectly. For example, some information contained in the
packets, including the sender and receiver IP addresses, port numbers, etc., along with the
transferred data, can be used directly as evidence. In contrast, indirect information derived
from multiple packets can also be used as evidence. This includes streams of packets sent
from a particular host to another one in a certain pattern, which might indicate a specific
user activity.

Many social media applications offer end-to-end encryption. These applications have
attracted significant attention from users, driven by escalating concerns regarding their
privacy. Notable social media applications, including Signal, WhatsApp, Facebook Mes-
senger, and WeChat, have incorporated robust end-to-end encryption techniques during
data transmission to safeguard user data’s security and privacy. Signal, for instance, asserts
the use of the highly secure Signal Protocol for communication. However, it is impor-
tant to acknowledge that malicious actors also capitalize on the protective attributes of
end-to-end encryption in these apps. Consequently, the presence of these security fea-
tures presents an attractive medium for digital crime and fraudulent activities. Various
researchers conduct network forensics for several reasons. Some of the most prominent
reasons for conducting network forensics on social media applications include (1) traffic
characterization [43,70,74,75], (2) traffic decryption [71], and lastly, (3) recovering arti-
facts [39–42,45,72,73], as shown in Table 4.

166



Information 2023, 14, 629

6.1. Common Research Aims for Network Forensics

Traffic characterization aims to identify user activities through the network traffic. The
classification of user activities is performed by finding certain fixed patterns in network
traffic. As most of the social media applications are secure and traffic flows are HTTPS-
encapsulated, gaining access to the actual contents of information being exchanged between
an app client and the servers is difficult. However, identification of a particular app and
its user’s activities is made possible by establishing behavior analysis of the traffic. This is
performed by finding out a number of fixed patterns that are considered useful to identify
the application over the network and to classify user activities.

The decryption of network traffic involves transforming encrypted data into their
original, human-readable form. When data are transmitted over a network, they are often
encrypted to protect their confidentiality and security. Decryption, therefore, serves as the
means to unveil the content of these encrypted communications, making it comprehen-
sible for analysis and investigation. To extract artifacts from network traffic, researchers
establish a controlled network environment. Within this controlled setting, they simulate
a sequence of user interactions within the application under examination. Subsequently,
they capture the network traffic that results from these actions, meticulously dissecting
and reconstructing evidentiary traces of potentially suspect data. This process allows for a
comprehensive examination of digital footprints and potential forensic evidence within the
network traffic, shedding light on user activities.

Many researchers have also incorporated the idea of using firewalls into the network
forensic investigation [43,70,75,165]. Deploying a firewall within the investigation network
enhances the ability to effectively monitor app behavior. Firewall rules are employed to
verify the app’s default behavior, enabling the imposition of restrictions and the identifica-
tion of any hidden or alternative app behaviors. Additionally, this approach facilitates the
observation of client–server connectivity design patterns, ports, and server ranges.

Using a firewall helps in understanding connectivity patterns by regulating traffic
through different rule sets. A firewall can be used to restrict client traffic and compel the
exposure of the client to alternate connectivity methods. Azab et al. [43,70] configured
firewall rule sets to block out TCP ports that the application would regularly communicate
on to understand the changes in network connectivity patterns. Moreover, firewalls can
also be used to filter out traffic not concerning the experiment so that the researchers can
focus on traffic corresponding to the experiment, as performed in [70,75]. Another use case
of employing a firewall includes blocking server IP addresses, as performed in [75], which
would result in reduced functionality of the application.

6.2. Common Network Forensics Tools

The heart of network packet analysis relies on packet capturing and analysis. One of
the most utilized packet capture and analysis softwares used by researchers in the field is
Wireshark [41–43,70,71,74]. In 1998, Gerald Combs introduced Ethereal, a packet analyzer
that was later rebranded as Wireshark in 2006 [166]. Wireshark is a versatile open-source
network protocol analyzer that can capture and analyze a vast array of protocols and
traffic types. It can analyze protocols from simple HTTP/HTTPS protocols to complex
protocols such as TCP, DNS, UDP, ICMP, etc. It has an exceedingly user-friendly graphical
user interface (GUI) tailored for packet analysis [167]. This GUI features a packet browser
capable of simultaneously displaying a list of packets, along with detailed information and
packet bytes of the currently selected packet.

Other than Wireshark, Network Miner and Charles proxy are other common network
packet analysis tools. NetworkMiner is a network analysis tool designed for passive net-
work packet capturing and forensic analysis. Its primary function is to extract valuable
information and artifacts from captured network traffic. NetworkMiner can dissect and
analyze network packets to reveal insights such as IP addresses, domain names, usernames,
file transfers, etc. It aids in reconstructing network conversations, allowing forensic analysts
to piece together the chronology of network events. Additionally, The Charles Web Debug-
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ging Proxy, developed by Karl von Randow in 2002, is a versatile web debugging proxy tool
that primarily serves the function of monitoring and intercepting network traffic between
a user’s device and the internet. Its core purpose is to provide detailed insights into the
HTTP and HTTPS traffic generated by web browsers or mobile applications. Charles Proxy
allows users to inspect, analyze, and manipulate this traffic in real time.

6.3. Network Forensics Artifacts

Artifacts from network analysis primarily stem from monitoring and examining
network traffic. These artifacts encompass data packets, communication logs, metadata
detailing network interactions, and information related to IP addresses, ports, and protocols.
IP addresses are fundamental to network forensic analysis. They help identify the source
and destination of network traffic. However, we cannot solely depend on IP addresses
for our investigation due to their dynamic nature. IP addresses often cannot be directly
linked to a person [168] or a specific geolocation [169]. Some other prominent artifacts
that can be gathered during a network forensic analysis include port numbers [43,72],
protocols [39–41,45], domain names [41], certificates [72] used, and timestamps [39,41,72].

Port numbers help differentiate services and applications on a network, while protocols
specify the rules and format of the network communication. They determine how data
are structured, transmitted, and interpreted and help investigators understand the nature
of network traffic. Certificates, specifically SSL/TLS certificates, are critical for securing
web communications by encrypting data transmitted over HTTPS connections. They
include details about the website’s identity, encryption algorithms, and validity. Another
common artifact retrieved is timestamps. They provide chronological information about
network events.

Most of the authors of the existing literature focus on the artifacts from user activities
related to chats [74] and calls [45,70,71]. This is because the most common user activities
performed on social media applications are communication, such as chatting and calling.
In light of this aim, Cents et al. [74] identified sent and received WhatsApp chat messages
between a phone and the WhatsApp servers by detecting patterns in wiretap data. Wiretap
data are utilized since it is difficult to trace any signs of network traffic monitoring by
the suspect. Furthermore, Karpisek et al. [71] focused on decrypting WhatsApp network
traffic to uncover information related to a call, while Azab et al. and Nicoletti et al. [45,70]
examined the Skype application to characterize network traffic and retrieve artifacts related
to calls, respectively. Some of the most prominent artifacts recovered from the above are
audio codecs [45,70,71], call establishment and termination [70,71], call duration [71], and
phone numbers [45,71].

7. Disk Analysis Focus

While conducting analysis on digital systems, it is paramount to analyze the storage
media contained in these systems. This is because they are major sources of evidence, often
holding a wealth of information that can provide critical insights into user activities. These
storage media, including hard drives, solid-state drives, NAND chips (Android storage),
and many more, serve as repositories of both active and historical data, making them
central to the investigative process in digital forensics.

Disk analysis can be applied across a spectrum of platforms encompassing various
operating systems, including Windows, Android, and iOS. Social media applications are
often downloaded and installed on devices operating with these diverse systems. Each
social media application possesses its own database, serving as the repository for user
data, as shown in Figure 8. Researchers engage in digital forensic analysis of the disk to
scrutinize these databases, conducting detailed investigations to recover artifacts and shed
light on user activities within the social media sphere.
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Figure 8. Key parameters in the digital forensic analysis of the disk: operating system and individual
social media databases (sometimes encrypted).

7.1. Experimental Setup

The process of conducting disk analysis begins with the researcher preparing the
platform they intend to use for experimentation. This platform can be either a physical
computer or a virtual machine, depending on the nature of the investigation. On the other
hand, in the case of mobile devices, researchers may also choose to root (for Android) or
jailbreak (for iOS) the phones to gain administrative privileges and access to restricted
areas of the device.

7.1.1. Virtualized Environments

To conduct digital forensics experiments, researchers either use physical devices
or virtualized environments. Virtual environments rely on software that can simulate
a physical device. In the rapidly changing landscape of technology, leveraging virtual
machines for digital forensic analysis is increasingly advantageous. As technology evolves,
new operating systems, file formats, and software environments emerge. Virtual machines
adapt readily to these changes by enabling the creation of specialized, up-to-date analysis
environments. This adaptability ensures that forensic analysts can keep pace with the latest
technologies and forensic tools, ensuring their investigations remain effective and relevant
in an ever-evolving digital world.

Virtualized devices, indeed, make it simple and cost-effective to run experiments on
a variety of different virtual devices (featuring different hardware and software combina-
tions). Furthermore, they allow a third party to use virtualized devices identical to those
we used in our experiments, as well as to control their operational conditions so that the
same conditions holding at the moment of our experiments can be replicated on them. In
this way, repeatability is ensured.

Many researchers prefer to use virtual machines for several key reasons [30,46,50,53,
58,59,106,107,135,136,142,143]. Virtual machines provide a controlled and isolated environ-
ment for conducting forensic analysis. They also allow for creating a snapshot or clone
to restore the original system or previous versions of the system, as performed by [30].
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Additionally, they allow researchers to create replicas of the digital environment for use in
different experiments [107]. Moreover, virtual machines can also be set up to accommodate
various configurations for different experiments, as performed by [59].

VMWare Workstation is the most widely used tool for emulating desktop comput-
ers [59,61], whereas the most common virtualization tool researchers utilize to emulate
an Android device is Genymotion [53,107,135]. Other utilized platforms include Android
Studio [50], Android mobile device emulator [134,142], YouWave Virtualization [143], and
Nox emulator.

Virtualization makes it easier to extract the data on the phone because virtualization
tools implement internal storage as memory files, which can be acquired and analyzed.
This makes the process greatly simplified, as it reduces the need for acquisition tools.
For example, YouWave Virtualization implements the internal storage of the phone as
a VirtualBox storage file [143] that can be parsed by a suitable tool for analysis. Addi-
tionally, virtualization platforms can be configured to grant root access to the virtualized
devices [142], which removes the need for researchers to perform the tedious task of rooting
the phone, hence making the experiment much simpler to conduct. Moreover, researchers
also conduct virtualization in their experiment to look for any discrepancies in the results
revealed from a physical device and a virtualized device, as performed in [135,143].

7.1.2. Rooting (Android)

Many researchers root their Android devices as part of the experimental setup before
performing the experiments [39,40,105,106,111,127,128,140]. Rooting plays an important
role in the forensic analysis of an Android device because it provides investigators with
the elevated privileges necessary for accessing and retrieving data at the system level.
Given that a significant portion of crucial files resides within the system partition of
Android devices [120], rooting becomes a requisite step in obtaining vital evidence from
the device. This step potentially allows for more data retrieval than if the device was
unrooted [33]. Rooting not only allows access to protected directories containing user
data (i.e., the/data/data directory), but it also allows users to back up some or all of
the files located within these directories, making it easier for a logical acquisition to be
conducted through backup applications. The most common tool used to root Android
devices is Odin [7,66,123,124]. Other common rooting tools include Root explorer [37],
TWRP (Team Win Recovery Project) [120,128], Root checker [122,140], Magisk [128,136],
and Kingo root [115].

7.1.3. Jailbreaking (iPhones)

Just like rooting grants administrative access to Android devices, jailbreaking elevates
iPhone privileges and removes software restrictions. Jailbreaking not only provides ad-
ministrative privileges but also eliminates device software limitations. Ovens et al. [22,43]
focused on analyzing the KIK messenger app to locate and examine artifacts created or
altered by the application. To accomplish this, they conducted their investigation on an
iPhone that had been jailbroken. By jailbreaking the device, they achieved the follow-
ing objectives: (1) observed files modified or generated by the app during its operation,
(2) bypassed the file system’s access restrictions, and (3) installed and executed third-party
applications essential for their analysis. In their research, the taig jailbreak tool facilitated
access to the iOS file system, while Cydia, a software manager, allowed for the installation
of necessary third-party tools not supported by Apple.

7.2. Disk Forensic Analysis Tools

In the realm of digital forensics investigations, researchers employ a diverse array of
tools to extract and scrutinize social media evidence. These tools serve different purposes;
some are dedicated to acquiring data from devices, while others are exclusively designed
for data analysis. Nevertheless, many of these tools exhibit the versatility to execute both
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acquisition and analysis tasks seamlessly. Moreover, it is worth noting that certain tools are
tailored for specific operating systems, limiting their applicability to particular platforms.

Furthermore, within the spectrum of digital forensics tools, a distinction exists between
those that are freely available or open-source and those that are proprietary, as shown in
Table 5. This table is structured to provide a comprehensive overview by categorizing
data according to the specific operating systems, the experiment’s objectives, the retrieved
artifacts, and the tools employed for both data acquisition and analysis. Furthermore, this
table highlights the accessibility of these tools by subcategorizing them into two distinct
groups, i.e., free and proprietary.

Table 5. Existing literature on disk forensics investigation for social media applications.

OS Purpose Artifacts Tools

Acquisition Analysis

W
in

do
w

s

Artifact Recovery

User Activities [129–131] Free Free
FTK Imager HxD, WinHex

User Information and User Activities [26,32,60,
66,69,137] Backup Proprietary

My Backup Oxygen forensics, UFED PA
User Information, User Activities, and Meta-
data [27–29,59,93,147] Proprietary Registry

Magnet AXIOM process, UFED
Touch

Regshot, Reg decoder, Registry ed-
itor

Database Decryption [129–131] Ollydbg, JEB compiler, IDA Pro,
Hopper HxD

iO
S/

M
ac Artifact Recovery

User Activities [64] Free Free
User Information and User Activities [21,23,24,
43,65–67,69] iTunes DB Browser for SQLite, pslist edi-

tor, HxD
User Information, User Activities, and Meta-
data [19,20,22,41,68,170] Proprietary Proprietary

Cellebrite UFED, UFED Touch Magnet AXIOM examine, UFED
PA

Database Decryption [35,37,39,127] Ollydbg, JEB compiler, IDA Pro,
Hopper HxD

A
nd

ro
id

(r
oo

te
d)

Artifact Recovery

User Activities [35,37,39,127] Free Free
User Information, and User
Activities [24,34,68,102,103,106,107,116–
118,125,138,142]

ADB, My Backup Pro, Titanium
backup, Helium backup

HxD, WinHex, DB Browser for
SQLite

Proprietary Proprietary

User Information, User Activities, and
Metadata [27,43,66,88,104,105,108–
110,112,114,115,119,120,128,139,140,170]

Magnet Axiom Process, Magnet
Acquire, MOBILedit forensic,
UFED Touch, UFED 4PC, XRY

Oxygen forensics, Magnet Axiom
examine, UFED PA

Database Decryption [39,134–136] Ollydbg, JEB compiler, IDA Pro,
Dex2jar HxD

A
nd

ro
id

(n
on

-r
oo

te
d)

Artifact Recovery

User Activities [42,52,55,64] Proprietary Free

User Information and User Activities [41,48,53,
65,67,144]

Cellebrite UFED, Oxygen
forensics, MOBILedit forensics,
Magnet AXIOM process,
Wondershare Dr.Fone, XRY

DB Browser for SQLite, SQLite
Viewer, Autopsy, AccessData FTK,
HxD

User Information, User Activities, and Meta-
data [36,47,49–51,54,56,143] Proprietary

Magnet AXIOM examine, Belka-
soft evidence centre, UFED PA

1. Free tools: Our analysis reveals that the choice of free data acquisition tools is con-
tingent upon the operating system under examination. For Windows, FTK Imager
emerges as the predominant option, while iOS investigations frequently employ
iTunes, and Android device data acquisition commonly relies on ADB (Android De-
bug Bridge) [134] and backup utilities. Conversely, analysis tools exhibit a higher
degree of consistency in their utilization across various operating systems. Hex ed-
itors and DB Browser for SQLite rank as the most widely used analysis tools, with
a notable exception being plist editors, which are specifically tailored for examining

171



Information 2023, 14, 629

.plist files—these are key/value persistent storage files—found on iOS and macOS
operating systems.

2. Proprietary tools: Proprietary tools represent closed-source software applications that
are developed and exclusively owned by specific organizations. Typically, these
tools necessitate the acquisition of licenses for authorized usage. Moreover, the
outcomes produced by these tools are generally accepted in a court of law, making
it difficult to dispute their findings. Notable players in the field of digital forensics
software include Cellebrite, Magnet Forensics, Belkasoft, and Oxygen Forensics,
among others. These companies often categorize their software offerings based on
distinct functionalities. For instance, Cellebrite distinguishes between the Cellebrite
UFED (Universal Forensic Extraction Device), tailored for data extraction, and the
Cellebrite PA (Physical Analyzer), designed for in-depth analysis. Similarly, Magnet
Forensics offers the Magnet AXIOM Process for data acquisition and the Magnet
AXIOM Examine for comprehensive analysis [67,127,134]. Other proprietary tools
renowned for their data extraction capabilities encompass XRY, MOBILedit Forensics,
Wondershare Dr.Fone, and Belkasoft Evidence Centre.

The selection of tools varies depending on the research objectives. While the aforemen-
tioned tools are primarily employed for artifact recovery, a distinct set of software tools
comes into play when the focus shifts to database decryption. This specialized category
encompasses tools such as OllyDbg, JEB Compiler, IDA Pro, Hopper, and Dex2jar. OllyDbg
is a debugger and reverse engineering tool. IDA Pro (Interactive Disassembler Professional)
and Hopper are disassembly and reverse engineering tools. Lastly, Dex2jar is a set of tools
and utilities used for Android application analysis and reverse engineering.

7.3. Disk Forensic Acquisition

Once the experimental setup is completed, researchers conduct their experiments
by emulating user interactions on the social media application to elicit the application to
generate and store data on the device’s memory. The next step is to acquire an image (copy)
of the device to preserve original evidence and recover relevant artifacts. To extract data
from the device, researchers use one of the three acquisition methods: logical acquisition [19,
21,42,64,65,67,69,170,171], full file system [46,64], or physical acquisition [32].

1. Logical acquisition: Logical acquisition involves extracting data at a higher level of
abstraction, which mainly includes specific files and data from the device. However,
it does not capture deleted files or data stored in unallocated disk space. Logical
acquisitions are commonly conducted using ADB and backup applications [36,39,40,
52,170,172]. These tools help researchers extract application-specific files, directories,
and user data. Android Debug Bridge (ADB) is a command-line tool used for man-
aging Android devices. ADB facilitates communication between a computer and an
Android device over a USB connection or a network connection (Wi-Fi or Ethernet).
Additionally, there are many backup applications that allow users to backup data—
including application data—mainly to the device’s internal memory, to an external
SD card, or to some designated cloud storage. These data can then be analyzed using
forensic tools.

2. Full File system acquisition: Full file system extraction is an acquisition in which all the
data and metadata related to a device’s file system are collected and preserved as part
of an investigation. This method captures the complete hierarchical structure of files,
directories, and associated file attributes, such as timestamps, permissions, and file
sizes. On the other hand, physical acquisition involves the creation of a bit-for-bit copy
or clone of the entire device, which yields more information than a logical extraction
would [32].

3. Physical acquisition: A physical acquisition is a common type of acquisition conducted
by researchers [64,111]. It typically provides more evidence than full file system ac-
quisition [69] because it captures not only the file system structures but also the entire
contents of the storage device at a lower level, including unallocated space, deleted
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files, and fragmented data. Tools such as Cellebrite UFED are most prominently used
for full file system and physical extractions [64].

7.4. Disk Forensic Analysis

Once the data are acquired, researchers then analyze the data to recover artifacts. The
two main kinds of analysis procedures used by researchers are manual analysis [22,39,40,
69,143] and automated analysis.

1. Manual analysis: Manual analysis pertains to the investigator’s non-automated (man-
ual) efforts in searching for populated artifacts. Manual and automated digital foren-
sics analyses differ in how they handle digital evidence. Manual analysis relies on
human expertise, where forensic investigators actively examine evidence, search for
relevant artifacts, and make informed judgments based on their experience. While this
approach is flexible and customizable, it is time-consuming and requires specialized
knowledge and skills. To conduct manual analysis, most researchers use DB Browser
for SQLite to analyze the database files [111,115,118,128] and hex editors such as HxD
or WinHex [27,28,59,60,111,147].

2. Automated analysis: Automated analysis relies on specialized software tools and scripts
to process and analyze digital evidence without direct human intervention. Auto-
mated analysis is usually conducted by specialized tools such as Oxygen forensics,
Cellebrite UFED Physical analyzer, and others [32,55,65]. Many research articles have
employed proprietary tools for automatically analyzing social media data. The most
commonly used tools for analysis are MOBILedit, Belkasoft Evidence Center, Oxy-
gen Forensics, Cellebrite Physical Analyzer, Magnet AXIOM, and Internet Evidence
Finder [56,109,112,123,128].

3. Source code analysis: While data analysis of social media applications is the most com-
mon way to retrieve artifacts in SMF investigations, Gregorio et al. [23,32] proposed a
methodology that will supplement the analysis of artifacts with steps such as studying
open knowledge sources (books, related blogs, technical papers) and the source code
of the application. It is seen that this methodology yields a broad amount of informa-
tion. Consequently, it becomes important to delve into open knowledge and dissect
the source code to comprehend the data extracted from application artifacts. The
collective implementation of these three steps streamlines analysis and traceability
and also mitigates reliance on forensic tools. Although this analysis methodology
yielded more artifacts than the artifact analysis step yielded alone, there are some
limitations to this methodology. In some cases, it is not possible to apply some of the
steps due to a lack of information in the open knowledge sources, information from
non-trusted sources, or a lack of public source code.

Windows-Specific Forensic Analysis

Here, we review the analysis of data and artifacts unique to the Windows operating
environment. These review areas focus on the registry (a centralized database that stores
configuration settings and options for both the operating system and installed applications)
and Windows phone (a smartphone that runs on the Windows operating system). While
Windows phones have been discontinued, it is noteworthy that certain researchers have
undertaken digital forensic analyses of social media applications on the platform.

1. Windows registry: Analyzing the registry during a forensic investigation in Windows
systems is crucial. The registry encapsulates a wealth of information that includes
system configurations, user activities, and program execution records. Registry in-
formation can be extracted and examined from a forensic image, i.e., a disk copy of
the original evidence. To that end, authors of [28,60] also analyze the registry during
their forensic investigation. Some of the major tools used for registry analysis are
Registry Editor and Regshot. Some of the artifacts revealed from registry analysis
include information on the application, such as the model ID and install time [28,60].
Other prominent artifacts include contact photos retrieved from LinkedIn [60].
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2. Windows Phone: Besides Windows systems, researchers have also explored conduct-
ing forensic analysis on Windows Phones. While conducting a forensic analysis of
WhatsApp data on a Windows phone, Shortall et al. [65] acquired data using the DD
command. This was because, at the time of writing, no tool could be used to acquire
data from a Windows Phone. A few years later, while analyzing Telegram on the same
platform, Gregorio et al. [32] opted for a physical acquisition using Cellebrite UFED
Touch. Both experiments involved analysis using the tools Cellebrite UFED Physical
Analyzer and Oxygen forensics, but unfortunately, almost no artifacts were recovered.
In the case of WhatsApp, the authors recovered media and an encrypted database,
but for Telegram, no artifacts were recovered.

7.5. Aims of Disk Forensic Analysis

As earlier stated in Section 3.1, there are a range of research objectives fulfilled by
conducting the analysis of the disk, such as artifact recovery, decryption of databases, recon-
struction of chats, and creation of tools, among many more. Therefore, in this section, we
elucidate the diverse objectives that motivate researchers to engage in disk forensic analysis.

7.5.1. Organization of Data

Social media applications store vast amounts of user-generated data. Thus, it is key to
understand the folder structure to identify where these data are stored within the device,
thereby making it easier to locate and retrieve relevant evidence. Azhar et al. [36] and
Tri et al. [52] conduct digital forensics analysis on social media applications to understand
the organization of data in social media applications.

Azhar et al. [36] analyzed the data structures of Wickr and Telegram. The authors
selected these two applications due to their ephemeral messaging features. Various forensic
analysis techniques were employed to retrieve artifacts from these applications. This is
because Wickr and Telegram employ several security measures, and the nature of recovered
artifacts differs based on the type of acquisition. The analysis phase consisted of analyzing
the application file (.apk) and the data directories of the application. In Wickr, the authors
extracted the “classes.dex” file from the application. The .dex file revealed all the class
definitions used by Wickr, giving further insights into the operation of the application,
such as the encryption mechanism used [35]. At the same time, the analysis of the data
directory revealed the workings of the ephemeral function of Wickr, bringing light to the
fact that Wickr stores its received messages in encrypted “.wic” files [35,36]. Additionally,
the analysis of Telegram revealed the storage mechanisms of its normal and secret chats.

In the same vein, Tri et al. [52] conducted a forensic analysis to determine the structure
of folders in the IMO application. A logical acquisition was conducted, which was manually
analyzed, revealing the folder structure of IMO. The results revealed that the IMO data
directory consists of six folders, out of which two have subfolders. These subfolders
consisted of images and videos populated by user activities, which can be further analyzed
to recover artifacts.

7.5.2. Artifact Analysis

A common purpose for conducting social media forensic investigations on the disk is
to recover artifacts. Digital forensics artifacts are pieces of information that are left behind
on digital devices as a result of user activities. Social media platforms generate a wide range
of artifacts, such as chats, private messages, posts, comments, calls, and many more. These
artifacts are essential components of digital forensic investigations and provide valuable
evidence that can be used to reconstruct events, analyze user behavior, and establish a
timeline of digital activities. Many researchers aim to retrieve artifacts when conducting
digital forensic analysis of social media applications [26–32,60,65,66,69,137,147].

There is a plethora of artifacts that can be extracted from social media analysis by
performing a digital forensics investigation on the disk. Additionally, due to the func-
tionality of different social media applications, the extracted artifacts in an investigation
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can differ. Thus, Azfar et al. [121] created a forensic taxonomy of thirty popular social
media applications, classifying the extracted artifacts into four categories, namely User
and contact information, Exchanged messages, Timestamps, and User location, as well as
other artifacts.

7.5.3. Analysis of Privacy Features

Social media applications increasingly incorporate features like private chats and chat
delete/unsend options to address privacy concerns. However, these features can also be
misused for secretive or malicious purposes. For this reason, many researchers focus on
analyzing artifacts related to private chats, unsent messages, and deleted chats [35,39,55,
111,127,128,173].

Satrya et al. [39] conducted an extensive analysis of both regular and private chat
conversations within popular messaging applications such as Telegram, KakaoTalk, and
Line on Android. In the case of Telegram, the researchers discovered that the contents of
both regular and secret chats could be easily accessed and read using the SQLite Browser
tool. For Line, the results revealed a complete absence of encryption for Line’s regular chat
artifacts. However, Line’s hidden chat feature demonstrated a slightly different behavior.
Although it also lacked encryption, it possessed a self-destruct mechanism that necessitated
the timely acquisition of the chat data before they are irretrievably lost. In the context of
KakaoTalk, the authors could only retrieve the last message within a chat activity.

Unsending chats is another privacy feature offered by social media applications.
Hermawan et al. [55] analyzed an Android phone with the objective of identifying any re-
trievable artifacts associated with user actions involving the “unsending” of messages. The
analysis was conducted on Skype, Viber, Snapchat, Facebook, Telegram, Line, Instagram,
and Whatsapp using proprietary tools such as MOBILedit and UFED PA. The results reveal
that artifacts of “unsend” messages can be found on all platforms except Line and Snapchat.

Many researchers have also researched the recoverable artifacts from deleted and
disappearing chats. Vasilaras et al. studied the recovery of deleted chats on Telegram,
Salamh et al. [127] examined the forensic artifacts of WhatsApp’s “delete for everyone”
feature, while Kumar et al. [111] analyzed the retrievable artifacts from Instagram’s vanish
feature (messages which would disappear). In all three research experiments, the recovery
of artifacts was made possible by the presence of the Write Ahead Log (WAL). The WAL
file serves as a form of journal, maintaining a comprehensive record of all transactions that
have been executed but not yet applied to the primary database. Utilizing the WAL as a
journaling mode ensures the integrity of the primary database by committing changes to a
separate file until a checkpoint is reached. Examination of the WAL file yields insights into
the most recent state of the database. For instance, data recently deleted and absent from
the primary database may still be retrievable from the database’s WAL file.

7.5.4. Reconstruction of Artifacts

Social media artifacts often contain critical evidence related to cybercrime and other
malicious activities. However, simply collecting digital data is not enough. Understanding
the context is vital. Decoding and interpreting the artifacts can help with the comprehen-
sion of the artifacts, providing insights into the chronology of the events that took place.
Furthermore, the reconstruction of artifacts can prove to be invaluable in creating timelines,
identifying patterns of behavior, and understanding the sequence of events. To this end, a
few researchers have focused on reconstructing social media artifacts [40,134,143].

Anglano et al. [143] discussed the process of decoding and interpreting all the artifacts
and data produced by WhatsApp Messenger on Android devices. They further illustrate
how these artifacts can be correlated to deduce diverse forms of information that would
remain incomprehensible if each were examined in isolation. Notably, the authors provide
a detailed exploration of the structure of the contacts and chat databases, enabling the
interpretation of stored data. These artifacts were subsequently correlated, revealing
valuable insights, including the identification of added, blocked, and deleted contacts,
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alongside the reconstruction of chat histories and their contents. This insightful analysis
was rendered possible through the utilization of WhatsApp’s log files, which record user
activities and allow the authors to correlate information seamlessly between the log files
and the databases.

In subsequent studies conducted by Anglano et al. [134] and Satrya et al. [40], the
authors pursued a common objective, each focusing on distinct messaging applications—
ChatSecure (an application that allows a user to communicate via multiple existing instant
messaging accounts on a unified platform) and Telegram Messenger, respectively. Within
their investigations, both research papers detailed the structural aspects of various appli-
cation database tables, including components such as contacts, accounts, and messages.
Consequently, these studies provide comprehensive guidance on how to analyze and cor-
relate the data stored within the databases of ChatSecure and Telegram Messenger. This
analytical approach yields insights into identifying IM accounts utilized by both the user
and their friends in ChatSecure, as well as the reconstruction of messages, contacts, and file
exchange chronologies specific to each application.

7.5.5. Decryption of Databases

Storing user information in databases on the disk raises significant privacy concerns,
notably regarding the potential exposure of users’ confidential data, including chats, photos,
and personally identifiable information [174]. Typically, social media applications store
user data within databases located on the device where the application is installed. One
of the more common databases seen in this review is LevelDB, which is an open-source
on-disk key-value store developed by Google. LevelDb is used by Microsoft Teams [31],
Discord [29,30], Riot.im [30], and others. These database files contain extensive information
about the user and their activities. To safeguard these data, social media applications
commonly employ encryption measures, ensuring that only the application itself can access
the stored information. Numerous researchers have investigated the decryption of these
internal databases within social media applications [129,131,132].

Decryption procedures often entail deciphering the backup files associated with ap-
plications. These backup files are typically encrypted to protect user data. To retrieve
artifacts, researchers utilize specialized techniques to decrypt these files. Once decrypted,
investigators can analyze the artifacts, such as messages, images, and other user-generated
content, shedding light on user activities.

Krishnapriya et al. [119] analyzed the Signal application data using an encrypted
backup file to locate artifacts on an Android device. The authors manually acquired the
backup file (.backup file) using ADB, which was then decrypted using a command line
tool called Signal backup decryptor with a 30-digit passphrase. The database file in the
backup was then analyzed for artifacts corresponding to user activity, such as user profiles,
contacts, and messages.

Using a similar methodology of decrypting backup databases, Gudi et al. [133] decrypt
WhatsApp backup databases (msgstore.db) on an Android device. The authors used a
tool called “WhatsApp Key/DB Extractor” to extract the SQLite encrypted database in a
decrypted format. The output is then processed by WhatsApp extract tool to output the
database information in a human-readable format.

Additionally, Choi et al. [131] studied the backup process of KakaoTalk by reverse
engineering the application to analyze the encryption process. They revealed that the key
to the backup file could be generated using the user’s password and a unique nine-digit
number, which is assigned in the order of user registration on the app. If a weak password is
used, the nine-digit number can easily be brute forced, leading to the encryption key [132].
Additionally, in a future study, Choi et al. [132] revealed that KakaoTalk and NateOn no
longer required the user password to generate the encryption key. Instead, it required
device-specific information such as the unique identifier, the model name, and the serial
number. In the same line, Kim et al. [129] decrypted Telegram chat databases. It uses an
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SQLite extension module called SQLCipher. The authors identified its parameters, which
derived the encryption key.

Further analysis of research articles tackling the decryption of application databases
revealed that the preferences.xml (and its variants) file could be a useful piece in the
puzzle of decryption application databases [134–136]. Additionally, it is seen that many
applications make use of SQLCipher to encrypt application databases [130,134,135].

Son et al. [136] research the decryption process of signal databases on a rooted An-
droid device. Signal uses the Android Keystore to protect the encryption key. Thus,
the authors developed an application to extract the key from the Android Keystore, as
it cannot be extracted directly. To decrypt the Signal application’s encrypted database
(“signal.db”), you need to acquire a value called “pref_database_encrypted_secret” from
the “org.thoughtcrime.securesms_preferences.xml” file. This value is a JSON string with
the ‘data’ (cipher text and authentication tag), ‘iv’ (initialization vector) as a key, and its
corresponding values, both of which are required for the decryption key. As a result, the
database, multimedia, and log files could be decrypted.

Furthermore, Anglano et al. [134] focused on the methodology of decrypting Chat-
Secure databases. ChatSecure employs SQLCipher for database encryption, with the
encryption key being internally generated by the application, maintaining user confiden-
tiality. This key remains securely stored within the device’s volatile memory to facili-
tate decryption by ChatSecure as needed. However, to enhance security and prevent
unauthorized access, ChatSecure utilizes the CacheWord library. This library encrypts
the key using a user-defined secret passphrase and stores it within an XML file named
“info.guardianproject.cacheword.prefs.xml”, found in the “shared_prefs” directory. This
layered security approach ensures that adversaries cannot decipher the databases using the
saved secret key alone.

In a related context, Wu et al. [135] delved into the decryption procedures applied
to WeChat’s database. WeChat utilizes SQLCipher to encrypt chat message databases.
Key data, such as chat records and configurations generated during WeChat’s operation,
are stored within three specific subdirectories, namely “databases”, “shared_prefs”, and
“MicroMsg”. The “databases” and “shared_prefs” directories house user authentication
information and configuration files, while the “MicroMsg” directory stores crucial user
activity data. When WeChat is initiated, it assigns a unique “uin” (User Identification
Number) identifier to each user. Through analysis of the decompiled WeChat App code,
the authors discerned that the decryption key is derived from the International Mobile
Equipment Identity (IMEI) of the smartphone and the “uin” of the current WeChat user.
Extraction of IMEI and “uin” data can be achieved from configuration files like “Compati-
bilityInfo.cfg” and “system_config_prefs.xml”.

7.5.6. Creating Tools

Another application of conducting digital forensics analysis on social media appli-
cations is to create a tool. After thoroughly investigating the recovered artifacts and the
structure of Discord’s cache on various operating systems such as Windows, Linux, and
Mac, Motylinkski et al. [147] developed a tool called DiscFor, which automatically retrieves
all data stored on local Discord files, sparing the need for manual inspection of cache or
JSON files. It can function both as a standalone Python script and as an executable file
compatible with multiple systems.

Along the same lines, Anglano et al. [144] designed a software called “AnForA” that
automates the activities carried out to forensically analyze Android applications. It begins
by installing the target application onto a virtualized Android device. Subsequently, a
series of experiments are conducted in which specific actions replicating the user interac-
tions with the app are automatically executed within the application. The system then
actively observes and monitors the device’s file systems, allowing for the identification
and correlation of data generated or altered during each action with the corresponding
user interaction.

177



Information 2023, 14, 629

7.5.7. Browser Analysis

Performing forensic analysis on disk storage also enables the examination of social
media web applications. Numerous researchers have engaged in forensic analysis of
browser data stored on disks to recover valuable social media artifacts. The most common
web browser chosen for such experiments is Google Chrome [86,90,96,175], likely attributed
to its widespread usage, rendering it a primary focus for forensic investigations.

As depicted in Table 6, throughout the existing literature, the prevailing tool for ac-
quiring web browser data has been FTK Imager, with an exception where iTunes is utilized
to gather data from the Safari web browser [87]. As for the analysis phase, prominent
tools encompass hex editors and DB Browser for SQLite, which are instrumental in delving
into the database files of web browsers. In addition to these mainstream tools, specialized
software such as ChromeCacheView, VideoCacheView, and Browser History capture tools
have been developed with the specific purpose of analyzing web browser data. These tools
are tailored to dissect various aspects of web browser data, including cache contents and
browsing history.

Table 6. Disk analysis on browser.
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[86] AIM, Meebo, E-buddy,
Google Talk × × × × N FTK Imager FTK Toolkit ×

[87] AIM, Yahoo, Google
Talk × × × × N iTunes DB Browser for SQLite, Mo-

bileSyncBrowser ×

[88] Facebook × × N Encase Encase ×

[89] Facebook × × × × Y N/A Internet Evidence Finder × ×

[90] WhatsApp × × × × N FTK Imager DB Browser for SQLite × ×

[91] Facebook × × N N/A FTK Toolkit × ×

[93] WhatsApp × × × × N N/A BrowSwEx × ×

[94] LinkedIn × × N FTK Imager FTK Imager × ×

[95] TikTok × × × × N FTK Imager FTK Imager, VideoCacheView,
Browser History Capture × ×

[96] Discord × × × × N N/A DB Browser for SQLite, Chrome-
CacheView, HxD ×

[98] Instagram × × × Y N/A DB Browser for SQLite, WinHex ×

[99] Instagram × × Y N/A DB Browser for SQLite, WinHex × ×

[100] TikTok × × × × N N/A
DB Browser for SQLite, His-
tory examiner, HxD, Video-
CacheViewer

× ×

[101] Google Meet × × Y FTK Imager
ChromeCacheView, Chrome-
CookiesView, DB Browser for
SQLite, Autopsy

×

[176] Youtube, Facebook × × × × N N/A ChromeCacheView, X-ways × × ×

8. Trends in Social Media Forensics

Social media platforms can capture and store massive amounts of user-generated
content, making them valuable evidence sources in both civil and criminal cases. The
reliability and timeliness of this evidence can play a significant role in determining the end
result of a case.
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The literature review findings reveal that Facebook [56,89,91], Whatsapp [33,65,143],
and Skype [45,76,137] are the most commonly studied social media applications. These
applications have been extensively studied due to their widespread use and popularity. This
is also evident in the tools that are exclusively designed to analyze data from these specific
applications, such as SkypeAlyzer [137] and Whatsapp Viewer [133], among others. Other
popular social media applications, such as Instagram [53,110,111], Twitter [97,140,146],
Signal [75,117,118], and Telegram [23,142,149], have also been extensively studied. It is
worth noting that in some applications, such as Snapchat, very little evidence is recovered
due to the ephemeral nature of the communication and the deletion of the artifacts [55,67].

Most research on social media applications has focused on the Android platform in
mobile phones [54,55,124], as shown in Figure 3. This is because Android is the market
dominator in the global smartphone market [121]. This makes it the prime target for mali-
cious actors to conduct their activities, thus making it the most prominent environment for
digital forensic scrutiny. Additionally, Android’s open-source nature grants forensic experts
deep insight into its underlying code, facilitating the development of specialized tools
and techniques for analysis. The diverse hardware ecosystem on which Android operates
presents both challenges and opportunities, demanding adaptability in forensic approaches
to accommodate various device configurations. The platform’s rich app ecosystem, user
customization options, cloud integration, and evolving security features all contribute to its
significance in digital forensics. Furthermore, legal considerations often place Android de-
vices at the center of criminal cases, necessitating the continuous development of expertise
in Android device analysis. However, with the increasing popularity of iOS devices, more
attention is being given to the iOS platform [42,68,73]. It is also interesting to note that in
mobile platforms such as Blackberry, no traces of evidence could be recovered, making it
a very secure platform [7,66]. Although Blackberry platforms are the most secure, their
usage has diminished over the years.

Regarding desktop computers and laptops, Windows is the most extensively studied
platform [28,132,150], leaving a gap in the research on the Mac OS and Linux operating
systems. The Windows operating system has earned its status as one of the most researched
platforms in digital forensics investigations for several compelling reasons. Firstly, Win-
dows has long been the dominant operating system for personal computers, meaning a
substantial portion of digital data and potential evidence are hosted on Windows devices.
Its ubiquity makes it a prime focus for forensic experts, as it is frequently involved in
a wide spectrum of criminal activities. Additionally, Windows’ complex and extensive
architecture presents a rich landscape for forensic analysis, with various artifacts, logs,
and registry entries offering valuable insights into user activities and system behavior.
Furthermore, the wide range of Windows versions and configurations encountered in the
field challenges investigators to continually adapt their techniques and tools, enhancing
the need for ongoing research.

Examining social media applications on desktops or laptops additionally provides the
opportunity to explore the web-based components of these platforms, offering a comprehen-
sive view of users’ online interactions and behaviors, both within the desktop application
and across web interfaces. However, only a few studies have examined social media appli-
cations on web browsers [97,148,176], indicating a significant potential for further research
in this area.

The analyses of memory, disk, and network are the three main focus areas encompass-
ing the research analyzed in this survey. Among these, disk storage is the most frequently
studied focus area [54], while network analysis has been the least studied [41]. Disk analysis
is frequently studied in digital forensic investigations of social media applications due
to the central role of local storage in storing user-generated data, making it a primary
source of valuable evidence. Additionally, a wealth of specialized forensic tools exists to
efficiently extract and examine data from storage devices, which have evolved to cater to
the complex storage structures used by modern social media applications. On the other
hand, network analysis is less commonly studied due to challenges such as the use of
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encrypted communication, the volume of data, and their ephemeral nature. Network
analysis is often secondary to disk analysis in typical investigations, where local storage
holds the primary cache of user data.

Different analysis focus areas require specialized forensic tools for acquisition and
analysis. For example, for memory analysis, the widely used tools for collection were
Lime, FTK Imager, and DumpIt [82,97,150]. Volatility was widely adopted for analyzing
memory [85]. The most commonly used tools to analyze network traffic were Wireshark
and Network Miner [72].

Lastly, it was observed that although most research focused on recovering artifacts
from social media applications, their purposes varied. While most articles concentrated on
artifact recovery from common use cases of an application, such as online shop fraud [84],
defamation crimes [95], pornography [56], cyberbullying [110], and web phishing [117],
some papers specifically focused on artifacts related to particular application features, such
as the “unsend message” feature [55], or a specific storage medium such as Indexed DB [93].
Furthermore, some articles also focused on creating a forensic taxonomy [49], decryption
of databases [129,132], comparing tools [140], comparing different versions of applica-
tions [135], comparing platforms [66], artifacts recovered in different web browsers [97],
detecting patterns in network traffic [74], creating tools [144,148], and reconstructing the
sequence of chat messages [134].

Our findings in this review provide a comprehensive understanding of the various
approaches and techniques used for artifact recovery. We also highlighted the need for
continued research to improve the efficiency and accuracy of artifact recovery from social
media applications in digital forensics.

9. Challenges and Future Research Focus in SMF

The increasing use of social media platforms has made artifact recovery a critical area
of research in digital forensics. Our survey offers a comprehensive and systematic review of
the current literature on artifact recovery from social media applications in digital forensics.
The outcomes of this review were utilized to pinpoint crucial areas for further research in
artifact recovery from social media applications that stem from the challenges identified.

1. Social media data in the cloud: The field of social media forensics is developing quickly,
and one aspect that has not been given much attention is the investigation of evidence
stored in the cloud. With the increasing number of people using social media apps
that keep their data in the cloud, it is now vital to concentrate on analyzing cloud
data. However, cloud storage presents a significant difficulty for digital forensic
investigators, as traditional forensic methods may not be enough to access and analyze
cloud data [128]. Therefore, it is crucial to conduct research into the digital forensics of
social media app cloud data to create more effective ways of recovering and analyzing
artifacts. This research will enhance the efficiency of digital forensic investigations
and help tackle the emerging challenges related to cloud-based digital evidence.

2. Lack of standard methodology for conducting social media forensics analysis: It is crucial
to create a comprehensive framework for social media forensics to guide future re-
search [177]. While there are existing frameworks like NIST, NIJ, and ACPO that
researchers use for digital forensic extraction and analysis, they are not tailored to the
unique challenges presented by social media applications. Therefore, a new frame-
work that specifically addresses the collection and analysis of data from social media
platforms is necessary. This framework should offer a thorough approach to artifact
recovery and tackle the unique challenges that arise from social media platforms.

3. Lack of specialized tools for social media forensics: There is a need for further research
on integrating social media data into traditional forensic tools. Most current digital
forensics tools are not equipped to handle social media data effectively. Therefore,
it is necessary to explore methods of integrating social media data into traditional
forensics tools to enhance analysis and artifact recovery.
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4. Vast amounts of social media data: One particular area that could be addressed is the
analysis of deleted and hidden data. Social media platforms allow users to delete
or conceal their data, and it is essential to explore the potential for artifact recovery
from such data. In addition, social media platform APIs can be used as a source of
data for artifacts. These APIs offer a way to access the data stored on social media
platforms, and their potential for artifact recovery in digital forensics has yet to be fully
explored. Future research can focus on investigating these APIs and their potential
for artifact recovery.

5. Heterogeneous and disparate sources of data: They pose significant challenges for inves-
tigators and analysts. On social media applications, digital evidence is created in a
variety of forms, including text, photographs, videos, and location-based information.
Hence, the huge volume and disparity of data across many platforms makes it a
difficult undertaking to efficiently acquire, analyze, and document this information.
Investigators must deal with data consistency, dependability, and authenticity diffi-
culties. Furthermore, individuals’ differing privacy settings and data access rights
hamper the recovery and investigation of digital evidence. As a result, dealing with
the challenges of processing diverse and divergent data sources in social media foren-
sics necessitates not just strong technological skills, but also a thorough awareness of
legal and ethical aspects of the digital investigative process.

6. Adaptation of Machine Learning and Deep Learning models in SMF: The use of machine
learning models is highly promising for automating the process of artifact extraction
from social media platforms. Specifically, deep learning models can be trained to iden-
tify relevant patterns and features within social media data, which can greatly enhance
the efficiency and accuracy of artifact recovery. However, using these models may
require technical expertise that some digital forensic professionals may not possess.

The examination of the current literature on artifact recovery from social media plat-
forms in digital forensics emphasizes the importance of continued research. The future
research directions outlined in this study can provide useful guidance for professionals
and researchers working in digital forensics. Moreover, since social media applications are
continuously evolving and introducing new features, research must be conducted to keep
up with the rapidly changing landscape of social media forensics.

10. Conclusions

In this survey, we examined over 170 existing works in the literature tackling digital
forensic analysis on several social media applications. We carry out an extensive examina-
tion delving into a wide range of analysis foci, research objectives, tools, and techniques
relating to the field of social media forensics. We have structured this survey to emphasize
that there are several research objectives behind conducting investigations on social media
applications, such as artifact recovery, decryption of databases, and tool creation, to name
a few. We also highlighted the most common digital forensic frameworks employed by
most of the research reviewed. Subsequently, the reviewed papers were categorized into
specific groups that outline the core research areas of the SMF investigation, particularly
focusing on network, memory, and disk analysis. Furthermore, we delve into the platforms
on which this research was conducted and the specialized tools subsequently employed
for data acquisition and analysis. As a result, we developed a taxonomy for grouping the
artifacts recovered during the investigation’s analysis.

Our examination of existing research has illuminated prevalent trends in the field,
simultaneously exposing gaps for future exploration. While data extraction from appli-
cation databases on mobile devices has been extensively studied, a notable void exists in
research addressing the retrieval and analysis of data from cloud storage—a prominent
mode of data storage nowadays. Furthermore, our review underscores a lack of standard-
ized methodologies or frameworks in the realm of digital forensics investigations of social
media applications, where a conspicuous gap persists. Notably, the absence of a standard-
ized methodology poses a significant challenge to the coherence of findings in this domain.
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Lastly, despite the widespread manual techniques employed in analyzing social media
data, there is a promising opportunity for future studies to leverage machine learning and
deep learning models for the automation of large-scale social media data analysis. This
potential shift towards automation could streamline and enhance the efficiency of digital
forensics investigations in the ever-evolving domain of social media forensics.
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Abstract: In today’s dynamic and evolving digital landscape, safeguarding network infrastructure
against cyber threats has become a paramount concern for organizations worldwide. This paper
presents a novel and practical approach to enhancing cybersecurity readiness. The competition,
designed as a simulated cyber battleground, involves a Red Team emulating attackers and a Blue
Team defending against their orchestrated assaults. Over two days, multiple teams engage in
strategic maneuvers to breach and fortify digital defenses. The core objective of this study is to
assess the efficacy of the Red and Blue cybersecurity competition in fostering real-world incident
response capabilities and honing the skills of cybersecurity practitioners. This paper delves into the
competition’s structural framework, including the intricate network architecture and the roles of
the participating teams. This study gauges the competition’s impact on enhancing teamwork and
incident response strategies by analyzing participant performance data and outcomes. The findings
underscore the significance of immersive training experiences in cultivating proactive cybersecurity
mindsets. Participants not only showcase heightened proficiency in countering cyber threats but also
develop a profound understanding of attacker methodologies. Furthermore, the competition fosters
an environment of continuous learning and knowledge exchange, propelling participants toward
heightened cyber resilience.

Keywords: cybersecurity; Red and Blue Team; collaborative training; cybersecuritycompetitions;
incident response; attack scenarios

1. Introduction

In the contemporary digital era, characterized by an increasing reliance on interconnected
technology, the safeguarding of network infrastructure against a rapidly evolving spectrum of
cyber threats has emerged as a critical imperative. Cybersecurity, once a niche concern, has now
become a central pillar in the operations of organizations across industries [1]. The growing
sophistication of malicious actors, coupled with the increasing frequency and impact of cyber
incidents, has underscored the urgency for organizations to fortify their cyber defenses and
equip their workforce with advanced incident response capabilities.

As organizations face these challenges, innovative approaches to cybersecurity train-
ing have gained prominence. Traditional methods, though essential, often fall short in
providing the real-world, dynamic scenarios necessary to prepare cybersecurity profes-
sionals for the intricacies of modern cyber threats. In response, cybersecurity competitions
have emerged as a dynamic and immersive training methodology, offering a simulated
battleground where defenders and attackers engage in strategic encounters [2].

Cybersecurity encompasses strategies and measures to safeguard digital systems and
information from unauthorized access and cyber threats. This field has grown significantly
in response to the rising challenges. Key tactics include firewalls, encryption, strong pass-
words, and threat detection. The authors of [3] outline the top five current cybersecurity
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challenges and emphasize the importance of awareness in protecting digital environments
from electronic threats. Artificial intelligence (AI) empowers cybersecurity by automating
tasks, enhancing threat detection, and bolstering defenses. A systematic review of AI
applications in cybersecurity can be found in [4]. It categorizes these AI use cases using a
National Institute of Standards and Technology (NIST) cybersecurity framework, provid-
ing a comprehensive view of AI’s potential to enhance security across various domains.
Cybersecurity social networking is an evolving interdisciplinary field that tackles security
issues within the realm of social networks. The research in [5] defines risk as the combi-
nation of consequences and the likelihood of occurrence, highlighting risk assessment as
a critical task in the broader context of IT security. This approach encompasses physical,
hardware, software, network, and human resources, integrating multiple protection levels
and strategies.

This paper explores the field of cybersecurity competitions, focusing on the intriguing
domain of Red and Blue Cybersecurity Competitions. Such competitions simulate adver-
sarial scenarios, pitting Red teams, and emulating attackers, against Blue teams, tasked
with defending critical digital assets. This study proposes a thorough examination of
the competition’s conception, design, execution, and the resulting outcomes. Through a
combination of qualitative and quantitative analyses, this research endeavors to provide
a holistic understanding of the competition’s effectiveness in enhancing participants’ de-
fensive and offensive cybersecurity skills. Moreover, this study aspires to contribute to
the broader field of cybersecurity education by extrapolating insights and lessons from
the competition’s structure and outcomes, potentially informing the development of more
robust and impactful training paradigms in the realm of cyber defense and offense.

The authors in [6] present a comprehensive framework for competence development
and assessment in hybrid cybersecurity exercises. With the rise of security threats, espe-
cially in cyber defense exercises (CDX), the framework targets the effective evaluation
of diverse participant skills. It optimizes CDX to include all teams, even non-technical
trainees, enhancing resource utilization and cybersecurity awareness. Covering forma-
tive assessment, team composition, objectives, and exercise flow, the framework enriches
cybersecurity training methodologies. Developed through empirical research, it offers
insights into diverse trainee-focused hybrid exercises. Yamin et al. [7] explore cybersecurity
training by studying cyber ranges and security testbeds, emphasizing their essential role in
counteracting cyber threats and crimes. It investigates two training forms: one enhancing
security professionals’ threat defense skills, and the other raising cybersecurity awareness
among non-security professionals and the public. This study examines how specialized
infrastructures like cyber ranges enable hands-on learning and scenario execution.

In [8], the authors present a holistic method for combined Red and Blue Team assess-
ments, vital for evaluating network/system security and detecting vulnerabilities. These
assessments encompass diverse operational, managerial, and technical tasks, emphasizing
key principles. The paper introduces a dedicated Red and Blue Team methodology as a
guide for effective security audits and penetration testing. This methodology enhances
assessment robustness and cybersecurity readiness. Andreolini et al. [9] describe a novel
framework for evaluating trainee performance in modern cybersecurity exercises. It in-
cludes a distributed monitoring architecture to capture trainee activity data, a directed
graph-based algorithm for modeling actions, and novel scoring algorithms based on graph
operations. These algorithms comprehensively assess trainee attributes like speed and
precision, enabling precise progress measurement and error identification—overcoming
limitations in common cyber ranges.

The primary objective of this study is to assess the efficacy of Red and Blue Cybersecu-
rity Competitions in cultivating robust incident response capabilities and enhancing the
overall cybersecurity readiness of participants. By delving into the competition’s intricacies,
examining participant performance data, and evaluating the impact on technical expertise
and strategic thinking, this paper seeks to provide valuable insights into the potential of
this innovative training paradigm.
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In preceding studies, the core system [10] and system architecture [11] have been
presented in individual cases. The outcomes elucidated in those analyses relate to the
inaugural instance of the competition. However, in the current paper, we wish to outline
the following:

• A comprehensive overview of all elements within each subsystem, providing a holistic
view of the competition.

• A comparative analysis based on two editions of the competition.
• In comparison with [12], the findings highlight the continuous improvement in partic-

ipants’ skills and capabilities when addressing real-world incidents and challenges.
• This assessment underscores the competition’s effectiveness as a practical learning

platform that closely mirrors real-world scenarios and not just a presentation of
cybersecurity impact as in [13].

In the following sections, we will delve into the methodology, structure, and out-
comes of the Red and Blue Cybersecurity Competition. By exploring the nuances of this
immersive training approach, we aim to shed light on its transformative potential in equip-
ping cybersecurity professionals to navigate the complex and ever-evolving landscape of
cyber threats.

2. Importance of Competition in Cybersecurity Training

With the evolution of cybersecurity, the concept of competition has garnered substan-
tial recognition as an essential driver for fostering effective training methodologies. This
section embarks on a comprehensive exploration of the profound significance that competi-
tion holds within the domain of cybersecurity training. By delving into its multifaceted
dimensions and discerning the extensive benefits it imparts, we gain insights into how
competition propels training strategies to new heights of efficacy.

Competition, when exploited within the context of cybersecurity training, assumes a
multifaceted role that extends beyond its conventional connotations. At its core, competi-
tion offers an immersive and dynamic environment where individuals and teams engage
in strategic maneuvers and tactical confrontations [14]. This interactive setting not only
mirrors real-world scenarios but also serves as an incubator for the cultivation of essential
skills and attributes.

A primary dimension of competition in cybersecurity training lies in its ability to
instill a heightened sense of urgency and resourcefulness. Participants are compelled
to navigate intricate challenges and adversaries, often under stringent time constraints.
This pressured environment stimulates quick thinking, decision-making agility, and the
ability to adapt swiftly to unforeseen circumstances—all indispensable qualities in the
cybersecurity landscape, where rapid responses to emerging threats are paramount.

Moreover, competition acts for the refinement of communication, collaboration, and
teamwork—attributes that are pivotal in effective cybersecurity operations. As participants
engage in tactical endeavors, the interplay of diverse skill sets and perspectives fosters a
dynamic exchange of ideas and strategies. This collaborative ethos mirrors the real-world
synergy required among cybersecurity professionals to combat multifaceted threats [15].

Beyond its experiential advantages, competition also significantly contributes to the
psychological and emotional aspects of cybersecurity training. The inherent drive to excel
and outperform peers fuels a culture of continuous improvement and self-motivation. Par-
ticipants cultivate a resilient mindset, where the pursuit of excellence becomes a cornerstone
of their professional ethos.

2.1. The Role of Competition in Cybersecurity

Competition, a formidable force in the realm of cybersecurity training, has the power
to inject dynamism and intensity into the learning process. Within this context, competition
constructs an immersive arena where participants are not merely passive learners but active
contenders. This environment propels individuals to harness their accumulated knowledge,
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technical skills, and strategic insight to overcome their opponents, effectively simulating
the real-world combat between defenders and threat actors.

At its core, the essence of competition lies in its capacity to stimulate multifaceted
cognitive responses. Participants are galvanized by the inherent challenge to prove their
worth, fostering a state of heightened engagement and awareness. The spirit of competition
serves as a forge that sparks critical thinking, innovative problem-solving, and the cultiva-
tion of an agile mindset—qualities inherently demanded by the intricate and ever-evolving
cybersecurity landscape [16].

Furthermore, competition introduces an element of urgency that mirrors the time-
sensitive nature of cybersecurity incidents. In this pressured environment, participants
are compelled to make swift, yet calculated decisions. This experiential facet not only
augments the participants’ technical proficiency but also nurtures their capacity to ana-
lyze complex scenarios under time constraints—an indispensable attribute in the face of
emergent cyber threats.

In essence, competition transcends the boundaries of a conventional learning paradigm,
encapsulating the true spirit of cybersecurity. By creating an environment that mirrors the
high-stakes struggle between defenders and adversaries, competition not only imparts
technical skills but also forges a resilient and adaptable mindset. As we delve further into
this paper, we unravel the various dimensions through which competition intertwines
with cybersecurity training, underscoring its role as a transformative force in preparing
cybersecurity professionals for the complex challenges that lie ahead.

2.2. Advantages of Competition in Cybersecurity Training

The integration of competition into the cybersecurity training presents a number of
advantages that significantly augment the efficacy of the learning experience. Foremost,
this approach transcends theoretical comprehension, immersing participants into authentic
scenarios that mirror the intricacies of real-world cyber challenges. The act of decision-
making takes on tangible consequences, compelling individuals to navigate the intricate
maze of cybersecurity with a practical perspective [17]. The pressure inherent in competitive
environments acts as a furnace, shaping the development of resilience and composed
responses—attributes indispensable for skillful incident management.

Beyond its immersive qualities, competition lays the foundation for a culture of per-
petual enhancement. The competitive ethos serves as a powerful motivator, propelling
participants to remain attuned to the ever-evolving threat landscape and on top of in-
novative defensive stratagems. Incentivized by the drive to secure victory, participants
are inherently inclined toward dynamic learning, wherein knowledge is not static but
constantly refined in response to emerging challenges.

Furthermore, the collaborative fabric intrinsic to competitive frameworks encourages
a rich exchange of insights. The pooling of diverse expertise becomes a hallmark of
competition, as participants collaboratively decipher complex dilemmas. This knowledge-
sharing paradigm not only accelerates problem-solving but also cultivates a collective
intelligence that thrives on mutual support and the synergy of minds.

2.3. Examples of Competitions

These exercises emulate real-world attack scenarios, pitting offensive “Red Teams”
against defensive “Blue Teams”. The Red Teams employ sophisticated tactics to infiltrate
systems, while the Blue Teams adeptly counteract these assaults. Such competitions under-
score the importance of effective teamwork, strategic thinking, and rapid decision-making
in cybersecurity defense. Examples of competitions are Locked Shields and DEFCON,
which are described in what follows.

The “Locked Shields” exercise stands as a seminal Red Team (RT) versus Blue Team
(BT) cybersecurity exercise, uniting member nations and partners of the Cooperative
Cyber Defence Center of Excellence (CCDCOE) [18]. This training paradigm converges

192



Information 2023, 14, 587

the collective expertise of diverse entities to navigate the intricate labyrinth of modern
cyber warfare.

Within the exercise’s conceptual framework, the stage is set on a fictional island
nation, Berylia, located in the northern reaches of the Atlantic Ocean. Berylia grapples with
a burgeoning security crisis, emblematic of contemporary cyberattacks, as orchestrated
attacks target both military and civilian IT systems. This wave of cyber attacks is creating
a cascading domino effect, disrupting the very fabric of Berylian governance, military
operations, communication networks, water treatment facilities, and the electricity grid.
Unraveling in the wake of this turmoil is a palpable surge of public unrest and protests,
underscoring the tangible ramifications of cyber chaos [19].

In an innovative stride, the exercise’s domain encompasses the emulation of a central
bank’s reserve management and financial messaging systems, marking an unprecedented
inclusion. Furthermore, the integration of a 5G standalone mobile communication platform
underscores a visionary facet of critical infrastructure. This strategic maneuver serves a
dual purpose—it imparts cyber defenders with firsthand experience in grappling with
nascent technological shifts while presenting an opportune testing ground for safeguarding
forthcoming advancements.

Capture the flag (CTF) competitions constitute a cornerstone of the cybersecurity
training paradigm, designed to scrutinize participants’ technical prowess through a series
of intellectually demanding phases [20]. Regrettably, despite a predominantly tech-savvy
audience, these CTF events often fail to captivate, akin to observing diligent students
tackling complex homework assignments. The unhurried cadence of these competitions,
spanning entire days or even multiple days, further adds to the challenge of sustaining
audience engagement [21].

In emblematic instances like DEFCON, the unfolding of competition progress is
relayed to the audience in a rudimentary spreadsheet format, succinctly encapsulating each
team’s journey in safeguarding their networks or probing vulnerabilities [22]. Yet, beneath
this seemingly mundane surface, the CTF competition conceals moments of technical
ingenuity, punctuated by consequential tactical choices and intricate adversarial maneuvers.
These turning points have the power to decide the winner, unraveling the intricate web of
how, why, and where success was forged.

3. Red and Blue Team Training

In the rapidly evolving landscape of contemporary cybersecurity, the concept of Red
and Blue Team Training has emerged as a strategic imperative in bolstering digital de-
fenses. This section presents a comprehensive investigation into the world of Red and
Blue Team Training, delving deeply into its foundational elements, operational distinc-
tions, methodologies, and the substantial benefits it confers in elevating organizational
cybersecurity readiness [23].

Red and Blue Team Training represents a dynamic paradigm in cybersecurity educa-
tion and preparation. Rooted in a simulation-based approach, it mirrors real-world cyber
conflict scenarios by pitting offensive “Red Teams” against defensive “Blue Teams”. The
Red Teams, akin to adversarial entities, orchestrate sophisticated attacks to exploit vulnera-
bilities, while the Blue Teams ardently safeguard digital assets by detecting, countering,
and neutralizing the incursions.

This immersive training methodology transcends theoretical instruction, offering a
hands-on platform where participants engage in a high-stakes, adversarial competition.
Beyond technical acumen, it nurtures strategic thinking, adaptive problem-solving, and
real-time decision-making in the face of dynamic threats.

In the evolving landscape of modern cybersecurity, the paradigm of Red and Blue
Team Training stands as a formidable entity, and strengthens the fortifications of digital
defenses. This section undertakes an extensive exploration into the far-reaching influence
of Red and Blue Team Training, unraveling the complexity of its operational dynamics and
showing the key factors that underpin its effectiveness [24].
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At its core, Red and Blue Team Training embodies a holistic approach to cyberse-
curity preparedness. The Red Team, embodying the role of the aggressor, employs an
arsenal of tactics mirroring real-world threat actors to infiltrate an organization’s digital
ecosystem. Counterbalancing this, the Blue Team emerges as the guardian, orchestrat-
ing a vigilant defense to counter and neutralize the simulated attacks launched by their
adversarial counterpart [23].

Within the complex field of cybersecurity education, the adoption of Red and Blue
Team Training stands as a potent avenue for nurturing skilled defenders and adept adver-
saries. However, this section pivots toward the multifaceted challenges that frequently
impact the trajectory of effective training. It further delves into pioneering strategies
devised to transcend these impediments, while concurrently scrutinizing methodologies
geared toward a comprehensive evaluation of the genuine efficacy of Red and Blue Team
Training initiatives [1].

Moreover, Red and Blue Team Training promotes collaboration and synergy among
cybersecurity practitioners. The interplay between Red and Blue Teams cultivates a holistic
understanding of attack vectors, enabling defenders to proactively fortify their defenses.

3.1. Definition of Red and Blue Teams

In the intricate struggle of cybersecurity, Red and Blue Teams emerge as the embodi-
ment of adversaries and defenders [24]. The Red Team embodies the attacker’s persona,
utilizing an array of offensive tactics to breach an organization’s digital fortifications. In
stark contrast, the Blue Team embodies the role of guardians, orchestrating countermea-
sures to repel and mitigate the simulated assaults orchestrated by the Red Team [25]. This
dynamic exchange sets the stage for a controlled arena fostering skill refinement, incident
response augmentation, and the revelation of security weak points.

The Red Team’s role as aggressors entails the execution of multifaceted attack vectors,
mirroring the techniques used by actual threat actors. Their endeavors span from exploiting
software vulnerabilities to social engineering, painting a vivid picture of the diverse threat
landscape. In parallel, the Blue Team’s tenacity is demonstrated through proactive threat
detection, rapid incident containment, and the fortification of digital perimeters [26].

The synergy between these teams materializes in the form of invaluable learning
opportunities. The adversarial context enables cybersecurity professionals to fine-tune
their defensive strategies while evolving to predict and thwart emergent attack patterns.
The combination of Red and Blue Teams, underpinned by robust training methodologies,
culminates in a virtuous cycle of skill growth and organizational resilience.

In the realm of cybersecurity, a dilemma occurs, defining the distinct tactical trajectories
of Red and Blue Teams. These two entities, while unified in the pursuit of bolstering digital
security, adopt roles as starkly opposed as they are complementary [13]. The Red Team
assumes the mantle of the adversary, venturing into the digital domain with the aim of
probing, exploiting, and laying bare vulnerabilities that may otherwise remain concealed.
In stark contrast, the Blue Team ascends as the vigilant guardian, entrusted with the pivotal
responsibility of identifying, mitigating, and orchestrating countermeasures against the
simulated threats propagated by the Red Team [26].

3.2. How Red and Blue Team Training Works

At the forefront of contemporary cybersecurity, the paradigm of Red and Blue Team
Training unfolds as a carefully constructed arena, emulating the tumultuous landscapes of
actual cyber attack scenarios. In this dynamic enactment, the Red Team, analogous to a
framework of virtual attackers, mobilizes an array of intricate hacking techniques. Their
objective resonates with that of genuine threat actors—to infiltrate and compromise an
organization’s digital infrastructure [27].

In a synchronous battle of defense and offense, the Blue Team stands resolute, as-
suming the mantle of sentinels charged with the safeguarding of the organization’s digital
domain. Their endeavor encompasses not only the detection of the Red Team’s intricate
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maneuvers but also the analytical prowess to discern the motives and methodologies that
underpin these attacks. Through swift and strategic action, the Blue Team endeavors to
thwart the Red Team’s advances, neutralizing their impact and fortifying the organization’s
cyber defenses.

This realm of simulation serves as an priceless pool, forging the skills and resilience
of cybersecurity practitioners. The immersive experience granted by Red and Blue Team
Training offers a veritable playground for participants to hone their capacities in responding
adeptly to the ever-evolving spectrum of cyber threats. By navigating this virtual battlefield,
participants cultivate a refined skill set, augmented by practical insights and strategic
dexterity [13]. Thus, the synergy between simulated scenarios and real-world challenges
engenders a robust cadre of cybersecurity professionals adept in countering the countless
permutations of digital intrusion.

3.3. How Red and Blue Team Training Improves Cybersecurity Posture

In dissecting the mechanics of Red and Blue Team Training, emphasis is placed on
the pivotal role of experiential learning. Participants are immersed in realistic scenarios,
transcending theoretical realms to navigate authentic decision-making processes with
real-world implications. This hands-on engagement cultivates resilience and composure,
attributes paramount to effective incident response.

In the relentless search of cybersecurity excellence, Red and Blue Team Training
emerges as a pivotal pillar. Central to this methodology is a simulated real-world scenario,
wherein participants immerse themselves in the intricate dance of adversaries. The Red
Team, assuming the role of aggressors, employs sophisticated tactics to breach systems,
while the Blue Team, the trusted defenders, adeptly counters these incursions. This dynamic
synergy fosters a comprehensive skill set encompassing proactive threat detection, rapid
incident response, and strategic vulnerability mitigation [28].

The impact of Red and Blue Team Training resonates across the multidimensional
landscape of cybersecurity readiness. By submerging participants in authentic adversarial
contexts, the training nurtures an acute grasp of attack vectors, vulnerabilities, and de-
fensive strategies. This experiential mode of learning empowers participants to discern
nuanced signs of compromise, facilitating swift and precise countermeasures.

Moreover, Red and Blue Team Training forges enduring resilience and adaptability
in cybersecurity practitioners. The competitive and ever-evolving exercises refine the par-
ticipants’ ability to navigate fluid threats, giving them the agility to counter complicated
attacks. The collaborative spirit of this training fosters teamwork and efficient commu-
nication across diverse skill sets, underscoring the paramount importance of a united
defensive front. As this exploration unfolds, subsequent sections delve deeper, unravel-
ing the strategic intricacies of Red and Blue Team Training’s orchestration in enhancing
cybersecurity prowess.

3.4. Best Practices for Implementing Red and Blue Team Training

The implementation of Red and Blue Team Training necessitates a deliberate and
strategic approach to amplify its transformative influence. To ensure its efficacy, a set of
best practices takes center stage [8]:

• Targeted Skill Development: Tailoring training objectives to the unique needs and
proficiency levels of participants emerges as a cornerstone. This customization not
only optimizes skill augmentation but also harmonizes training outcomes with orga-
nizational cybersecurity aspirations.

• Realistic Scenario Design: The crafting of scenarios mirroring real-world challenges
assumes paramount importance. This entails encompassing a spectrum of attack vec-
tors, system configurations, and industry-relevant scenarios. Such fidelity to realism
lays the foundation for cultivating practical and nuanced problem-solving skills.

• Continuous Learning Cycle: Embracing a cyclical training model that champions
iterative learning constitutes an essential element. Post-exercise assessments and
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structured debriefings serve as conduits for perpetuating knowledge retention and
gradual enhancement over time.

• Interdisciplinary Collaboration: The promotion of cross-functional collaboration be-
tween Red and Blue Teams emerges as a cornerstone. This interplay mirrors the
symbiosis requisite for effective cybersecurity defense. By embracing diverse per-
spectives, participants are fortified with a holistic outlook, nurturing multifaceted
cybersecurity strategies.

• Feedback and Evaluation: The regular assessment of participant performance accom-
panied by robust feedback mechanisms assumes pivotal importance. This iterative
feedback loop not only informs the fine-tuning of training methodologies but also
underpins the continuous evolution of training outcomes.

3.5. Common Challenges Faced during Red and Blue Team Training

While Red and Blue Team Training offers transformative benefits in cybersecurity
education as detailed in the previous section, it is imperative to acknowledge and address
the potential hurdles that can hinder its optimal execution. This section undertakes a com-
prehensive analysis of these challenges, encompassing a spectrum of technical intricacies
to logistical considerations, each warranting meticulous contemplation [29]:

1. Resource Limitations: The successful implementation of Red and Blue Team Training
hinges on the availability of essential resources, including time, personnel, and appropriate
technology. Acquiring and configuring requisite tools, establishing suitable training
environments, and securing proficient trainers can present substantial obstacles.

2. Realism and Relevance: A cornerstone of effective training lies in crafting scenarios that
authentically emulate contemporary cyber threats. Achieving the delicate equilibrium
between realistic simulations and predefined training objectives is paramount to
ensure that the acquired skills translate into practical proficiency.

3. Team Dynamics and Communication: The collaborative dynamic between Red and
Blue Teams hinges upon uninterrupted communication and synchronized strategic
maneuvers. Overcoming potential barriers in communication, fostering a harmonious
team environment, and aligning tactical approaches require dedicated efforts.

4. Skill Diversity: Participants engaged in Red and Blue Team Training invariably possess
diverse levels of technical insight and domain expertise. Tailoring training protocols
to accommodate this spectrum of skill sets while upholding meaningful engagement
and skill enhancement poses a multifaceted challenge.

3.6. Strategies for Overcoming These Challenges

In response to the multifaceted challenges inherent in Red and Blue Team Training, a
strategic toolkit of innovative approaches emerges as an imperative. These solutions are
designed to transcend obstacles, fostering an environment that leads to optimal training
outcomes and cybersecurity readiness [30]:

1. Adoption of Simulation Technology: Embracing cutting-edge simulation technologies
serves as a potent remedy for resource constraints. These platforms offer a cost-
effective and scalable avenue to replicate intricate cyber scenarios, mitigating chal-
lenges posed by limited resources and facilitating immersive experiential learning.

2. Customized Scenario Development: Tailoring training scenarios to mirror an organiza-
tion’s unique cybersecurity landscape elevates training relevance and participant
engagement. By mirroring real-world vulnerabilities and incidents, participants hone
skills that directly translate into bolstered defense mechanisms.

3. Communication Enhancement Workshops: Integrating specialized communication work-
shops into training regimens can enhance interpersonal skills, facilitating seamless
information exchange and collaboration between Red and Blue Teams. Effective
communication is pivotal to coordinated defense maneuvers.

4. Adoption of Progressive Learning Pathways: Implementing a tiered training framework
accommodates participants with divergent skill levels. This modular approach en-

196



Information 2023, 14, 587

sures inclusivity, allowing novices and experts alike to engage at their proficiency
level, fostering a culture of continuous learning and skill enhancement.

In the journey to optimize the effectiveness of Red and Blue Team Training, proactively
addressing challenges and devising adaptable strategies assume a pivotal role. By confronting
these challenges head-on and delineating effective strategies and assessment methodologies,
this paper takes significant strides in advancing our understanding of the intricate dynamics
that encompass cybersecurity training. Moreover, it underscores the compelling need for a
perpetually evolving paradigm in response to the ever-changing landscape of cybersecurity,
ensuring the training remains at the forefront of educational excellence.

4. Red and Blue Competition for Cybersecurity Training—Case Study

Through the paradigm of a Red Team and Blue Team cybersecurity simulation, the
Red Team assumes the role of an ethical hacker, strategically endeavoring to exploit vulner-
abilities that have been identified by the Blue Team. This simulation embodies the concept
of penetration testing, a process that involves replicating the techniques and methodolo-
gies employed by real-world attackers. This pragmatic approach signifies a departure
from relying solely on theoretical capabilities and security equipment, instead anchoring
the company’s defense mechanisms in their actual performance when confronted with
genuine threats.

The essence of red teaming lies in its capacity to provide an authentic assessment
of an organization’s cybersecurity incident response capabilities. By simulating genuine
attack scenarios, red teaming serves as a test for an organization’s preparedness to counter
sophisticated cyber threats. In direct contrast, the Blue Team undertakes the role of network
defenders within this simulation. Their pivotal role involves identifying and rectifying
vulnerabilities, effectively learning which aspects within the organizational framework
require attention and improvement. Furthermore, their engagement enhances their ability
to swiftly respond to and mitigate potential breaches.

While prevention is widely acknowledged as a cornerstone of cybersecurity, this
simulation underscores the equal significance of detection and remediation. These three
facets together fortify an organization’s overall defense capability. By fusing the proactive
measures of the Blue Team with the probing initiatives of the Red Team, this simulation
cultivates a holistic approach to cybersecurity that not only safeguards against potential
attacks but also bolsters the organization’s capacity to effectively counteract them.

4.1. The Architecture of Red and Blue Competition

The network architecture designed for such a scenario initially appears simplistic, as
illustrated in the diagram below (Figure 1). It necessitates the deployment of a router, a
core system, and a series of subnets, corresponding in number to the participating teams.
These subnets are intended to house vulnerable systems that demand protection through
the identification and resolution of security issues. Moreover, these virtual machines (VMs)
are employed to launch attacks on opposing teams, aimed at flag identification. In our
specific instance, there exist six VMs, each endowed with distinct vulnerabilities.

A notable challenge posed by this architecture pertains to the multitude of rules
imperative for the configuration of the router. The initial set of regulations seeks to proscribe
direct entry to the VMs owned by rival teams. Access to these systems is exclusively
sanctioned within the boundaries of the originating team’s designated subnet. With the
competition segmented into three distinct phases, each phase presenting two available
VMs, new sets of rules are needed. These subsequent regulations function to constrain and
obstruct access to the VMs during each competition phase.

In every stage of the competition, a grace period is afforded, granting teams the
opportunity to familiarize themselves with their assigned systems. However, during this
interval, access to the adversarial teams’ VMs is prohibited. Subsequently, another set of
three rules is implemented, governing the interaction between any two teams for each
given time period.
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Figure 1. Network’s architecture.

A selection of six VMs was chosen to cover a wide range of vulnerabilities and
facilitate broad participation in this competition. It was determined that effectively ad-
dressing the tasks required between two and four participants for each of the two VMs.
Additionally, the infrastructure of the cyber range dictated that there should be between
20 and 25 participating teams, introducing a new constraint regarding the number of vul-
nerable VMs. To resolve as many vulnerabilities identified by the Blue Team as possible and
enable the Red Team to automate attacks, it was decided to progressively unlock challenges
over the course of the competition’s three phases.

An additional stipulation imposed for the fair conduct of the competition mandates
that teams exclusively access the VM corresponding to their assigned mission. For example,
a team associated with VM1 can only exploit vulnerabilities intrinsic to VM1, which is
linked to the opposing team’s objectives. This requirement translates into the establishment
of six rules, corresponding to the number of missions, for every connection between
two teams.

Virtual machines are configured and deployed through the utilization of Ansible
scripts, which offer the flexibility to delineate essential hardware prerequisites and other
pertinent parameters. It is advised that VMs adhere to the recommended hardware spec-
ifications encompassing two central processing units (CPUs), four gigabytes of random
access memory (RAM), and a 40-gigabyte hard disk capacity. Conversely, the core system
necessitates a more robust hardware configuration, mandating a minimum of 16 CPUs,
64 gigabytes of RAM, and a hard disk capacity of 100 gigabytes. Notably, the implementa-
tion of this framework does not entail the need for specialized hardware equipment. The
only requisites involve the employment of servers that align with the stipulated hardware
prerequisites, ensuring an optimal and seamless execution of the system.

To further challenge the detection capabilities of both the opposing teams and the core
system, a mechanism is implemented whereby all traffic visible within a team’s designated
subnet emanates from a singular IP address. This IP address corresponds to the default
gateway aligned with each network segment. The obscuring of IPs across subnets is realized
through the execution of network address translation (NAT) for each source IP.

The culmination of these regulations entails an intricate web of rules, necessitating
multiplication to accommodate the number of participating teams. This multiplication
concludes in a substantial volume of rules, an extensive collection that mandates real-time
management during the competition’s runtime.
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4.2. Vulnerabilities Description

The cybersecurity competition features a collection of six distinct virtual machines,
each engineered to incorporate a diverse range of vulnerabilities. These vulnerabilities have
been intentionally incorporated to rigorously evaluate the incident response proficiency
of the participating individuals. Throughout the competition’s progression, a strategic
approach was adopted, revealing sets of two virtual machines during each sequential
phase. This methodical revealing of VMs ensured a controlled and incremental escalation
of challenge complexity, allowing participants to gradually adapt to evolving scenarios.
The distribution of vulnerabilities across these virtual machines enabled the evaluation
of participants’ adeptness in identifying and mitigating a spectrum of cyber threats. This
systematic structure facilitated a comprehensive assessment of the contestants’ capabil-
ities, contributing to an enhanced understanding of their preparedness in the dynamic
realm of cybersecurity.

4.2.1. First Phase

In the first phase, participants were provided with a set of VMs characterized by a low
level of complexity. This strategic approach aimed at facilitating the accommodation of par-
ticipants to the unique competition format. By providing VMs with relatively manageable
challenges, participants were given the opportunity to familiarize themselves with the new
competition framework.

The initial virtual machine, referred to as “Transaction”, functions to replicate trans-
actional processes within multiple blockchain wallets. This simulation deliberately in-
corporates a series of vulnerabilities inspired by the intricacies of cryptocurrency wallet
operations. Notably, this virtual machine presents a spectrum of at least five distinct meth-
ods for exploitation, encompassing a susceptible API and a collection of misconfigurations
inherent in the application’s developmental phase.

Subsequently, the second virtual machine, denominated as “Medical”, emulates the
online platform of a medical clinic. Termed “Medical”, this virtual environment introduces
an array of vulnerabilities, encompassing local file inclusion (LFI), remote code execution
(RCE), SQL injection, and JSON web token (JWT) attacks. Additionally, the presence
of diverse authentication token issues adds complexity to this virtual realm, effectively
challenging participants’ capacities for effective incident response.

This comprehensive scenario serves as a rigorous testing ground, probing partici-
pants’ adeptness in identifying and mitigating intricate cybersecurity threats. The virtual
machines, Transaction and Medical, mirror real-world situations, thereby furnishing partic-
ipants with an opportunity to hone their technical skills, tactical decision-making, and their
ability to navigate multifaceted security vulnerabilities. Such experiential learning not only
enhances participants’ cybersecurity readiness but also reinforces their understanding of
the evolving threat landscape.

4.2.2. Second Phase

In the context of the second phase, the augmentation of the scenario involved
the preparation of two additional virtual machines to further challenge participants’
cybersecurity prowess.

The first of these virtual machines, called “Chatbot”, emulates a functional chat service,
as suggested by its nomenclature. The VM was meticulously designed with a curated set of
predefined questions, accompanied by a series of code development intricacies deliberately
introduced into its framework. Within this construct, three pivotal vulnerabilities were
strategically embedded: SQL Injection, Command Injection, and Directory Traversal. The
successful exploitation of these vulnerabilities demanded the acquisition of unauthorized
access to a specific user account, thereby facilitating the retrieval of decryption keys and
consequently granting access to concealed information of utmost importance.

Concurrently, the second supplementary virtual machine, emblematic of an X-ray
clinic’s web page, emerged as a complex challenge. This virtual environment catered
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to functions such as appointment scheduling and provision of analysis data. Within its
construct, two distinct web vulnerabilities, namely XML External Entity (XXE) and Local
File Inclusion, were meticulously incorporated. The LFI vulnerability enabled the manipu-
lation of appointment-related files without undergoing stringent validation, consequently
allowing unauthorized access to the database directly through the browser. Furthermore,
an inadvertent active FTP server and a designated port-operating server were discovered
within this virtual machine, unintentionally expanding its attack surface. This port served
as a conduit through which physicians could access their schedules, thus inadvertently
introducing an additional layer of vulnerability.

This augmentation in the scenario not only fostered an intensified testing ground for
participants but also served as a comprehensive exercise in identifying, exploiting, and
mitigating multifaceted vulnerabilities. This experiential learning platform, characterized
by intricately engineered virtual machines, served to enhance participants’ tactical skills,
strategic decision-making, and overall preparedness in the realm of cybersecurity.

4.2.3. Third Phase

In the final phase of the competition, the landscape evolved to encompass a distinct
industrial focus, where two virtual machines were introduced to emulate intricate scenarios
reflective of the industrial sector’s cybersecurity challenges.

The first of these VMs, aptly named “Energy”, entailed the simulation of a Supervisory
Control and Data Acquisition (SCADA) communication protocol governing interactions
among multiple power stations. Each individual VM in this configuration held four distinct
pieces of information pertaining to the respective power station. Crucially, one specific
piece of data, concerning nuclear fuel—a critical and sensitive component—was intended
to remain strictly inaccessible. However, vulnerabilities stemming from the developmental
intricacies of the specialized protocol introduced misconfigurations, thereby potentially
exposing confidential nuclear fuel data. Notably, a maintenance window further heightened
the vulnerability, temporarily rendering the entire plant susceptible to potential breaches.

The second VM in this phase encompassed an administration console emblematic
of an industrial power plant. It resembled a Linux terminal in terms of its interface,
albeit tailored to execute functions pertinent to the industrial realm. Unfortunately, the
control software manufacturer’s oversights became evident within this construct. Notable
vulnerabilities included the inadvertent exposure of credential encryption mechanisms
and inadequately conducted checks on certain instructions. These oversights inadvertently
furnished potential attackers with exploitable entry points, enabling them to manipulate the
encryption process and execute commands beyond the confines of standard user privileges.

This phase of the competition thus presented participants with intricate industrial-
based scenarios, spotlighting the critical importance of safeguarding sensitive industrial
systems against potential threats. By navigating these intricate challenges, participants
honed their ability to discern vulnerabilities, execute precise incident responses, and fortify
the digital defense mechanisms that underpin industrial operations.

4.3. Core System Structure for Red and Blue Competition

The Red and Blue mission incorporates an infrastructure comprising a core system and
a series of network segments, the count of which corresponds to the number of participating
teams. This intricate setup is responsible for scrutinizing the services hosted on each
team’s virtual machines, validating submitted flags, and allocating points accordingly.
Each distinct segment is exclusively designated for a particular team and encompasses a
cluster of VMs equipped with diverse vulnerable services, totaling six such segments. The
interconnection of these segments is facilitated by a router, which enforces a set of rules
governing inter-team permissions. These rules include restrictions such as permitting solely
direct access to a team’s own network and implementing network address translation to
obscure the actual IPs of both the adversary teams and the core system.
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Central to the proposed scenario is the core system, functioning as the orchestrator of
this training exercise (Figure 2). This system is structured around three discrete yet interde-
pendent components: GenerateThings (GT), ServicesMonitor (SM), and ValidateFlags (VF).
All these modules are governed by a configuration file dictating start and end dates, as the
exercise may span multiple days. Notably, the core system possesses the capacity to discern
days, team identities, mission designations, team IPs, and the epoch’s duration—the period
when flags undergo modification, among other parameters.

This intricate setup forms the backbone of the training exercise, enabling participants
to engage in real-world simulations of cyber scenarios, fostering hands-on experience, and
enhancing their incident response, threat detection, and defensive capabilities.

Figure 2. Core system architecture.

4.3.1. Module I—GenerateThings

The core module, known as GenerateThings, serves as the central hub responsible
for producing an array of crucial data components, including flags, usernames, login
credentials, and decryption keys. These elements are meticulously tailored to each distinct
mission and team, rendering them unique in nature. GT’s operations are meticulously
synchronized with the temporal rhythm of epochs, delineated by predetermined time
intervals. The generated data are systematically organized within local storage, arranged
through a designated folder system characterized by explicit nomenclature. All information
created by this module will be unique for each team, both in the initial generation and in
epoch regeneration.

The main steps executed by the GT module are as follows (Figure 3):

• getConfig(): Extracting information regarding the scenario’s operation mode
(e.g., number of missions, epoch duration, defensive time intervals, IP addresses
of missions) from the configuration file config.txt;

• generate(): Creating files/information specific to each mission;
• sendData(): Transmitting files/information to each virtual machine;
• saveHistory(): The generated information is saved in the storage area of the core system.
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Moreover, GT undertakes the task of facilitating the operational efficiency of the
ValidateFlags component. In pursuit of this objective, flags are duplicated into a separate
file, securely preserved within a predefined directory path. The architecture of these
folders is deliberately engineered to offer intuitive and user-friendly access to the diverse
information generated within each epoch. This meticulous structuring serves to expedite
debugging processes, particularly in scenarios demanding unanticipated interventions.

Concurrently, GT assumes a key function in updating mission-specific flags and
associated information, all orchestrated according to the temporal cadence established by
the epoch’s duration. These updates are methodically propagated through a standardized
user profile omnipresent across all virtual machines. This user profile equally serves as the
conduit for Secure Shell (SSH) connections, instrumental in transferring files to designated
mission locations. Subsequently, these files are endowed with the requisite privileges,
facilitating seamless integration into the VMs’ operational ecosystem.

A key intrinsic facet of the GT pertains to its rigorous validation of flag submissions.
In instances where submissions fail to meet the required criteria, GT initiates an automated
retry protocol. Transmission attempts are recurrently reinitiated at one-minute intervals,
persisting for a maximum of three endeavors. This robust error management mechanism
ensures that critical data are transmitted securely, enhancing the reliability and effectiveness
of the overall system.

4.3.2. Module II—ServicesMonitor

The ServicesMonitor module assumes a role in overseeing the vigilant surveillance
of services specific to each mission. It executes a comprehensive array of availability
assessments, encompassing four distinct categories: FailWrite (FW), FailConnect (FC),
FailRead (FR), and FailFunctional (FF). FW signifies the incapacity to establish an SSH
connection with the designated machine, a difficult situation attributed to potential SSH
service anomalies, connection permissions, or even the virtual machine’s shutdown status.
FC, on the other hand, designates the inability to establish a connection between the
monitoring system and the designated application port.

Should the ServicesMonitor encounter an inability to legitimately acquire mission-
specific data, denoted as the “flag”, the issue is categorized as FR. The culmination of its
evaluation entails an intricate and comprehensive examination of the service’s functionali-
ties. This assessment, denoting FF, encompasses diverse evaluations such as application
registration, login procedures, or the accessibility of specific web pages. A failed outcome
in any of these assessments results in the classification of FF.

The steps executed by the Validate Flags module are as follows (Figure 3):

• getConfig(): Extracting information regarding the scenario’s operation mode (e.g.,
number of missions, epoch duration, defensive time intervals, IP addresses of missions)
from the configuration file config.txt;

• FChecks(): Verification of service availability for each service. These checks include:
FW, FC, FR, FF;

• checkAlive(): Verification in case a service changes its status (from active to inactive
or vice versa) and recording this change in a temporary list;

• deployThreads(): Instantiation of a number of threads equal to the number of teams
and loading them with the initial set of checks;

• threads():

1. updateDowntime(): Continuous calculation of the availability score and its
update in the corresponding database (downtime.db);

2. resetTmpScore(): Resetting the temporary score (closely related to step three) in
case a service changes its status;

• setServiceStatus(): Changing the status of services that have changed in the databases
responsible for displaying information on the scoreboard (scoreboard.db);

• logging(): Saving the information provided by service checks in corresponding files
in the storage area.
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The data found by the ServicesMonitor are methodically archived within a dedicated
database, supplemented by the duration of service unavailability. This temporal metric
holds substantial importance as a contributory factor to team scoring, albeit in a detrimental
manner. Concomitantly, these instances of service downtime are logged in a separate
database, carefully tailored for individual teams and their corresponding missions. This
systematic segregation is imperative to authenticate the precision of the ultimate availability
calculation. This calculation, computed exponentially across the total exercise duration, is
subsequently rendered as a percentage, encapsulating the comprehensive assessment of
service viability.

4.3.3. Module III—ValidateFlags

The final constituent module within the core system framework is the ValidateFlags
module. Its primary function encompasses the validation of flags submitted by each
participating team. This pivotal module assumes the responsibility of cross-referencing the
transmitted flag with the corresponding entry within the internal database, located in the
previously indicated destination. Furthermore, the VF module is tasked with conducting
a dual assessment: first, it scrutinizes whether the information dispatched to the module
deviates from the validating team’s generated value; second, it evaluates the currency of
the information in consideration of potential epoch transitions.

The steps executed by the VF module are as follows (Figure 3):

• getConfig(): Extracting information regarding the scenario’s operation mode (e.g.,
number of missions, epoch duration, defensive time intervals, IP addresses of missions)
from the configuration file config.txt;

• submitFlag(): Event triggered when the module receives a flag validation request
from a team;

• saveHistory(): Saving the request made by the team in the storage area of the core system;
• changeOff&Def(): Updating the offensive and defensive status for both the attacking

and defending teams;
• checks(): A series of verifications to validate a flag. These checks include:

1. tooManyPairs(): The maximum number of flags that can be submitted for vali-
dation to the core system cannot exceed the total number of teams minus one;

2. expired(): Flags fall into the “expired” category if they are submitted in an epoch
different from the one in which they were generated;

3. alreadySubmitted(): Flags are categorized as “alreadySubmitted” if a team at-
tempts to validate the same valid flag for the second time;

4. ownToken(): Flags fall into this category if the token submitted belongs to the
same team attempting validation; in such cases, the core system does not award
points for validating one’s own flags;

5. invalid(): Flags that do not fit into any of the above categories undergo a one-to-
one comparison with the valid flag stored. If the comparison results in a negative
match, the flag falls into the “invalid” category, and no points are awarded. The
same negative result is generated if the submitted flag does not adhere to the
expected format;

6. valid(): In contrast to the previous comparison, if the comparison result is posi-
tive for both flags, the submitted flag is considered valid, and the team is awarded
the corresponding points.

• getPoints(): Calculating the score to be awarded to the team that successfully submits
a valid flag based on the positions of the two teams in the rankings (the attacking team
and the defending team);

• insertFlag(): Inserting the valid flag into the storage area as a valid request made by
the team;

• updateUptime(): Updating the availability score for each team individually and the
overall availability score (uptime) on the scoreboard.
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For each accurately entered flag, a participant receives a quantified allocation of
points. This point attribution hinges on a logical algorithm: if the attacking team surpasses
the attacked team in the ranking, the scoring player secures points equivalent to the
ranking differential. Conversely, if the attacked team holds a superior position, the scoring
participant obtains a singular point.

Figure 3. Core system implementation.

Beyond its fundamental flag validation role, the VF module is endowed with supple-
mentary utility. It can be effectively leveraged to establish an intuitive graphical interface,
tailored for real-time score monitoring and service availability oversight. Additionally, the
module’s capabilities extend to the monitoring of historical performance, extending its
purview to encompass the tracking of the latest six epochs. This multifunctional attribute
amplifies the versatility and comprehensive utility of the ValidateFlags module within the
context of the overarching cybersecurity competition infrastructure.

Each of the aforementioned modules has incorporated a feature known as Panic_mode.
This function serves a crucial role in managing unforeseen contingencies that may arise,
such as the sudden shutdown or reboot of any of the modules during the course of the
exercise. The Panic_mode function operates by assessing the status of the module at the
instance of a shutdown, closely reviewing the tasks that had been successfully executed up
to that juncture. Subsequently, it resumes operation from the precise point at which the
Panic_mode function was invoked.

This Panic_mode mechanism serves as a strategic safeguard, ensuring the robustness
and resilience of the system architecture in the face of unexpected disruptions. By effec-
tively preserving the progress made prior to the shutdown event, the Panic_mode function
contributes to the continuity and stability of the exercise, minimizing potential downtime
and optimizing the overall training experience.

5. Illustrative Results

The Red and Blue competition entailed the collaboration of teams composed of six per-
sons, resulting in a mixed and diverse community of expertise. Taking place over two days,
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the competition encompassed a three-phase sequence, each revealing novel challenges that
progressively evolved in complexity, as described in Section 4.2. Exceeding initial projec-
tions, the competition’s outcomes were remarkable, primarily attributed to the enthusiastic
reception of participants toward the novel approach integrated into the competition.

The ValidateFlags module can also be leveraged to develop a graphical user interface
for real-time monitoring of scores and service availability, as illustrated in Figure 4. This
interface enables users to track the status of the most recent six epochs. In Figure 4, areas
highlighted in red indicate the epoch during which a flag was successfully obtained from
the opposing team. The rightmost box signifies the most recent epoch, while the box
preceding it represents the state two epochs ago. Conversely, blue markings indicate
the last two epochs in which a flag was captured by the respective team. This graphical
representation offers an at-a-glance view of flag acquisition trends and team performance
over time.

Figure 4. Last six epochs status.

A team’s final score, as presented in the ranking provided in Figure 5, is determined
by the following formula:

score = (scoreo f f ensive + scorede f ensive) · uptime, (1)

Here, the offensive score represents the points a team earns by successfully capturing
flags, while the defensive score corresponds to the total number of flags that remain
unobtained by opposing teams in a given epoch.

To calculate the total availability points totalAP, which represent the maximum achiev-
able availability for a team throughout the exercise, the following equation is used:

totalAP = 3600 · nmissions · nhours/day · ndays, (2)

where

• nmissions is the total number of missions;
• nhours/day is the number of hours played each day;
• ndays is the total number of days allocated for the exercise.

Each mission has its own downtime (downtimemission), and the summation of down-
time for all missions results in

sumdowntime =
nmissions

∑
i=0

downtimemission[i]. (3)

Using Equations (2) and (3), one can determine the overall period of availability,
expressed as a percentage:

uptime =
totalAP − sumdowntime

totalAP
· 100. (4)
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Figure 5. Ranking status.

The results of the comparison between the two completed Red and Blue cybersecu-
rity competitions reveal interesting trends and improvements in various aspects of the
participants’ performance.

In the inaugural competition, involving a total of 20 participating teams, a discernible
average skill enhancement of approximately 75% was noted through a self-assessment
metric. This notable improvement underscores the competition’s efficacy in fostering a
steep learning curve among participants. Moreover, a progressive decrease in the average
incident response time was observed as the competition advanced, illustrating heightened
agility and seamless coordination among the participating teams.

In the subsequent iteration of the competition, which encompassed 25 participating
teams, the trends displayed an even more encouraging trajectory. The average enhancement
in skills experienced a notable uptick, reaching 85%. This elevation underscores the
sustained efficacy of the competition in cultivating and advancing participants’ proficiencies
in the cybersecurity domain.

An analysis of participants’ self-assessment regarding skill enhancement, presented in
Table 1, conducted before and after the competition, unveiled substantial advancements.
Initially, in the pre-competition survey, a mere 40% of the participants self-identified as
possessing advanced skills. However, following their engagement in the competition, this
metric notably surged to an impressive 85%. These findings imply that the practical experi-
ence acquired throughout the competition played a pivotal role in bolstering participants’
assurance and proficiency in the realm of cybersecurity practices.

Table 1. Self-assessment of skill enhancement.

Skill Level Before Competition (%) After Competition (%)

Novice 25 5
Intermediate 35 10

Advanced 40 85

Table 2 illustrates an analysis of vulnerability exploitation rates across both iterations
of the competition highlights the evolving proficiency of the participants. In the initial
competition, only 30% of the vulnerabilities identified were effectively exploited by the
teams. Remarkably, this rate surged to 65% in the subsequent competition, indicating a
heightened grasp of attack vectors and techniques among the participants. This observed
trend points toward a significant enhancement in the participants’ ability to strategically
exploit identified vulnerabilities.
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Table 2. Vulnerability exploitation rates.

Competition Identified Vulnerabilities Exploited Vulnerabilities (%)

First 50 30
Second 60 65

The influence of team collaboration on competition performance is clearly visible
from the collected data (Table 3). In the inaugural competition, teams that enthusiastically
embraced cross-functional collaboration between Red and Blue Teams exhibited an average
performance superiority of 45% over their counterparts. Notably, this pattern persisted
in the subsequent competition, reiterating the crucial role of collaborative strategies in
fostering adept cybersecurity defense. The consistent positive correlation between collabo-
ration and enhanced performance underscores the importance of teamwork and knowledge
exchange in the context of cybersecurity competitions.

Table 3. Impact of team collaboration on performance.

Collaboration Level Performance Improvement (%)

Low 0
Moderate 25

High 45

Table 4 presents an interesting pattern surfaced when analyzing the detection-to-
exploitation ratios in both conducted competitions. During the inaugural competition, the
ratio stood at approximately 3:1, elucidating that teams exhibited a higher proficiency in
identifying vulnerabilities compared to exploiting them. However, this dynamic evolved in
the subsequent competition, as the ratio shifted to 1:1, signifying that teams had refined their
offensive skills. This transition highlighted their achievement of a smooth balance between
the capacities of vulnerability detection and exploitation, underscoring the evolution of
participants’ offensive strategies and technical skills.

Table 4. Detection vs. exploitation ratios.

Competition Detection: Exploitation Ratio

First 3:1
Second 1:1

Analysis of post-competition surveys revealed a notable increase in the confidence
of the participants, shown in Table 5. Initially, in the first competition, only 50% of the
participants expressed a strong assurance in their capacity to effectively manage real-
world cyber threats. However, following the culmination of the second competition, this
figure experienced a remarkable escalation to 85%. This substantial increase underscores
the profound impact of hands-on engagement within the competition, accentuating how
practical exposure contributes to boosting participants’ confidence in their ability to address
complex cybersecurity challenges.

Table 5. Post-competition confidence.

Confidence Level After First Competition (%) After Second Competition (%)

Low 30 10
Moderate 20 5

High 50 85

The performance of the core system is graphically depicted in Figure 6, where mea-
surements were recorded at hourly intervals to approximate the system’s ability to handle
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requests per second. Notably, due to the distinctive nature of this Red and Blue competition
compared to the traditional Red vs. Blue approach, a discernible trend emerges. On the
first day of the competition, the system’s request handling capacity was comparatively
lower. However, as participants grew accustomed to this innovative approach, their respon-
siveness increased significantly on the second day, peaking at a remarkable 49,834 requests
per second.

Furthermore, Figure 6 also highlights that, toward the end of the exercise, a substantial
volume of requests continued to be processed. This sustained interest from participating
teams underscores the appeal and effectiveness of the proposed competition strategy. It
is notable that the core system’s architecture has been meticulously designed to leverage
multi-threading, a critical factor contributing to the optimization of processing time. This
graph primarily represents the requests directed to the ValidateFlags module for flag
validation. Simultaneously, ServicesMonitor and GenerateThings services operated in
parallel, placing an additional workload on the core system.

In the second edition of the competition, there is a notable increase in the overall
volume of requests, surpassing the figures recorded in the first edition. A new peak of
57,429 requests per second is observed, indicating the growing popularity and participation
in this unique cybersecurity competition model.

Figure 6. Core system performance.

To enhance the clarity of the results depicted in Figure 6, we performed additional
calculations using the total daily counts from Table 6. These measurements represent the
number of requests recorded at specific hours. As a result, it is possible for certain values to
be lower than the previous measurements, depending on the timing of the data recording.
This variability arises from the specific moments at which these data points were logged.
It is evident that, in the second edition, there is an increase in the number of requests for
each day.

Table 6. Total requests/day.

Edition Day Number of Requests

One 1 219,664
One 2 308,836
Two 1 253,822
Two 2 389,166

Taken together, the outcomes of these two competitions distinctly underscore a consis-
tent and positive progression in participants’ proficiencies, collaborative dynamics, and
adeptness in incident response. This outcome robustly underscores the efficacy of the
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Red and Blue cybersecurity competition framework as a model for cultivating a vibrant
and interactive learning environment. The documented trends affirm that this model
actively stimulates skill refinement and teamwork while improving participants’ abilities
to skillfully manage cyber incidents.

6. Discussion

An analysis of the compiled statistical data, following the execution of two iterations
of the competition, revealed a consistent trend—all participants demonstrated visible
enhancements in their knowledge and competence regarding incident response throughout
the duration of the competition. This observation underscores the efficacy of the Red
and Blue Teams competition in fostering learning and the cultivation of skillsets among
the participants.

The participants’ enthusiasm for the novel competition format considerably con-
tributed to the favorable outcomes. This open embrace facilitated active engagement with
the presented challenges, thereby enabling the augmentation of their comprehension of
cybersecurity concepts and the refinement of their incident response proficiencies. By
offering a dynamic and invigorating setting, the competition structure facilitated hands-on
skill acquisition and the application of theoretical insights to authentic real-world scenarios.

We have presented in detail the structure of the main components that make such a
competition possible, namely core system and system architecture. The tables presented
in the previous section show how this new competition improves the competences of the
participants. Figure 6 also illustrates the performance that the core system can achieve,
demonstrating that the created infrastructure can be easily scaled.

For the first competition, the impact of collaboration on performance enhancement
was particularly remarkable. Teams that actively engaged in higher levels of collaborative
efforts showcased a more pronounced improvement in their performance metrics. This
emphasizes the pivotal role of teamwork and the exchange of knowledge within the
framework of such competitive scenarios.

The ratio of vulnerability detection to exploitation exhibited a favorable trend. Teams
demonstrated the capacity to identify vulnerabilities at a rate surpassing the adversaries’
ability to exploit them promptly, highlighting the successful implementation of robust
defensive strategies.

Notably, participants’ post-competition confidence level experienced a substantial
elevation, measuring at an impressive 60%. This outcome signifies a significant boost
in participants’ self-assurance in their acquired skills as a direct consequence of their
involvement in the competition.

In the second iteration of the competition, the incident response time exhibited further
refinement, indicating a heightened state of readiness and improved decision-making capa-
bilities among the teams. The continued significance of collaboration was evident, as teams
showcased varying degrees of progress directly correlated with their collaborative endeavors.

Consistency was observed in the detection-to-exploitation ratio across the compe-
titions. This consistency highlights participants’ adeptness in responding promptly to
identified vulnerabilities, thereby minimizing potential risks.

Remarkably, post-competition confidence levels registered a substantial increase,
reaching an impressive 75%. This elevation reinforces the competition’s positive influence
on the participants’ self-assurance in their cybersecurity aptitude.

Through the intense challenges and strategic gameplay of the competition, participants
not only enhance their technical skills but also cultivate qualities crucial in cybersecurity
professionals: critical thinking, adaptability, and teamwork. The simulation of actual attack
scenarios provides a controlled environment to learn and evolve, enabling participants to
grasp the intricacies of cyber threats and mitigation strategies.

Moreover, the competitive atmosphere fosters an eagerness to stay updated with
the latest threat trends, thereby reinforcing a culture of continuous improvement. As
participants navigate through simulated breaches and fortify defenses, they emerge with
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a deeper understanding of the asymmetrical nature of cybersecurity and the need for
holistic approaches.

The Red and Blue cybersecurity competition encapsulates the essence of collaboration
and rivalry, uniting diverse skill sets toward a common goal of fortifying digital landscapes.
This immersive experience equips participants with practical insights and hones their
ability to orchestrate a proactive defense. Ultimately, the competition not only trains the
next generation of cybersecurity experts but also underscores the critical importance of
constant vigilance, collaboration, and innovation in securing networks against the relentless
tide of cyber threats.

7. Conclusions

In conclusion, the conducted Red and Blue Cybersecurity Competitions have provided
invaluable insights into the effectiveness of this novel approach in enhancing participants’
skills, promoting collaboration, and refining incident response capabilities. The two com-
petitions showcased consistent improvements across various parameters, such as skill
enhancement, incident response time, collaboration impact, vulnerability exploitation rates,
and post-competition confidence levels. These outcomes collectively underline the potency
of the Red and Blue competition model in fostering a dynamic learning environment that
bridges theoretical knowledge with practical experience. The competitions’ positive impact
on participants’ confidence, coupled with the evident growth in their abilities, emphasizes
the significance of experiential learning in cybersecurity education. As the digital landscape
continues to evolve, this competition model offers a promising avenue for training and
preparing cybersecurity professionals to effectively tackle the evolving challenges of the
cyber realm.

We have demonstrated that there are numerous benefits associated with the integration
of the two teams. We presented an architecture upon which such a competition can be built.
VMs with intentionally created vulnerabilities were introduced, alongside the Core System
containing all its functionalities. Following the successful completion of two editions of
this competition, we discussed how participants’ skills have improved and emphasized the
value it brings to the training of incident response teams. This approach underscores the
significance of such combined training exercises in strengthening cybersecurity readiness.
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Abbreviations
The following abbreviations are used in this manuscript:

AI Artificial Intelligence
API Application Programming Interface
BT Blue Team
CCDCOE Cyber Defence Center of Excellence
CDX Cyber Defense Exercises
CPUs Central Processing Units
CTF Capture the Flag
FC FailConnect
FF FailFunctional
FR FailRead
FTP File Transfer Protocol
FW FailWrite
GT GenerateThings
IP Internet Protocol
JWT JSON Web Token
LFI Local File Inclusion
NAT Network Address Translation
NIST National Institute of Standards and Technology
RAM Random Access Memory
RCE Remote Code Execution
RT Red Team
SCADA Supervisory Control and Data Acquisition
SM ServicesMonitor
SSH Secure Shell
VF ValidateFlags
VMs Virtual machines
XXE XML External Entity
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Abstract: In the European Union, Data Controllers and Data Processors, who work with personal
data, have to comply with the General Data Protection Regulation and other applicable laws. This
affects the storing and processing of personal data. But some data processing in data mining or
statistical analyses does not require any personal reference to the data. Thus, personal context can be
removed. For these use cases, to comply with applicable laws, any existing personal information has
to be removed by applying the so-called anonymization. However, anonymization should maintain
data utility. Therefore, the concept of anonymization is a double-edged sword with an intrinsic
trade-off: privacy enforcement vs. utility preservation. The former might not be entirely guaranteed
when anonymized data are published as Open Data. In theory and practice, there exist diverse
approaches to conduct and score anonymization. This explanatory synthesis discusses the technical
perspectives on the anonymization of tabular data with a special emphasis on the European Union’s
legal base. The studied methods for conducting anonymization, and scoring the anonymization
procedure and the resulting anonymity are explained in unifying terminology. The examined methods
and scores cover both categorical and numerical data. The examined scores involve data utility,
information preservation, and privacy models. In practice-relevant examples, methods and scores
are experimentally tested on records from the UCI Machine Learning Repository’s “Census Income
(Adult)” dataset.

Keywords: emerging technologies and applications; multimedia content management; privacy
and trust

1. Introduction

Working with personalized data is a highly risky task. Not only in sensitive sectors
like health and finance, personal data has to be protected. Personal data can occur in vast
varieties. Nevertheless, in practice, personal data are often stored in structured tabular
datasets, and this work focuses on tabular datasets as objects of study.

Violating the regulations in force, such as the General Data Protection Regulation
(GDPR) by the European Union (EU), can lead to severe penalties. More importantly,
from an ethical perspective, data leakage can cause irreversible and irreparable damage.

However, removing personal information, i.e., called anonymizing, is a challenging
task that comes with a trade-off. On the one hand, after anonymizing, no personal references
should be possible. This can only be achieved by manipulating or even deleting data. On the
other hand, the data utility should be maintained. Hereby, we refer to “data utility” as any
measure to rate how useful data are for given tasks.
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Furthermore, anonymization is highly task-dependent, and due to the lack of special-
ized Open Data, Data Controllers and Data Processors cannot rely on given experiences.

In the following, this article looks at the anonymization of tabular data from the legal
perspective of the GDPR. We describe practice-relevant anonymization terms, methods,
and scores for tabular data in a technical manner while enforcing common terminology
and explaining the legal setting for anonymizing tabular data.

This explanatory synthesis aims to distill and organize the wealth of information from
a multitude of versatile sources in the context of anonymizing tabular data. We aim to
bring the information into a clear and structured format to grasp the key concepts, trends,
and current ambiguities. Our approach seeks to ensure both comparability and broad
applicability, focusing on achieving general validity in practical use cases.

The main contributions of this review paper can be summarized as follows:

1. Terminology and taxonomy establishment of anonymization methods for tabular data:
This review introduces a unifying terminology for anonymization methods specific to
tabular data. Furthermore, the paper presents a novel taxonomy that categorizes these
methods, providing a structured framework that enhances clarity and organization
within tabular data anonymization.

2. Comprehensive summary of information loss, utility loss, and privacy metrics in the
context of anonymizing tabular data:
By conducting an extensive exploration, this paper offers a comprehensive overview
of methods used to quantitatively assess the impact of anonymization on information
and utility in tabular data. By providing an overview of the so-called privacy models,
along with precise definitions aligned with the established terminology, the paper
reviews and explains the trade-offs between privacy protection and data utility, with
special attention to the Curse of Dimensionality. This contribution facilitates a deeper
understanding of the complex interplay between anonymization and the quality of
tabular data.

3. Integration of anonymization of tabular data with legal considerations and risk
assessments:
Last but not least, this review bridges the gap between technical practices and legal
considerations by analyzing how state-of-the-art anonymization methods align with
case law and legislation. By elucidating the connection between anonymization tech-
niques and the legal context, the paper provides valuable insights into the regulatory
landscape surrounding tabular data anonymization. This integration of technical
insights with legal implications is essential for researchers, practitioners, and pol-
icymakers alike, contributing to a more holistic approach to data anonymization.
The paper conducts a risk assessment for privacy metrics and discusses present issues
regarding implementing anonymization procedures for tabular data. Further, it exam-
ines possible gaps in the interplay of legislation and research from both technical and
legal perspectives. Based on the limited sources of literature and case law, conclusions
on the evaluation of the procedures were summarized and were partially drawn using
deduction.

In summary, these three main contributions collectively provide interdisciplinary
insights for assessing data quality impact and promote a well-informed integration of
technical and legal aspects in the domain of tabular data anonymization.

2. Background

This article does not consider the anonymization of graph data or unstructured data,
where high dimensionality adds additional constraints [1]. We solely focus on tabular data
that can be extracted from relational databases. Due to their reliability and widespread
tools, relational databases are used in a wide range of applications across various industries.
Thus, anonymizing tabular data in relational databases is a practice-relevant task. In this
matter, protecting privacy is the main goal. Further, it facilitates the development of new
applications with the possible publishing of Open Data.
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We only consider data that have string or atomic data types, e.g., Boolean, integer,
character, and float, as attribute data types. From a conceptual point of view, we only
distinguish between categorical and numerical attributes, which can be reduced to the data
types of string and float in implementations. Characters and integers might be typecast,
respectively. We define records as single entries in the database. Individuals might be
related to more than one record. This happens when records are created by user events,
such as purchase records. Though we relate to relational databases and their taxonomy,
to emphasize the anonymization task, instead of using the term “primary key”, we use
the term Direct Identifier. Instead of talking about a “super key”, we say Quasi-Identifier
(QI). A QI refers to a set of attributes where the attributes are not identifiers by themselves,
but together as a whole might enable the unique identification of records in a database. The
QI denotes the characteristics on which linking can be enforced [2]. The QI contains the
attributes that are likely to appear in other known datasets, and in the context of privacy
models, there is the assumption that a data holder can identify attributes in their private
data that may also appear in external information and thus can accurately identify the
QI [3]. Further, by considering the same attribute values of a QI, the dataset of records is
split into disjunct subsets that form equivalence classes. In the following, we call these
equivalence classes groups. If a group consists of k ∈ N entries, we call the group a k-
group. Besides Direct Identifiers and (potentially more than one) QIs, there are the so-called
Sensitive Attributes (SAs), which, importantly, should not be assignable to individuals
after applying anonymization. In Section 4, we give the mathematical setting for the data to
study. In contrast to pseudonymization, where re-identification is possible but is not within
the scope of this article, anonymization does not allow Direct Identifiers at all. For this
reason, in anonymization, removing Direct Identifiers is always the first step to take (e.g.,
in [4]). For the sake of simplicity, we assume that this step is already performed and define
the data model on top of it. For the sake of consistency and comparability, throughout the
article, we use the Adult dataset from the UCI Machine Learning Repository [5] (“Census
income” dataset) for visualizing examples.

3. Related Work

Related work can be categorized into several categories depending on the data format,
the perspective (technical or legal), and the use case. The first listed works take a technical
perspective and deal with different data types and use cases in anonymization.

The survey [6] by Abdul Majeed et al. gives a comprehensive overview of anonymiza-
tion techniques used in privacy-preserving data publishing (PPDP) and divides them into
the anonymization of graphs and tabular data. Although anonymization techniques for
tabular data are presented, the focus of the survey is on graph data in the context of social
media. The survey concludes that privacy guidelines must be considered not only at the
anonymization level, but in all stages, such as collection, preprocessing, anonymization,
sharing, and analysis.

In the literature, most often, the approaches to anonymization are context-sensitive.
Another example is [7], where the authors discuss anonymizing Public Participation

Geographic Information System (PPGIS) data by first identifying privacy concerns, refer-
ring to the European GDPR as the legal guideline. The authors claim to have reached a
satisfactory level of anonymization after applying generalization to non-spatial attributes
and perturbations to primary personal spatial data.

Also in [8], by Olatunji et al., anonymization methods for relational and graph data
are the focus but with an emphasis on the medical field. Further, in addition to the
various anonymization methods, an overview of various attack methods and tools used
in the field of anonymization is given. The evaluation is focused on two main objectives,
which are performed on the Medical Information Mart for Intensive Care (MIMIC-III)
dataset anonymized with the ARX data anonymization tool [9]. In the anonymization
procedure, the differences in the accuracy of the predictions between anonymized data and
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de-anonymized data are shown. In this use case, generalization has less impact on accuracy
than suppression, and it is not necessary to anonymize all attributes but only specific ones.

Again—considering anonymization procedures—in [10], Jakob et al. present a data
anonymization pipeline for publishing an anonymized dataset based on COVID-19 records.
The goal is to provide anonymized data to the public promptly after publication, while
protecting the dataset consisting of 16 attributes against various attacks. The pipeline itself
is tailored to one dataset. All Direct Identifiers were removed, and the remaining variables
were evaluated using [11] to determine whether they had to be classified as QIs or not.

In [12], the authors examine privacy threats in data analytics and briefly list privacy
preservation techniques. Additionally, they propose a new privacy preservation technique
using a data lake for unstructured data.

In the literature review in [13], the authors list 13 tools and their anonymization
techniques. They identify Open Source anonymization tools for tabular data and give
a short summary for each tool. Also, they give an overview of which privacy model is
supported by which tool. However, they focus on a literature review and do not give
in-depth evaluations of the tools. Last but not least, they derive recommendations for
tools to use for anonymizing phenotype datasets with different properties and in different
contexts in the area of biology. Besides anonymization methods, some of the literature
focuses on the scoring of anonymity and privacy.

In the survey [14], the authors list system user privacy metrics. They list over
80 privacy metrics and categorize into different privacy aspects. Further, they highlight the
individuality of single scenarios and present a method for how to choose privacy metrics
based on questions that help to choose privacy metrics for a given scenario. Whereas the
authors unify and simplify the metric notation when possible, they do not focus on the
use case of tabular data and do not describe anonymization methods for tabular data (in a
unifying manner). Further, they do not consider the legal perspective.

The following works take a legal perspective but do not fill the gap between legal
and technical requirements. The legal understanding is not congruent with technology
development, and there are different definitions of identifiable and non-identifiable data in
different countries.

In [15], the authors discuss different levels of anonymization of tabular health data
in the jurisdictions of the US, EU, and Switzerland. They call for legislation that respects
technological advances and provides clearer legal certainty. They propose a move towards
fine-grained legal definition and classification of re-identification steps. In the technical
analysis, the paper considers only two anonymization methods, removal of Direct Identi-
fiers and perturbation, and gives a schematic overview of classification for levels of data
anonymization. The data are classified into identifying data, pseudonymized data, pseudo-
anonymized data, aggregated data, (irreversibly) anonymized data, and anonymous data.

In [1], the authors consider the even more opaque regulations regarding anonymizing
unstructured data, such as text documents or images. They examine the identifiability
test in Recital 26 to understand which conditions must be met for the anonymization
of unstructured data. Further, they examine both approaches that will be discussed in
Sections 6.3 and 6.4.

From a conceptual perspective, in [16], the authors call for a paradigm shift from
anonymization towards transparency, accountability, and intervenability, because full
anonymization, in many cases, is non-feasible to implement, and solely relying on anonymiza-
tion often leads to undesired results.

In summary, it can be seen that there is an increasing demand for practical anonymiza-
tion solutions due to the rising number of privacy data breaches and the increasing number
of data. With the establishment of new processing paradigms, the relevance of user data
anonymization will continue to increase. However, current approaches need significant
improvement, and there is a need to develop new practical approaches that enable the
balancing act between privacy and utility.
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4. Technical Perspective

The following model omits the existence of Direct Identifiers and just deals with
one QI and several SAs. Furthermore, to make the setting comprehensible, we use
the terms table, database, and dataset interchangeably. Let D = {R1, R2, . . . , Rn} be
a database modeled as a multiset with n ∈ N not necessarily distinct records, where
Ri ∈ A1 × A2 × · · · × Ar × Ar+1 × . . .× Ar+t, i = 1, . . . , n, are database entries composed
of attribute values; r ∈ N is the number of attributes that are part of the QI; t ∈ N0 is the
number of non QI attributes; Aj, j = 1, . . . , r + t, is the set of possible attribute values of
the attribute indexed by j; and the first r attributes represent the QI. In the following, let
|·| denote the cardinality of a set, and more specifically, let |D| denote the number of
distinct records in database D. As several records can potentially be assigned to one in-
dividual, n records correspond to m ≤ n individuals with QI attributes {U1, U2, . . . , Um},
where Ui ∈ A1 × A2 × . . .× Ar, i = 1, . . . , m. We assume that given data are preprocessed
and individuals can only be assigned to one individual, i.e., |D| = m = n. Further, let
SA ⊆ {A1, . . . , Ar+t} denote the SAs as a subset of all attributes. For the sake of simplicity,
in the article, without loss of generality, we restrict the numerical attributes to Ai ⊂ R and
the categorical attributes to Ai ⊂ N, i = 1, . . . , r + t. Let Ri, i ∈ {1, . . . , n} denote the i-th
entry and Ri(j), j ∈ {1, . . . , r + t} denote the value of the j-th attribute of the i-th entry in
the database. Figure 1 visualizes the data structure to be studied.

Figure 1. The considered data model. The first r attributes form a QI. All attributes indexed from 1 to
r + t are potentially SAs. The considered data model does not contain Direct Identifiers.

Before scoring certain levels of anonymity for a dataset with personal data, we give
an overview of common anonymization methods. We aim to cover relevant methods for
tabular data in as detailed a manner as necessary. We are aware that not all methods are
described in detail and that research is being carried out on newer approaches. However,
in this article, we focus on the most important methods that are state-of-the-art and/or
common practice. Some anonymization methods use the information given by the QI.
In that case, it is important to note that there might be more than one QI (super key) in a
database, and often, several choices of QI have to be considered to score anonymization.
For the sake of simplicity and because the following definitions do not limit the use of
multiple QIs, where needed, we use a fixed set of attributes as a single QI. In the following,
we categorize anonymization methods in seven categories (Sections 4.1–4.7), where not
all are necessarily based on QIs. The considered methods are given in the taxonomy in
Figure 2. This taxonomy represents a hierarchical structure that classifies anonymization
methods into different levels of categories and subcategories, reflecting their relationships.
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Figure 2. Taxonomy of anonymization methods for tabular data.

4.1. Eliminating Direct Identifiers

Direct Identifiers are attributes that allow for the immediate re-identification of data
entries. Therefore, due to the GDPR definition of anonymization, removing the Direct
Identifier is compulsory and usually the first step in any anonymization of personal tabular
data. Direct Identifiers, often referred to as IDs, do not usually contain valuable information
and can simply be removed. A more detailed description can be found in the Health
Insurance Portability and Accountability Act (HIPAA) Privacy Rule [17] by the United
States Department of Health and Human Services, which specifies a Safe Harbor method
that requires certain Direct Identifiers of individuals to be removed. The 18 Direct Identifiers
that are required to be removed according to the Safe Harbor method can be found in
Table 1. To the best of our knowledge, there is no EU counterpart to the HIPAA.

Table 1. Direct Identifiers in the HIPAA Safe Harbor method.

No. Direct Identifier No. Direct Identifier

1 Names 10 Social security numbers
2 All geographic subdivisions smaller than a state 11 IP addresses
3 All elements of dates (except year) directly related to an individual 12 Medical record numbers
4 Telephone numbers 13 Biometric identifiers, including finger and voice prints
5 Vehicle identifiers and serial numbers 14 Health plan beneficiary numbers
6 Fax numbers 15 Full-face photographs and any comparable images
7 Device identifiers and serial numbers 16 Account numbers
8 Email addresses 17 Any other unique identifier
9 URLs 18 Certificate/license numbers

4.2. Generalization

In generalization, the level of detail is coarsened. As a result, given the attributes
of individuals, re-identification in the dataset should be impossible. Further, generaliza-
tion limits the possibility of finding correlations between different attribute columns and
datasets. This also makes it difficult to combine and assign records to an individual. There
are several types of generalizations, such as subtree generalization, full-domain general-
ization, unrestricted subtree generalization, cell generalization, and multi-dimensional
generalization [6]. generalization for categorical attributes can be defined as follows
(c.f. [18]): Let Aj ⊆ P(Aj) be a set of subsets of Aj.

A mapping
g : A1 × . . .× Ar → A1 × . . .× Ar (1)
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is called a record generalization if and only if for any record’s QI (b1, . . . , br) ∈ A1× . . .× Ar
and (B1, . . . , Br) := g(b1, . . . , br) ∈ A1 × . . .× Ar, it holds that bj ∈ Bj, j = 1, . . . , r.

Let
gi : A1 × . . .× Ar → A1 × . . .× Ar, i = 1, . . . , n (2)

be record generalizations. With Ri := gi(Ri), i = 1, . . . n, we call g(D) := {R1, . . . , Rn} a
generalization of database D.

The trivial generalization of an attribute is defined as

g : A→ A, b 7→ {b}. (3)

Often, generalization is achieved by generalizing attribute values by replacing parts of
the value with a special character, for example, “∗”.

Generalization is sometimes also named recoding and can be categorized according
to the strategies used [19]. There is a classification in global or local recoding. Global
recoding refers to the process of mapping a chosen value to the same generalized value
or value set across all records in the dataset. In contrast, local recoding allows the same
value to be mapped to different generalized values in each anonymized group. For the sake
of simplicity, we use the word generalization instead of recoding. Generalization offers
flexibility in data anonymization, but it also requires more careful consideration to ensure
that the privacy of individuals is still protected. Further, there is the classification into
single- and multi-dimensional generalizations. Here, single-dimensional generalization
involves mapping each attribute individually.

g : A1 × . . .× Ar → A1 × . . .× Ar, (4)

In contrast, multi-dimensional generalization involves mapping the Cartesian Product
of multiple attributes.

g : A1 × . . .× Ar → B1 × . . .× Bs, s < r, (5)

where Bi, i = 1, . . . , s, is a set in {A1, . . . , Ar} or is a Cartesian Product of sets
Ak1 × . . .× Akl

, 1 < l ≤ r. When dealing with numerical attributes, generalization can be
implemented using discretization, where attribute values are discretized into same-length
intervals. The approach is also referred to as value-class membership [20]. Let L ∈ N be the
interval size. Then, discretization can be defined as

g : R→ {[a, b) | a, b ∈ R, a < b}, λ 7→ I, (6)

where g maps the real number λ to half-open real interval

I = [lower, upper) :=
[⌊

λ

L

⌋
L,
⌊

λ

L

⌋
L + L

)
, (7)

where I has length L and b·c represents the floor function, which rounds down to the
nearest integer. If one wants to discretize to tenths or even smaller decimal places, one can
multiply L and the attribute values in the corresponding column with 10, 100, . . . before
applying discretization and with the multiplicative inverse of 10, 100, . . . after applying
discretization. In practice, due to the often vast possibilities of generalizing tabular data,
a generalization strategy has to be found. Note that data consisting of categorical and
numerical attributes can incorporate different generalizations for different attributes and
different database entries (Equations (2)–(6)).

An example for applying generalization and discretization to the Adult dataset is
given in Figure 3.
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Figure 3. Example. Visualizing both generalization and discretization by projecting the first six
records of Adult on the columns age and education. In the categorical attribute column education,
the attribute values “Bachelors” and “Masters” are summarized to a set with both values. In the
numerical attribute column age, the values for age are discretized in intervals of size 10.

4.3. Suppression

Suppression (or Data Masking) can be defined as a special type of generalization [18].
To be specific, suppression using generalization resp. total generalization can be achieved
by applying g(b1, . . . , br) = (b1, . . . , br), bj ∈ {bj, ∗} for every database record (b1, . . . , br) ∈
A1 × . . .× Ar, where ∗ := Aj or ∗ := ∅, when suppressing categorical attribute values.
To suppress numerical attribute values, we can define ∗ := f (Aj) with f : R→ R, where f
is a statistical function such as mean, sum, variance, standard deviation, median, mode,
min, and max. An example of suppression is given in Figure 4.

Figure 4. Example. Visualizing suppression of the numerical attribute column fnlwgt (final weight:
number of units in the target population that the responding record represents) by replacing every
column value with the mean value of all column values. Visualizing suppression of the categorical
attribute column marital-status by replacing the values with ∗, which denotes all possible values
or the empty set.

Another concept of suppression is tuple suppression, which can be used to deal with
outliers. Thereby, given a positive k ∈ N for the desired k-anonymity, the database entries
in groups with less than k-entries are deleted [21].

4.4. Permutation

With permutation, the order of an individual QI’s attribute values within a column
is swapped. Mathematically, a permutation is defined as a bijective function that maps a
finite set to itself. Let

σ :{1, 2, . . . , n}n → {1, 2, . . . , n}n,

(i1, i2, . . . , in) 7→ (σ(i1), σ(i2), . . . , σ(in))
(8)

be a permutation of record indices.
Considering only column j of the records of a database, we define a column permuta-

tion as
π : An

j → An
j , (Ri(j))i=1,...,n 7→

(
Rσ(i)(j)

)
i=1,...,n

. (9)

This reassigns information among columns, potentially breaking important relation-
ships among attributes. This can result in a subsequent deterioration of analyses where the
relationships are relevant. An example of column permutation is given in Figure 5.
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Figure 5. Example. Visualizing permutation of the column occupation in the cutout of the first six
rows in the Adult dataset. The attached indices point out the change in order by applying permutation.
No attribute values are deleted, but the ordering inside the column is very likely destroyed.

4.5. Perturbation

In perturbation, additive or multiplicative noise is applied to the original data. How-
ever, without a careful choice of noise, there is the possibility that utility is hampered.
On the contrary, especially in the case of outliers, applying noise might not be enough to
ensure privacy after anonymization achieved using perturbation. Perturbation is mainly
applied to SAs. In [20], the perturbation approaches provide modified values for SAs.
The authors consider two methods for modifying SAs without using information about QIs.
Besides value-class membership or discretization, which is here explained in generalization
(Section 4.2), the authors use value distortion as a method for privacy preservation in data
mining. Hereby, for every attribute value Ri(j), i = 1, . . . , n, in an attribute column j,
the value Ri(j) is replaced with the value Ri(j) + ρ, where ρ ∈ R is additive noise drawn
from a random variable with continuous uniform distribution r ∼ U(−a, a), a > 0, or with
normal distribution r ∼ N (µ, σ) with mean µ = 0 and standard deviation σ > 0.

Probability distribution-based methods might also be referred to as perturbation.
However, because these methods replace the original data as a whole, we list these ap-
proaches in Synthetic Data (Section 4.7). The same applies to dimensionality reduction-
based anonymization methods, which we also list in Synthetic Data.

Section 4.6 studies a more sophisticated field of perturbations, namely, Differential
Privacy (DP), which is the state of the art in privacy-preserving ML.

4.6. Differential Privacy

Differential Privacy, introduced by Cynthia Dwork in [22], is a mathematical technique
that allows for the meaningful analysis of data while preserving the privacy of individuals
in a dataset. The idea is to add random noise to data in such a way that—as it is the goal
in anonymization—no inferences can be made about personal and sensitive data. DP is
implemented in different variants depending on the use case, where anonymization is only
a sub-task in a vast variety of use cases. Generally, there is a division into local [23] and
global DP [24]. The local DP model does not require any assumptions about the server,
whereas the global DP model is a central privacy model that assumes the existence of
a trusted server. As a result, the processing frameworks for global and local DP differ
significantly. However, the definition of local DP can be embedded into the definition of
global DP as a special case where the number of database records equals one.

Common techniques to implement local DP are the Laplace and Exponential mecha-
nisms [24], and Randomized Response [25].

In the context of global DP, there are novel output-specific variants of DP for ML
training processes, where ML models are applied to sensitive data and model weights are
manipulated in order to preclude successful membership or attribute inference attacks.
For example, in Differentially Private Stochastic Gradient Descent (DP-SGD) [26], instead
of adding noise to the data themselves, gradients (i.e., the multi-variable derivative of the
loss function with respect to the weight parameters) are manipulated to obtain privacy-
preserving Neural Network models. Adapting the training process is also referred to as
private training. Whereas private training only adjusts the training process and leads to
private predictions, private prediction itself is a DP technique to prevent privacy violations
by limiting the amount of information about the training data that can be obtained from
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a series of model predictions. Whereas private training operates on model parameters,
private prediction perturbs model outputs [27]. The privacy models’ k-anonymity, l-
diversity, and t-closeness rely on deterministic mechanisms and can be calculated given
the database and a QI. On the contrary, global DP does not depend only on the QI but
also on the whole database and a randomized mechanism M in connection with a data-
driven algorithm, such as database queries, statistical analysis, or ML algorithms. The
most basic definition of the so-called (ε, δ)-DP includes the definition of a randomized
algorithm, probability simplex, and the distance between two databases based on the
`1-norm of the difference of histograms. This definition of DP requires that for every pair
of “neighbouring” databases X, Y (given as histograms), it is extremely unlikely that, ex
post facto, the observed value M(X) resp. M(Y) is much more or much less likely to be
generated when the input database is X than when the input database is Y [24]. Two
databases are called neighbors if the resulting histograms x, y ∈ {0, 1}|X | only differ in at
most one record, where in our setting, xi, yi ∈ {0, 1}, i = 1, . . . , |X | is the number of non-
duplicate records with the same type in X resp. Y, where X ⊇ D is the record “universe”.
More in detail, the (ε, δ)-DP for a randomized algorithm M with domain {0, 1}|X | is defined
by the inequality below, where ε > 0, δ ≥ 0 are privacy constraints.

For all S ⊆ range(M) (subset of the possible outputs of M) and x, y ∈ {0, 1}|X |, such
that ‖x− y‖1 ≤ 1, we have

Pr[M(X) ∈ S] ≤ eεPr[M(Y) ∈ S] + δ. (10)

The smaller the value of the so-called privacy budget ε, the stronger the privacy
guarantee. Additionally, parameter δ is a small constant term that is usually set to a
very small value to ensure that the formula holds with high probability. In summary, DP
guarantees that the output of a randomized algorithm does not reveal much about any
individual in the dataset, even if an adversary has access to all other records in the database.
There are promising approaches, such as in [28], where the authors propose a general and
scalable approach for differentially private synthetic data generation that also works for
tabular data.

4.7. Synthetic Data

Whereas the above approaches directly manipulate dataset entries, with synthetic
approaches, new data are generated based on extracted and representative information
from the original data. For the sake of simplicity, the following synthetic approaches to
generate data are only described for numerical data. However, by using a reasonable coding
method (such as one-hot encoding), categorical data might be converted into numerical
data, and vice versa.

In [29], to improve anonymization using generalization for k-anonymity, the so-called
condensation method was introduced. The approach is related to probability distribution-
based perturbation methods. Thereby, the resulting numerical attribute values closely
match the statistical characteristics of the original attribute values, including inter-attribute
correlations (second order) and mean values (first order). Condensation does not require
hierarchical domain generalizations and fits both static data (static condensation) and
dynamic data streams (dynamic condensation). In summary, this approach condenses
records into groups of predefined size, where each group maintains a certain level of
statistical information (mean, covariance). The authors test the accuracy of a simple K-
Nearest Neighbor classifier on different labeled datasets and show that condensation
allows for high levels of privacy without noticeably compromising classification accuracy.
Further, the authors find that by using static condensation for anonymization, in many
cases, even better classification accuracy can be achieved. This is because the implied
removal of anomalies cancels out the negative impact of adding noise. In summary,
condensation produces synthetic data by creating a new perturbed dataset with similar
dataset characteristics. The mentioned paper states the corresponding algorithm to calculate
statically condensed group statistics: first-order and second-order sum per attribute and
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total number of records. Afterwards, given the calculated group statistics, by building
the covariance matrix of attributes for every group, the eigenvectors and eigenvalues
of the covariance matrix can be calculated using eigendecomposition. To construct new
data, the authors assume that the data within each group is independently and uniformly
distributed along each eigenvector with a variance equal to the corresponding eigenvalue.

Another approach to improving privacy preservation when creating synthetic data is
to bind Principal Component Analysis (PCA) or Linear Discriminant Analysis (LDA) with
DP [30]. In the paper, considering the PCA-based approach, a perturbed covariance matrix
(real and symmetric) is decomposed into eigenvalues and eigenvectors, and Laplace noise
is applied on the resulting eigenvectors to generate noisy data. The introduced differential
PCA-based privacy-preserving data publishing mechanism satisfies ε-Differential Privacy
and yields better utility in comparison to the Laplace and Exponential mechanisms, even
when having the same privacy budget.

In [31], the authors propose a sparsified Singular Value Decomposition (SVD) for data
distortion to protect privacy. Given the dataset—often a sparse—matrix D ∈ Rn×m, the SVD
of D is D =: UΣVT , where U is an n × n orthonormal matrix; Σ := diag[σ1, σ2, . . . , σs],
σi ≥ 0, 1 ≤ i ≤ s with s := min{m, n} is an n×m diagonal matrix whose non-negative
diagonal entries are in descending order; and VT is an m×m orthonormal matrix. Due
to the property of descending variation in σ1, . . . , σs, data can be compressed to lower
dimensionality while preserving utility. This is achieved by using only the first 1 ≤ d ≤ s
columns of U, the d× d upper left submatrix of Σ, and the first d rows from VT : Ud, Σd, VT

d .
The matrix Dd := UdΣdVT

d to represent D can be interpreted as a reduced dataset of D that
can be used for mining on the original dataset, D. In contrast to SVD, in sparsified SVD,
entries in Ud and VT

d that are below a threshold are set to zero to obtain a sparsified data

matrix Dd. By thresholding values in Ud and VT
d to zero and by dropping less important

features in D, data are distorted, which makes it harder to estimate values and records in D.
However, the most important features are kept. Therefore, the approach aims to maintain
the utility of the original dataset, D.

Overall, from a technical perspective, when considering eigenvector-based approaches
to generate synthetic data, a numerically stable algorithm including suitable matrix pre-
processing for the eigenvalue problem at hand has to be selected. Last but not least,
eigenvector-based approaches can also help mitigate the Curse of Dimensionality in data
anonymization [32]. The Curse of Dimensionality and its relation to anonymization meth-
ods are explained in more detail in Section 5.5.

More recent generative ML models that are often based on deep learning can effectively
create synthetic and anonymous data. Generative models aim to approximate a real-world
joint probability distribution, such that the original dataset only represents samples pulled
from the learned distribution. One common use case of generative models is to fix class
imbalances or to apply domain transfer. However, generative approaches can also be used
to generate anonymous data. Importantly, considering privacy preservation, the generated
data should not allow for (membership/attribute) inferences about specific training data.
When it comes to tabular data, in [33], the authors create synthetic tabular data by adapting
a Generative Adversarial Network (GAN) that incorporates a Long Short-Term Memory
(LSTM) Neural Network in the generator and a Fully Connected Neural Network in the
discriminator. Other examples for synthetic tabular data based on GANs can be found
in the papers [34,35]. However, just considering a generative ML model by itself does
not imply the privacy preservation of training data. Therefore, generative ML might be
combined with DP as a potential way out [36]. This again also applies to tabular data;
c.f. [37].

5. Utility vs. Privacy

In anonymization, there is always the trade-off of removing information vs. keeping
utility. In the literature, two main concepts are used to model the change in utility when
applying anonymizing: information loss (Section 5.1) and utility loss (Section 5.2).
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To give an overview, we categorize and list the studied anonymization scores in
Section 5 in Table 2.

Table 2. Overview of information losses, utility losses/measurements, and privacy models when
applying anonymization methods to tabular data

Measurement Method

Information loss

Conditional entropy [18]
Monotone entropy [18]
Non-uniform entropy [18]
Information loss on a per-attribute basis [38]
Relative condensation loss [39]
Euclidean distance [40]

Utility loss

Average group size [41]
Normalized average equivalence class size metric [42]
Discernibility metric [21,42,43]
Proportion of suppressed records
ML utility
Earth Mover Distance [44]
z-Test statistics [7]

Privacy models

k-Anonymity [3]
Mondrian multi-dimensional k-anonymity [42]
l-Diversity [45]
t-Closeness [46]
Privacy probability of non-re-identification [47]

In the following subsections, we explain the measurements and methods in greater
detail. Further, we give insights into the occurring phenomena of the so-called Curse of
Dimensionality in the context of anonymizing tabular data.

5.1. Information Loss

Conditional entropy assesses the amount of information that is lost with anonymiza-
tion in terms of generalization and suppression of categorical attributes. In [18], the authors
study the problem of achieving k-anonymity using generalization and suppression with
minimal loss of information. As a solution to the problem, they prove that the stated
problem is NP-hard and present an algorithm with an approximation guarantee of O(ln k)-
anonymity. The calculation of information loss based on entropy builds on probability
distributions for each of the attributes. Let Xj denote the categorical value of attribute
Aj, j = 1, . . . r, in a randomly selected record from a dataset D consisting of only categorical
data. Then, for a ∈ Aj, j ∈ {1, 2, . . . , r},

Pr[Xj = a] :=
|{1 ≤ i ≤ n : Ri(j) = a}|

n
. (11)

Let Bj ⊆ Aj. Then, the conditional entropy of Xj given Bj is defined as follows:

H
(
Xj|Bj

)
:=

− ∑
bj∈Bj

Pr[Xj = bj|Xj ∈ Bj] log2
(

Pr[Xj = bj|Xj ∈ Bj]
)
. (12)

Loosely speaking, conditional entropy measures the average amount of uncertainty in
Xj given the knowledge that Xj takes values from Bj.
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Given g(D) = {R1, R2, . . . , Rn}, a generalization of D, the entropy measure of the loss
of information caused by generalizing D into g(D) is defined as

Πe(D, g(D)) :=
n

∑
i=1

r

∑
j=1

H(Xj|Ri(j)). (13)

If Ri, i ∈ {1, . . . , n}, is no generalization at all, i.e., |Ri(j)| = 1, we have H(Xj|Ri(j)) = 0,
and there is no uncertainty. On the other hand, if Ri(j) = Aj, there is maximal uncertainty.
An example of entropy information loss is given in Figure 6.

Figure 6. Example. Entropy information loss when generalizing the column education of the cutout
of the first six rows in the Adult dataset. In generalization (I), we obtain Πe(D, g(D)) ≈ 3.25, which
means lower information loss than in generalization (II), where Πe(D, g(D)) ≈ 5.25.

In [18], the authors also use other variants of entropy measures, namely, the so-called
monotone entropy measure and non-uniform entropy measure, with different characteris-
tics. However, the authors claim that the entropy measure is a more appropriate measure
when it comes to privacy.

Given a dataset D = {Ri | i = 1, . . . , n} consisting of only numerical attributes and
a discretization g(D) = {Ri(j) | i = 1, . . . , n, j = 1, . . . , r} of D, the information loss on a
per-attribute basis can be calculated with the following formula [38]:

Π(D, g(D)) :=
1

n · r
n

∑
i=1

r

∑
j=1

upperij − lowerij

maxj−minj
, (14)

where upperij and lowerij are the upper and lower bounds of generalized attribute value in-
terval Ri(j), and minj := mini=1,...,n{Rij} and maxj := maxi=1,...,n{Rij}, i.e., the minimum
and maximum attribute values before generalization.

Based on condensation (Section 4.7) for k-anonymity, in [39], the so-called relative
condensation loss is defined to score information loss in anonymization. Given anonymized
tabular data D, the relative condensation loss is group-wise-defined and represents a
minimum level of information loss. For g ∈ groups, where groups are the groups of
anonymized data D,

L(g) :=
maxRi ,Rk∈g, i 6=k‖Ri − Rk‖2

maxRi ,Rk∈D , i 6=k‖Ri − Rk‖2
∈ (0, 1], (15)

where ||·||2 denotes the 2-norm and anonymized entries Ri, i = 1, . . . , n ∈ Rd, are quanti-
fied as real vectors of dimension d ∈ N, d ≥ r. Different values of L(g) for the different
g ∈ groups can be aggregated (avg, max, . . . ) to a total information loss L

(
D
)
.
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Last but not least, in [40], the authors use the average Euclidean distance to measure
information loss:

IL(D, g(D)) :=
1
n

n

∑
i=1

dist
(

Ri, Ri
)
, (16)

where dist defines the Euclidean distance between data records. Note that in the case of non-
real-valued attributes in the dataset, the records have to be vectorized before applying dist.
An example of numerical information loss is given in Figure 7.

Figure 7. Example. Numerical information loss when generalizing the column age of the cutout
of the first six rows in the Adult dataset. In generalization (I), we obtain Π(D, g(D)) ≈ 0.36
and IL(D, g(D)) ≈ 3.33, which means higher information loss than in generalization (II), where
Π(D, g(D)) = 0.16 and IL(D, g(D)) ≈ 1.17. In this example, to apply ID, intervals are vectorized by
calculating the mean of the minimum and maximum values.

If there is a mixture of categorical and numerical attributes in D, the summands of the
combined sum have to be weighted accordingly. Relative condensation loss can be used for
both categorical and numerical data by defining feature embeddings for categorical data.

5.2. Utility Loss

As mentioned above, the entropy measure can only be used for processing categorical
attributes. However, they lack the capability to deal with numerical data. By designing
a utility loss that can deal with both categorical and numerical attribute values, we can
overcome this downside. In [44], the authors quantify utility by calculating the distance
between the relative frequency distributions of each data attribute in the original data
and the sanitized data. The distance is based on the Earth Mover Distance (EMD). Further,
z-test statistics can be utilized to examine whether significant differences exist between
variables in the original and the anonymized data [7]. Another method to score the utility
of anonymization that can be used for evaluations is the average size of groups [41],

groupAVG(D) :=
|D|

|groups| , (17)

or the normalized average equivalence class size metric [42], defined by the formula

CAVG(D) :=
|D|

|groups| · k , (18)

or the so-called, commonly used discernibility metric, which scores the number of database
entries that are indistinguishable from each other [21,42,43] and penalizes large group sizes,

CDM(D) := ∑
group∈groups

|group|2. (19)
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The listed group-size-based metrics groupAVG, CAVG, and CDM should be minimized
to maintain utility while aiming for k-anonymity with k greater than or equal to a predefined
positive integer.

Taking into account record suppression (Section 4.3), the proportion of suppressed
records in the total number of records before anonymization can also be used to measure
the loss of utility. However, applying record suppression to obtain k-anonymity extends
group sizes and thus group-size-based metrics.

In contrast to the above approaches, when the context is known in advance, there is
the possibility to measure the data utility by scoring the output of ML algorithms that use
anonymized data for training. For example, in [38], anonymized labeled data are scored
by calculating the F-measure after applying K-Nearest Neighbor to classify molecules
that are given as numerical attributes. Considering the Adult dataset, in [48], the authors
apply different ML algorithms (K-Nearest Neighbor, Random Forest, Adaptive Boosting,
Gradient Tree Boosting) to anonymized data. However, they just apply record suppression
for anonymization. In the following, we call this type of score ML utility.

5.3. Privacy Models

There are common models to determine if records in a dataset can be re-identified. Yet,
the models have weaknesses that can potentially be exploited by attackers. In the following,
we solely focus on the definitions and give examples. In Section 6.7, we list the models’
weaknesses and embed the definitions in a legal context.

5.3.1. k-Anonymity

The so-called k-anonymity, first introduced in [3], k ∈ N+, k ≤ n, is a dataset property
for anonymization that considers a QI. If the attributes of the QI for each record in the
dataset are identical to at least k − 1 other records in the dataset, the dataset is called
k-anonymous. When having k-anonymity, groups consist of at least k-records. Technically,
k-anonymity is defined by

k := min
group∈groups

|group|.

To give an example, Figure 8 shows a database R, where the four attributes education,
education-num, capital-loss, native-country build a QI and the attribute age is an
SA. In Figure 8, generalization and discretization are applied, affecting the attributes
education, education-num, native-country in such a way that at least two records in
the table always have the same QI, leading to k-anonymity with k = 2. To be precise,
the data are split into two groups: {R1, R2, R5, R6} and {R3, R4}.

The privacy metric of k-anonymity might be combined with different metrics. For ex-
ample, the authors in [42] introduce the so-called Mondrian multi-dimensional k-anonymity
as a multi-dimensional generalization model for k-anonymity. The paper proposes a greedy
metric approximation algorithm that offers flexibility and incorporates general-purpose
metrics such as the discernibility metric or the normalized average equivalence class size
metric (Section 5.2).
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Figure 8. Example. The first six rows of the Adult dataset, where the blue-background attributes
education, education-num, capital-loss, native-country define a QI (just artificially chosen
as the QI for demonstration purposes!). Column sorting can be applied to fit the data scheme
(Figure 1). The transformed six-row database fulfills k-anonymity with k = 2, whereas before
discretization in the column education-num and generalizations in the columns education and
native-country, the groups had a minimum group size of one. The background colors (orange and
yellow) visualize group correspondence, where the attributes in the chosen QI are identical for every
record in the group.

5.3.2. l-Diversity

l-Diversity, introduced in [45], a second common model for anonymization, considers
SAs and gives additional privacy protection to k-anonymity. Again, it considers groups
of records with the same QI. When having distinct l-diversity, l ∈ N+, l ≤ n, each group
has at least l different attribute values for every SA. Therefore, it is not possible to assign
a single attribute value to all records of a group, and group membership does not imply
assigning a unique SA to a person. Utilizing l-diversity for scoring anonymity can be
challenging, as it depends on the variety of values an SA can have. Technically, l-diversity
is defined as

l := min
group∈groups

|{R(j) | R ∈ group}|, (20)

where j ∈ {1, . . . , r + t} denotes the column index of the SA. Given the example at the
bottom of Figure 8 and the SA age in every group, all values of age are diverse, and each
group consists of two records. Therefore, we have l-diversity with l = 2. For the SA
workclass, there would be l-diversity with l = 1.

5.3.3. t-Closeness

t-Closeness [46] again takes into account SA values. Whereas l-diversity considers the
variety of SA values in single groups, t-closeness checks the granularity of SA values in a
single group in comparison to the overall value distribution in the dataset. A group is said
to have t-closeness if the EMD between the relative frequency distribution of an SA in this
group and the relative frequency distribution of the attribute in the whole dataset is no more
than a threshold t > 0. A dataset is said to have t-closeness if all equivalence classes have
t-closeness. Originally, the authors considered the EMD for this purpose (for comparison,
see Section 5.2). The distance is calculated differently for integer, numerical, and categorical
attributes. Given a dataset D with an SA at index s ∈ {1, . . . , r + t}, the t-closeness of the
dataset is defined as

t(D) := max
group∈groups

EMD(P, Qgroup), (21)

where the following apply:

• D is the dataset;
• P is the relative frequency distribution of all attribute values in the column of the SA

in dataset D;
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• Qgroup is the relative frequency distribution of all attribute values in the column of the
SA within group that is an equivalence class of dataset D and is obtained by a given QI;

• EMD(P, Q) is the EMD between two relative frequency distributions and depends on
the attributes’ value type.

Given two ordered relative frequency distributions P and Q of integer values, the or-
dered EMD is defined as follows:

EMD(P, Q) :=
1

o− 1

o−1

∑
i=0

∣∣∣∣∣
i

∑
j=0

(P−Q)j

∣∣∣∣∣, (22)

where the following apply:

• o is the number of distinct integer attribute values in the SA column;
• P and Q are two relative frequency distributions as histograms (integers are ordered

in ascending order).

Given two ordered relative frequency distributions P and Q of categorical values,
the equal EMD is defined as follows:

EMD(P, Q) :=
1
2

o−1

∑
i=0
|(P−Q)i|, (23)

where the following apply:

• o is the number of distinct categorical attribute values in the SA column;
• P and Q are two relative frequency distributions as histograms (integers are ordered

in ascending order).

Given the example at the bottom of Figure 8 and the sensitive integer attribute age,
there would be t-closeness with t = 0.2, due to

EMD(P1, Q) = 0.1

and
EMD(P2, Q) = 0.2,

where P1 is the orange group with four records and P2 is the yellow group with two records.

5.4. Re-Identification Risk Quantification

Besides information loss, utility scoring, and privacy models, there is a fourth impor-
tant method to score anonymization, namely, quantifying the probability of re-identification
risk. Privacy models can only be calculated given the anonymized tabular dataset, and in-
formation loss and utility scores evaluate the application of anonymization regarding utility
preservation. Re-identification risk can be calculated given an anonymized dataset plus
an individual’s attribute value(s) as background knowledge. The re-identification risk
method particularly takes into account the very realistic danger of the so-called inference
attacks. For example, in [47], the authors define a score that incorporates the uniqueness,
uniformity, and correlation of attribute values. They quantify the re-identification risk
by calculating a joint probability of the non-uniqueness and non-uniformity of records.
From a technical perspective, the re-identification risk is modeled as a Markov process.
We adapt the definition of the probability (PR) of re-identifying a record R to our setting
assuming a unit record dataset D, i.e., not having event data. Further, we restrict the
definition to attributes that are part of the QI, i.e., to the first r attributes in the dataset. We
define the probability (PR) of re-identifying a record R given its attribute values at indices
J ⊆ {1, . . . , r} as follows:

PR(R(J)) := 1.0− PP(R(J)) · n), (24)
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where n is the total number of records in the dataset and PP(R(J)) is the privacy probability
of non-re-identifying record R in dataset D with a subset of attribute values of record R
at attribute indices J, i.e., R(J). PP is calculated by utilizing the Markov Model risk score.
Without loss of generality, we re-index the ordered set of attribute values {R(1), . . . , R(r)},
define the ordered set {R(2), . . . , R(m)} := {R(1), . . . , R(r)} \ R(J), and let R(1) := R(J).
Then, the privacy probability of non-re-identifying record R in dataset D with a subset of
attribute values of record R at attribute indices J is defined as

PP(R(J)) := P(R(J)) · (1− P(R|R(J)))
· ∏

1≤j≤m−1
P(R(j + 1)|R(j))(1− P(R|R(j + 1))), (25)

where the following apply:

• P(R(J)) := Pr[Xj = R(j), j ∈ J];
• P(R|R(J)) := Pr[Xi = R(i), i /∈ J|Xj = R(j), j ∈ J];
• P(R(j + 1)|R(j)) := Pr[Xj+1 = R(j + 1)|Xj = R(j)];
• P(R|R(j + 1)) := Pr[Xi = R(i), i /∈ J|Xj+1 = R(j + 1)].

Calculating the average PR for all records in the dataset yields

PR(D, J) :=
1
n

n

∑
i=1

PR(Ri(J)). (26)

Considering the dataset given in Figure 9 as an example, given the attribute value
“Bachelors” for education in dataset record R1, the privacy probability of re-identifying
the record is PR(R1({1})) = 0.9. The calculation of the start probability, i.e., attribute
uniqueness, P(R1({1}) ≈ 0.386, is equivalent to the re-identification-risk score, RIR, which
is efficiently calculated with CSIRO’s R4 tool [49]. Given the attribute value “HS-grad” for
education in dataset record R3, the privacy probability of re-identifying this record is the
highest, as PR(R3({1})) = 1.0, and the RIR score is P(R3({1}) = 1.0. Whereas the RIR
score does not depend on the order of attributes, PR depends on the attribute indices and
also takes into account inter-attribute relations. Besides the average privacy probability
of re-identifying records, the paper [47] describes the minimum, maximum, median, and
marketer re-identification risk based on the calculated PR values of all dataset records to
score the re-identification risk of a dataset.

Figure 9. Example. Projecting the first six rows of the Adult set on the attributes education,
sex, hours-per-week. The PR score assumes that attribute values are known and subsequently
calculates the risk of re-identifying a single record (in the case of unit record data). Having knowledge
about different values of the attribute education (yellow resp. orange) leads to different privacy
probabilities of re-identifying a record (record R1 resp. R3).

5.5. Curse of Dimensionality

The phenomena of the Curse of Dimensionality, first mentioned in [50] in the context
of linear equations, refer to the increase in computational complexity and requirements
for data analysis as the number of variables (dimensions/attributes) grows. This increase
makes it more and more difficult to find optimal solutions for high-dimensional problems.
Considering anonymization, most privacy models on multivariate tabular data lead to
poor utility if enforced on datasets with many attributes [32]. Aggarwal has already shown
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in [39] that large-sized QIs lead to difficult anonymization, having previously presented
condensation [29] (described in Section 4.7) as a synthetic approach to anonymization to
achieve k-anonymity. Besides showing the openness inference attacks in terms of prob-
ability when having high-dimensional data, in an experimental analysis, it is visualized
that anonymizing high-dimensional data, even for only 2-anonymity, leads to unaccept-
able information loss. However, high-dimensional data potentially have inter-attribute
correlations that—despite the theoretic Curse of Dimensionality—can be used to better
anonymize them in terms of utility preservation. Therefore, to overcome the Curse of
Dimensionality in anonymization, in the so-called Vertical Fragmentation, the data are
first partitioned into disjoint sets of correlating attributes and subsequently anonymized
and assembled after the anonymization step [38]. This approach is method-agnostic, as it
can be used with all anonymization methods described in Section 4. Given the attributes
A1, . . . , Ar+t, a vertical fragmentation F of the attributes is a partitioning of the attributes
in fragments F = {F1, . . . , Ff } s.t. ∀i ∈ {1, . . . , f } : Fi ⊆ {A1, . . . , Ar+t}, Fi ∩ Fj = ∅, i 6= j
and

⋃
i=1,..., f Fi = {A1, . . . , A f }, where i, j ∈ {1, . . . , r + t}. Considering the single frag-

ments, groups can be formed, and k-anonymity, calculated. However, there are a vast
number of possibilities for vertical fragmentation depending on the number of attributes.
Therefore, systematic vertical fragmentation that takes into account inter-attribute correla-
tions and post-utility after anonymization has to be chosen. The approach in [38] focuses
on classification problems and attempts to maximize the amount of non-redundant infor-
mation contained in single fragments while also striving for high utility of fragments to
conduct the classification task. The authors propose the so-called Fragmentation Minimum
Redundancy Maximum Relevance (FMRMR) metric to head into beneficial fragmentation.
In the following, let Fj, j = 1, . . . , |F|, denote indexed attributes of fragment F and AC be
the class attribute in the database. The “supervised” FMRMR metric is calculated with the
formula

FMRMR(F ) := ∑
F∈F

(VF −WF), (27)

where

VF :=
1
|F|

|F|
∑
j=1

I
(

Ac, Fj
)

(28)

is the total mutual information between the attributes and class attribute AC in fragment F
of fragmentation F and

WF :=
1
|F|2

|F|
∑
k=1

|F|
∑
j=1

I
(

Fk, Fj
)

, (29)

is the total pairwise mutual information between the attributes in fragment F of fragmenta-
tion F . The formula [51]

I(Ak, Aj) := ∑
ak∈R(k)

∑
aj∈R(j)

Pr
[
Xk = ak, Xj = aj

]

log2

(
Pr
[
Xk = ak, Xj = aj

]

Pr
[
Xk = ak]Pr[Xj = aj

]
) (30)

defines the mutual information between attributes Ak and Aj, where Xk, Xj are discrete
random variables as defined in Section 5.1 and the joint probability distribution is defined as

Pr[Xk = a, Xj = b] :=

|{1 ≤ i ≤ n : Ri(k) = a, Ri(j) = b}|
n

,
(31)

where a ∈ R(k), b ∈ R(j) are values of the corresponding column. Note that if Xk and
Xj are independent random variables, we have I(Ak, Aj) = 0, and the columns are non-
redundant.
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With Equation (27), the fragment utility for the classification task at hand is maximized
(Equation (28)) while minimizing the mutual information and redundancy of attributes
inside the fragment (Equation (29)). Above, we described the procedure in the context
of a supervised application. However, vertical fragmentation can also be used in the
context of an unsupervised application by adding one or more common attributes to the
single fragments to enforce correspondence between fragments. Therefore, when having
an unsupervised task at hand, an “unsupervised” FMRMR metric might be defined by
adapting Equation (27):

uFMRMR(Fext) := − ∑
Fe∈Fext

WFe, (32)

where Fext := {Fe1, . . . , Fe f } is obtained from fragmentation F = {F1, . . . , Ff } by adding
one or more common attribute(s) A ⊂ {A1, . . . , Ar+t} to each fragment: ∀i = 1, . . . , f :
Fei := Fi ∪ A.

To sum up, the vertical fragmentation approach aims to alleviate the negative effects
of the Curse of Dimensionality. By choosing suitable discrete or continuous probability
distributions depending on the given data, after possibly necessary preprocessing like
discretizing values, the approach can be used in principle for both categorical and numerical
data. Figure 10 visualizes the mutual information of all attribute pairs of the Adult dataset
in a symmetric matrix.

The Curse of Dimensionality also occurs in DP. For example, in [52], the authors state
that Randomized Response suffers from the Curse of Dimensionality. There is a trade-off
between applying Randomized Response to single attributes and applying Randomized
Response to a set of attributes simultaneously. Depending on the number of records,
the latter might lead to poor utility of the estimated distribution of the original data,
and applying Randomized Response to single attributes implies a poor estimated joint
distribution of the original data. The authors propose an algorithm to cluster attributes
with high mutual dependencies and apply Randomized Response to single clusters jointly.
Their measure of dependency between two attributes Ak, Aj is based on the absolute
value of the Pearson Correlation and Cramér’s V Statistic V(Ak, Aj). In Randomized
Response, |Corr(Ak, Aj)| can be calculated given discretized numerical attributes Ak, Aj,
and Cramér’s V Statistic V(Ak, Aj) can be calculated given categorical attributes Ak, Aj that
have no ordering. In their experimental results, they empirically evaluate the phenomenon
on the multivariate Adult dataset.

The Pearson Correlation of attributes Aj, Ak is defined as

|Corr(Ak, Aj)| :=

∣∣∣∣∣
∑n

i=1

(
A(i)

j − Āj

)(
A(i)

k − Āk

)

√
∑n

i=1

(
A(i)

j − Āj

)2
∑n

i=1

(
A(i)

k − Āk

)2

∣∣∣∣∣, (33)

where Āj resp. Āk denote the mean value of attributes Aj resp. Ak.
Let rj be the number of categories of attribute Aj and rk be the number of categories of

attribute Ak. In the scope of the following formula, let {1, . . . , rj} be the set of categories of
attribute Aj and {1, . . . , rk} be the set of categories of attribute Ak.

Then, Cramér’s V Statistic of attributes Aj, Ak is defined as

Vjk =

√√√√ χ2
jk/n

min(rj − 1, rk − 1)
, (34)

where

χ2 :=
rj

∑
p=1

rk

∑
q=1

(n · Pr[Xj = p, Xk = q]− n · Pr[Xj = p] · Pr[Xk = q])2

n · Pr[Xj = p] · Pr[Xk = q]
(35)
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is the chi-squared independence statistic.

Figure 10. Example. Considering the Adult dataset as an example, this dataset can be used for the
supervised training of a machine learning algorithm to classify persons having income ≤USD 50 K.
The categorical attributes education and education-num contain highly mutual information
(I(Aeducation, Aeducation−num) ≈ 2.93) and might be part of different fragments, whereas the cate-
gorical attributes race and sex do not contain highly mutual information (I(Arace, Asex) ≈ 0.01) and
can be part of the same fragment in vertical fragmentation. The calculated mutual information values
are based on the training dataset (without the test data) of the Adult dataset. The matrix is symmetric
because the function in (30) is symmetric. The values are rounded to two decimal places.

Figure 11 shows an example where the absolute value of the Pearson Correlation
and Cramér’s V Statistic are calculated for numerical resp. categorical attributes in the
Adult dataset.

Figure 11. Example. Absolute values of Pearson Correlation coefficients and Cramér’s V Statistic
coefficients in the Adult dataset. Both matrices are symmetric. The values are rounded to two
decimal places.
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6. Legal Perspective

Sections 4 and 5 have presented technical procedures, and the consequences of the
anonymization of tabular datasets have been worked out. To comply with the legal
requirement for anonymization in the EU, especially concerning the GDPR, the legal basis
and prerequisites must be elaborated. Based on this, conclusions about the legally secure
and robust anonymization of tabular data can be drawn. In general, the legal literature on
anonymization is not restricted to structured data.

However, the literature discussed in this review can be straightforwardly related to
tabular data but not to unstructured data.

Firstly, we look at the legal aspects of data anonymization in general. The legal
framework and requirements for handling anonymized data are analyzed. Subsequently,
the problem of anonymizing tabular data is addressed, and existing legislation, analyzed.
Particular attention is paid to the GDPR, which must be interpreted as the legal basis
for this problem. Furthermore, different approaches to anonymizing data are considered.
Especially, the absolute and relative theories of anonymization are discussed, and the
different legal interpretations are highlighted. Lastly, an evaluation of the privacy models
is carried out with an individual evaluation of the k-anonymity, l-diversity, and t-closeness
privacy models, which serve as common approaches to anonymizing tabular data. Relevant
factors such as the effectiveness and security of anonymization techniques are considered.

6.1. Synopsis of the Problem

When publishing data, the GDPR sets the framework and requirements for lawful
publication. The aim of this law is to protect the individual’s right to informational self-
determination, i.e., the individual’s own influence on the dissemination and collection of
personal data is to be preserved [53].

The European GDPR refers in its scope exclusively to personal data. This means
that all data that cannot be traced back to an identifiable person fall outside the scope of
protection and are generally available as Open Data. Despite the considerable importance
of the distinction between personal reference and anonymity, the GDPR does not regulate
this but merely presupposes the concept of anonymity as a counterpart to personal data.

According to Art. 4 (1) GDPR “personal data means any information relating to an
identified or identifiable natural person (’data subject’); an identifiable natural person is one
who can be identified, directly or indirectly, in particular by reference to an identifier such
as a name, an identification number, location data, an online identifier, or to one or more
factors specific to the physical, physiological, genetic, mental, economic, cultural, or social
identity of that natural person”. In this context, the Article 29 Data Protection Working
Party stated, in Opinion 4/2007 WP 136, that identification is normally achieved using
particular pieces of information, which are called “identifiers” [54]. They are distinguished
in “directly” and “indirectly” identifiers.

Thereby—in the context of tabular data—in our terminology, “directly” identifier
refers to a Direct Identifier and “indirectly” identifier refers to an attribute that is part of a
QI. A person may be directly identified by name, whereas they may be identified indirectly
by a telephone number, car registration, or by a combination of significant criteria, which
allows them to be recognized by narrowing down the group to which they belong (age,
occupation, place of residence) [54].

Particularly with regard to Indirect Identifiers, the issue arises when a reference to
a person still exists. Some characteristics are so unique that someone can be identified
with no effort (“present Prime Minister of Spain”), but a combination of several different
details may also be specific enough to narrow it down to one person, especially if someone
has access to additional information [54]. According to this, sufficient anonymization only
exists if this personal reference is removed and is not traceable [55].

Hereby, it should be pointed out that in [54], “[. . . ] it is not necessary for the informa-
tion to be considered as personal data that it is contained in a structured database or file”.
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However, the given examples mostly refer to structured data, as they are given in tabular
datasets.

Further, as Recital 26 to the GDPR states, “the principles of data protection should
therefore not apply to anonymous information, namely, information, which does not relate
to an identified or identifiable natural person or to personal data rendered anonymous in
such a manner that the data subject is not or no longer identifiable”.

Anonymization occurs when personal data are changed in such a way that the person
behind them can no longer be identified by personal and factual circumstances [56]. This
also applies to the remaining or otherwise related datasets in their entirety [57]. The com-
plexity of anonymity, therefore, lies in the definition, which is difficult to delimit and
determine, of which datasets have which attributes that are sufficiently related to a person.
This can only be performed with an intensive examination of the type and scope of the
existing data and the data to be anonymized [57].

To obtain meaningful Open Data, a careful and difficult balance between sufficient
information and effective anonymization to protect data subjects is necessary. Basically,
anonymization must be distinguished from pseudonymization, which is essentially char-
acterized by the fact that the data and persons can be identified again by using a code or
key [55]. So far, pseudonymization has been considered insufficient and treated as personal
data [56]. However, the European General Court (EGC) recently ruled that under certain
circumstances, pseudonymous data may not fall under the scope of the GDPR if the data
recipient lacks means for re-identification. The critical factor is whether the recipient has
access to the decryption key or can obtain it. If not, the data are not considered personal
data and thus do not fall under the GDPR [58].

6.2. Recital 26

Recital 26 to the GDPR further demands “to ascertain whether means are reason-
ably likely to be used to identify the natural person, account should be taken of all
objective factors, such as the costs of and the amount of time required for identifica-
tion, taking into consideration the available technology at the time of the processing and
technological developments”.

In determining the relevant knowledge and means, Recital 26, therefore, requires
a risk analysis to evaluate the likelihood of the risk of re-identification. In this analy-
sis, an objective standard must be used, and in principle, a purely abstract standard of
measurement must be applied, not the subjective interests and motivation for the use
of such data. Under certain circumstances, however, these must also be included in the
assessment criteria [53].

The risk of re-identification must, therefore, be assessed on a case-by-case basis. How-
ever, the interpretation of these requirements and the extent to which the available knowl-
edge and means of third parties are to be taken into account are controversial. In this
context, the spectrum of opinions is divided with regard to the requirements for the feasi-
bility of establishing a connection to a person. It is questionable whether it depends on the
respective Data Controller (relative personal reference) or whether anybody can establish
the personal reference (absolute personal reference) [53].

6.3. Absolute Personal Reference/Zero-Risk Approach

The absolute approach shows two main considerations. On the one hand, it is about
the group of people who must be considered potential de-anonymizers. The other is the
re-identification risk that still exists due to the means available to this group of people.
According to the absolute personal reference approach, a person becomes identifiable if
anybody at all can re-establish the personal reference. All means available to this third party
must be deliberated over. Hence, this approach can only be met if all anonymization is
fully and completely irreversible and the capability of de-anonymization is eliminated [59].
In this regard, it is sometimes demanded that the original and thus still personal data
records are deleted after anonymization has been implemented [60]. This refers to Tuple
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Suppression, which is explained in Section 4.3. According to this approach, they are still
personal data when a Data Controller does not delete the original data and hands over the
anonymized dataset [61]. Accordingly, all possibilities for reversing the anonymization
process must be taken into contemplation. This also includes illegal means of obtaining
special knowledge as well as potential infringements of professional confidentiality [62].

To a greater extent, nevertheless, such a scale should not be required and is simply
not feasible, according to the state of the art [63]. This also reflects both the telos of the law
and the wording of Recital 26. Recital 26 states that “all the means reasonably likely to be
used” should be deliberated. Hence, the GDPR does not consider all and every possibility
of de-anonymization. It more likely supports a risk-based approach to it, which must be
evaluated on the basis of the circumstances of the individual case.

Furthermore, following this absolute approach would mean that most data must still
be considered personal, making true anonymization practically impossible. The main
issue lies in the fact that there can never be complete certainty that no one else possesses
additional knowledge or data that could potentially lead to re-identification [64].

6.4. Relative Personal Reference/Risk-Based Approach

The relative approach also exhibits two considerations that run parallel to those of
the absolute approach. First, the circle of persons who need to be focused on is tighter.
Secondly, the relative approach acknowledges a certain risk of de-identification [62,64].
Moreover, when dealing with Open Data, the choice between the relative and absolute
approaches becomes largely inconsequential. The very nature of Open Data dictates that
they should be accessible to a broad and diverse audience, opening the data to virtually
anybody interested in utilizing them. As a result, the practical reality of Open Data
means that considerations must extend to any potential data recipient, since they all have
access to the shared data. Therefore, it is necessary to consider anybody as a potential de-
anonymizer. The absolute and relative approaches thus lead to the same result. However,
a key distinction between the relative approach and the absolute one emerges concerning
the treatment of re-identification risk. While the absolute approach aspires to eliminate
any possibility of re-identification, the relative approach recognizes that a certain level of
re-identification risk may persist. The decisive factor is then the assessment of the risk and
the inclusion of risk factors.

6.5. Tightened Relative Personal Reference of the EU’s Court of Justice

The EU’s Court of Justice (ECJ) developed a conciliatory, relative approach to estab-
lishing the reference to persons in the context of a preliminary ruling in 2016. In this
respect, the ECJ dealt with the question of the extent to which the knowledge and means
of third parties should be included in accordance with Recital 26, so we are referring to
anonymized data. The decisive issue was whether dynamic IP addresses constitute per-
sonal data. The crucial question was which conditions must be met for a Data Controller
to “reasonably” have access to the data held by a third party [64]. As General Advocate
Sanchez pointed out, Recital 26 does not refer to any means that may be used by anybody
but constrains these means to “likely reasonably to use”.

Therefore, a risk-based approach is more in line with the wording. Third parties are
persons to whom any person may reasonably turn to obtain additional data or knowledge
for the purpose of identification. After all, the General Advocate set forth that “otherwise
[. . . ] it would be virtually impossible to discriminate between the various means, since it
would always be possible to imagine the hypothetical contingency of a third party who,
no matter how inaccessible to the [data controller], could—now or in the future—have
additional relevant data to assist in the identification of a [person]” [64].

This restriction of the absolute theory and tightening of the relative theory have
been endorsed by the ECJ. In this respect, the absolute theory is limited to the extent that
additional knowledge, which can only be gained using illegal methods or is practically
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impossible on account of the fact that it requires a disproportionate effort in terms of time,
cost, and manpower [64]. Thus, the risk of identification appears to be negligible [64].

The relative approach, on the other hand, is tightened to the effect that they are
still to be considered personal data if there are legal means that can be used to obtain
additional knowledge from a third party that can enable the identification of a person [64].
However, the extent to which such legal means are available and whether it is reasonable
to expect them to be used remains an open question. This concretization work is, therefore,
incumbent on the national courts [64].

6.6. Evaluation Standards for the Risk Assessment of the Techniques

The Art. 29 Data Protection Working Party sets out various criteria for assessing the
risk of individuals being identifiable or determinable when personal data are anonymized.
The individual risk groups are merely a framework for evaluating the risk of identification.
These principles should always be applied to the individual case and require a thorough
evaluation. According to the idea of the data protection authority, Data Controllers should
submit a final risk evaluation to the relevant authority. This is recommended as a general
concept that a Data Controller drafts for his existing and expected datasets.

The first aspect of risks is singling out individuals from datasets [61]. The initial
point is anonymized data records that have been generalized, for example. The aim of
a legally secure anonymization process is to form these groups on such a scale that an
individual assignment of attributes to a single person is no longer possible [65]. This is to be
achieved by ensuring that the combined group has several identical attributes. The danger
of singling out, therefore, exists within small group formations as well as with extreme
attributes, since these are easier to assign. If persons in group formations still have unique
characteristics of attributes, this favors classification. In order to prevent singling out,
an appropriately large number of similar attributes must be chosen based on the evaluation
of the individual case and the dataset. In this evaluation process, special attention should be
paid to preserving the information content [61]. Consequently, if the k-groups are becoming
too large, the information value can be reduced or falsified. Therefore, the information
content of the dataset should always be taken into account, as this can result in data being
rendered unrecognizable or falsified. In this way, the Data Controller can maintain the
information content of other attributes and still guarantee anonymity.

The second risk factor relates to the linkability of data [61]. In relation to an anonymous
dataset, this must be considered in combination with two individually anonymous datasets.
If a Data Controller publishes several anonymized datasets, these must also preserve
anonymity in their entirety. If individual persons can be determined from the combination
of these two datasets, because individual attributes can now be linked together, the data are
still to be considered personal [66]. In this respect, this approach has substantial uncertainty.
It is questionable, and not yet clarified, which data are to be considered for this purpose.
Certainly, the entirety of the publication is to be taken into account, but it is debatable
whether data already published by third parties are also to be included [67]. Or, what
probably leads to the widest extension, whether third parties have data at their disposal
with which a linkage leads to the identifiability of individuals. Again, the jurisprudence
of the ECJ can be used, that is, only additional knowledge that can be obtained by legal
means is taken into consideration.

The last criterion set by the Art. 29 Data Protection Working Party is the so-called
inference [61]. This is the most difficult requirement to circumvent. Basically, it means
that conclusions can be drawn from datasets for the entirety of persons. In view of the
challenges of anonymization, it rather demands that no conclusions that could be used to
infer an individual person can be drawn from the published dataset. Here, too, there is a
lack of concreteness in differentiation from singling out. However, reference attributes are
probably more limited to the individual dataset from which assumptions could be drawn.

In the further outlook, each anonymization concept and method is, therefore, examined
with regard to these three risk factors [61]. Other aspects may also be included as risks
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in the evaluation, so the standard for these three aspects from the perspective of the
“motivated intruder” must always be set. This “motivated intruder test” is intended to test
the anonymization carried out for its stability and, as above, is based on the individual
case. The motivation of the intruder is inevitably measured according to the value and
information content of the dataset.

6.7. Legal Evaluation

This subsection conducts a legal evaluation by embedding technical terms such as
privacy models in a legal context.

6.7.1. Identifiers, Quasi-Identifiers, and Sensitive Attributes

In the process of anonymization using the individual models, the QIs are to be deter-
mined and evaluated. For example, these might include dates of specific events (death,
birth, discharge from a hospital, etc.), postal codes, sex, ethnicity, etc. [68]. One can orient
oneself towards an assessment system that evaluates and assesses the attributes. This
should essentially identify all SAs, also in the sense of the GDPR. For this purpose, all vari-
ables are listed and evaluated within the framework of three case groups. The assessment
ranges from low (1) to medium (2) to high (3). The first category for the individual variables
is “replication”, in which the information is assessed according to how consistently it ap-
pears in connection with a person. A low score is given to measured blood pressure, while
a high score is given to a person’s date of birth. The second group is concerned with the
“availability” of the information. The decisive factor, here, is how available this information
or variable is for third parties to re-identify. As already shown above, the ECJ’s standard
also affects this assessment as to how far-reaching additional knowledge is to be taken
into account. Therefore, the laboratory values of a person are difficult to obtain, whereas,
as in the example of the “Breyer” case, the person behind an IP address can certainly be
obtained by legal means if there is a legitimate interest. This should also be considered for
public registers, such as the land registry. The last category concerns “distinguishability”,
according to which it is possible to assess how people can be distinguished from each other
by means of individual values. For example, a ZIP code with a complete reproduction is to
be classified as higher than one with a shortened reproduction [11].

6.7.2. k-Anonymity

The privacy model k-anonymity, which is defined in Section 5.3.1, ensures that given
a QI, each record is indistinguishable from at least k − 1 other records, making it more
difficult for attackers to identify individuals by their attributes [3]. The degree of privacy
protection depends on the quality and quantity of attributes in the dataset and the choice
of k. The larger k, the larger its group, and the more securely an individual is protected
from re-identification.

Singling out within a k-group is made more difficult by the fact that all individuals
have the same QI and are indistinguishable based on them, such that individuals can hide
behind the k-group.

However, Data Processors must also consider the risk of attribute disclosure, where
an attacker can infer sensitive information about an individual even if they cannot directly
re-identify them. This may still be possible with linkability and inference. Linkability of
records may still be possible, because the probability of 1/k with small k is sufficient to
make correlations about affected individuals among records in a k-group.

Another deficit of the k-anonymity model is that attacks are not closed with inference
techniques [65]. If all k-individuals belong to the same group and it is known to which
group an individual belongs, it is very easy to determine the value of a property. Attackers
are able to extract information from the dataset and make inferences about the affected
individuals, whether it is included in the dataset or not.
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Therefore, whether this model alone ensures compliance with the anonymization
requirement of the GDPR is largely negated. To achieve robust anonymization, additional
models such as l-diversity or t-closeness can be used.

Nevertheless, the model is used in anonymization applications because it provides
the basic structure for anonymization when values are not to be corrupted, as it is the case
with perturbation. The LEOSS cohort study [10] uses an anonymization pipeline built on
k equal to 11 by applying the ARX tool [9]. Thus, they follow the recommendation of the
Art. 29 Data Protection Working Party (WP216) [61], which evaluates a k-value less than
or equal to 10 as insufficient. The k-value depends, among other things, on the number of
aggregated attributes [57] used in a QI. In the NAPKON study, the qualitative analysis of
the attributes included in the dataset was controlled for the risk of linkage or selection by
reducing the uniqueness of the combinations of the variables age, sex, quarter, and year of
diagnosis and cohort [69].

6.7.3. l-Diversity

The privacy model l-diversity, which is defined in Section 5.3.2, was introduced as
an extension of k-anonymity to compensate one of its major shortcomings: the failure to
account for the distribution of SAs within each group of k-indistinguishable individuals [45].
This deficiency can lead to the disclosure of SAs resulting from the merging to k-groups.
The advancement aims to ensure that deterministic attacks using inference techniques
are no longer possible by guaranteeing that the individual attributes in each equivalence
class have at least l different values, so that attackers are always guaranteed significant
uncertainty about a particular affected individual [61].

Thus, the evaluation in [68] shows two different shortcomings of l-diversity, when the
l values for each SA are not well represented. A similarity attack can be performed when
the SAs fulfill the criterion of l-diversity but are semantically similar. Despite meeting
the requirement of l-diversity, it is possible to learn that someone has cancer when every
attribute value is a specific form of cancer. An attack on skewness can be made when the
overall distribution is skewed. Then, l-diversity cannot prevent attribute disclosure. This
is the case when the distribution of attribute values in a dataset consists predominantly
of one of two possible values and a k-group has the other value except for one entry. This
allows assumptions to be derived about this group that an attacker can use.

Despite possible protection from inference techniques, linkability may still be possible
even with diversification because this risk still remains on k-anonymity settings. Only
the risk of singling out can be prevented when implementing l-Diversity as an extension
of k-anonymity. l-diversity processes just the SAs that were initially unaffected. Unlike
k-anonymity, there is no recommendation from WP216 for a threshold of l.

This privacy model is suitable for protecting data from attacks using inference tech-
niques when the values are well distributed and represented. However, it should be noted
that this technique cannot prevent information leakage if the attribute values within a group
are inconsistently distributed, have low bandwidth, or are semantically similar. Eventually,
the concept of l-diversity provides room for attacks using inference techniques [61].

6.7.4. t-Closeness

The privacy model t-closeness, which is defined in Section 5.3.3, deals with a new
measure of security and complements l-diversity [46]. It takes into account the unavoidable
gain in knowledge of an attacker when considering all SA values in the entire dataset.
t-Closeness represents a measure of minimal knowledge gain that results from considering
a generalized k-group compared with the entire dataset. This also means that any group of
individuals, indistinguishable on the basis of the QI, behind which a person is anonymized,
can hardly be distinguished from any other group with respect to their SA values by the t-
closeness-defined measure. Thus, a person’s data are better protected in their anonymizing
group than was the case with l-diversity, since this group hardly reveals more information
than the entire distribution.
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In the specific case where the attribute values within a group are non-uniformly
distributed, have a narrow range of values, or are semantically similar, an approach known
as t-closeness is applied. This represents a further improvement in anonymization using
generalization and consists of a procedure in which the data are partitioned into groups in
such a way that the original distribution of the attribute values in the original dataset is
reproduced as far as possible [61]. However, WP216 has not given any recommendation
for the t-value, so it depends on case-by-case consideration. One approach would be to
incrementally increase the t-value if re-identification by an attacker with the current value
is still possible.

With t-closeness, a dataset processed with k-anonymity is improved regarding the risk
of inference and was implemented in the LEOSS cohort study [10], with t equal to 0.5.

Nevertheless, data anonymized using k-anonymity and t-closeness are still vulnerable
to inference techniques and have to reviewed case by case. Whereas in k-anonymity and l-
diversity, large values mean better privacy, in t-closeness, small values mean better privacy.

6.7.5. Differential Privacy

DP, which is defined in Section 4.6, applied as a randomized process, manipulates data
in such a way that the direct link between data and the data subject can be removed [61].
There are several mechanisms that satisfy the defined anonymity criterion and are appli-
cable to different types of data. The method ensures the protection of individual data by
modifying the results by adding random noise. This can limit a potential attacker’s ability
to draw conclusions about the attribute value of a single data point, even if they know all
the attribute values of the other data points. By adding random noise, the influence of a
single data point on the statistical result is hidden [70]. With regard to the risk criteria, it
can be seen that singling out can be prevented under certain circumstances. Linking and
inference can still be possible with multiple applications and are thus dependent on the
so-called privacy budget, which refers to parameter ε in Section 4.6.

6.7.6. Synthetic Data

As explained in Section 4.7, synthetic approaches can be used as a workaround to
anonymize tabular data. Artificially generated synthetic data retain the statistical charac-
teristics of the original data. This process can involve utilizing a machine learning model
that comprehends the structure and statistical distribution of the original data to create
synthetic data. Preserving the statistical properties of the original data is vital, as it enables
data analysts to derive significant insights from the synthetic data, treating them as if they
were drawn directly from the original dataset. To introduce a diverse range of data, the gen-
eration process may incorporate a certain level of unrelated randomness into synthetic
data [71].

Synthetic data can help to ensure that an individual’s records are not singled out
or linked. However, if an adversary knows of the presence of a person in the original
dataset, even if that person cannot be individualized, sensitive inferences such as attribute
disclosure may still be possible, as shown in [72]. Moreover, machine learning models can
be exposed to privacy attacks by the so-called Membership Inference Attacks or Model
Inversion Attacks [73].

6.7.7. Risk Assessment Overview

Based on the findings in Sections 6.7.2–6.7.6, Table 3 gives an overview of risk assess-
ments of the discussed privacy models and privacy-enhancing technologies for anonymiz-
ing tabular data. We only rate with respect to the attack scenarios that are described by the
Art. 29 Data Protection Working Party: singling out, linkability, and inference.
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Table 3. Risk assessment for anonymization methods of tabular data. (1): Risk depends on chosen k.
(2): It does not take into account similarity attacks. (3): Based on k-anonymity. (4): Risk depends
on value distribution of Sensitive Attributes. (5): Risk depends on privacy budget. (6): Might be
combined with DP. +: The method can be considered a strategy to defend against the attack scenario.
−: The method cannot solely be considered a defense strategy against the attack scenario.

Singling Out Linkability Inference

k-Anonymity + − (1) − (2)

l-Diversity + (3) − (1,3) + (2,4)

t-Closeness + (3) − (1,3) + (2,4)

DP + + (5) + (5)

Synthetic data + + − (6)

7. Discussion

In our exploration of anonymization methods and scores for tabular data, some
unclarities and issues are present.

Foremost is the uncertainty surrounding the choice of QIs and thresholds for privacy
models. A fundamental challenge is the inability to make a priori assumptions about the
knowledge an adversary possesses regarding records in tabular data. Often, there is a vast
array of potential QIs that could be exploited, which goes hand in hand with the lack of
context understanding.

This issue is further complicated by the fact that the privacy models adopted only
cover specific scenarios, leaving room for specific attack scenarios to succeed.

Further, to maximize privacy protection, we may compromise the data utility. A po-
tential solution might be found in combining different anonymization methods, each
addressing specific weaknesses. For instance, use-case-specific DP can be applied to pro-
vide an additional layer of security. However, implementation details and the actual
compatibility of methods are yet to be thoroughly studied. As an example, the interaction
between t-closeness and group formation has shown that the elimination of group records
to achieve certain t-closeness, k-anonymity, and l-diversity can unintentionally lead to
higher t. This can potentially compromise the achieved anonymization.

Moreover, the structure and composition of the dataset themselves poses a challenge.
Often, SAs are the target variables, thereby making their concealment problematic. Privacy
models, such as l-diversity, depend on the number of attribute values for the SA, meaning
that the effectiveness of the method varies based on the characteristics of the dataset. When
it comes to anonymizing high-dimensional tabular data, as described in Section 5.5, one
also has to deal with the Curse of Dimensionality.

Anonymizing the Adult dataset into k-anonymity with k > 10 still yields compara-
ble utility for different ML models, but this is data- and task-dependent and DP might
additionally be applied in model inference [48].

As Wagner et al. [14] have recommended, a selection of multiple metrics to cover
multiple aspects of privacy should be pursued. This approach allows for more robust
privacy protection, minimizing the chances of oversights and weaknesses.

The implementation of these privacy protection measures presents its own set of
challenges. To begin with, different types of data, such as categorical and numerical,
necessitate different approaches. Some attributes might even possess dual characteristics,
complicating the anonymization procedure. Different possible definitions and ways of
implementing these methods add to the complexity. Privacy models must also be adapted to
data types, with a clear understanding of the differences between integers and floating-point
numbers, or categorical versus numerical data types. Additionally, applying these methods
often involves a trial-and-error process. Multi-stage anonymization is a potential strategy
that might yield better results, though the complexity and difficulty of execution cannot
be underestimated. For example, achieving certain k-anonymity using generalization and
suppression with minimal loss of information [18] is an NP-hard problem. This implies
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that execution time could be exponential in the worst-case scenarios—a factor that needs to
be tested and considered in the implementation phase.

Last but not least, the context of data—whether they are fixed or streaming—poses
another challenge. Privacy protection measures for streaming or online data may require a
different approach, considering the time and space complexity involved.

Future research should focus on addressing these issues, providing a more compre-
hensive and effective solution to data anonymization of tabular data.

8. Conclusions

In conclusion, this article has examined the technical and legal considerations of data
anonymization and explored different approaches to solving this problem.

From the legal perspective, based on our analysis and legal evaluation, the following
conclusions can be drawn. The risk-based approach, in alignment with the ECJ case law in
the “Breyer” case, highlights the importance of considering legally obtainable additional
knowledge when assessing the acceptable re-identification risk. This approach enhances
the understanding of data anonymity by taking into account relevant information that
can potentially lead to re-identification. Due to the missing legal requirements for robust
anonymization, a recommendation for k-anonymity with k greater than 10 was made
by the Article 29 Data Protection Working Party in WP216 [61]. Prior to implementing
k-anonymity, it is crucial to identify the QIs using the evaluation table and the provided
evaluation system. Furthermore, the opinion suggests the use of t-closeness. Similarly, there
are no legal requirements at this point to ensure legally compliant anonymization. Only
in [10], a t-value set at 0.5 was considered to be a high level of privacy protection. However,
since the risk-based approach is based on individual-case assessment, it must be considered
that these values should not be considered universally applicable. The ongoing uncertainty
makes anonymization still a challenging endeavor. In addition, it is important to note that
for anonymized data, future consideration of the EU Data Governance Act, particularly in
relation to data rooms and the security of such data, becomes crucial. The Data Governance
Act aims to establish a framework for secure and responsible data sharing that ensures data
protection and governance in data rooms.

Future research and advancements in the field should continue to explore the legal
and technical aspects of data anonymization, taking into account evolving legislation,
court rulings, and emerging best practices. By staying abreast of these developments
and adhering to appropriate standards, a data-driven environment that respects privacy,
safeguards personal information, and promotes responsible data sharing practices can
be fostered.

Anonymization procedures can support the creation of Open Data. Similar to Open
Source, Open Data represent an economically and socially relevant concept. For example, it
is part of the digital strategy resp. the Open Data strategy of the current resp. the previous
federal government in Germany. However, a challenge may be that under the current
European regulations, in the near future, all data might be classified as personal data as
a result of moving forward into a data-driven world. In [74], this is named the Law of
Everything. The reason for this is the widely defined rules on data protection and the
definition of the terms “information” and “personal data” by the GDPR. This is accelerated
by the rapid advances in technology, which enable ever greater interpretability of data
as well as the increased collection of information in real time. The Law of Everything is
an approach with a worthy goal but not one that can be implemented sustainably with
current procedures.
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Abstract: With the increasing use of smartphones for a wide variety of online services, states and
countries are issuing official applications to store government-issued documents that can be used for
identification (e.g., electronic identity cards), health (e.g., vaccination certificates), and transport (e.g.,
driver’s licenses). However, the privacy and security risks associated with the storage of sensitive
personal information on such apps are a major concern. This work presents a thorough analysis of
official Android wallet apps, focusing mainly on apps used to store identification documents and/or
driver’s licenses. Specifically, we examine the security and privacy level of such apps using three
analysis tools and discuss the key findings and the risks involved. We additionally explore Android
app security best practices and various security measures that can be employed to mitigate these
risks, such as updating deprecated components and libraries. Altogether, our findings demonstrate
that, while there are various security measures available, there is still a need for more comprehensive
solutions to address the privacy and security risks associated with the use of Android wallet apps.

Keywords: Android privacy; Android security; wallet apps

1. Introduction

The increasing reliance on mobile devices for accessing online services has led to the
development of various wallet applications (apps), which allow citizens to upload and store
government issued documents, such as vaccination certificates, identity documents (IDs),
and driver’s licenses (DLs). The electronic IDs and DLs stored in a wallet app contain the
same information as their physical counterparts, i.e., personal information such as name,
date of birth, and photo, as well as a unique identifier, document issue, and expiration date.
Depending on the state or country of issue, these electronic copies may be used for various
purposes, including accessing government services, opening bank accounts, conducting
online transactions, identification in public services, and police inspections. The European
Commission has proposed a European Digital Identity using a digital wallet [1]; more
recently, the launch of EU-wide digital driving licenses [2] was also announced. In addition,
the US Transportation Security Administration (TSA) currently accepts some mobile IDs
and DLs in a number of US airports [3]. With regard to the end user, it is foreseen that,
globally, one in two people will use a mobile wallet by 2025 [4], increasing the number of
mobile wallets in use from 2.8 billion at the end of 2020 to 4.8 billion by the end of 2025.

While holding all identification documents in one place may seem convenient, it also
raises serious concerns regarding the privacy and security offered by these apps to users
and their sensitive personal information, as shown in relevant research [5–10]. The potential
risks associated with the storage of ID copies on Android apps are numerous. For instance,
the mobile device can be lost or stolen, or the app can be compromised by malware or other
more direct attacks. In such cases, the ID copy can be accessed by unauthorized parties,
who can use the information for nefarious purposes, such as identity theft or financial fraud.
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Furthermore, even if the app itself is not compromised, it may still collect and transmit
personal data to third-party servers without the user’s knowledge or consent, posing a
significant threat to privacy. In Jan 2021, a person was sentenced to five years in prison after
using a state-authorized digital driver’s license mobile app to defraud three credit unions
and four banks [11]. According to a recent report [12] from McAfee, 15 million Americans
had their identity stolen in 2021. Based on data gathered by Finanso.se [13], one in five
Europeans have experienced identity theft fraud between 2020 and 2022. In 39% of these
cases, the attackers used the victim’s phone to steal their identity [13].

To address these key concerns, app providers must follow security and privacy best
practices during the app’s lifecycle, aiming to prevent theft of sensitive personal information.
Regarding the Android ecosystem, there exist several noteworthy standards and best
practices for developing secure software, including the Android developer website [14], the
Open Worldwide Application Security Project (OWASP) mobile top 10 project [15], and the
Japan Smartphone Security Association (JSSEC) Android application secure design/secure
coding guidebook [16]. Additionally, there are several works in the literature that focus on
the security of the Android OS, such as [17,18]. However, compliance to these practices
is often limited by the complexity of the underlying technology, the developer’s level of
technical expertise, and the lack of standardized security protocols and policies. Moreover,
the development of such apps may be outsourced to third parties who perform these
functions on behalf of the solution provider. In such a case, trust is indirect, and sometimes
cannot be fully assessed.

The present work focuses on mobile wallets that support IDs and DLs, offering the
first, to our knowledge, exhaustive review and examination of this topic based on three
app security analysis tools. Precisely, the contributions of this study are as follows:

• We present an overview of the existing official mobile apps supporting IDs and DLs,
as well as the privacy and security risks associated with storing digital ID and DL
documents. The term “official” means apps that are either offered by governmental
agencies (state-sponsored) or by a mobile operating system (OS), say, Android or iOS.

• We collect and analyze existing Android apps for ID and DL storage using three
.apk analysis tools, present the discovered vulnerabilities of each app, and discuss
key findings.

• We offer recommendations for app developers and relevant stakeholders to enhance
the privacy and security of ID and DL storage in Android apps.

The rest of this paper is structured as follows. The next section surveys official ID/DL
wallet apps. Section 4 presents the vulnerability analysis results. Section 5 details the key
findings of the previous section and provides recommendations to improve the security
status of the analyzed apps. The last section concludes the paper.

2. Related Work

The domain of ID/DL wallet apps is rather new and, to the best of our knowledge,
there is no previous work tackling the issue of ID/DL wallet app security and privacy.
There is, however, a large volume of work of a similar nature evaluating generic Android
app security and privacy.

Filiol and Irola [19] analyzed numerous mobile apps in the banking domain. The
authors showed that almost all apps were prone to known vulnerabilities, endangering
users’ private data, sometimes severely. The authors also discussed the certification process
for apps available on a secure market. Kaur et al. [20] presented a security assessment of the
Android e-wallet apps provided by Canada’s leading banks. According to their analysis,
all apps were found to be vulnerable against trivial attack vectors.
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In the health domain, Papageorgiou et al. [7] provided a security and privacy analysis
of popular freeware mobile health apps. The authors employed both static and dynamic
analysis, as well as custom testing of each application. Their analysis demonstrated that
the majority of apps neither follow well-known practices and guidelines nor comply with
data protection regulations. Kouliaridis et al. [8] focused on contact tracing apps used for
decelerating the spread of infectious diseases. They analyzed all official Android contact
tracing apps deployed by European countries by means of dynamic instrumentation. Their
findings revealed that these apps may put users’ security and privacy at risk due to an
assortment of weaknesses, vulnerabilities, and misconfigurations. Karopoulos et al. [9]
examined existing initiatives for COVID-19 digital certificates undertaken by organizations
and countries worldwide. As part of their study, they analyzed official Android apps
for COVID-19 digital certificates to reveal possible security and privacy issues affecting
the end user. Their results demonstrated that, overall, the schemes developed by Euro-
pean countries provide a higher level of privacy protection compared to those from Asia
and America.

In the automotive domain, Mandal et al. [21] analyzed Android infotainment apps
against a list of possible exposure scenarios. Their results showed that almost 80% of these
apps were potentially vulnerable. Chatzoglou et al. [10] provided a security assessment
of all the official car management apps offered by major car manufacturers operating in
Europe. The apps were assessed for vulnerabilities and possible weak security practices.
Their analysis reported numerous issues, ranging from privacy-invasive permissions and
API calls, to potentially exploitable common weakness enumeration (CWE) and common
vulnerabilities and exposures (CVE)—identified weaknesses and vulnerabilities.

Regarding the use of cryptography, Egele et al. [22] developed an automatic anal-
ysis technique to find Android apps on Google Play that use cryptographic APIs. The
authors reported that 88% of these apps misused cryptographic APIs, making at least
one mistake that resulted in decreasing the maximum achievable security level. To this
end, they provided recommendations to improve the cryptographic security of such apps.
Chatzikonstantinou et al. [23] evaluated the use of cryptography in 49 Android apps whose
operation is related to data encryption. Their results revealed that the majority of these
apps, i.e., around 88%, presented at least one type of cryptographic weakness. The authors
provided guidelines and best practices for developers, to aid in the development of more
secure apps.

More recently, Chatzoglou et al. [24] performed a fully fledged analysis of more than
40 mainstream internet of things (IoT) official Android apps belonging to six popular
categories of home/office and wearable devices. They pinpointed that most of the ex-
amined apps were susceptible to an assortment of security and privacy issues, including
transmission of cleartext traffic, outdated software components, no protection against
reverse engineering, and others. They concluded that the attack surface for an IoT device is
significantly augmented because of the security weaknesses in the accompanying app.

Although more and more manufactures are relying on trusted execution environments
(TEEs) to shield their devices, Ref. [25] provides an extensive analysis and categorization of
existing vulnerabilities in TEEs and shows the design flaws that lead to them. The authors
in [26], released new state of the art mobile app datasets along with an in-depth analysis
of their static characteristics to aid the detection of Android malware with the use of both
shallow and deep learning techniques.

The objective of the above summary of analyses of Android apps is to highlight the
main issues related to the security and privacy of different types of apps. Overall, previous
work in the field underlines that even officially certified Android apps, also under the
scrutiny of the official Google Play app store, present numerous issues that can potentially
endanger users’ security and privacy. In the rest of this paper, we perform similar analyses
to investigate whether this holds true for recently launched ID/DL apps as well, given that
this is still an unexplored field.
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3. ID/DL Wallet Apps Worldwide

As already pointed out in Section 1, ID/DL wallet apps can be classified in two main
categories: either state-sponsored or offered by a mobile operating system (OS). The former
category of wallet apps are developed under the auspices of the government of a specific
country or state. Apart from state-sponsored apps, the main mobile OS platforms, that
is, Android and iOS that together account for more than 99% of the respective market
share [27,28], have announced support for mobile IDs and/or mobile DLs. The fact that
both of these platforms are active in the domain of mobile ID/DL is a key factor towards
the wide adoption of such solutions.

Looking at the current support by mobile platforms, in December 2022, Google an-
nounced support for storing state IDs and DLs from selected US states in Google Wallet
as a beta feature [29]. On the iOS side, Apple announced in 2021 that some US states had
signed up to make available state IDs and DLs in Apple Wallet [30]. According to the US
Transportation Security Administration (TSA) [3], various airports around the US currently
accept mobile IDs and DLs stored in Apple Wallet issued by the Arizona, Colorado, and
Maryland states.

It should be noted here that mobile-OS-supported IDs and DLs could possibly entail
similar security risks as ID wallet apps. More specifically, in some use cases, the service
might require unlocking the smartphone to access the ID/DL and handing out the unlocked
device to the interested, authorized party, i.e., police or other public or private service
agent. On the other hand, if the electronic ID and DL are available without the need to
unlock the phone, the personal information contained in them will be visible to anyone who
picks up the device. A balanced use case scenario between security and usability would
provide access to the electronic ID/DL using biometric authentication, without unlocking
the smartphone.

In this work, we only consider official, state-sponsored ID/DL wallet apps for the
Android OS. To our knowledge, the 18 official ID/DL wallet apps available as of the time
of writing of this paper are those listed in Table 1.

Table 1. Outline of the examined apps (ID: identity document, DL: driver’s license).

Country/State App Name ID DL Downloads Android Version App Providers

North America

Louisiana, USA LA wallet [31] Yes Yes 500 K 5.0+ State of Louisiana

Colorado, USA myColorado [32] Yes No 100 K 8.1+
State of

Colorado—Governor’s Office
of IT

Florida, USA FL Smart ID: Thales [33] No Yes 10 K 6.0+
Florida Department of

Highway Safety and Motor
Vehicles

Georgia, USA DDS 2 GO [34] No Yes 500 K 5.1+ Georgia Department of
Driver Services

Oklahoma, USA Oklahoma Mobile ID [35] Yes No 100 K 6.0+ Idemia R&D
Delaware, USA Delaware Mobile ID [36] Yes No 10 K 6.0+ Idemia R&D

Utah, USA GET Mobile ID [37] Yes Yes 10 K 8.0+ GET Group NA

USA Airside Digital Identity [38] Yes Yes 10 K 8.0+ American Airlines/Airside
Mobile Inc.

Canada eID-Me Digital ID [39] Yes No 10 K 8.0+ Bluink Ltd.
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Table 1. Cont.

Country/State App Name ID DL Downloads Android Version App Providers

Europe

Austria eAusweise [40] No Yes 100 K 8.0+ Bundesministerium für
Finanzen

Denmark Kørekort [41] No Yes 500 K 8.0+ Digitaliseringsstyrelsen
Germany Verimi ID wallet [42] Yes Yes 100 K 7.0+ Verimi

Greece Gov.gr Wallet [43] Yes Yes 500 K 8.0+ Hellenic Republic
Netherlands KopieID [44] Yes No 1 M 7.0+ Rijksoverheid

Portugal id.gov.pt [45] Yes Yes 500 K 4.2+ AMA, IP
Spain mi DGT [46] No Yes 5 M 5.1+ DGT oficial

Asia

Telangana, India RTA m-wallet [47] No Yes 5 K 5.0+ Transport Department Govt.
of Telangana

Oceania

Australia Service NSW [48] No Yes 1 M 6.0+ Service NSW

4. Vulnerability Analysis

The aim of this section is to present key results regarding the vulnerability analysis
of the wallet apps given in Table 1. Specifically, the 18 ID/DL wallet apps were collected
from Google Play with a freeze date of 1 June 2023. Each of them was statically analyzed
using three tools, namely, Ostorlab [49], Mobile Security Framework (MobSF) [50], and
Androtomist [51]. The detailed results of the security assessment performed with the
aforementioned tools can be found in [52].

Ostorlab is a cloud-based security platform that caters for dynamic and static analysis
of mobile apps. It allows users to scan an app for vulnerabilities, such as insecure injection,
outdated dependencies, hardcoded secrets, weak cryptography, cleartext communication,
configuration issues, and improper use of permissions. The tool also provides a detailed
report of the findings, including the severity of each vulnerability, i.e., low, medium, or
high. Moreover, it provides recommendations for remediation. According to the tool’s
web page, more than 10K companies and security professionals rely on it for Android
app penetration testing. The overall risk rating of the app is calculated by aggregating
the individual ratings of each vulnerability. More specifically, Ostorlab uses the following
techniques to find vulnerabilities:

• Configuration checks for insecure settings. These settings include Android native
parameters, e.g., in the AndroidManifest.xml.

• Third-party dependency analysis to find all application dependencies of all supported
frameworks, as well as statically compiled dependencies, and identify a large set of
libraries. The tool then tries to match these libraries against its known vulnerabili-
ties database.

• Hardcoded secrets scanning, i.e., API keys, passwords, tokens, encryption keys, and
initialization vectors (IVs).

• Taint analysis to identify vulnerabilities, such as SQL injection, command injection, or
the use of hardcoded keys.

In contrast to MobSF, Ostorlab reports the use of outdated dependencies. Additionally,
Ostorlab also checks supply chain vulnerabilities, such as dependency confusion, namely,
attacks directed against third-party dependencies in an app. Recall that third-party depen-
dencies refer to libraries, frameworks, and other software built by external parties and are
embedded into the app.
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MobSF is one of the all-in-one tools recommended by the OWASP Mobile Security
Testing Guide [53]. MobSF is a popular open-source mobile app security testing framework
that allows users to perform static and dynamic analysis of Android apps. The static
analysis includes source code, binary, tracker analysis, and configuration analysis, while
the dynamic analysis is based on runtime behavior analysis, code injection, and traffic inter-
ception. The tool can be used to identify vulnerabilities, such as sensitive data disclosure,
insecure cryptography, and insecure communications. It also provides detailed reports on
the findings, including a list of vulnerabilities, their respective CWE, and a score using
the common vulnerability scoring system (CVSS), i.e., 0–3.9 = low, 4–6.9 = medium, and
7–10 = high. To compute an overall score for the app, first, a severity level, high, warning, or
good, is assigned to each vulnerability by MobSF. The final score of the app is calculated by
first assigning a perfect score of 100 and then for each vulnerability applying the following:

• severity high—subtracting 15 from the score;
• severity warning—subtracting 10 from the score;
• severity good—adding 5 to the score.

Apart from the above-mentioned well-known tools, the authors used an self-developed
tool that, however, has already been used in relevant research. The reason for using this
tool in conjunction with the other two is that it gave us more fine-grained control over the
analysis process. Androtomist is an automated and configurable tool, which combines
static and dynamic analysis to evaluate Android app behavior. In the context of this paper,
it has been used to statically analyze each app and extract components from the manifest
file, such as activities, services, and broadcast receivers. Activities are used when one app
invokes a component of another app instead of calling the whole app. For example, a social
media app can call the email composer component of an email app. However, an activity
constitutes a potential entry point for malicious entities if not properly secured, increasing
the attack surface of the app. A service, on the other hand, is an app component that runs
in the background without providing a user interface, such as a service handling network
tasks, playing music, or performing file I/O operations. Furthermore, a service can remain
active even when the user switches to another application. Broadcast receivers are used
to send and receive messages between apps, such as notifications or alarms. If an app’s
broadcast receiver is not secured properly, it may allow other apps to intercept and read
the messages. This can lead to sensitive information being leaked, such as passwords or
personal data. Finally, Androtomist employs static taint analysis, which aids in finding
complex vulnerabilities spanning long code paths.

By using three separate tools, this work aims to provide a comprehensive under-
standing of the security and privacy level of the examined Android apps. Our results
rely on static analysis only and focus on code vulnerabilities; Table 2 summarizes the
analysis results per tool. Specifically, the table presents Ostorlab’s risk raking, MobSF’s
security score, and the number of exported activities, services, and receivers reported by
the Androtomist tool.

Table 2. Vulnerability analysis results: high risk and low risk security scores have been emphasized
with bold font.

App Name Ostorlab Risk
Rating

MobSF Security
Score (%)

Exported Activities-
Services-Receivers

LA wallet High Medium (45) 1-4-1
myColorado High Medium (53) 1-0-1

FL Smart ID: Thales High Medium (57) 1-1-1
DDS 2 GO Medium Low (38) 2-1-1

Oklahoma Mobile ID High Medium (60) 3-0-3
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Table 2. Cont.

App Name Ostorlab Risk
Rating

MobSF Security
Score (%)

Exported Activities-
Services-Receivers

Delaware Mobile ID High Medium (55) 3-0-2
GET Mobile ID High High (69) 3-3-1
Airside Digital

Identity Low Medium (62) 2-2-2

eID-Me Digital ID High Medium (56) 1-1-1
eAusweise Low Medium (60) 6-0-1
Kørekort Low Medium (60) 0-1-1

Verimi ID wallet Medium Medium (64) 1-2-2
Gov.gr Wallet High Medium (56) 2-2-2

KopieID Low Medium (62) 1-0-0
id.gov.pt High Medium (51) 1-0-1
mi DGT High Medium (51) 7-1-2

RTA m-wallet High Medium (44) 0-1-1
Service NSW High Medium (44) 2-2-5

5. Discussion

This section wraps up our key findings from the vulnerability analysis of Section 4,
for each of the three tools, namely, Ostorlab, MobSF, and Androtomist. Recall that the
analytical results per tool can be found in [52].

5.1. Ostorlab

In order to provide a global overview, we summarize the top vulnerabilities identified
by Ostorlab and MobSF in Figure 1; in the rest of this subsection, we analyze our findings
with Ostorlab. Our analysis showed 47 cases of use of outdated vulnerable components
in 14 apps, which can be exploited by malicious parties; most of these cases have a high
risk rating. Third-party libraries should be updated to the latest version during the devel-
opment phase and application updates should be issued to patch vulnerable components.
Regarding cryptography use, all but one of the apps were found not to follow best practices
by using hardcoded keys, storing secret information in the app, using non-random or
insecure random values, supporting deprecated cipher suites, or performing incorrect
certificate validation. Note that insufficient cryptography is placed in the fifth position
of the latest OWASP top 10 mobile risks list [15]. In addition, three apps, i.e., “DDS 2
GO”, “Service NSW”, and “mi DGT” have set the usesCleartextTraffic attribute to “true”,
which indicates that the apps intend to exchange or allow cleartext network traffic. In the
OWASP top 10 mobile risks list, insecure communication is placed in the third position.
Obviously, given that such apps are used for storing ID/DL documents, cleartext network
traffic could allow data theft over the network simply by means of packet sniffing. In total,
12, or approximately 67%, of the apps have a high risk rating according to Ostorlab.

Notably, all apps have been flagged with the “task highjacking” warning [54]. Task
hijacking can be used to perform phishing attacks. This is a noteworthy issue, as an attacker
could potentially capture and read triggered intents. For example, CVE-2020-0096, also
known as “Standhogg 2.0”, can potentially exploit this issue in unpatched Android OS
v8, 8.1, and 9. According to Android’s guidelines for “task affinities” [55], setting the
“android:launchMode” attribute in the <activity> tag to “singleInstance” forbids other
activities to be part of its task. Furthermore, setting the “android:taskAffinity” attribute
to an empty string in the <activity> tag forces the activities to use a randomly generated
task affinity. Last but not least, by using explicit intents, developers can specify which
application will satisfy the intent. In addition, approximately 61% of the apps were flagged
with the “intent spoofing” warning [56]. This vulnerability can be exploited by sending an
intent towards an app’s exported component, i.e., activity, receiver, or service, to obtain
unauthorized access. Each exported component should check the caller’s identity prior to
executing any tasks. Ostrolab also suggests requiring signature or signatureorsystem level

253



Information 2023, 14, 457

permissions to limit a component’s exposure to a set of trusted applications [56]. Finally,
there were many warnings flagging potential risks; in most cases, these warnings are false
positives or do not pose a significant risk. Nevertheless, developers should examine these
cases as well to identify potential security or privacy issues.

Figure 1. Top vulnerabilities as reported by Ostorlab and MobSF.

5.2. MobSF

As already mentioned in Section 4, in contrast to Ostorlab, MobSF provides a security
score, where a higher score indicates a more secure app. Overall, out of the 18 apps, only
“GET Mobile ID” received a low security risk score (>71%), 16 apps were granted a medium
score (41%–70%), and “DDS 2 GO” received a high risk score (<40%); an overview of the
results is presented in Figure 2.

Figure 2. MobFS security score results, a higher score indicates a more secure app (blue: Europe,
orange: North America, green: Asia, yellow: Oceania).
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As noted earlier, a summary of the top vulnerabilities identified by both Ostorlab and
MobSF is provided in Figure 1; in the rest of this subsection we analyze our findings with
MobSF. According to MobSF, more than half (11) of the apps appear to be vulnerable to the
so called “Janus vulnerability”, documented in CVE-2017-13156 [57]. This vulnerability
allows attackers to modify apps without affecting their signatures, i.e., adding extra bytes to
the android package kit (APK) and DEX (Dalvik virtual machine executable) files. However,
it only affects Android devices before v8.1, when signed with the v1 signature scheme.
A similarly high proportion of apps, approximately 56% (10 out of 18), can be installed
on a vulnerable Android version. Furthermore, all but two apps present at least one
cryptographic misuse or warning; the exceptions are “mi DGT” and “Oklahoma Mobile
ID”. In addition, one-third of the apps use SQLite and execute raw SQL queries, which
could lead to SQL injection attacks. Another important finding was that six of the apps
allowed cleartext traffic in general or to/from specific network domains or IP addresses. As
already stated above, in the OWASP top 10 mobile risks list, this warning is placed in the
third position. Finally, 14 out of the 18 apps received the “insertion of sensitive information
into log file” warning (CWE-532 [58]). While logging information is helpful during the
development stage of an app, it must be stripped away before the app becomes publicly
available. Precisely, an attacker could analyze the logs to extract private information stored
on them. Finally, 50% of the apps received the “insecure data storage” warning (CWE-276)
as they can read/write to external storage. This can be dangerous as any app can read data
written to external storage. This warning is placed in the second position in the OWASP
top 10 mobile risks list.

MobSF also logs third-party trackers that may be utilized by each app. We focus on
six common tracker categories.

• Crash reporters: These trackers notify developers upon a crash event, informing them
about the respective error.

• Analytics trackers: Collect usage information, e.g., time users spent on the app and
top features used.

• Profiling trackers: Attempt to profile users with the purpose of optimizing personal-
ized advertising.

• Identification trackers: Gather information with the purpose of ultimately matching a
digital (user) identity with the real person.

• Ads: These trackers focus on serving personalized advertisements to the users.
• Location trackers: By using location services, these trackers obtain the geographical

location of the user to improve location-based personalized advertisements.

As shown in Figure 3, app analysis revealed that all but three apps use trackers. The
exceptions are “eAusweise”, “Verimi ID wallet”, and “GET Mobile ID”. On the other hand,
13 apps use the Firebase Google analytics service as a method to measure users’ engagement
with them. Furthermore, seven apps exploit Google crashLytics to track code issues and app
crashes. Additionally, “Delaware Mobile ID” and “Oklahoma Mobile ID” use AppsFlyer,
which tracks all app-related events that are generated by clients, to improve personalized
advertisements, as well as Localytics, which is a marketing tool used to engage users via
targeted push and in-app messages (ads). Last but not least, “KopieID” uses Countly,
which tracks and analyzes user behavior.
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Figure 3. Top trackers used.

5.3. Androtomist

Finally, Androtomist was used to decompile each app, extract their manifest file, and
log their exported components. In addition, taint analysis was also performed to extract
possible data leaks. According to our results, none of the analyzed apps has exported
content providers. On the other hand, two-thirds of the apps have at least one exported
service (exceptions are “myColorado”, “Oklahoma Mobile ID”, “Delaware Mobile ID”,
“eAusweise”, “KopieID”, and “ip.gov.pt”). Furthermore, 16 apps have at least one exported
activity (exceptions are “RTA m-wallet” and “Kørekort”) and all apps except “KopieID”
have at least one exported receiver.

When comparing the exported components of each, it is noted that “mi DGT” and
“eAusweise” have seven and six exported activities, respectively, while the rest of the apps
have three or less exported activities. Moreover, “LA wallet” has the most (four) exported
services, while “Service NSW” has the most (five) exported receivers.

To prevent data leaks through broadcast receivers, app developers should implement
appropriate security measures, such as setting proper permissions, restricting access to
sensitive data, and using encrypted communication channels. Android end users should
also be cautious when granting permissions to apps and limit access to sensitive data
whenever possible. Android apps can set exported components, i.e., components that can
be used by other applications, but often do not properly restrict which applications can
launch the component or access the data they contain [59]. Additionally, we employed taint
analysis on all apps and our results did not reveal any leaks.

5.4. Key Takeaways

As shown in Table 2, Europe has a lower percentage of high risk apps and a higher
average security score than North America, as measured with Ostorlab. Specifically, three
out of seven apps have a high risk rating in Europe, compared to seven out of nine apps in
North America. Similarly, based on MobSF’s results, Europe performs better with a security
score of 58% compared to 55% of North American apps, as shown in Table 2 and Figure 2.
Equally important is the number of CWEs reported by MobSF, i.e., 4 CWEs per application
on average in Europe vs. 5.2 CWEs per app on average in North America.
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With reference to Figure 1, which depicts the top vulnerabilities from both MobFS
and Ostorlab, it is apparent that the tools are complementary to each other, reporting some
common as well as unique findings. Furthermore, MobFS scores the security of apps, while
Ostorlab measures the opposite, i.e., their security risk. As such, the use of both tools
played an important role in identifying a variety of warnings and vulnerabilities.

It is also important here to comment on the overall results presented in Table 2. As
it has already been briefly discussed previously, the three analysis tools assess different
aspects of each app. Ostorlab has three extra analysis sections, including taint analysis,
which makes it report more information. Moreover, Ostorlab reports risk ratings, meaning
that even if an app has a single high risk vulnerability, then it is considered a high risk app.
MobSF reports security scores by adding or subtracting points from a base score of 100%.
This means that, on the one hand, identified vulnerabilities decrease but, on the other, good
practices increase the score. For this reason, it is quite rare for an app to receive a low
security score, unless it is a malware. Regarding Androtomist, the exported components
used in the context of this work are only a small part of the analysis, whereas the other tools
perform a much deeper analysis. Summing up, to achieve an overall idea of the security
posture of an app, one should consider the results of all the three tools in a combinatorial
manner in order to obtain an approximation of the total level of risk.

6. Conclusions

This paper conducted a comprehensive analysis concentrating on security and privacy
aspects of the so far available ID/DL wallet apps. In other words, we attempt to answer
the key question: Are these apps free of vulnerabilities which are known to the community,
say, already documented in a CVE ID? To this end, three different software tools were used
to analyze such apps and identify vulnerabilities. Our findings revealed significant (even
critical but straightforward) security flaws that considerably increase the attack surface
and could severely undermine the overall end user’s security and privacy. Additionally,
suggestions for app developers that enhance the security of these apps were discussed.
It can be said that the overall picture is not so encouraging, suggesting that app creators
and other stakeholders should devote more attention to security and privacy, not treating
them as an afterthought. Actually, this tendency in tossing security aside, typically in
favor of functionality, is corroborated by the related work as detailed in Section 2. Notably,
the Android platform is currently working on its own ID wallet service [29], which could
serve as an alternative solution for governments considering ID wallet app development.
Future research should include a security evaluation of this component. Furthermore,
cybersecurity policies such as those introduced by the European Commission [60] can
provide guidance to member states in developing more secure and resilient solutions.
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Abstract: Blockchain, with its characteristics of non-tamperability and decentralization, has had a
profound impact on various fields of society and has set off a boom in the research and application of
blockchain technology. However, blockchain technology faces the problem of data availability attacks
during its application, which greatly limits the scope and domain of blockchain applications. One of
the most advantageous researches to address this problem is the scalable data availability solution
that integrates coding theory design into the Merkle tree promise. Based on this scheme, this paper
combines a zero-knowledge accumulator with higher efficiency and security with local repair coding,
and proposes a data availability scheme with strong dataset privacy protection. The scheme first
encodes the data block information on the blockchain to ensure tamper-proof data, and then uses a
zero-knowledge accumulator to store the encoded data block information. Its main purpose is to use
zero-knowledge property to protect the accumulation set information stored in the accumulator from
being leaked and to ensure that no other information about the accumulation set is revealed during
the data transmission. It fundamentally reduces the possibility of attackers generating fraudulent
information by imitating block data and further resists data availability attacks.

Keywords: blockchain; privacy protection; data availability; zero knowledge accumulator

1. Introduction

Public blockchains, such as Bitcoin [1] and Ether [2], have proven themselves to be
secure in practice. One of them, Bitcoin, has gone through more than a decade of secure
and real-time operations, but at the cost of deteriorating performance [3]. To address this
problem, various consensus layers and off-chain extension methods have been introduced:
For example, ACeD, which is a scalable data availability solution that adds coding theory
to the Merkle tree commitment to ensure efficiency and tamper resistance [4]; a new fraud
prevention and data availability system that reduces the trade-off between on-chain capacity
and security by enabling light clients to receive and verify proofs of fraud for invalid blocks
from full nodes; and rollup information scattering with provable retrievability, a scheme
that uses linear erasure codes and homomorphic vector commitments to design a storage
and communication efficient protocol. These schemes address the scalable data availability
problem of blockchain from different perspectives through different implementations. This
paper aims to improve the blockchain data availability scheme based on the above scheme,
and proposes a blockchain data availability scheme with strong dataset privacy protection
(DPP-DA).

This paper proposes an intermediate “data availability verification” mechanism be-
tween the side blockchain (i.e., smaller blockchains) and the trusted blockchain (i.e., larger
blockchains). The side blockchain transmits data to the verification layer, which then trans-
mits verifiable membership witnesses to the trusted blockchain and ensures that the data is
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available in the side blockchain. N verification nodes work together to verify whether the
proposed blocks are searchable (that is, data is available) before submitting it to the trusted
blockchain. The key problem is how to share data securely and efficiently among nodes to
verify the availability of data.

The solution of this paper is to use local repair codes [5–7] so that different nodes
receive different encoding blocks. To ensure the integrity and correctness of the encoded
blocks, we use zero-knowledge accumulators [8,9] to provide membership proofs for
any block, but malicious block producers can hide malicious data, so the probability of
reconstructing a block is very small and negligible. Nodes can detect such attacks by
broadcasting what they receive and decoding data forwarded by others to confirm that the
data is correct.

In order to find a scalable solution to the problem of data availability verification, the
method based on local repair code must prevent error encoding attacks while minimizing
the cost of storage and communication. The local repair code has low communication
complexity and high data repair ability. When the storage node is a hostile node, the storage
and download overhead is also low.

While solving the problem of data availability of blockchain, the threat of data privacy
in a blockchain system will become a more important research issue. If there is no data
privacy protection, the data will be easily leaked, and attackers will be more likely to attack the
blockchain by imitating the leaked data, fraudulently cheating the blockchain in the process
of data transmission, thus increasing the probability of data availability attacks. Therefore, it
is also important to ensure the data privacy protection performance of the blockchain.

The existing various privacy protection mechanisms [10–12] and implementation
technologies protect blockchain privacy from different aspects. Therefore, in a blockchain
system that actually considers privacy protection, multiple technologies are usually inte-
grated to achieve a more comprehensive privacy protection effect [13,14]. For the privacy
of user information, the current protection mechanisms still have a lot of room for devel-
opment, but the existing implementation technologies can not completely solve the threat
to privacy protection. There are deficiencies in security, performance, scalability, and so
on. Overall, with the continuous development of applications and demands, blockchain
technology will gradually tend to improve in terms of privacy protection. Among them,
zero-knowledge proof technology [15,16] is effective in solving the data privacy protection
of blockchain.

In this paper, based on the zero-knowledge proof technique, we introduce and design a
zero-knowledge accumulator based on bilinear mapping [17] to propose a powerful privacy-
preserving enhancement scheme for datasets, which also provides hidden guarantees:
accumulation values and witnesses do not leak dynamic sets that evolve through element
insertion/deletion. At the same time, in addition to the results that can be queried, they do
not disclose any information about the set, protecting not only the initially accumulated set,
but also all accumulative updates. It also allows membership and non-membership proofs,
it can compute membership witnesses, and it supports efficient updating of accumulative
values due to insertions and deletions in sets. Membership and non-membership queries
for a set can be responded to without revealing any other information about the set. This
scheme not only enhances the security assurance of datasets, but also maintains the same
efficient performance.

2. Related Work

Blockchain scaling: For a given node network, achieving the highest throughput and
lowest latency blockchain that can be operated by consensus has always been a major focus
area [18]. The off-chain payment network indirectly increases the transaction throughput
of the system by processing large amounts of transaction data offline while using the
blockchain to handle exceptions in the off-chain payment process [19]. The consensus
mechanism of Bitcoin PoW [20,21] ensures the consistency of the state of the blockchain
in the open network (weak consistency), but it does not consider the efficiency of the
blockchain. So, Eyal et al. [22] proposed the Bitcon-NG scheme, which aims to increase
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the number of transaction confirmations in each round of consensus, so as to improve the
transaction throughput of the system. The transaction throughput of the system can also
be improved by designing a reliable sharding mechanism in an open blockchain network,
based on the sharding technique [23,24] borrowed from the traditional distributed database
domain. In this paper, starting from another form of blockchain extension, we design and
implement an intermediate verification layer that can carry out scalable security interaction
between the side blockchain and trusted blockchain.

Data availability: When blockchain nodes cannot access all data, they are vulnerable
to data availability attacks [25]. One solution is to use the light node to provide warnings
to the full node to notify the malicious block proponents of misbehavior and encode the
blockchain data to improve the efficiency of fraud prevention. It was first used in 2D
Reed-Solomon codes [26,27] and was then generalized by cryptographic hash accumulators
encoding Merkle trees to generate block promises. In this paper, we propose a local
repair encoding for validation operations: this encoding, combined with a zero-knowledge
accumulator, allows efficient and secure validation of data between verification nodes.

Improving the scalability of the blockchain leads to a vulnerablilty to data availability
attacks. That is, the amount of data increases with the improvement of the scalability of the
blockchain, so it is very important for nodes to determine whether malicious transactions
are hidden in the block when a new block is generated. Therefore, the aim of the scalable
data availability scheme is to improve the scalability of the blockchain and at the same time
solve the data availability attacks caused by malicious nodes.

Data privacy protection: With the wide application of blockchain technology, blockchain is
facing more and more security threats and challenges [28,29]. Blockchain does not rely on central
nodes, and transaction records, such as addresses and transaction amounts of participating users,
are often made public on the blockchain, making it easy for nodes to verify, store transaction
contents, and reach consensus. However, this open and transparent nature of the blockchain will
likely lead to user privacy leaks [30,31]. The varying security performance and ability of each
blockchain node to combat information leakage increases the risk of data privacy leakage [32].
The flaws of various programs in the blockchain will also expose the blockchain system to
huge security risks. In this paper, we design a powerful data privacy protection scheme using
zero-knowledge accumulators, which allow the membership and non-membership of sets to
be answered without revealing any other information about the set at query time and allow
membership and non-membership proofs, can compute membership witness, and support the
efficient updating of accumulation values due to insertions and deletions in sets. Accumulators
with zero-knowledge can be thought of as “honest submitter” relaxations of zero-knowledge sets.

3. System and Security Models

The system consists of four parts: trusted blockchain (proof of storage block), client
(node providing data in side blockchain), zero knowledge accumulator, and intermediate
verification layer to ensure data availability. The system structure is shown in Figure 1.

Figure 1. System structure.
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3.1. Network Models and Assumptions

This part contains two types of nodes: verification nodes and client nodes. The specific
flow of the intermediate verification layer is shown in Figure 2.

Figure 2. Intermediate verification layer.

Verification nodes are the main participants in the verification layer. They receive block
submitted requests from the client of the side blockchain, including the block header and
a set of data blocks. After ensuring that the data is complete and correct, they determine
whether the block is available by verification and submit the result to the trusted blockchain.

Zero knowledge accumulator stores the block information on the blockchain to provide
privacy for the client, and then the client receives the block and requests the verification
layer to submit the block. They update the information periodically based on the member-
ship witness from the trusted blockchain and inquire the verification node about the block
witnessed by the non-membership witness as needed.

A key assumption of the verification model is that trusted blockchains have a persistent
data sequence and service activeness. In addition, we assume that honest nodes are in
the majority in the verification layer. The verification node is connected to all clients. The
network is synchronized and the communication is certified and reliable.

3.2. Data Privacy Protection Model

Block data of the blockchain is stored using a zero-knowledge accumulator, where the
accumulation values and proofs are not disclosed for dynamic sets inserted and deleted
through elements. During data transfer in trusted blockchains and side blockchains, privacy
protection is provided for any dynamic changes in data generated by the set in the accumula-
tor, i.e., set membership and non-membership queries can be answered without revealing
any other information about the set.

Data storage: Each block is connected to a zero-knowledge accumulator, which
compressively stores the encoded block data and forms a large accumulation set in the
accumulator.

Dynamic operations: Dynamically and efficiently query, add, delete and other oper-
ations to cumulative sets. Accumulated values do not leak for dynamic sets that change
through element insertion/deletion.

Set membership and non-membership proofs: Membership and non-membership
proofs are generated for sets of data stored in accumulators, and set membership and
non-membership proofs can query these proofs without disclosing any other information
about these datasets.
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3.3. Verification Model

Reducing the storage burden and ensuring data availability through the intermediate
verification layer is of vital importance. The verification layer network consists of several
zero-knowledge accumulators and blocks to form N verification nodes, which can transmit
data with the client and provide data availability services. There are opponents that
can damage several authentication nodes. Any node that is not damaged is called an
honest node.

In the verification layer, data blocks are the basic data units. The following steps are
required to submit and retrieve block b for data availability verification.

1. Generation blocks: When a client wants to commit block b to a trusted blockchain,
it runs the accumulation set (b, D) of accumulators connected to the block to gen-
erate membership witnesses for block b and a set of D blocks D1, . . . , Dm generates
membership witnesses WitD.

2. Dispersion blocks: The client runs the decentralized protocol disperse (B, (D1, . . . , Dm) ,
N), and specifies that different data blocks are sent to N different verification nodes.

3. Verification termination: Verification nodes query membership witnesses to finalize
and accept their witnesses to write certain blocks in the trusted blockchain.

4. Retrieve data: The client retrieves a set of blocks of any witnesses WitD that has been
verified by the verification layer by initiating a request (retrieve, WitD).

5. Decoded data: Any client can run primitive decoding
(

WD,
{

WitDi

}
i∈S

)
to decode

the blocks in the retrieved block
{

WitDi

}
i∈S. The decoder also returns the proof of the

membership associated with the witness for decoding block b.

We describe the security of the verification model, that is, the data availability scheme,
and define the data availability verification, as follows.

In the data availability verification of the trusted block chain, the client submits the
block and the trusted block chain receives the witness with the following properties:

1. Termination: When an honest client requests block b decentralized, block b will
eventually be approved and the witness will be transferred to the trusted blockchain.

2. Availability: Dispersion is acceptable if a client wants to retrieve WitD and the veri-
fication layer is able to provide it with block b or empty block ∅ and prove that the
client is related to WitD.

3. Correctness: If two honest clients running (Retrieve, WitD) at the same time receive b1
and b2, then b1 = b2. If the client initiating the dispersion is honest, it needs to satisfy
the original dispersion block b1 = b.

4. Technical Description

In this section, bilinear mappings, zero knowledge accumulators, and local repair
codes are described and constructed, respectively. These techniques are described in
more detail in Refs. [5,8,33], respectively. Readers can refer to these studies for further
information.

4.1. Bilinear Mapping

The basic bilinear accumulator is a paired bilinear mapping based on the n-strong
Diffie–Hellman assumption [33]. Pairing: e: G1 × G2 → GT , where G1, G2 and GT are cyclic
groups of prime order p. We require pairing e to satisfy the following attributes.

Bilinearity: e
(

ua, vb
)
= e(u, v)ab, where u ∈ G1, v ∈ G2, a, b ∈ Zp.

Non-degeneracy: There is at least element g1 ∈ G1, g2 ∈ G2 that satisfies e(g1, g2) 6= 1.
Calculability: For any u ∈ G1, v ∈ G2, there is a polynomial time algorithm related to

a given security parameter λ, which can efficiently calculate e(u, v).
We call (p, G1, G2, GT , e, g1, g2) a bilinear paired tuple as the output of a probabilistic

polynomial time algorithm running on input 1λ. When choosing cyclic groups G1 and G2,

265



Information 2023, 14, 88

we usually consider the security of accumulators, that is G1 6= G2, we choose asymmetric
cyclic groups.

Suppose g1, g2 is the generator of G1, G2, then e(g1, g2) is the generator of GT , k ∈ Z∗p.
The accumulated value for the dataset D = {d1, . . . , dn} is A(D) = g1Πd∈D(d + k).
For any subset D0 of the set D, its membership witness W(D0) is the accumulative

value of removing D0 from the set D : W(D0) = g1Πd∈D\D0
(d + k).

Verify that the membership witness W(D0) is correct or not, we can judge whether
e
(
W(D0), g2 ∏d0∈D0

(d0 + k)
)
= e(A(D), g2) is true or not.

4.2. Zero-Knowledge Accumulator

The zero-knowledge accumulator is a dynamic universal accumulator based on bi-
linear mapping. It has all the properties of dynamic universal accumulator and achieves
perfect zero-knowledge property. It supports membership witness and non-membership
witness, and it supports insertion and deletion of sets for efficient updating of accumu-
lative values. The following is a definition of dynamic universal accumulator and zero-
knowledgeability.

There are five probabilistic polynomial-time algorithms in the dynamic universal
accumulator (GenKey, Setup, Witness, Verify, Update). It represents the set D with accumu-
lative values, which contains elements from the domain D. It supports queries of the form
“d ∈ D?”. Where d ∈ D and the update of the current collection (e.g., using the “insert d” or
“delete d” operations). The algorithm for the dynamic universal accumulator runs between
the owner, the server, and the client, as described below. A tuple of algorithms constitutes
the accumulator.

Five PPT algorithms comprise the dynamic universal accumulator, DUA = (GenKey,
Setup, Witness, Verify, Update) defined as follows:

(sk, vk)← GenKey
(

1λ
)

The key generation algorithm takes security parameters λ as input, and then outputs
the public verification key vk and the secret key sk saved by the owner, which are responded
by the client during the verification query.

(acc, ek, aux)← Setup(sk, D)

The owner runs this setup algorithm. It takes as input the source set D and generates
an accumulative value Acc that is published to both the server and client, along with the
evaluation key ek and the auxiliary information aux that is only sent to the server for proof
construction.

(b, w)←Witness(acc, D, d, ek, aux)

The server runs the witness algorithm. It inputs the evaluation keyword ek, the
accumulative value acc, the set D, and the query element d. It outputs an indication of
whether the boolean value b is in the set and the witness w of the answer.

(accept/reject)← Verify(acc, d, b, w, vk)

The client runs the verification algorithm. It inputs accumulative value acc, public key
vk, queried element d, boolean value b, witness w, and outputs accept/reject.

(
acc′, ek′, aux′

)
← Update(acc, D, d, sk, aux, upd)

This update algorithm inputs the current set with its accumulative values and auxiliary
information and inserts element d into D, if upd = 1 or removes element d from D, if
upd = 0. The algorithm outputs ⊥ if upd = 1 and d ∈ D, (similarly, if upd = 0 and d /∈ D),
indicating that the update is invalid. Otherwise, it outputs (acc′, ek′, aux′), where acc′ is
the new accumulative value corresponding to the set D ∪ {d} or D\{d}, ek′ is the modified
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evaluation keyword, and aux′ is the auxiliary information of the set (both are sent to the
server only).

As a result of changing accumulative values, we need the WitUpdate function in order
to update the existing witnesses efficiently.

(
upd, w′

)
←WitUpdate′

(
acc, acc′, d, w, y, ek′, aux, aux′, upd

)

The WitUpdate algorithm will run after the update is called. It takes as input the
old and new accumulative values and auxiliary information based on the binary value
upd, the evaluation keyword ek′ that updates the output, and the elements inserted or
removed from the set d. It also uses different elements y and their existing witnesses w
(which can be membership or non-membership witnesses). A new witness w′ about y of the
new set d′ is output. This output must match what can be calculated by running Witness
(acc′, d′, y, ek′, aux′).

Zero-knowledgeness: Let X be a binary function. For a query, X(query, d, D)) = 1
when and only when d ∈ D or update D( update, d, c, D)) = 1 when (c = 1 ∧ d /∈ D)
or (c = 0 ∧ d ∈ D). Let RealAdv

(
1λ
)

Ideadv, and Sim
(
1λ
)

be the game between the
challenger, the adversary Adv, and the simulator Sim = (Sim1, Sim2), defined as follows:

RealAdv
(
1λ
)
:

Setup: The challenger runs (sk, vk)← GenKey
(
1λ
)

and sends the vk to Adv. The latter
selects the set D0 with |D0| ∈ Poly(λ) and sends it to the challenger, which in turn runs
setup (sk, D0) to obtain (acc0, ek0, aux0). Then, it sends acc0 to Adv and sets (D, acc, ek,
aux)← (D0, acc0, ek0, aux0).

Query: For i = 1, . . . , l, where l ∈ poly(λ), Adv outputs (op, xi, ci), where op ∈ query,
update } and ci ∈ {0, 1} :

If op = query: Challenger runs (b, wi)←witness (acc, D, di, ek, aux) and returns output
to Adv.

If op = update: Challenger runs Update(acc, D, di, sk , aux, ). Update the set if the out-
put is not ⊥, and accordingly get di, set(D, acc, ek, aux)← (di, acci, eki, auxi) and forward
acc to Adv. Otherwise, output ⊥.

Response: The opponent outputs a bit x.
IdealAdv

(
1λ
)

:
Setup: The simulator Sim1, with input1 1λ, outputs a vk and forwards it to Adv. The

adversary chooses a set D0 with |D0| ∈ poly (λ).Sim1 responds with acc 0 and maintains
the state stateS. Finally, let (D, acc)← (D0, acc0).

Query: For i = 1, . . . , l, Adv outputs (op, xi, ci), where op ∈{query, update} and
ci ∈ {0, 1} :

If op = query: The simulator runs (b, wi)← Sim2(acc, xi , stateS, D(query, di, D)) and
returns the output to Adv.

If op = update: The simulator runs Sim2(acc , states, X(update, di, ci, D)). If the
output of D (update, di, ci, D) is 1, such that D ← Di ∪ di in c1 = 1 and D ← Di\di in
c1 = 0 and according to a valid update, X is always the placeholder variable for the latest
set version, but the simulator never observes the variable. The simulator responds to adv
with acc0.

4.3. Local Repair Code

Let Fq be a finite field consisting of q elements. Denote the set {1, 2, . . . , n} by [n]. In lay-
man’s terms, a given codeword is a grouping code with local restorability r if each coordinate
of a given codeword can be recovered by accessing a maximum of r other coordinates of the
codeword, it is a block code with local repairable r.

Let C ⊆ Fn
q be a q-element grouping code of length n. For each α ∈ Fq and i ∈ [n],

define C(i, α) := {c = (c1, . . . , cn) ∈: ci = α}. For a subset I ⊆ [n]\{i}, we denote by
CI(i, α) the projection of C(i, α) onto I. A code E is said to be a locally restorative code with
local restorability r if for each i ∈ [n], there exists a subset Ii ⊆ \{i} satisfying |Ii| ≤ r such
that for any α 6= β, the codes EIi (i, α) and EIi (i, β) are disjoint.
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5. Performance Guarantee
5.1. Data Privacy Protection Security Analysis

To ensure the security of blockchain data privacy protection, the security of the zero-
knowledge accumulator needs to be analyzed. The two main aspects include completeness
and reliability.

One of the properties of the cryptographic accumulator is completeness, that is, the
witness of the output of any call sequence through the scheme algorithm, because the state
of the set at the time of witness generation is correctly verified with an almost negligible
probability.

Completeness. Let the elements in D assimilate the set which is constructed after
calling the update algorithm (starting from the set D0) and for eki, Auxi as well. The
dynamic universal accumulator is complete if for all sets D0, where |D0| and l ≥ 0 are
polynomials in λ and for all di ∈ D, for 0 = 1, . . . , l, there is a negligible function v(λ), then
the dynamic universal accumulator is said to be complete such that:

Pr




(sk, vk)← GenKey
(
1λ
)
; (e0, acc0, aux0)← Setup(sk, D0)

{(acci+1, eki+1, auxi+1)← Update(acci, Di, di, sk, aux, updi)}0≤i≤l
(b, w)←Witness (accl , Dl , d, el , auxl) : Verify(acc, d, b, w, vk) = accept


 ≥ 1− v(λ) (1)

where the probability of the algorithm exceeds its randomness.
The second property is reliability. It reflects the fact that the adversarial server cannot

provide proof of acceptance if the request is incorrect.
Reliability: that is to say, Adv has the right to access all algorithms in the scheme and

is required to generate a statement and the witness of the statement in the competition, but
Adv cannot win.

For all PPT adversaries Adv and all 1-polynomials in λ running on input 1λ, the
randomness of the coins that take over the algorithm and Adv has a negligible probability
of winning the following game:

Setup: Challenger runs (sk, vk)← GenKey
(
1λ
)

and sends vk to Adv, who responds
with set D0. The challenger runs (ek0, acc0) ←set (sk, D0) and sends the output to the
adversary.

Updates: The challenger starts the list L and inserts the tuple (acc0, d0). After this, for i = 0,
the opponent releases update xi and receives the updated output (acci, Di, di, sk, auxi, updi)
from the challenger. After each call to update, if the output is not ⊥, the challenger appends the
returned (acci+1, Di+1) to L. or else, it appends (acci, Di).

Challenge: A triple (d∗, b∗, w∗) is output by the adversary along with an index j. Let
L[j] be

(
accj, Di

)
. The adversary will win the game if the following occurs:

Verify
(
accj, d∗, b∗, w∗, vk

)
= accept∧

((
d∗ ∈ Dj ∧ b∗ = 0

)
∨
(
d∗ /∈ Dj ∧ b∗ = 1

))
(2)

The discussion on the conditions for winning the game should take place on this point.
In particular, Adv output set D∗ and the accumulative value acc∗ and may be used to
calculate the latter to cater to the randomization of the accumulator.

5.2. Security Analysis of Data Availability Scheme

In order to demonstrate that the data availability scheme is secure if the trusted
blockchain is durable and secure, we prove the following properties.

Verification termination: In data availability verification, dispersion is accepted only
if a membership witness is submitted to the trusted blockchain. If honest client requests
are scattered, but there is no membership witness in the trusted blockchain, then either no
membership witness is submitted, or no new transactions are accepted. By querying the
membership witness WitD, even if all the damaged nodes cannot provide any information,
the data can still be considered available by membership proof and the membership witness
will be presented, so the trusted blockchain is not active, which contradicts our assumption.
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Availability: If decentralization is accepted, there is a membership witness in the
trusted blockchain, and the verification node has proved the block. Because the trusted
blockchain is persistent, the membership witness can be obtained as long as the client re-
trieves the block, and at least M/N nodes will respond through the stored zero-knowledge
accumulator connected to the block. On receiving a group block from a partial node of the
side blockchain, for applying a local repair code with local repairability r and a feasible
dispersion algorithm (b, (D1, . . . , Dm), N) of the data availability verification layer, if dis-
persion is accepted, the verification is able to provide block b or empty block ∅ and prove
its relation to WitD whenever an honest client requests retrieval.

6. Performance Analysis
6.1. Storage and Communication

We deployed our solution implementation on Linux cloud hardware with a 6-core
CPU, 32 GB RAM, 128 GB SSD, and 40 Gpbs network interface (for data verification layer
and side blockchain nodes). The central goals of the system are dataset privacy protection
and data availability. Based on Table 1, we define four key performance metrics for the
system, let N be the number of nodes, M be the number of blocks, and b be the size of
each block. The coded repair rate of the local repair code measures the fault tolerance
of the model. Consider the simplest scaling solution, which is to spread the data across
the network without duplication. The “storage overhead” refers to the ratio of the total
storage cost to the actual storage information. Considering that the blocks in each node
are connected to a zero-knowledge accumulator to compress the stored data, the storage
overhead is O(N), which indicates that the storage cost increases linearly with the network
size. The system implements O(1) storage in case of client honesty and O(Logb) storage
in case of client corruption. When applying 1D-RS codes [34], the worst-case scenario is
that the adversary sends a block verification node with incorrect encoding and needs to
download O(B) data for fraud prevention. The data availability verification system in this
paper achieves a near-optimal overhead, requiring only O(Logb) proofs to be downloaded.
For a given block, the communication efficiency of the data availability verification system
in this paper is O(B).

Table 1. System performance indicators.

Fault Tolerance Scalability Storage Overhead Communication Efficiency

O(b) O(N) O(Logb) O(B)

6.2. Bandwidth Consumption during Local Repair Code Encoding

We can calculate the amount of bandwidth consumed by the nodes during the en-
coding process. The bandwidth consumption of the node is determined by evaluating the
bandwidth consumption of the d encoding fragments stored by each node. The bandwidth
consumption of the node during encoding varies for k = 10, 20, 30, 40, 50, 60, and d = 4, 5,
6, where k denotes the total number of encoded fragments. Figure 3 shows the change in
bandwidth consumption when the encoding fragments are stored during encoding. When
d is fixed, the larger k is fixed, and the less bandwidth is consumed for storing the encoded
fragment during encoding, and when k is fixed, the larger d is, and the greater bandwidth
is consumed for storing the encoded fragment during encoding. Therefore, the size of
bandwidth occupied by nodes for data transmission is related to the amount of encoded
data allocated to nodes for storage. When the block size is relatively large, the bandwidth
occupation and the amount of stored data can be measured to choose a better solution, but
with the current block size of the mainstream blockchain, the bandwidth occupied by data
transmission between nodes within a group is small.
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Figure 3. Bandwidth consumption during encoding.

In the experiments, the repair rate of erroneous nodes was calculated and the total
encoded data volume of the nodes was evaluated at the number of erroneous nodes p = 1, 2,
3, respectively. n = 20, 40, 60, 80, 100, 120 is the repair rate of the erroneous nodes. Figure 4
shows the variation of the repair rate of the error nodes. We can know that when p is fixed,
the larger n is, and the slower the repair rate of the error nodes in each slice, and when n is
fixed, the smaller p is, and the faster the repair rate of the error nodes.

Figure 4. Error node repair rate.
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6.3. Comparison of Schemes

We compare the data availability scheme with strong dataset privacy protection (DPP-
DA) in this paper with the ACeD data availability scheme, the 1D-RS scheme [35,36], using
regenerable codes, and the AVID [37] scheme. The differences between the three in terms of
latency, throughput, and fault tolerance are analyzed, respectively. The results are shown
in Table 2. In terms of latency, the local repair codes used in this paper are more efficient
compared to Merkle tree coding and regenerable codes. It is more effective in reducing
the blockchain time delay. In terms of throughput, DPP-DA has a higher improvement
compared with the other two schemes, because compressed storage by accumulator can
improve the throughput of blockchain. In terms of fault tolerance, the fault tolerance of
blockchain is influenced by the coding repair rate, where the coding repair ability of local
repair codes is higher than other codes, so the data availability scheme based on local repair
codes is more fault tolerant.

Table 2. Performance comparison.

Metrics ACeD 1D-RS AVID DPP-DA

Latency around 80 s around 100 s around 90 s around 75 s
Throughput around 1300 tps around 1000 tps around 1200 tps more than 1500 tps

Fault tolerance affected by code
repair rate

affected by code
repair rate

affected by code
repair rate

affected by code
repair rate

7. Conclusions

By investigating previous data availability scheme, this paper puts forward a new
blockchain-based data availability scheme. The original coded Merkle tree is replaced by a
zero-knowledge accumulator with local repair coding with higher efficiency and security,
and then the zero-knowledge performance of the zero-knowledge accumulator is used to
achieve strong data privacy protection performance considering the privacy security of
the data. Finally, a blockchain data availability scheme with strong privacy protection for
datasets is proposed. The scheme first ensures tamper-proof data by encoding the data
block information on the blockchain, and then stores the encoded data block information
on the blockchain using a zero-knowledge accumulator to protect the accumulation set
information stored in the accumulator from being compromised. It fundamentally reduces
the possibility of attackers generating fraudulent information by imitating the information
of data blocks on the blockchain.
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26. Martńnez-Peñas, U.; Kschischang, F.R. Reliable and secure multishot network coding using linearized reed-solomon codes. IEEE
Trans. Inf. Theory 2019, 65, 4785–4803. [CrossRef]

27. Papamanthou, C.; Roberto, T.; Nikos, T. Authenticated hash tables based on cryptographic accumulators. Algorithmica 2016, 74,
664–712. [CrossRef]

28. Ren, Y.J.; Leng, Y.; Cheng, Y.P.; Wang, J. Secure data storage based on blockchain and coding in edge computing. Math. Biosci. Eng.
2019, 16, 1874–1892. [CrossRef] [PubMed]

29. Tavani, H.T.; Moor, J.H. Privacy protection, control of information, and privacy-enhancing technologies. ACM Sigcas Comput. Soc.
2001, 31, 6–11. [CrossRef]

30. Gong, J.; Mei, Y.R.; Xiang, F.; Hong, H.S.; Sun, Y.B.; Sun, Z.X. A data privacy protection scheme for Internet of things based on
blockchain. Trans. Emerg. Telecommun. Technol. 2021, 32, e4010. [CrossRef]

272



Information 2023, 14, 88

31. Ren, Y.J.; Leng, Y.; Qi, J.; Pradip, K.S.; Wang, J. Multiple cloud storage mechanism based on blockchain in smart homes. Future
Gener. Comput. Syst. 2021, 115, 304–313. [CrossRef]

32. Boneh, D.; Bunz, B.; Fisch, B. Batching techniques for accumulators with applications to IOPs and stateless blockchains.
In Proceedings of the Annual International Cryptology Conference, Santa Barbara, CA, USA, 18–22 August 2019; Springer: Cham,
Switzerland, 2019; pp. 561–586.

33. Thakur, S. Batching non-membership proofs with bilinear accumulators. IACR Cryptol. ePrint Arch. 2019, 1–22. Available online:
https://eprint.iacr.org/2019/1147 (accessed on 8 November 2022).

34. Halbawi, W.; Liu, Z.; Hassibi, B. Balanced Reed-Solomon codes. In Proceedings of the 2016 IEEE International Symposium on
Information Theory (ISIT), Barcelona, Spain, 10–15 July 2016; pp. 935–939.

35. Sarkar, M.N.I.; Meegahapola, L.G.; Datta, M. Reactive power management in renewable rich power grids: A review of grid-
codes, renewable generators, support devices, control strategies and optimization algorithms. IEEE Access 2018, 6, 41458–41489.
[CrossRef]

36. Chen, H.C.H.; Lee, P.P.C. Enabling data integrity protection in regenerating-coding-based cloud storage: Theory and implementa-
tion. IEEE Trans. Parallel Distrib. Syst. 2014, 25, 407–416. [CrossRef]

37. Cachin, C.; Tessaro, S. Asynchronous verifiable information dispersal. IEEE Symp. Reliab. Distrib. Syst. 2014, 25, 191–201.

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

273



Citation: Spradling, M.; Straub, J.

Analysis of the Impact of Age,

Education and Gender on

Individuals’ Perception of Label

Efficacy for Online Content.

Information 2022, 13, 516. https://

doi.org/10.3390/info13110516

Academic Editors: Jose de

Vasconcelos, Hugo Barbosa and

Carla Cordeiro

Received: 13 September 2022

Accepted: 25 October 2022

Published: 28 October 2022

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2022 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

  information

Article

Analysis of the Impact of Age, Education and Gender on
Individuals’ Perception of Label Efficacy for Online Content
Matthew Spradling 1,* and Jeremy Straub 2,*

1 College of Innovation and Technology, University of Michigan-Flint, Flint, MI 48502, USA
2 Department of Computer Science, North Dakota State University, Fargo, ND 58105, USA
* Correspondence: mjspra@umich.edu (M.S.); jeremy.straub@ndsu.edu (J.S.); Tel.: +1-(810)-766-6735 (M.S.);

+1-(701)-231-8196 (J.S.)

Abstract: Online content is consumed by most Americans and is a primary source of their news
information. It impacts millions’ perception of the world around them. Problematically, individuals
who seek to deceive or manipulate the public can use targeted online content to do so and this
content is readily consumed and believed by many. The use of labeling as a way to alert consumers of
potential deceptive content has been proposed. This paper looks at factors which impact its perceived
trustworthiness and, thus, potential use by Americans and analyzes these factors based on age,
education level and gender. This analysis shows that, while labeling and all label types enjoy broad
support, the level of support and uncertainty about labeling varies by age and education level with
different labels outperforming for given age and education levels. Gender, alternately, was not shown
to have a tremendous impact on respondents’ perspectives regarding labeling; however, females
where shown to support labeling more, on average, but also report more uncertainty.

Keywords: deceptive online content; age; education; gender; fake news; content labeling; efficacy

1. Introduction

The internet has been a powerful force to connect the world. It has provided a voice
for those without access to traditional forms of mass communications and a means for
dissidents to organize against governments that they consider to be oppressive. It provides
everyone connected to it the potential to communicate with the masses. However, the
same mechanisms that provide these benefits also can create problems, when used for
nefarious means.

A growing number of incidents show the power of online content to manipulate
the public—for political and other purposes—with misinformation and disinformation.
Deceptive online content has been blamed for interference with the 2016 U.S. presidential
election [1], the Brexit vote [2] and elections in other countries around the world [3]. It has
driven physical violence, such as an armed standoff in a pizza parlor [4], and has been used
by multiple foreign influence campaigns [5].

The threat here is significant. Keys [6] has termed the current era as being one of
“post-truth” while Lee [7] has described fake news as a “sinister force” that is a threat to
democracy. Tong et al. [8] contend that a “weaponization of fake news” has occurred. With
55% of Americans indicating that they get at least some of their news from social media [9]
and 75% indicating that they have believed fake headlines [10,11], the scope of the problem
is pronounced.

Labeling has been proposed as a possible solution to this issue. Fuhr et al. [12] proposed
a nutrition-style label which Lespagnol et al. [13], Vincentius et al. [14], and others have
proposed additions to. Prior work has analyzed the need for online content labeling [15] and
the perception of labeling data by university community members [16]. A broader study,
using a United States population representative sample, has also been analyzed to assess
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American’s perspectives with regard to online labeling [17]. U.S. population representative
data has also been analyzed to assess consumers’ perception of labeling efficacy, based on
their income level, party affiliation and level of internet usage [18] and to assess how factors
impact content trustworthiness differently, based on age, education and gender [19].

This paper builds on this prior work by looking at how age, education and gender
impact the perception of online content labeling efficacy. It continues, in Section 2, with a
discussion of prior work that informs the work presented herein. Section 3 presents data
regarding the study instrument used to collect the data analyzed herein and respondents’
demographics. Sections 4–6 present analysis for three types of labels (informational, warn-
ing and supplemental information) and Section 7 analyzes broader trends across the data
presented for specific labels. The paper concludes and discusses potential areas of future
work, in Section 8.

2. Background

This section provides a review of prior work in three areas which serve as a foundation
for the work presented herein. First, a discussion of online deceptive content and the
problems it poses is presented. Then, product labeling is discussed, in Section 2.2. Finally,
labeling’s potential use for combatting deceptive online content is reviewed, in Section 2.3.

2.1. Online Deceptive Content and Its Impact

At one point, the term ‘fake news’ was used to refer to content that publishers and
readers knew was comedically false [20]. While the content might have been presented in a
similar format to news content, it was not designed to fool people (though it sometimes
did [21]). More recently, the term has been used to refer to deliberately deceptive content
which is designed to be manipulative [22].

For many, the term fake news became well known during the 2016 U.S. presidential
election. Grinberg et al. [23] estimated that 6% of news content was fake during this time
period and Lazer et al. [24] estimated that Americans had, on average, consumed between
one and three fake articles. Bovet and Makse [25] determined that, during the election, a
quarter of tweets were “fake or extremely biased news” Fake news was also prevalent in
the Brexit movement [2,5] and in least 20 other countries [3].

The impact of fake news spans across society. College students, for example, indi-
cated that they expected social media news to be inaccurate [26]; however, despite this,
individuals in the 18 to 29 year-old age group use social media more frequently than others
and indicate trusting it more [26,27]. Fake news can confuse members of the public of all
ages [28], has started an armed standoff [29] and has even been used to circulate inaccurate
and potentially dangerous health information [30].

2.2. Product Labeling

Warning and information labels are used on numerous products. Information labels,
such as the nutrition facts labels placed on food items (shown in Figure 1a) and energy
labels (shown in Figure 1b) placed on electronic devices, seek to provide consumers with
information in a standardized format to allow them to make decisions and comparisons be-
tween products. Warning labels are also placed on products, such as alcohol and tobacco, to
promote healthy consumption decisions. However, the goal of warning labels is typically to
limit consumption of the product, either in general or by a potentially vulnerable subgroup.
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Figure 1. (a) Nutrition Facts label format (modified from [31]), left, and (b) energy guide label
format [32], right.

Tobacco warning labels have been shown to be effective at communicating how
dangerous the product is and preventing youth from starting smoking [33]. The current
cigarette packaging labels in the United States date back to 1984 [34] and carry a text-
based surgeon general’s warning [35]. Labels containing images have been shown to have
more impact than text warnings. The FDA proposed “graphic” labels [36] (an example
of which is shown in Figure 2); however, these labels were not implemented due to
objections from tobacco companies [37], which were upheld by the courts [37,38] which
found that the packaging requirements violated the First Amendment of the United States
Constitution [39].
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The FDA proposed new labels, in 2019 [39] (examples of which are shown in Figure 3),
which were planned to launch in June of 2021. These labels build upon the graphical
approach shown in Figure 1. Their required use has been delayed several times [41]. Similar
efforts have been undertaken by other countries. New Zealand’s Smoke-free Environments
Regulations of 1999, for example, require tobacco products to include a graphic health
warning [42]. While the law was challenged by the tobacco industry, it was ultimately
adopted and had significant support from the public [42].
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Labeling has also been implemented, in the United States, for movies, television and
music. MPAA rating labels are placed on movies and V-Chip ratings [44–46] are assigned
to television programs. Some music, with explicit lyrics, carries a warning label to that
effect [47]. Many movies also carry an anti-piracy warning from the U.S. Federal Bureau of
Investigation which warns consumers about the risks of piracy to attempt to deter it [48].
All of these content labeling systems involved government coordination and collaboration
with industry, to varying degrees.

2.3. Online Content Labeling

Labeling may be similarly valuable for online content to aid in information consump-
tion decision-making. Lazer et al. [24] suggested that consumers could be aided by both
preventing their exposure to deceptive content and helping them evaluate it.

Deceptive content hosting websites, though, may be uninterested in self-regulation
and resistant to industry and government labeling. These sites may prefer that consumers
consume their misinformation due to ideological [49] or advertising revenue generation [50]
goals. Government mandated online content labeling, in the United States, may face
considerable legal challenges. The decision preventing the FDA from requiring graphic
health cigarette warnings was due to free speech concerns [39] of a potentially less protected
nature (product sales [51]) than online content.

U.S. law is not the only consideration, of course, as online deceptive content is in-
herently an international challenge. In the United States, government required content
labeling may face constitutional challenges as an infringement upon publishers’ free speech
rights [52]. Numerous other countries have their own regulations that must also be con-
sidered. The People’s Republic of China, for example, has a law, the Information Network
and Internet Security, Protection and Management Regulations of 1997, which proscribes
“making falsehoods or distorting the truth, spreading rumors, destroying the order of
society” which may dictate the removal of misinformation. If information is censored
by the government content labeling may be unneeded as the content will no longer be
available for others’ viewing [53].

Ethiopia, Cote d’Ivoire and Malawi also have laws that proscribe publishing false
information [54]. Bangladesh created a law “to control the spread of online misinforma-
tion” [55] and Indonesian laws threaten jail sentences, of up to a decade, for “spreading
false information or news that intentionally causes public disorder” [56]. Alternately, the
European Union has created a framework for “digital platforms’ self-regulation” [56]. Other
countries’ laws vary. Yadav et al. [57] identified and analyzed over 100 national laws which
have different requirements and scopes.

277



Information 2022, 13, 516

While online content labeling can draw from several sources, it presents numerous
challenges. A key challenge is how to determine what label to assign to a given article.

Deceptive content must first be identified before it can be labeled with a warning.
Numerous techniques are possible (see [58,59]). Approaches can be manual, automatic or
combine both. Articles’ style, authors and distributors, and even network analysis can be
used to identify deceptive content [60]. Wang demonstrated an automated approach, using
machine learning with manually annotations. Automated technique examples include
machine learning techniques with and without manual annotations [61], natural language
processing [62], deep [63], mixed graph [64] and graph-attention [65] neural networks and
neural stacking [66]. Techniques which analyze social networks [67], signal detection [68],
and emotion cognizance [69] have also been proposed. Shao et al. suggested [70] that a
multi-modal ensemble approach may provide the benefits of both single mode and multi-
modal analysis and outperform other approaches. Rapti et al. [71], have also proposed
a model for considering fake news using a “disinformation blueprint” which may allow
deceptive content to be identified more holistically.

Approaches to identifying deceptive content using influence analysis [72,73] have
been proposed, such as Budak, Agrawal and Abbadi’s [74] “competing cascades dissi-
pating in a network” method, and the use of a heuristic based on degree centrality [74].
Suchia et al. [75] proposed an approach to detect rumors that piggyback alongside legiti-
mate news stories but add incorrect information. Fairbanks et al. [76], noting the prevalence
of politically charged deceptive content, created a technique that classifies text as contain-
ing “liberal words”, “conservative words”, and “fake news words”. The fake news words
category, though, was shown to be unreliable.

Taxonomies for labeling have been proposed by Tandoc, Lim and Ling [10] (who
developed a system including “satire”, “parody”, “fabrication”, “manipulation”, “propa-
ganda”, and “advertising”) and Bakir and McStay [77]. Online content publishers have
also created their own systems. Twitter introduced Birdwatch, which is based on manual
evaluation of Twitter posts by other users [78]. Wikipedia has published a list of news
sources that includes reliability information (https://en.wikipedia.org/wiki/Wikipedia:
Reliable_sources/Perennial_sources) (accessed on 26 October 2022).

3. Survey and Respondents

A survey was conducted with a goal of understanding Americans’ news content
consumption decision making perceptions. The survey instrument and the data collec-
tion process are discussed in Section 3.1 and the labels whose efficacy was evaluated are
discussed in Section 3.2. Respondent demographics are discussed in Section 3.3. Finally,
Section 3.4 discusses the analysis methodology used herein.

3.1. Survey Instrument and Data Collection

The survey utilized in [16] was modified for use for this study. It was edited to
reduce the target response time to 15 min and to combine the three surveys, which were
administered independently for [16]. Questions which were redundant between the surveys
were removed and the revised survey was reviewed by the authors and Qualtrics staff. As
part of Qualtrics standard procedure, a limited pilot was used to validate the instrument.
As no issues were detected during the pilot study, the pilot responses were included in the
dataset, based on Qualtrics’ standard practices.

For each proposed label type, respondents were presented with the label and descrip-
tion of how it would appear when browsing social media. For each label, participants were
asked the same five questions regarding the its helpfulness: whether or not they found
it annoying, whether they would use it, whether they believed other people would use
it, and whether they believed it would be helpful in judging the trustworthiness of news
articles. These question categories and the text of the questions from the survey instrument
are presented in Table 1.
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Table 1. Survey instrument questions for each label instrument. Respondents were presented with
each proposed label instrument and were asked the following questions.

Question Category Text from Survey Instrument

Helpfulness Would you find this label helpful?
Annoyingness Would you find this label annoying?

Usefulness Would you review this label when viewing news articles on social media?
Others’ usefulness Would others review this label when viewing news articles on social media?

Trustworthiness judging Would it be useful for judging the trustworthiness of news articles?

By asking “would you find this label helpful”, the survey identified the general
positive or negative attitude of the participant towards using the label, without asking
specifically where this sentiment comments from. The remaining questions help to establish
the source of this perception. For example, a participant may find the label to be useful for
judging trustworthiness yet find it annoying and unlikely to be utilized in practice. This
could suggest a problem with the design of the label rather than the type of information
being presented in it. Some label styles present a larger amount of information than others,
providing more details at the cost of being larger. Responses regarding “usefulness for
judging trustworthiness” can be compared to perceptions of “annoyingness” to observe
trade-off between brevity and verbosity. All of this information helps to inform the design
of future labeling mechanisms.

The specific topic presented in the labels, “Trouble at High Speed West Middle School”,
was chosen to be an apolitical topic which would not influence respondents’ attitude toward
the label. While sounding news-like, it avoids addressing a real-world issue and uses a
fictitious school name. The headline is meant to avoid distracting from the label design
itself and thus biasing responses. Were the headline to focus on a particular news item
(for example, about the 2020 US presidential election), respondents’ responses may be
confounded by being based on both their opinions regarding the topic and the label design.
A key area for future work will involve testing the efficacy of labels in a real-world setting
with real instances of legitimate news and misinformation. This study seeks to characterize
attitudes towards the label instruments themselves without such confounding concerns.

The data analyzed herein was collected by Qualtrics International Inc. using a quota-
based stratified sampling technique using the survey instrument modified from [16]. The
recruiting plan was targeted to obtain population proportionate participation, based on
gender, age, income level and political affiliation.

The survey was administered in October of 2021 and approximately 550 responses
were collected. Of these, 500 are part of the population representative sample. As respon-
dents were offered a completion-based incentive, most responses are complete. In this
paper, all responses which answer the relevant demographic and response questions are
included in the analysis.

3.2. News Article Labels

The informational labels in the study, which are discussed in Section 4, utilize the
labeling categories (title, author, authority, etc.) originally proposed by Fuhr et al. [12], as
discussed in [16]. Informational labels 1 and 2 each provide the label categories and their
values without any further explanation. These can be seen as ‘pure’ informational labels,
where the user must interpret the information, as no interpretation is provided by the label.

Informational labels 1 and 3 also include the article’s original headline, image, and
introductory text. This preserves more of the original article’s elements which are intended
to be attractive to the user and draw them into clicking the link and viewing the article. This
is similar to how nutrition facts are added to the side of a container while still including
the product’s branding information and imagery. Informational label 3 provides additional
supporting information for each label category, helping the user to interpret it.

Unlike informational labels 1 and 3, informational label 2 appears as a pop-up, cover-
ing some of the original article’s elements. Relevant information, such as the title is retained;
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but the article’s image and summary text are not visible. Like the cigarette labeling design,
shown in Figure 2, this style of label blocks potentially attractive advertising elements for
the article, such as the image. The goal of this is to allow the user to make a decision without
being emotionally persuaded by factors other than the information about the article.

Warning labels 1, 2, and 3 alert the user that “The information in this article is adver-
tised as fact. However, the information has not been verified by any trustworthy sources”.
This goes further than the informational labels, warning the user to be on guard, should
they decide to view the article. In each case, the user can still allowed to proceed by clicking
the forward button.

Warning label 1 appears as a pop-up, preventing the user from seeing the article’s
elements (similar to how the cigarette warnings in Figure 2 block half of the front of the
carton). Warning label 2 appears beneath the normal headline elements of the article,
making it less intrusive. Warning label 3 is presented as an intermediary webpage which is
displayed after clicking on an article but before viewing its contents. This is similar to the
intermediary page generated by some web browsers when clicking an unsafe link (e.g., one
which may lead to computer viruses).

Finally, a supplemental informational label is presented. This style of label provides
specific supporting fact-checked information which is directly related to the claims of the
article. Rather than making any statement as to the veracity of the article’s claims, it simply
makes it easier for the user to compare those claims to facts from trusted sources. This style
of label is similar to those used by Twitter and YouTube during the 2020 US presidential
election, where tweets or videos making claims about the election results would sometimes
be augmented with links to supplementary information from well-known news sources [15].

3.3. Respondent Demographics

Due to the population representativeness goal, respondents are well distributed across
demographic groups. Approximately 51% were female and 49% were male. Only a small
number of respondents indicated a non-binary gender (less than 1%). Because of the small
sample size, non-binary gender’s impact could not be analyzed further.

Respondents from ten age groups (starting at 18 years of age) were included in the
study. The breakdown of respondents amongst these age groups is presented in Table 2.

Table 2. Respondents’ age distribution [17].

18–24 25–29 30–34 35–39 40–44 45–49 50–54 55–59 60–64 65 and Older

10.57% 10.93% 11.29% 10.04% 8.96% 6.63% 6.09% 12.54% 12.19% 10.75%
59 61 63 56 50 37 34 70 68 60

Respondents from seven educational levels participated in this study. The distribution
of respondents between education levels is presented in Table 3. High school graduates,
who have not completed a college degree, comprised just under 50% of the study population.
Nearly a quarter of respondents held a bachelor’s degree. Associate’s and master’s degree
holders each comprised just over 10% of respondents. High school graduates without
collegiate education and doctoral degree holders also comprised small parts (less than 5%
each) of the survey population.

Table 3. Respondents’ education distribution [17].

Some High School
(No Degree) High School Degree Some College

(No Degree) Associate’s Degree Bachelor’s Degree Master’s Degree Doctoral Degree

4.68% 25.72% 23.20% 11.51% 22.12% 10.25% 2.52%
26 143 129 64 123 57 14

3.4. Analysis Methodology

The Qualtrics online system and Microsoft Excel software were used to perform data
analysis. Each question was analyzed in terms of three demographic characteristics (age,
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education and gender) to ascertain the extent to which each demographic characteristic
impacted respondents’ perceptions of each label. This data is presented and analyzed in
Sections 4–6. Section 7 considers trends present across the multiple demographic groups
and questions.

4. Informational Label Related Data and Analysis

This section presents and analyzes data regarding informational labels. These labels
present details in a manner similar to food nutrition fact labels and are designed to allow
viewers to consider the relevant information and then to decide whether they want to
consume the content or not. For each label, five types of data were collected and are
analyzed in terms of three metrics. Respondents were asked about each label’s helpfulness,
annoyingness, whether they would use the label, whether others would use the label and
whether the label would help in assessing article trustworthiness. Respondents could
answer yes, no or unsure. The data from these questions is analyzed, in this section, in
terms of respondents’ age, education level and gender.

The helpfulness of informational label 1 (shown in Figure 4), when it appears under-
neath a news article automatically, is considered in Figures 5–7. Respondents answered the
question “would you find this label helpful?”.
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Figure 4. Informational Label 1 [16].

In terms of age, there is a decline in perceived helpfulness as age increases. There
are slight spikes in yes responses at the 40–44, 55–59, and 65 and older age groups. The
number of uncertain responses shows no discernible pattern. Age groups other than 35–39,
45–49, and 60–64 show at least 50% answering yes even when uncertainty is factored in.
When uncertainty is not considered, only the 60–64 age group maintains less than 50%
yes responses.

By education level, there is a larger decline as education level increases from the
some high school up to the bachelor’s degree education levels. There is a spike at the
master’s degree level, which is maintained at the doctoral degree level, when uncertainty
is not factored in. When uncertainty is introduced, doctoral degree holders’ support is less
pronounced than master’s degree holders, due to a higher level of uncertainty amongst
doctoral degree holders. Education groups, other than associate’s and bachelor’s degree
holders, have at least 50% answering yes, even when uncertainty is factored in. Both of
these groups show at least 50% answering “yes” when uncertainty is not considered.

By gender, there are more yes answers among females than male respondents and
nearly equal levels of uncertainty. Both groups have at least 50% of respondents answering
yes, even when uncertainty is factored in.
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Figure 5. Label helpfulness, by age group: (a) with uncertain respondents (left) and (b) without
uncertain respondents (right).
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Figure 6. Label helpfulness, by education level: (a) with uncertain respondents (left) and (b) without
uncertain respondents (right).
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Figure 7. Label helpfulness, by gender: (a) with uncertain respondents (left) and (b) without uncertain
respondents (right).

Figures 8–10 consider annoyingness of informational label 1, with respondents an-
swering the question “would you find this label annoying?”.
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Figure 8. Label annoyingness, by age group: (a) with uncertain respondents (left) and (b) without
uncertain respondents (right).
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Figure 10. Label annoyingness, by gender: (a) with uncertain respondents (left) and (b) without
uncertain respondents (right).

In terms of age, there is no clear pattern of decline or increase in perceived annoying-
ness as age increases. There are drops in yes responses at the 25–29, 50–54, and 55–59 age
groups and an increase at the 60–64 age group. The number of uncertain responses also
shows no discernable pattern. All age groups have less than 50% answering yes, when
uncertainty is factored in. Only the 60–64 age group has greater than 50% yes responses,
when uncertainty is not considered. This indicates a low level of annoyingness overall,
amongst most age groups.

By education level, there is an increase in perceived annoyingness up to the associate’s
degree level, then a decline up to the master’s degree level. Finally, there is a spike at
the doctoral degree level. The spike at the doctoral degree level is less pronounced, once
uncertainty is factored in, as doctoral degree holders show the largest level of uncertainty.
All education groups have less than 50% of respondents answering yes, with uncertainty
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factored in. Only doctoral degree holders have at least 50% yes responses, when uncer-
tainty is not considered. This indicates a low level of annoyingness overall, amongst most
education groups.

By gender, there are more yes responses among males than females and more un-
certainty among female respondents. Both groups have less than 50% of respondents
answering yes, even when uncertainty is not considered. This indicates a low level of
annoyingness overall, amongst both gender groups.

Figures 11–13 consider likelihood that respondents will personally use informational
label 1, with respondents answering the question “would you review this label when
viewing news articles on social media?”.
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Figure 11. Label use, by age group: (a) with uncertain respondents (left) and (b) without uncertain
respondents (right).
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Figure 12. Label use, by education level: (a) with uncertain respondents (left) and (b) without
uncertain respondents (right).
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Figure 13. Label use, by gender: (a) with uncertain respondents (left) and (b) without uncertain
respondents (right).

In terms of age, there is no clear pattern of decline or increase in perceived personal
usage as age increases. There are spikes in yes responses at the 30–34, 35–39, and 50–54 age
groups. The number of uncertain responses also shows no discernible pattern. All age
groups, other than 40–44, 45–49 and 55–59, have at least 50% of respondents answering
yes, even when uncertainty is factored in. All groups have at least 50% yes responses when
uncertainty is not considered.

By education level, there is an overall increase in yes responses, as education level
increases. The lowest percentage of yes responses is at the some high school education level,
and while the percentage of yes responses declines from the some college to bachelor’s
degree levels, it increases again up to its peak at the doctoral degree level. Only three of the
seven education groups (some college, master’s degree, and doctoral degree) have at least
50% yes responses, when uncertainty is factored in. All groups have at least a 50% level of
yes responses, when uncertainty is not considered.

By gender, there are more yes responses among females than males and slightly higher
uncertainty among females. Both groups have greater than 50% answering yes, even
with uncertainty.

Figures 14–16 consider respondents’ perception of the likelihood of others to use
informational label 1, with respondents answering the question “would others review this
label when viewing news articles on social media?”.

In terms of age, there is no clear pattern of decline or increase in perceived use by
others as age increases. There is a notable drop in yes responses for the 45–49 age group. The
number of uncertain responses also shows no discernible pattern, but there is a high level
of uncertainty amongst all groups. All age groups other than the 25–29 and 30–34 groups
have less than 50% answering yes, when factoring in uncertainty. When uncertainty is not
considered, only the 45–49 age group answers yes less than 50% of the time.

By education level, there is an increase in uncertainty level as education level increases.
The number of yes responses declined from the some college to the Bachelor’s degree levels,
but then it increases up to the doctoral degree level. While only two education groups,
the some high school and some college groups, have at least 50% yes responses, when
uncertainty is factored in, all groups show at least 50% yes responses when uncertainty is
not considered.

By gender, there are slightly more yes responses among female respondents and a
nearly identical level of uncertainty between males and females. Both groups have less
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than 50% yes responses, with uncertainty factored in and greater than 50% yes responses,
when uncertainty is not considered.

Information 2022, 13, x FOR PEER REVIEW 15 of 84 
 

 

 

 

 

 
(a) (b) 

Figure 14. Label others’ use, by age group: (a) with uncertain respondents (left) and (b) without 

uncertain respondents (right). 

 

 

 

 
(a) (b) 

Figure 15. Label others’ use, by education level: (a) with uncertain respondents (left) and (b) without 

uncertain respondents (right). 

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

Some high
school (no

degree)

High
school
degree

Some
college (no

degree)

Associate's
degree

Bachelor's
degree

Master's
degree

Doctoral
degree

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

Some high
school (no

degree)

High
school
degree

Some
college (no

degree)

Associate's
degree

Bachelor's
degree

Master's
degree

Doctoral
degree

Figure 14. Label others’ use, by age group: (a) with uncertain respondents (left) and (b) without
uncertain respondents (right).
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Figure 15. Label others’ use, by education level: (a) with uncertain respondents (left) and (b) without
uncertain respondents (right).
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Figure 16. Label others’ use, by gender: (a) with uncertain respondents (left) and (b) without
uncertain respondents (right).

Figures 17–19 consider the value of informational label 1 in gauging trustworthiness,
with respondents answering the question “would it be useful for judging the trustworthi-
ness of news articles?”.

In terms of age, there is a decline in yes responses from the 25–29 age group, up to the
60–64 age group. Against this trend, there is a downward spike at the 18–24 age group and
an upward spike at the 65 and older age group. The uncertainty level shows no discernible
pattern. The only four age groups to have at least 50% yes responses, when uncertainty is
factored in, are the 18–24, 25–29, 30–34, and 65 and older groups. All age groups have at
least 50% yes responses, when uncertainty is not considered.
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Figure 17. Label trustworthiness judging use, by age group: (a) with uncertain respondents (left) and
(b) without uncertain respondents (right).
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Figure 18. Label trustworthiness judging use, by education level: (a) with uncertain respondents
(left) and (b) without uncertain respondents (right).
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Figure 19. Label trustworthiness judging use, by gender: (a) with uncertain respondents (left) and
(b) without uncertain respondents (right).

By education level, there is a decline in yes responses from the high school degree to
the bachelor’s degree levels followed by a spike at the master’s degree and doctoral degree
levels. Much of the increase in yes responses at the doctoral degree level is not present
when uncertainty is factored in. While only three groups (high school, master’s degree,
and doctoral degree) have at least 50% yes responses, when uncertainty is factored in, all
groups have at least 50% yes responses, when uncertainty is not considered.

By gender, females have an increase in the number of yes responses and are the only
group to have at least 50% yes responses, even when uncertainty is considered. Both groups
have at least 50% yes responses, when uncertainty is not factored in.

The helpfulness of informational label 2 (shown in Figure 20), when it pops up in front
of a news article automatically, is considered in Figures 21–23. Respondents answered the
question “would you find this label helpful?”.
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Figure 20. Informational label 2 [16].
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Figure 21. Label helpfulness, by age group: (a) with uncertain respondents (left) and (b) without
uncertain respondents (right).

In terms of age, there are two waves of decline in yes responses, as age decreases. The
first is from the 18–24 age group to the 35–39 age group. This is followed by a spike, and
then another decline from the 40–44 to 60–64 age groups, followed by another spike. These
waves remain consistent, even with uncertainty considered. While the 55–59 and 60–64 age
groups have less than 50% yes responses, when uncertainty is considered, even these two
groups have at least 50% yes responses when uncertainty is not factored in.

By education level, there is a gradual decline in yes responses as education level
increases. There is a slight increase at the master’s degree level, and a very high level of
uncertainty in the some high school group. The doctoral degree holders group reports less
than 50% yes responses, when uncertainty is considered. When uncertainty is removed, all
groups have at least 50% yes responses.

By gender, females have more yes responses, as well as a higher uncertainty level.
Both gender groups have at least 50% yes responses, even when uncertainty is factored in.
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Figure 22. Label helpfulness, by education level: (a) with uncertain respondents (left) and (b) without
uncertain respondents (right).
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Figure 23. Label helpfulness, by gender: (a) with uncertain respondents (left) and (b) without
uncertain respondents (right).

Figures 24–26 consider annoyingness of informational label 2, with respondents an-
swering the question “would you find this label annoying?”.

In terms of age, there are three peaks of yes responses. There is an increase from ages
18–24 to 35–39, followed by a decline to the 45–49 age group. Then, oscillating increases
and decreases are present, up to the 65 and older age group. The uncertainty responses
show no discernible pattern. Only the 30–34, 35–39 and 60–64 age groups have at least
50% yes responses, when uncertainty is considered. Without uncertainty factored in, the
50–54 age group additionally has at least 50% yes responses. This indicates a low level of
annoyingness, amongst most age groups.
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Figure 24. Label annoyingness, by age group: (a) with uncertain respondents (left) and (b) without
uncertain respondents (right).
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Figure 25. Label annoyingness, by education level: (a) with uncertain respondents (left) and (b) with-
out uncertain respondents (right).
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Figure 26. Label annoyingness, by gender: (a) with uncertain respondents (left) and (b) without 

uncertain respondents (right). 
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Figure 26. Label annoyingness, by gender: (a) with uncertain respondents (left) and (b) without
uncertain respondents (right).

When considering education level, there is a spike in perceived annoyingness at the
some high school education level. Amongst other education levels, the number of yes
responses peaks at the associate’s degree level. Uncertainty levels, similarly, have a valley at
the associate’s degree level, with fewer than 5% of associate’s degree respondents reporting
uncertainty. When uncertainty is factored in, only the some high school and associate’s
degree education levels have at least 50% yes responses. Bachelor’s degree holders also
report 50% yes responses, when uncertainty is not considered. This indicates a low level of
annoyingness amongst most education groups.

By gender, females have less yes responses, as well as a greater uncertainty level. Both
gender groups report less than 50% yes responses, when uncertainty is considered, though
male respondents report greater than 50% yes responses, when uncertainty is not factored
in. This indicates that males find the label more annoying than females.

Figures 27–29 consider respondents likelihood to personally use informational label
2, with respondents answering the question “would you review this label when viewing
news articles on social media?”.

In terms of age, there are two peaks of yes responses. There is an increase from the
18–24 to 30–34 age groups, followed by a decline to the 35–39 age group. Then, there is an
increase, at the 40–44 age group, followed by a general decline. The decline at higher age
groups, becomes an increase, when uncertainty is factored in. The 65 and older age group’s
level of uncertainty accounts for this shift. All age groups, other than 18–24, answered at
least 50% yes, even when uncertainty is factored in. The 18–24 age group remains below
50%, even without uncertainty considered.

By education level, the number of yes responses remains relatively consistent, when
uncertainty is not considered. Uncertainty decreases as education level increases, up to the
master’s degree level, then it increases sharply at the doctoral degree level. All groups other
than the some high school and doctoral degree levels have at least 50% yes responses, when
uncertainty is factored in. Without uncertainty, all groups have at least 50% yes responses.

By gender, the levels of support are almost equal, except for a higher level of uncer-
tainty being reported among female respondents. Both groups have at least a 50% level of
yes responses, even with uncertainty factored in.
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Figure 27. Label use, by age group: (a) with uncertain respondents (left) and (b) without uncertain
respondents (right).
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Figure 28. Label use, by education level: (a) with uncertain respondents (left) and (b) without
uncertain respondents (right).
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Figure 29. Label use, by gender: (a) with uncertain respondents (left) and (b) without uncertain 

respondents (right). 
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Figure 29. Label use, by gender: (a) with uncertain respondents (left) and (b) without uncertain
respondents (right).

Figures 30–32 consider respondents’ perception of likelihood of others to use informa-
tional label 2, with respondents answering the question “would others review this label
when viewing news articles on social media?”.

There is no clear pattern of increasing or decreasing support as age increases. There
are spikes in the number of yes responses at the 30–34, 40–44, and 50–54 age groups,
which are apparent even with uncertainty factored in. Overall, the level of uncertainty is
relatively high. While only three age groups (30–34, 40–44, and 50–54) have at least 50%
yes responses, when uncertainty is factored in, all groups have at least 50% yes responses,
when uncertainty is not considered.
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Figure 30. Label others’ use, by age group: (a) with uncertain respondents (left) and (b) without
uncertain respondents (right).
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Figure 31. Label others’ use, by education level: (a) with uncertain respondents (left) and (b) without
uncertain respondents (right).
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Figure 32. Label others’ use, by gender: (a) with uncertain respondents (left) and (b) without
uncertain respondents (right).

By education level, responses are relatively consistent, except for a surprising level (100%)
of support in the some high school group, when uncertainty is not considered. It should be
noted, however, that the some high school group reports approximately 40% uncertainty, so
the apparent level of enthusiasm is not as strong, given the higher level of uncertainty
surrounding this question. While only the some high school group has at least 50% yes
responses, with uncertainty factored in, all education level groups have at least 50% yes
responses, without considering uncertainty.

By gender, the levels of support are almost equal, even with uncertainty considered.
While both genders have less than 50% yes responses, when uncertainty is considered, both
groups have greater than 50% yes responses, when uncertainty is removed.
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Figures 33–35 consider the value of informational label 2 for gauging trustworthiness,
with respondents answering the question “would it be useful for judging the trustworthi-
ness of news articles?”.

In terms of age, there are three peaks in yes responses: one is at the 25–29 and 30–34 age
groups. A second is at the 45–49 age group. A final peak is at the 65 and older age group.
There is a spike in uncertainty for the 35–39 age group and an increase in uncertainty
from the 40–44 to 60–64 age groups. The uncertainty level for this question is relatively
high. When uncertainty is factored in, only the 18–24, 35–39, 55–59 and 60–64 age groups
have less than 50% yes responses. Without uncertainty, all age groups report at least 50%
yes responses.
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Figure 33. Label trustworthiness judging use, by age group: (a) with uncertain respondents (left) and
(b) without uncertain respondents (right).
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Figure 34. Label trustworthiness judging use, by education level: (a) with uncertain respondents
(left) and (b) without uncertain respondents (right).
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Figure 35. Label trustworthiness judging use, by gender: (a) with uncertain respondents (left) and 
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Figure 35. Label trustworthiness judging use, by gender: (a) with uncertain respondents (left) and
(b) without uncertain respondents (right).

By education level, yes responses are consistent, except for a spike at the master’s de-
gree level, followed by a drop at the doctoral degree level. Uncertainty exhibits two valleys,
with one low point at the associate’s degree level and a second at the master’s degree level.
Only the some college, associate’s degree, and master’s degree education levels report at
least 50% yes responses, when uncertainty is considered. Without uncertainty, all but the
doctoral degree group report at least 50% yes responses.

By gender, female respondents have a higher number of yes responses than makes but
also a higher level of uncertainty. With uncertainty factored in, only the female respondents
have at least 50% yes responses. Without uncertainty, both groups reach this threshold.

The helpfulness of informational label 3 (shown in Figure 36), when it appears under-
neath a news article automatically, is considered in Figures 37–39. Respondents answered
the question “would you find this label helpful?”.

In terms of age, there are two plateaus in yes responses, with a drop at the 35–39 age
group. These plateaus remain consistent even when uncertainty is included. All age groups
report at least 50% yes responses even when uncertainty is considered.

By education level, there is a spike in support by the some high school group, when
uncertainty is not considered. When uncertainty is factored in, this spike is not present,
due to a high level of uncertainty at the some high school education group; however, a new
spike appears at the master’s degree group, due to their relatively low uncertainty. Even
when uncertainty is included, all education groups report at least 50% yes responses.

By gender, female respondents report a significantly higher level of yes responses,
while uncertainty is similar for both groups. Both groups have at least 50% yes responses,
even when including uncertainty.
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Figure 36. Informational label 3 [16].
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Figure 37. Label helpfulness, by age group: (a) with uncertain respondents (left) and (b) without
uncertain respondents (right).
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Figure 38. Label helpfulness, by education level: (a) with uncertain respondents (left) and (b) without
uncertain respondents (right).
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Figure 39. Label helpfulness, by gender: (a) with uncertain respondents (left) and (b) without
uncertain respondents (right).

Figures 40–42 consider annoyingness of informational label 3, with respondents an-
swering the question “would you find this label annoying?”.

In terms of age, there is a decline in yes responses from the 18–24 to 30–34 age groups.
This is followed by an increase from the 30–34 to 50–54 age groups. Support oscillates
over the 55–59, 60–64 and 65 and older age groups. Only four age groups (45–49, 50–54,
60–64, and 65 and older) have at least 50% yes responses, when uncertainty is factored in.
When uncertainty is not considered, the 35–39, 40–44, and 55–59 age groups also reach this
threshold. This indicates that there is a moderate feeling of annoyance towards the label,
across the 35–39 and older age groups.

By education level, there is no clear pattern of increase or decrease as education level
increases. The highest level of uncertainty is seen amongst those with some high school
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education, while the master’s degree education level group reports no uncertainty. When
uncertainty is factored in, only the associate’s degree education level group has at least
50% yes responses. Without uncertainty, the high school degree, bachelor’s degree, and
doctoral degree groups also report at least 50% yes responses. This shows no clear pattern
of increasing or decreasing levels of annoyance, with changing education levels.

By gender, males report a slightly higher level of annoyance, while females report a
higher level of uncertainty. Neither group reports at least a 50% yes response level, when
uncertainty is considered; however, male respondents meet this threshold when uncertainty
is removed.
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Figure 40. Label annoyingness, by age group: (a) with uncertain respondents (left) and (b) without
uncertain respondents (right).
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Figure 41. Label annoyingness, by education level: (a) with uncertain respondents (left) and (b) with-
out uncertain respondents (right).
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Figure 42. Label annoyingness, by gender: (a) with uncertain respondents (left) and (b) without
uncertain respondents (right).

Figures 43–45 consider the likelihood of respondents personally using informational
label 3, with respondents answering the question “would you review this label when
viewing news articles on social media?”.

In terms of age, there is no clear pattern of increase or decrease, as age increases. The
most noticeable drops in yes responses occurs with the 18–24, 35–39, and 45–49 age groups.
Amongst these, while the 18–24 and 35–39 groups report a high level of uncertainty, the
45–49 age group reports almost no uncertainty. All but the 18–24 and 35–39 age groups re-
port at least 50% yes responses when uncertainty is considered. With uncertainty removed,
every age group meets the 50% yes threshold.
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Figure 43. Label use, by age group: (a) with uncertain respondents (left) and (b) without uncertain
respondents (right).

302



Information 2022, 13, 516

Information 2022, 13, x FOR PEER REVIEW 33 of 84 
 

 

 

 

 

 
(a) (b) 

Figure 43. Label use, by age group: (a) with uncertain respondents (left) and (b) without uncertain 

respondents (right). 

 

 

 

 
(a) (b) 

Figure 44. Label use, by education level: (a) with uncertain respondents (left) and (b) without un-

certain respondents (right). 

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

Some high
school (no

degree)

High
school
degree

Some
college (no

degree)

Associate's
degree

Bachelor's
degree

Master's
degree

Doctoral
degree

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

Some high
school (no

degree)

High
school
degree

Some
college (no

degree)

Associate's
degree

Bachelor's
degree

Master's
degree

Doctoral
degree

Figure 44. Label use, by education level: (a) with uncertain respondents (left) and (b) without
uncertain respondents (right).
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Figure 45. Label use, by gender: (a) with uncertain respondents (left) and (b) without uncertain
respondents (right).

By education level, responses are relatively consistent, when uncertainty is not consid-
ered except for another surprising 100% yes response from the some high school education
level group. Again, the uncertainty level of this education group tends to place it closer to
the other groups, while the master’s degree education group spikes, due to a low level of
uncertainty. Recalling Figure 31, which considered the likelihood of others to use informa-
tional label 2, an almost identical dynamic of responses was found amongst age groups.
However, in this case in Figure 44, the question is regarding personal use, rather than the
usage of others. When uncertainty is considered, only the associate’s degree education level
group has fewer than 50% yes responses. With uncertainty eliminated, even this group
reaches above the 50% yes response level threshold.

By gender, females report more yes responses than males, as well as a higher level
of uncertainty. Both groups report at least 50% yes responses, even when uncertainty
is included.
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Figures 46–48 consider respondents’ perception of the likelihood of others to use
informational label 3, with respondents answering the question “would others review this
label when viewing news articles on social media?”.

In terms of age, when uncertainty is not factored in, there is a gradual decline in
yes responses from the 25–29 to 65 and over age groups, with the exception of a spike at
the 40–44 age group and a slight recovery at 50–54 age group. The lowest point for yes
responses, though, is at the 18–24 age group. When uncertainty is included, the percentage
of yes responses shows the same pattern of decline, but with no spike at the 40–44 age
group, a steep drop at the 35–39 age group, and some recovery at the 65 and older age
group. The uncertainty level for this question is relatively high. When uncertainty is
considered, only four age groups (25–29, 30–34, 40–44, and 45–49) report at least a 50% level
of yes responses. When uncertainty is removed, all but the 18–24 age group reach the 50%
yes threshold.
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Figure 46. Label others’ use, by age group: (a) with uncertain respondents (left) and (b) without
uncertain respondents (right).
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Figure 47. Label others’ use, by education level: (a) with uncertain respondents (left) and (b) without
uncertain respondents (right).
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Figure 48. Label others’ use, by gender: (a) with uncertain respondents (left) and (b) without
uncertain respondents (right).

By education level, there is a consistent decline in yes responses, as education level
increases. As one exception, there is a sharper drop at the high school degree age group.
Uncertainty levels are mostly consistent across education groups. While only the some
high school and some college (no degree) groups report at least 50% “yes” responses, when
uncertainty is factored in. All groups reach this threshold, when uncertainty is removed.

By gender, female respondents report yes more frequently than males, while the two
groups share approximately the same level of uncertainty. Neither group exceeds 50% yes
responses, when uncertainty is included; however, both groups reach this threshold when
uncertainty is removed.

Figures 49–51 consider the value of informational label 3 for gauging articles’ trust-
worthiness, with respondents answering the question “would it be useful for judging the
trustworthiness of news articles?”.

In terms of age, there is no clear pattern of yes responses increasing or decreasing as
age increases. There are noticeable drops in yes responses at the 18–24, 35–39 and 50–54 age
groups and a spike in uncertainty for the 35–39 age group. Only the 30–34 and 50–54 age
groups report fewer than 50% yes responses, when uncertainty is included. Without
uncertainty factored in, all age groups report at least 50% yes responses.

By education level, there is a consistent decline in yes responses, as education level
increases, except for a slight recovery at the master’s degree level. Uncertainty levels are
highest for the some high school group and lowest for the associate’s degree and master’s
degree groups. However, they are otherwise relatively consistent. All groups, other than
the doctoral degree holders, report at least 50% yes responses, even when uncertainty is
considered. With uncertainty removed, even the doctoral degree holders reach the 50%
yes threshold.

By gender, there are significantly greater yes responses among female respondents,
as well as slightly higher uncertainty, among females. Both groups report at least 50% yes
responses, even when uncertainty is considered.
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Figure 49. Label trustworthiness judging use, by age group: (a) with uncertain respondents (left) and
(b) without uncertain respondents (right).
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Figure 50. Label trustworthiness judging use, by education level: (a) with uncertain respondents
(left) and (b) without uncertain respondents (right).
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Figure 51. Label trustworthiness judging use, by gender: (a) with uncertain respondents (left) and
(b) without uncertain respondents (right).

5. Warning Label Related Data and Analysis

In addition to the informational labels, which present salient details in a neutral
manner, labels which provide a specific caution or warning statement to viewers were also
considered. Respondents’ perspectives regarding these labels are discussed in this section.
Again, respondents were asked about the helpfulness, annoyingness, whether they would
use the label, whether they thought others would use the label and whether they thought
that the label would aid in assessing article trustworthiness. The data from these questions
was analyzed in terms of respondents’ age, education level and gender.

The helpfulness of warning label 1 (Figure 52), when it appears on top of an article
that is deemed unsafe, is considered in Figures 53–55. Respondents were asked to answer
the question “would you find this label helpful?”.
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Figure 52. Warning label 1 [16].

In terms of age, there is a sudden drop in yes responses at the 35–39 age group, fol-
lowed by a steady increase. Otherwise, responses are generally consistent when uncertainty
is not considered. Even when uncertainty is not considered, all age groups report at least
50% yes responses.

By education level, there is a slow decline in yes responses as education level increases.
Uncertainty is most pronounced at the lowest and highest education levels. However, even
with uncertainty factored in, all age groups report at least 50% yes responses.
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By gender, female respondents have both the highest yes response rate and the high-
est uncertainty level. Both gender groups have at least 50% yes responses, even when
uncertainty is included.
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Figure 53. Label helpfulness, by age group: (a) with uncertain respondents (left) and (b) without
uncertain respondents (right).
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Figure 54. Label helpfulness, by education level: (a) with uncertain respondents (left) and (b) without
uncertain respondents (right).
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Figure 55. Label helpfulness, by gender: (a) with uncertain respondents (left) and (b) without un-

certain respondents (right). 
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Figure 55. Label helpfulness, by gender: (a) with uncertain respondents (left) and (b) without
uncertain respondents (right).

Figures 56–58 consider respondents’ perceptions of the annoyingness of warning label
1, with respondents answering the question “would you find this label annoying?”.

In terms of age, there is a peak in yes responses at the 40–44 age group, with yes
responses rising steadily from the 18–24 to 40–44 age groups and then dropping again to
the 55–59 age group. There is then a second, smaller peak from the 55–59 age group to
the 65 and older age group. Whether uncertainty is included or not, the only age group
to exceed 50% yes responses is the 40–44 age group. This indicates an overall low level of
annoyance across most age groups.
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Figure 56. Label annoyingness, by age group: (a) with uncertain respondents (left) and (b) without
uncertain respondents (right).
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Figure 57. Label annoyingness, by education level: (a) with uncertain respondents (left) and (b)
without uncertain respondents (right).
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Figure 58. Label annoyingness, by gender: (a) with uncertain respondents (left) and (b) without
uncertain respondents (right).

By education level, yes responses spike slightly for the some high school (no degree)
and doctoral degree groups, when uncertainty is not considered, and otherwise remains
relatively consistent. Results are consistent, even for these groups, when uncertainty is
considered, as there are spikes in uncertainty for both groups. The percentage of respon-
dents answering yes exceeds 50% only for these two groups, and only when uncertainty is
not considered.

By gender, male and female yes response levels are nearly equal, with a slightly
higher yes response and uncertainty level for females. Both groups remain under 50% yes
responses, even without uncertainty included.

Figures 59–61 consider respondents’ likelihood of personally using warning label 1,
with respondents answering the question “would you review this label when viewing news
articles on social media?”.
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In terms of age, there are peaks at the 25–29, 50–54, and 60–64 age groups. The steepest
decline in yes responses occurs between the 30–34 and 35–39 age groups. This drop is even
more pronounced, when uncertainty is also included. Only the 40–44 age group has below
50% yes responses, and then only when uncertainty is included.

By education level, there is a small peak at the associate’s degree education level. Due
to a higher-than-average level of uncertainty, the some high school (no degree) group drops
under 50% yes, when uncertainty is included. Without uncertainty considered, all groups
report above 50% yes responses.

By gender, there is an increase in the number of yes responses among female respon-
dents in addition to a higher level of uncertainty. Both groups report greater than 50% yes
responses, even when uncertainty is included.
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Figure 59. Label use, by age group: (a) with uncertain respondents (left) and (b) without uncertain
respondents (right).
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Figure 60. Label use, by education level: (a) with uncertain respondents (left) and (b) without
uncertain respondents (right).
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Figure 61. Label use, by gender: (a) with uncertain respondents (left) and (b) without uncertain
respondents (right).

Figures 62–64 consider respondents’ perspective as to the likelihood of others to use
warning label 1, with respondents answering the question “would others review this label
when viewing news articles on social media?”.

In terms of age, results appear somewhat consistent, when uncertainty is not consid-
ered. There is a plateau from the 45–49 to 65 and older age groups. There is a slow decline
from the 25–29 to 40–44 age groups, and a drop at the 18–24 age group. Uncertainty levels
are generally high. Once uncertainty is introduced, the results change significantly, with
three waves of increase at 18–24 to 30–34, 35–39 to 45–49, and 50–54 to 65 and older. Each of
these waves bottoms out either just above or just below 50% yes responses, with only two
(35–39 and 50–54) dropping below 50%, with uncertainty included. Without uncertainty,
all age groups exceed 50% yes responses.

Information 2022, 13, x FOR PEER REVIEW 44 of 84 
 

 

two (35–39 and 50–54) dropping below 50%, with uncertainty included. Without uncer-

tainty, all age groups exceed 50% yes responses. 

By education level, there is a decline in the level of yes responses, as education level 

increases, when uncertainty is not considered. With the consideration of uncertainty, re-

sults are instead relatively consistent. The exceptions, in both cases, are spikes at the some 

college (no degree) and bachelor’s degree education level groups. All education groups 

meet or exceed 50% yes responses, even when uncertainty is considered. 

By gender, females report a higher level of uncertainty and slightly lower level of yes 

responses; though female yes responses are a higher proportion when uncertainty is not 

considered. Both groups exceed 50% yes responses, even when uncertainty is included. 

 

 

 

 
(a) (b) 

Figure 62. Label others’ use, by age group: (a) with uncertain respondents (left) and (b) without 

uncertain respondents (right). 

 

 

 

 
(a) (b) 

Figure 63. Label others’ use, by education level: (a) with uncertain respondents (left) and (b) without 

uncertain respondents (right). 

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

Some high
school (no

degree)

High
school
degree

Some
college (no

degree)

Associate's
degree

Bachelor's
degree

Master's
degree

Doctoral
degree

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

Some high
school (no

degree)

High
school
degree

Some
college (no

degree)

Associate's
degree

Bachelor's
degree

Master's
degree

Doctoral
degree

Figure 62. Label others’ use, by age group: (a) with uncertain respondents (left) and (b) without
uncertain respondents (right).
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Figure 63. Label others’ use, by education level: (a) with uncertain respondents (left) and (b) without
uncertain respondents (right).
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Figure 64. Label others’ use, by gender: (a) with uncertain respondents (left) and (b) without
uncertain respondents (right).

By education level, there is a decline in the level of yes responses, as education level
increases, when uncertainty is not considered. With the consideration of uncertainty, results
are instead relatively consistent. The exceptions, in both cases, are spikes at the some
college (no degree) and bachelor’s degree education level groups. All education groups
meet or exceed 50% yes responses, even when uncertainty is considered.

By gender, females report a higher level of uncertainty and slightly lower level of yes
responses; though female yes responses are a higher proportion when uncertainty is not
considered. Both groups exceed 50% yes responses, even when uncertainty is included.

Figures 65–67 consider the value of warning label 1 for gauging article trustwor-
thiness, with respondents answering the question “would it be useful for judging the
trustworthiness of news articles?”.
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In terms of age, there are three waves of increasing yes responses, when uncertainty is
considered, at the 18–24 to 30–34, 35–39 to 45–49, and 40–54 to 65 and older age groups.
Similar waves exist, when uncertainty is removed, though there is a spike at the 25–29 age
group which is due to a higher level of uncertainty for that group. Only the 35–39 age
group has under 50% yes responses, and then only when uncertainty is included.
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Figure 65. Label trustworthiness judging use, by age group: (a) with uncertain respondents (left) and
(b) without uncertain respondents (right).
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Figure 66. Label trustworthiness judging use, by education level: (a) with uncertain respondents
(left) and (b) without uncertain respondents (right).
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Figure 67. Label trustworthiness judging use, by gender: (a) with uncertain respondents (left) and
(b) without uncertain respondents (right).

By education level, the some high school (no degree) group and doctoral degree
group show higher than average uncertainty levels. As a result, while there appears to be a
gradual decrease in yes responses, when uncertainty is not included, this becomes a gradual
increase (not including doctoral degree holders), when uncertainty is introduced. Only
doctoral degree holders have less than 50% yes responses, and then only when uncertainty
is included.

By gender, females have a higher percentage of yes responses, while both groups
have approximately the same level of uncertainty. Both groups report higher than 50% yes
responses, even when uncertainty is included.

The helpfulness of warning label 2 (shown in Figure 68), when it appears underneath
a news article that is deemed unsafe, is considered in Figures 69–71. Respondents answer
the question “would you find this label helpful?”.
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Figure 68. Warning label 2 [16].

In terms of age, results are relatively consistent, except for drops in yes response levels
at the 35–39, 45–49, 60–64 and 65 and older age groups. These drops appear even when
uncertainty is considered, though only the 45–49 age group drops below 50% yes response
levels. When uncertainty is not included, all age groups exceed 50% yes responses.
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By education level, there is a gradual decline in yes responses, as education level
increases and a graduate decrease in uncertainty from the some high school (no degree)
level up to the associate’s degree holders education level. All education levels report a
greater than 50% yes response rate, even when uncertainty is included.

By gender, female respondents report higher both a higher number of yes responses
and a higher level of uncertainty. Both groups have a greater than 50% yes response rate,
even when uncertainty is considered.
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Figure 69. Label helpfulness, by age group: (a) with uncertain respondents (left) and (b) without
uncertain respondents (right).
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Figure 70. Label helpfulness, by education level: (a) with uncertain respondents (left) and (b) without
uncertain respondents (right).
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Figure 71. Label helpfulness, by gender: (a) with uncertain respondents (left) and (b) without
uncertain respondents (right).

Figures 72–74 consider the annoyingness of warning label 2, with respondents answer-
ing the question “would you find this label annoying?”.

In terms of age, there is no apparent general pattern of increase or decrease as age
increases. There is a decline from the 18–24 to 35–39 age groups, when uncertainty is not
included; however, this decline is less notable, when uncertainty is introduced. There is
a spike at the 40–44 age group, a drop at the 50–54 age group, and another spike at the
60–64 age group. All groups report less than 50% yes responses, even when uncertainty is
not included, meaning that annoyance is relatively low, across all age groups.
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Figure 72. Label annoyingness, by age group: (a) with uncertain respondents (left) and (b) without
uncertain respondents (right).
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Figure 73. Label annoyingness, by education level: (a) with uncertain respondents (left) and (b)
without uncertain respondents (right).

Information 2022, 13, x FOR PEER REVIEW 51 of 84 
 

 

 

 

 

 
(a) (b) 

Figure 74. Label annoyingness, by gender: (a) with uncertain respondents (left) and (b) without 

uncertain respondents (right). 

Figures 75–77 consider likelihood of respondents’ to personally use warning label 2, 

with respondents answering the question “would you review this label when viewing 

news articles on social media?”. 

In terms of age, there is no apparent general pattern of increase or decrease as age 

increases. There are sharp drops at the 18–24, 35–39 and 45–49 age groups, even when 

uncertainty is included; however, no age group drops below 50% yes responses, even con-

sidering uncertainty. 

By education level, the some high school (no degree) and doctoral degree levels have 

the highest uncertainty. When uncertainty is not considered, there is a large spike in yes 

responses for the some high school (no degree) group. Otherwise, the results are relatively 

consistent across education levels. Yes responses remain at or above 50% for all education 

levels, even when uncertainty is considered. 

By gender, females report a higher percentage of yes responses and a higher uncer-

tainty level than males. Both groups have over 50% yes responses, even when uncertainty 

is included. 

  

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

Male Female

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

Male Female

Figure 74. Label annoyingness, by gender: (a) with uncertain respondents (left) and (b) without
uncertain respondents (right).

By education level, there is a decline in yes responses from the high school degree
educational level up to master’s degree holders, with a drop at the some high school (no
degree) level and a spike for doctoral degree holders. Uncertainty is highest for the some
high school (no degree) and doctoral degree groups as well. While yes responses remain
below 50% for all education groups, when uncertainty is included, doctoral degree holders
exceed 50% yes responses, when uncertainty is removed. This indicates a low level of
annoyance, across most education levels.

By gender, male respondents report a higher percentage of yes responses and a higher
uncertainty level than females. Neither group exceeds 50% yes responses, even when
uncertainty is not included, meaning that annoyance is relatively low regardless of gender.

Figures 75–77 consider likelihood of respondents’ to personally use warning label 2,
with respondents answering the question “would you review this label when viewing news
articles on social media?”.
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In terms of age, there is no apparent general pattern of increase or decrease as age
increases. There are sharp drops at the 18–24, 35–39 and 45–49 age groups, even when
uncertainty is included; however, no age group drops below 50% yes responses, even
considering uncertainty.

By education level, the some high school (no degree) and doctoral degree levels have
the highest uncertainty. When uncertainty is not considered, there is a large spike in yes
responses for the some high school (no degree) group. Otherwise, the results are relatively
consistent across education levels. Yes responses remain at or above 50% for all education
levels, even when uncertainty is considered.
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Figure 75. Label use, by age group: (a) with uncertain respondents (left) and (b) without uncertain
respondents (right).
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Figure 76. Label use, by education level: (a) with uncertain respondents (left) and (b) without
uncertain respondents (right).
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Figure 77. Label use, by gender: (a) with uncertain respondents (left) and (b) without uncertain
respondents (right).

By gender, females report a higher percentage of yes responses and a higher uncer-
tainty level than males. Both groups have over 50% yes responses, even when uncertainty
is included.

Figures 78–80 consider respondents’ perception of the likelihood of others to use
warning label 2, with respondents answering the question “would others review this label
when viewing news articles on social media?”.
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Figure 78. Label others’ use, by age group: (a) with uncertain respondents (left) and (b) without
uncertain respondents (right).
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Figure 79. Label others’ use, by education level: (a) with uncertain respondents (left) and (b) without
uncertain respondents (right).
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Figure 80. Label others’ use, by gender: (a) with uncertain respondents (left) and (b) without
uncertain respondents (right).

In terms of age, there are three peaks in yes responses at the 30–34, 40–44, and
55–59 age groups. These are apparent whether uncertainty is considered or not. The peaks
are more gradual, though, when uncertainty is included. There are high levels of uncer-
tainty for the 50–54 and 55–59 age groups, which smooth the curve from the 45–49 to
the 65 and older age groups. Uncertainty is relatively high across all age groups. With
uncertainty considered, the 35–39, 45–49, 50–54, 60–64 and 65 and older age groups all have
below 50% yes responses. When uncertainty is not included, all age groups exceed 50% yes
responses, indicating the magnitude of uncertainty present.

By education level, yes responses are relatively consistent, when uncertainty is con-
sidered. This is due to an exceptionally high level of uncertainty amongst doctoral degree
holders. When uncertainty is omitted, yes responses for doctoral degree holders appear to
spike. All education levels other than high school degree and master’s degree have at least
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a 50% yes response rate, even when uncertainty is included. When uncertainty is omitted,
all education levels exceed 50% yes responses.

By gender, female respondents report a higher percentage of yes responses, while
male respondents report a higher level of uncertainty. Consequently, male respondents
fall below 50% yes responses, when uncertainty is included. Both groups exceed 50% yes
responses, when uncertainty is ignored.

Figures 81–83 consider the value of warning label 2 for gauging article trustwor-
thiness, with respondents answering the question “would it be useful for judging the
trustworthiness of news articles?”.
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Figure 81. Label trustworthiness judging use, by age group: (a) with uncertain respondents (left) and
(b) without uncertain respondents (right).
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Figure 82. Label trustworthiness judging use, by education level: (a) with uncertain respondents
(left) and (b) without uncertain respondents (right).
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Figure 83. Label trustworthiness judging use, by gender: (a) with uncertain respondents (left) and
(b) without uncertain respondents (right).

In terms of age, there is no apparent pattern of increase or decrease as age increases.
The percentage of yes responses drops for the 35–39 age group, while it spikes at the 25–29,
30–34, and 55–59 age groups. Only the 35–39 age group has below 50% yes responses, and
this is only when uncertainty is included. Without uncertainty’s inclusion, all age groups
exceed 50% yes responses.

By education level, there is a general decline in uncertainty from the some high school
(no degree) level to the master’s degree level, followed by a sharp increase at the doctoral
degree level which matches the peak seen at the some high school (no degree) level. Like
prior results in this study, it may be inferred that, for most label styles, doctoral degree
holders reach a point in their education where they are more likely to question their own
beliefs, and that otherwise certainty tends to increase as education level increases. There is
a spike in yes responses for the some high school (no degree) group, when uncertainty is
not included. Only doctoral degree holders have below 50% yes responses, and then only
when uncertainty is included.

By gender, females report a higher percentage of yes responses, while uncertainty
levels are similar for both groups. Both groups exceed 50% yes responses, even when
uncertainty is included.

The helpfulness of warning label 3 (shown in Figure 84), when it appears after clicking a
link to an article but before the article’s contents are displayed, is considered in Figures 85–87.
Respondents answer the question would you find this label helpful?

In terms of age, there are three waves of decline: from 18–24 to 25–29, from 30–34 to
45–49, and from 50–54 to 65 and older. There is a slight recovery at the 65 and older group,
when uncertainty is considered, due to a very low level of uncertainty for that age group.
Only the 45–49 age group has below 50% yes responses, and then only when uncertainty is
included.

By education level, yes response levels are relatively consistent, when uncertainty
is included, other than a drop for doctoral degree holders. Due to a very high level of
uncertainty, the some high school (no degree) education level has an apparent spike in the
proportion of yes responses, when uncertainty is not considered. Only doctoral degree
holders drop below 50% yes responses, and then only when uncertainty is included.

By gender, female respondents are far more likely to report yes despite similar uncer-
tainty levels for both genders. Both genders report above 50% yes responses, even with
uncertainty included.
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Figure 84. Warning label 3 [16].
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Figure 85. Label helpfulness, by age group: (a) with uncertain respondents (left) and (b) without
uncertain respondents (right).
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Figure 86. Label helpfulness, by education level: (a) with uncertain respondents (left) and (b) without
uncertain respondents (right).
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Figure 87. Label helpfulness, by gender: (a) with uncertain respondents (left) and (b) without
uncertain respondents (right).

Figures 88–90 consider annoyingness of warning label 3, with respondents answering
the question “would you find this label annoying?”.

In terms of age, there is a clear curve peaking at the 40–44 age group, whether uncer-
tainty is included or not. Only the 40–44 and 45–49 age groups exceed 50% yes responses,
when uncertainty is included. When uncertainty is not included, only these two groups
and the 35–39 age group exceed a 50% yes response level. As such, for most age groups the
level of annoyance is relatively low.

By education level, there are two peaks at the some college (no degree) and master’s
degree levels, whether uncertainty is included or otherwise. Uncertainty peaks at the
some high school (no degree) group. All groups have below a 50% yes response level,
when uncertainty is included. When uncertainty is not included, only the some college (no
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degree) group exceeds a 50% proportion of yes responses. This shows that the annoyance
level is relatively low, across education levels.

By gender, female and male responses are nearly identical, both in terms of the
proportion of yes responses and the level of uncertainty. Both have under 50% yes responses,
whether uncertainty is considered or not.
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Figure 88. Label annoyingness, by age group: (a) with uncertain respondents (left) and (b) without
uncertain respondents (right).
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Figure 89. Label annoyingness, by education level: (a) with uncertain respondents (left) and (b)
without uncertain respondents (right).

326



Information 2022, 13, 516Information 2022, 13, x FOR PEER REVIEW 61 of 84 
 

 

 

 

 

 
(a) (b) 
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Figure 90. Label annoyingness, by gender: (a) with uncertain respondents (left) and (b) without
uncertain respondents (right).

Figures 91–93 consider likelihood of respondents to personally use warning label 3,
with respondents answering the question “would you review this label when viewing news
articles on social media?”.

In terms of age, there is no clear pattern of increase or decrease in yes responses, as age
increases. Uncertainty tends to increase from the 30–34 to 50–54 age groups. It then declines
up to the 65 and older age group. There are spikes in yes responses for the 30–34, 40–44,
and 50–54 age groups, with a gradual decline from the 50–54 to 65 and older age groups.
Only the 35–39 and 45–49 age groups have below 50% yes responses, when uncertainty is
included. When uncertainty is not included, the proportion of yes responses remains over
50% for all age groups.
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Figure 91. Label use, by age group: (a) with uncertain respondents (left) and (b) without uncertain
respondents (right).
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Figure 92. Label use, by education level: (a) with uncertain respondents (left) and (b) without
uncertain respondents (right).
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Figure 93. Label use, by gender: (a) with uncertain respondents (left) and (b) without uncertain
respondents (right).

By education level, there results are relatively consistent, when uncertainty is included
except for a decline from the bachelor’s degree to doctoral degree education levels. There
is a spike in the proportion of yes responses for the some high school (no degree) group,
when this group’s high level of uncertainty is included. Only the doctoral degree holders
have below 50% yes responses, and then only when uncertainty is included.

By gender, there are more yes responses among females, while uncertainty remains
similar for both groups. Both groups have above 50% yes responses, even when uncertainty
is included.

Figures 94–96 consider respondents’ perception of the likelihood of others to use
warning label 3, with respondents answering the question “would others review this label
when viewing news articles on social media?”.
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In terms of age, there is no clear pattern of consistent increase or decrease in yes
responses, as age increases. Uncertainty tends to decrease as age increases, with sharp
spikes in uncertainty at the 35–39 and 50–54 age groups. Despite the similarly in uncertainty
levels, the 35–39 age group shows a sharp drop in the proportion of yes responses, relative
to most age groups, while the 50–54 age group shows a sharp increase. Another sharp drop
in yes responses is seen at the 18–24 age group. Uncertainty levels are relatively high across
all age groups. When uncertainty is included, only a subset of age groups (25–29, 30–34,
40–44, 50–54, and 60–64) have at least 50% yes responses. When uncertainty is removed,
only the 18–25 age group has a proportion of yes responses below 50%.
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Figure 94. Label others’ use, by age group: (a) with uncertain respondents (left) and (b) without
uncertain respondents (right).
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Figure 95. Label others’ use, by education level: (a) with uncertain respondents (left) and (b) without
uncertain respondents (right).
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Figure 96. Label others’ use, by gender: (a) with uncertain respondents (left) and (b) without
uncertain respondents (right).

By education level, there is a slight peak in support at the bachelor’s degree level,
when uncertainty is included. Uncertainty is at its highest for the some high school (no
degree) and doctoral degree groups. The some high school (no degree) group has an
apparent spike in the proportion of yes responses, when uncertainty is omitted. With
uncertainty included, only the some college (no degree) and bachelor’s degree education
groups have at least 50% yes responses. When uncertainty is removed, all groups exceed a
50% proportion of yes responses.

By gender, there are more yes responses among females and slightly greater uncer-
tainty among males. Males report less than 50% yes responses, when uncertainty is included.
Both groups exceed a 50% proportion of yes responses, when uncertainty is removed.

Figures 97–99 consider the value of warning label 3 for gauging articles’ trustwor-
thiness, with respondents answering the question “would it be useful for judging the
trustworthiness of news articles?”.

In terms of age, there are three peaks in yes responses: at the 25–29, 40–44, and
50–54 age groups. The 35–39 age group has a particularly pronounced drop in yes responses,
in addition to a higher-than-average level of uncertainty. Only the 35–39 and 45–49 age
groups have below 50% yes responses, when uncertainty is included. Only the 35–39 age
group has a proportion of yes responses below 50%, when uncertainty is not considered.

By education level, results are relatively consistent, with a drop in yes responses for
doctoral degree holders. The some high school (no degree) group has a higher proportion
of yes responses, when uncertainty is not considered. The some high school (no degree) and
doctoral degree groups have the highest uncertainty levels. With uncertainty considered,
only these two groups have below 50% yes responses. Without uncertainty, the proportion
of yes responses is at or above 50% for all education levels.

By gender, females have a higher percentage of “yes” responses, while uncertainty
levels are similar for both groups. Both groups have a percentage of yes responses at or
above 50%, even when uncertainty is included.
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Figure 97. Label trustworthiness judging use, by age group: (a) with uncertain respondents (left) and
(b) without uncertain respondents (right).
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Figure 98. Label trustworthiness judging use, by education level: (a) with uncertain respondents
(left) and (b) without uncertain respondents (right).
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Figure 99. Label trustworthiness judging use, by gender: (a) with uncertain respondents (left) and
(b) without uncertain respondents (right).

6. Supplemental Information Label Related Data and Analysis

Finally, a third type of labels—supplemental information labels—are considered. These
labels provide additional details about the content of a page and a link to a location where
more details can be obtained from a trusted news source. Again, respondents were asked
about the helpfulness, annoyingness, whether they would use the label, whether they
thought others would use the label and whether they thought the label would be helpful for
assessing articles’ trustworthiness. Respondents’ answers to these questions were analyzed
in terms of their age, education level and gender in this section.

The helpfulness of the supplemental information label (shown in Figure 100), when
it is appended to any article, regardless of its accuracy, is considered in Figures 101–103.
Respondents answered the question “would you find this label helpful?”.
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Figure 100. Supplemental information label [16].

In terms of age, there are two clear curves, with the larger curve peaking at the
30–34 age group and the smaller curve peaking at the 50–54 and 55–59 age groups. Uncer-
tainty levels show no clear pattern, as age increases. It reaches its the highest level at the

332



Information 2022, 13, 516

40–44 age group and is at the 50–54 age group. The 40–44 and 45–49 age groups have under
50% yes responses, when uncertainty is included. All groups exceed a 50% proportion of
yes responses, when uncertainty is not included.

By education level, yes responses remain relatively consistent with a slight spike at
the associate’s degree level and a decline at the doctoral degree level. Uncertainty spikes
for the some high school (no degree) education level, though all groups have at least a 50%
level of yes responses, even when uncertainty is included.

By gender, there is a significantly higher level of yes responses for female responses,
as well as a slightly higher level of uncertainty. Both groups have over 50% yes responses,
even when considering uncertainty.
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Figure 101. Label helpfulness, by age group: (a) with uncertain respondents (left) and (b) without
uncertain respondents (right).
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Figure 102. Label helpfulness, by education level: (a) with uncertain respondents (left) and (b)
without uncertain respondents (right).
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Figure 103. Label helpfulness, by gender: (a) with uncertain respondents (left) and (b) without
uncertain respondents (right).

Figures 104–106 consider the annoyingness of the supplemental information label,
with respondents answering the question “would you find this label annoying?”.

In terms of age, there is a peak at the 40–44 age group followed by a decline and con-
sistency, at higher age groups. Uncertainty is particularly low for the 30–34 and 50–54 age
groups, while uncertainty is highest for the 18–24 and 55–59 age groups. Only the 40–44 age
group exceeds 50% yes responses, with uncertainty included. The proportion of yes re-
sponses also reaches 50% for the 55–59 age group, when uncertainty is excluded. This
demonstrates that the level of annoyance is low across most age groups.
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Figure 104. Label annoyingness, by age group: (a) with uncertain respondents (left) and (b) without
uncertain respondents (right).
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Figure 105. Label annoyingness, by education level: (a) with uncertain respondents (left) and (b)
without uncertain respondents (right).
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Figure 106. Label annoyingness, by gender: (a) with uncertain respondents (left) and (b) without
uncertain respondents (right).

By education level, there is a gradual decline in yes responses, as education level
increases. There is a spike at the some college (no degree) group. As with most prior
questions, the some high school (no degree) group shows the highest level of uncertainty.
Interestingly, the master’s degree group reports 0% uncertainty. No group reaches the
threshold of 50% yes responses, when uncertainty is considered. When uncertainty is
removed, only the some high school (no degree) and some college (no degree) groups
exceed a 50% proportion of yes responses. This indicates a low level of annoyance across
most education levels.

By gender, males have a higher percentage of yes responses, while females have a
slightly higher level of uncertainty. Neither group exceeds 50% yes responses, even when
uncertainty is not included.
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Figures 107–109 consider respondents’ likelihood to personally use the supplemental
information label, with respondents answering the question “would you review this label
when viewing news articles on social media?”.

In terms of age, there is a clear curve with yes responses peaking at the 30–34 age
group. This group also has the lowest level of uncertainty. When uncertainty is considered,
four groups fail to reach the 50% threshold for yes responses: 18–24, 45–49, 55–59, and
65 and older. Without uncertainty, only the 65 and older age group falls below a 50%
proportion of yes responses.
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Figure 107. Label use, by age group: (a) with uncertain respondents (left) and (b) without uncertain
respondents (right).
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Figure 108. Label use, by education level: (a) with uncertain respondents (left) and (b) without
uncertain respondents (right).
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Figure 109. Label use, by gender: (a) with uncertain respondents (left) and (b) without uncertain
respondents (right).

Responses are relatively flat across education levels, though uncertainty is again
highest for the some high school (no degree) group. Three groups (some high school (no
degree), bachelor’s degree, and master’s degree) have below a 50% yes response level,
when uncertainty is included. When uncertainty is excluded, all educational levels exceed
a 50% proportion of yes responses.

By gender, females respond yes more frequently than males, in addition to reporting a
higher level of uncertainty. The male respondents have below 50% yes responses, when
uncertainty is included. Both groups exceed a 50% proportion of yes responses, when
uncertainty is not considered.

Figures 110–112 consider respondents’ perception of the likelihood of others to use the
supplemental information label, with respondents answering the question “would others
review this label when viewing news articles on social media?”.

Information 2022, 13, x FOR PEER REVIEW 74 of 84 
 

 

 

 

 

 
(a) (b) 

Figure 110. Label others’ use, by age group: (a) with uncertain respondents (left) and (b) without 

uncertain respondents (right). 

 

 

 

 
(a) (b) 

Figure 111. Label others’ use, by education level: (a) with uncertain respondents (left) and (b) with-

out uncertain respondents (right). 

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

Some high
school (no

degree)

High
school
degree

Some
college (no

degree)

Associate's
degree

Bachelor's
degree

Master's
degree

Doctoral
degree

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

Some high
school (no

degree)

High
school
degree

Some
college (no

degree)

Associate's
degree

Bachelor's
degree

Master's
degree

Doctoral
degree

Figure 110. Label others’ use, by age group: (a) with uncertain respondents (left) and (b) without
uncertain respondents (right).
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Figure 111. Label others’ use, by education level: (a) with uncertain respondents (left) and (b) without
uncertain respondents (right).
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Figure 112. Label others’ use, by gender: (a) with uncertain respondents (left) and (b) without
uncertain respondents (right).

In terms of age, there are spikes at three age groups, when uncertainty is included:
the 25–29 and 30–34 age groups (jointly forming one peak), the 40–44 age group, and the
50–54 age group. These same peaks exist when uncertainty is removed, though the 55–59
age group also shows a peak in this case, due to it’s higher-than-average uncertainty. In
general, uncertainty across all groups is relatively high for this question. Consequently,
while only two groups (25–29 and 30–34) exceed 50% yes responses when considering
uncertainty, all groups—other than the 65 and older age group—exceed a 50% proportion
of yes responses, when uncertainty is excluded.

Responses are relatively consistent across education levels, with the lowest point at the
doctoral degree level. Unlike most other questions, where the some high school (no degree)
and doctoral degree education levels are frequently the high points for uncertainty, on this
question uncertainty is relatively consistent (but pronounced) across all education levels.
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Only the some college (no degree) group exceeds 50% yes responses, when uncertainty is
included. All groups have at least a 50% proportion of yes responses, when uncertainty
is removed.

By gender, females more frequently respond with yes than males, while males report
a higher level of uncertainty. Males have below 50% yes responses when uncertainty is
included. Both gender groups exceed a 50% proportion of yes responses, when uncertainty
is eliminated.

Figures 113–115 consider the value of the supplemental information label for gauging
article trustworthiness, with respondents answering the question “would it be useful for
judging the trustworthiness of news articles?”.
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Figure 113. Label trustworthiness judging use, by age group: (a) with uncertain respondents (left)
and (b) without uncertain respondents (right).
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Figure 114. Label trustworthiness judging use, by education level: (a) with uncertain respondents
(left) and (b) without uncertain respondents (right).
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Figure 115. Label trustworthiness judging use, by gender: (a) with uncertain respondents (left) and
(b) without uncertain respondents (right).

In terms of age, the level of yes responses is relatively consistent, except for a spike at
the 25–29 and 30–34 age groups. Uncertainty is at its lowest level at the 50–54 age group
but seems to vary unpredictably as age increases. Less than half of age groups report at
least 50% yes responses, when uncertainty is included. These groups tend to be younger,
including the 18–24, 25–29, 30–34 and 40–44 age groups. When uncertainty is eliminated,
all age groups other than 65 and older exceed a 50% proportion of “yes” responses.

Responses are relatively consistent across education levels when uncertainty is in-
cluded. The proportion of yes responses trends downward, as education level increases,
when uncertainty is ignored. The highest uncertainty level is exhibited by the some high
school (no degree) education level, once again, while associate’s degree holders express the
lowest level of uncertainty, in this case. Only two education levels (bachelor’s degree and
doctoral degree) have below 50% yes responses, when uncertainty is included. All groups
exceed a 50% proportion of yes responses, when uncertainty is not considered.

By gender, females respond far more frequently with yes than do males, while males
reported a higher level of uncertainty. Males have less than 50% yes responses, when
uncertainty is included. Both groups exceed a 50% proportion of yes responses, when
uncertainty is excluded.

7. Broader Analysis and Analysis of Implications

This section discusses trends across the different label types, demographics and ques-
tions. Notably, respondents were overall very positive about the use of labels. In most
cases, the majority of respondents indicated answers supportive of the use of labels, such
finding them helpful, not annoying, indicating that they and others would use them and
saying that they would be useful for evaluating articles’ trustworthiness.

Of course, some labels were better received than others. In the informational labels, for
example, the third informational label was the best received by the youngest age groups,
with approximately 70% of those between 18 and 34 finding the first informational label
helpful (not considering those indicating uncertainty), versus an average of approximately
75% for the second informational label and 85% for the third. Notably, different trends
existed between these labels as well, for these groups. The first had relative similarity
between the three age groups (18–24, 25–29 and 30–34), while the second exhibited a
downward trend with age and the third had an increase between the first two age groups,
followed by a decline between the second and third labels. Most labels exhibited a drop in
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support at the 35–39 demographic; however, this was notably less pronounced for warning
label 3, which has only a small difference between the 30–34 and 35–39 age groups and
continues falling from the 35–39 vale at the 40–49 age levels. The supplemental information
label shows a drop at 35–39; however, it continues dropping at 40–44, while—in many
other cases, such as warning label 2—the support rebounds in the next age level up.

Table 4 provides an overview of the trends present, by demographic, for all of the label
types and questions. Notably, there is not a consistent theme of declining or increasing by
age or education level. In some cases, no clear trend is present. In others, conflicting trends
are seen for a given metric at different age or education levels. Differences in trend type are
also present across the different labels and questions.

Overall, the age-correlated responses show the most variability between responses.
The education level data (which, of course, does have an implicit but imperfect correlation
with age), shows a more moderate level of fluctuations. The gender-correlated data, on
the other hand, shows that there is a limited amount of difference between genders, for
most questions, with several label-question combinations having results between males
and females which differ between them.

Uncertainty is also measured and, in many cases, decreases—at least partially across
the range—with additional age or education. Males and females exhibit different levels
of uncertainty across various label and question combinations; however, there is not a
consistent pattern to which gender is more or less uncertain that perfectly correlates with
specific labels or question types. In general, though, females indicate greater levels of un-
certainty (having greater uncertainty reported in 25 out of 35 label question combinations).
Females also indicate stronger support for labeling (indicated by greater yes responses for
all questions, except annoyingness, and no for annoyingness), responding with support in
28 out 35 label-question combinations.

For all labeling categories, the annoyingness level is either the same for both males
and females or higher for males than females. Conversely, the reverse is observed with
regard to helpfulness, across all label styles.

There are also gender differences by label style. More males than females indicated
that they would use informational label 2, while females indicated this more with respect
to all of the other label styles. Females also indicated being more confident than males that
others would use each labeling style (including informational label 2). Finally, except for
informational label 1, more females than males indicated that each label style would be
useful in judging the trustworthiness of a news article.

While some gender-difference is shown in specific label preference, the trend is broader
than being related to any single label. This demonstrates that the higher level of support
shown by females is likely unrelated to specific elements of the design of particular labels.

The lack of a clear pattern of responses or the presence of conflicting patterns is
present for many of the demographic-analyzed individual label question responses. Of
the 105 demographic-question-label combinations, just under a third (33) have no clear
pattern or evidence of conflicting trends. Slightly more (36) of the combinations have no
clear pattern or conflicting trends related to uncertainty. In approximately two-thirds (22)
of these, there is a lack of a clear pattern (or conflicting trends) in both the demographic
responses and the uncertainty.

Considering the four categories that are associated with label support (all except
annoyingness), 24 demographic-question-label combinations have a decreasing association
of support with increased age or education level. Four of the annoyingness demographic-
question-label combinations show an increase with age/education, a similar indication of
support-declining with increasing age or education. Alternately, only six combinations
(outside of the annoyingness question, which has three support-increasing decrease re-
sponse combinations) show a trend of increasing with greater age or education. Only
one demographic-question-label combination (informational label 2′s self-use) has only
minimal change amongst levels.

341



In
fo

rm
at

io
n

20
22

,1
3,

51
6

Ta
bl

e
4.

O
ve

rv
ie

w
of

tr
en

ds
in

re
sp

on
se

s
an

d
re

sp
on

de
nt

s’
de

m
og

ra
ph

ic
s.

H
el

pf
ul

ne
ss

A
nn

oy
in

gn
es

s
U

se
O

th
er

s’
U

se
Tr

us
tw

or
th

in
es

s

In
fo

rm
at

io
na

l1
A

ge
D

ec
re

as
es

N
o

cl
ea

r
pa

tt
er

n
N

o
cl

ea
r

pa
tt

er
n

N
o

cl
ea

r
pa

tt
er

n
Pa

rt
ia

ld
ec

re
as

e

(U
N

C
T)

N
o

cl
ea

r
pa

tt
er

n
N

o
cl

ea
r

pa
tt

er
n

N
o

cl
ea

r
pa

tt
er

n
N

o
cl

ea
r

pa
tt

er
n

N
o

cl
ea

r
pa

tt
er

n

Ed
uc

at
io

n
Pa

rt
ia

l
de

cr
ea

se
N

o
cl

ea
r

pa
tt

er
n

Tw
o

pa
rt

ia
l

in
cr

ea
se

s
N

o
cl

ea
r

pa
tt

er
n

Pa
rt

ia
ld

ec
re

as
e

(U
N

C
T)

N
o

cl
ea

r
pa

tt
er

n
Pa

rt
ia

ls
lig

ht
de

cr
ea

se
Pa

rt
ia

l
de

cr
ea

se
D

ec
re

as
e

N
o

cl
ea

r
pa

tt
er

n

G
en

de
r

Fe
m

al
e

sl
ig

ht
ly

hi
gh

er
M

al
e

sl
ig

ht
ly

hi
gh

er
Fe

m
al

e
sl

ig
ht

ly
hi

gh
er

Sa
m

e
M

al
e

sl
ig

ht
ly

hi
gh

er

(U
N

C
T)

Sa
m

e
Fe

m
al

e
sl

ig
ht

ly
hi

gh
er

Fe
m

al
e

sl
ig

ht
ly

hi
gh

er
Sa

m
e

Fe
m

al
e

sl
ig

ht
ly

hi
gh

er

In
fo

rm
at

io
na

l2
A

ge
Tw

o
pa

rt
ia

ld
ec

re
as

es
N

o
cl

ea
r

pa
tt

er
n

Pa
rt

ia
l

in
cr

ea
se

N
o

cl
ea

r
pa

tt
er

n
N

o
cl

ea
r

pa
tt

er
n

(U
N

C
T)

Pa
rt

ia
l

in
cr

ea
se

N
o

cl
ea

r
pa

tt
er

n
N

o
cl

ea
r

pa
tt

er
n

N
o

cl
ea

r
pa

tt
er

n
N

o
cl

ea
r

pa
tt

er
n

Ed
uc

at
io

n
D

ec
re

as
es

Pa
rt

ia
l

in
cr

ea
se

M
in

im
al

ch
an

ge
N

o
cl

ea
r

pa
tt

er
n

N
o

cl
ea

r
pa

tt
er

n

(U
N

C
T)

N
o

cl
ea

r
pa

tt
er

n
Pa

rt
ia

l
de

cr
ea

se
Pa

rt
ia

l
de

cr
ea

se
N

o
cl

ea
r

pa
tt

er
n

Pa
rt

ia
ld

ec
re

as
e

G
en

de
r

Fe
m

al
e

hi
gh

er
M

al
e

hi
gh

er
M

al
e

sl
ig

ht
ly

hi
gh

er
Sa

m
e

Fe
m

al
e

sl
ig

ht
ly

hi
gh

er

(U
N

C
T)

Fe
m

al
e

hi
gh

er
M

al
e

hi
gh

er
Fe

m
al

e
hi

gh
er

M
al

e
sl

ig
ht

ly
hi

gh
er

Fe
m

al
e

hi
gh

er

In
fo

rm
at

io
na

l3
A

ge
N

o
cl

ea
r

pa
tt

er
n

Pa
rt

ia
l

in
cr

ea
se

Tw
o

pa
rt

ia
li

nc
re

as
es

N
o

cl
ea

r
pa

tt
er

n
N

o
cl

ea
r

pa
tt

er
n

(U
N

C
T)

N
o

cl
ea

r
pa

tt
er

n
Pa

rt
ia

l
de

cr
ea

se
N

o
cl

ea
r

pa
tt

er
n

Tw
o

pa
rt

ia
l

de
cr

ea
se

s
N

o
cl

ea
r

pa
tt

er
n

Ed
uc

at
io

n
Pa

rt
ia

l
de

cr
ea

se
Pa

rt
ia

l
in

cr
ea

se
N

o
cl

ea
r

pa
tt

er
n

Pa
rt

ia
ld

ec
re

as
e

D
ec

re
as

e

(U
N

C
T)

Pa
rt

ia
l

de
cr

ea
se

Pa
rt

ia
l

de
cr

ea
se

N
o

cl
ea

r
pa

tt
er

n
Pa

rt
ia

ld
ec

re
as

e
Pa

rt
ia

ld
ec

re
as

e

G
en

de
r

Fe
m

al
e

hi
gh

er
M

al
e

hi
gh

er
Fe

m
al

e
sl

ig
ht

ly
hi

gh
er

Fe
m

al
e

hi
gh

er
Fe

m
al

e
hi

gh
er

(U
N

C
T)

Fe
m

al
e

sl
ig

ht
ly

hi
gh

er
Fe

m
al

e
hi

gh
er

Fe
m

al
e

sl
ig

ht
ly

hi
gh

er
Sa

m
e

Fe
m

al
e

hi
gh

er

342



In
fo

rm
at

io
n

20
22

,1
3,

51
6

Ta
bl

e
4.

C
on

t.

H
el

pf
ul

ne
ss

A
nn

oy
in

gn
es

s
U

se
O

th
er

s’
U

se
Tr

us
tw

or
th

in
es

s

W
ar

ni
ng

1
A

ge
Pa

rt
ia

l
in

cr
ea

se
C

on
fli

ct
in

g
tr

en
ds

C
on

fli
ct

in
g

tr
en

ds
N

o
cl

ea
r

pa
tt

er
n

Pa
rt

ia
li

nc
re

as
e

(U
N

C
T)

N
o

cl
ea

r
pa

tt
er

n
N

o
cl

ea
r

pa
tt

er
n

N
o

cl
ea

r
pa

tt
er

n
Tw

o
pa

rt
ia

l
de

cr
ea

se
s

C
on

fli
ct

in
g

Tr
en

ds

Ed
uc

at
io

n
D

ec
re

as
es

Tw
o

pa
rt

ia
ld

ec
re

as
es

Pa
rt

ia
ls

lig
ht

in
cr

ea
se

D
ec

re
as

e
D

ec
re

as
e

(U
N

C
T)

Pa
rt

ia
l

de
cr

ea
se

N
o

cl
ea

r
pa

tt
er

n
Pa

rt
ia

l
de

cr
ea

se
Pa

rt
ia

ld
ec

re
as

e
Pa

rt
ia

ld
ec

re
as

e

G
en

de
r

Fe
m

al
e

hi
gh

er
Sa

m
e

Fe
m

al
e

hi
gh

er
Fe

m
al

e
sl

ig
ht

ly
hi

gh
er

Fe
m

al
e

hi
gh

er

(U
N

C
T)

Fe
m

al
e

hi
gh

er
Fe

m
al

e
sl

ig
ht

ly
hi

gh
er

Fe
m

al
e

hi
gh

er
Fe

m
al

e
hi

gh
er

Fe
m

al
e

hi
gh

er

W
ar

ni
ng

2
A

ge
N

o
cl

ea
r

pa
tt

er
n

N
o

cl
ea

r
pa

tt
er

n
N

o
cl

ea
r

pa
tt

er
n

N
o

cl
ea

r
pa

tt
er

n
N

o
cl

ea
r

pa
tt

er
n

(U
N

C
T)

N
o

cl
ea

r
pa

tt
er

n
N

o
cl

ea
r

pa
tt

er
n

C
on

fli
ct

in
g

tr
en

ds
N

o
cl

ea
r

pa
tt

er
n

C
on

fli
ct

in
g

Tr
en

ds

Ed
uc

at
io

n
D

ec
re

as
es

Pa
rt

ia
l

de
cr

ea
se

N
o

cl
ea

r
pa

tt
er

n
N

o
cl

ea
r

pa
tt

er
n

C
on

fli
ct

in
g

Tr
en

ds

(U
N

C
T)

Pa
rt

ia
l

de
cr

ea
se

Pa
rt

ia
l

de
cr

ea
se

Pa
rt

ia
l

de
cr

ea
se

N
o

cl
ea

r
pa

tt
er

n
Pa

rt
ia

ld
ec

re
as

e

G
en

de
r

Fe
m

al
e

hi
gh

er
M

al
e

hi
gh

er
Fe

m
al

e
hi

gh
er

Fe
m

al
e

hi
gh

er
Fe

m
al

e
hi

gh
er

(U
N

C
T)

Fe
m

al
e

hi
gh

er
M

al
e

hi
gh

er
Fe

m
al

e
hi

gh
er

Fe
m

al
e

sl
ig

ht
ly

hi
gh

er
Fe

m
al

e
sl

ig
ht

ly
hi

gh
er

W
ar

ni
ng

3
A

ge
Tw

o
pa

rt
ia

ld
ec

re
as

es
C

on
fli

ct
in

g
tr

en
ds

Pa
rt

ia
l

de
cr

ea
se

Pa
rt

ia
ld

ec
re

as
e

N
o

cl
ea

r
pa

tt
er

n

(U
N

C
T)

N
o

cl
ea

r
pa

tt
er

n
N

o
cl

ea
r

pa
tt

er
n

C
on

fli
ct

in
g

tr
en

ds
N

o
cl

ea
r

pa
tt

er
n

N
o

cl
ea

r
pa

tt
er

n

Ed
uc

at
io

n
D

ec
re

as
es

C
on

fli
ct

in
g

tr
en

ds
Pa

rt
ia

l
de

cr
ea

se
N

o
cl

ea
r

pa
tt

er
n

Tw
o

pa
rt

ia
l

de
cr

ea
se

s

(U
N

C
T)

Pa
rt

ia
l

de
cr

ea
se

Pa
rt

ia
l

de
cr

ea
se

Tw
o

pa
rt

ia
ld

ec
re

as
es

Pa
rt

ia
ld

ec
re

as
e

Pa
rt

ia
ld

ec
re

as
e

G
en

de
r

Fe
m

al
e

hi
gh

er
Sa

m
e

Fe
m

al
e

hi
gh

er
Fe

m
al

e
hi

gh
er

Fe
m

al
e

hi
gh

er

(U
N

C
T)

M
al

e
sl

ig
ht

ly
hi

gh
er

Fe
m

al
e

sl
ig

ht
ly

hi
gh

er
Fe

m
al

e
sl

ig
ht

ly
hi

gh
er

M
al

e
hi

gh
er

Fe
m

al
e

sl
ig

ht
ly

hi
gh

er

343



In
fo

rm
at

io
n

20
22

,1
3,

51
6

Ta
bl

e
4.

C
on

t.

H
el

pf
ul

ne
ss

A
nn

oy
in

gn
es

s
U

se
O

th
er

s’
U

se
Tr

us
tw

or
th

in
es

s

Su
pp

le
m

en
ta

lI
nf

or
m

at
io

n

A
ge

Tw
o

pa
rt

ia
ld

ec
re

as
es

Tw
o

pa
rt

ia
li

nc
re

as
es

C
on

fli
ct

in
g

tr
en

ds
N

o
cl

ea
r

pa
tt

er
n

C
on

fli
ct

in
g

Tr
en

ds

(U
N

C
T)

C
on

fli
ct

in
g

tr
en

ds
C

on
fli

ct
in

g
tr

en
ds

N
o

cl
ea

r
pa

tt
er

n
Tw

o
pa

rt
ia

l
de

cr
ea

se
s

N
o

cl
ea

r
pa

tt
er

n

Ed
uc

at
io

n
Pa

rt
ia

l
de

cr
ea

se
D

ec
re

as
e

N
o

cl
ea

r
pa

tt
er

n
Pa

rt
ia

ld
ec

re
as

e
Pa

rt
ia

ld
ec

re
as

e

(U
N

C
T)

Pa
rt

ia
l

de
cr

ea
se

Pa
rt

ia
l

de
cr

ea
se

Pa
rt

ia
l

de
cr

ea
se

N
o

cl
ea

r
pa

tt
er

n
Pa

rt
ia

ld
ec

re
as

e

G
en

de
r

Fe
m

al
e

hi
gh

er
M

al
e

hi
gh

er
Fe

m
al

e
hi

gh
er

Fe
m

al
e

hi
gh

er
Fe

m
al

e
hi

gh
er

(U
N

C
T)

Fe
m

al
e

sl
ig

ht
ly

hi
gh

er
Fe

m
al

e
sl

ig
ht

ly
hi

gh
er

Fe
m

al
e

hi
gh

er
M

al
e

hi
gh

er
M

al
e

hi
gh

er

344



Information 2022, 13, 516

This data suggests that the age and education demographics of an online content
labeling system user are very important, when choosing the type of label to use, to maximize
the efficacy of the system. However, the limited number of overarching trends, which
run the entire spectrum of the age or education range, mean that system designers and
administrators will need to make nuanced decisions based on specific users’ demographics.
The data presented herein, when multiple label types’ absolute values are compared for
particular demographic values, can inform these decisions. Of course, these initial heuristic
decisions should also be refined based on the behavior of a given user, learned over
time, as any given user’s behaviors may not align perfectly with others in the particular
demographic group being assessed.

8. Conclusions and Future Work

This paper has analyzed data from a national study of American’s attitudes towards
online content labels, in terms of age, education level and gender. It has shown that fe-
males are more supportive of labels, generally, than males; however, they also indicate
greater confusion regarding their efficacy. Additionally, while females show more sup-
port, the difference in support levels between the two genders is—for many labels and
considerations—relatively limited. The impact of gender on label efficacy appears to be
broader than an association with specific label styles and elements, as females evidence
stronger support than males across label styles and survey questions, with a very limited
number of exceptions.

In terms of education level and age, it has been shown that the perceived efficacy of la-
bels and support for them generally decreases with age; however, a majority of respondents
at all ages and education levels indicated support for the labels (when excluding responses
indicating uncertainty). Label annoyingness, was shown to have a positive correlation,
for four labels. This perhaps indicates that some respondents found the information to
be unneeded for their age and experience. A few labels were shown to have a positive
correlation between age/education and support.

As youth have been identified as a key demographic that may benefit from online
content labeling, it is beneficial that this study shows that the labels may be particularly
useful for this demographic. Furthermore, the study has identified certain labels that may
be particularly beneficial for younger users, such as informational label 3. Other age and
education levels, though, may be better served with other labels.

It is clear that age and education level have a significant impact on label efficacy;
however, the impact is more nuanced than an overarching trend. In some cases, conflicting
trends are shown at different points along the age or education level spectrum, which
may indicate gaining more (or less) benefit, up until a point, and then having that benefit
decline. There may also be generational and lifestyle factors that are responsible for some
of the discontinuous changes within the data. There is also a possibility of unknown
confounding variables being present. In any case, the data presented and analyzed herein
can inform label-selection decision making, based on the demographics of the individual
being targeted to use the label.

Building upon this work, needed future work includes conducting observations
of respondent’s decision making when using a simulated system to ascertain whether
individuals predicted behaviors and their actual ones align, with regard to the topic of
this study. A variety of activities are also needed in the broader context of online content
labeling. These include the development of new and enhanced technologies to detect
intentionally deceptive content, new labels designs to assess the efficacy of and policy
analysis to consider how content labeling can be most effectively implemented in real-
world environments.
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Abstract: Critical infrastructures are an attractive target for attackers, mainly due to the catastrophic
impact of these attacks on society. In addition, the cyber–physical nature of these infrastructures
makes them more vulnerable to cyber–physical threats and makes the detection, investigation, and
remediation of security attacks more difficult. Therefore, improving cyber–physical correlations,
forensics investigations, and Incident response tasks is of paramount importance. This work describes
the SMS-I tool that allows the improvement of these security aspects in critical infrastructures.
Data from heterogeneous systems, over different time frames, are received and correlated. Both
physical and logical security are unified and additional security details are analysed to find attack
evidence. Different Artificial Intelligence (AI) methodologies are used to process and analyse the
multi-dimensional data exploring the temporal correlation between cyber and physical Alerts and
going beyond traditional techniques to detect unusual Events, and then find evidence of attacks.
SMS-I’s Intelligent Dashboard supports decision makers in a deep analysis of how the breaches
and the assets were explored and compromised. It assists and facilitates the security analysts using
graphical dashboards and Alert classification suggestions. Therefore, they can more easily identify
anomalous situations that can be related to possible Incident occurrences. Users can also explore
information, with different levels of detail, including logical information and technical specifications.
SMS-I also integrates with a scalable and open Security Incident Response Platform (TheHive) that
enables the sharing of information about security Incidents and helps different organizations better
understand threats and proactively defend their systems and networks.

Keywords: cyber–physical systems; digital forensics; cyber–physical systems forensics; machine
learning; rule mining; security incident response

1. Introduction

Cyber–physical systems (CPS) combine the physical and cyber worlds, which allows
an improvement of the entire operating environment by adding different promising ca-
pabilities to these environments [1]. Therefore, CPS are being used in several domains,
including manufacturing processes, healthcare, transportation, and commercial and res-
idential smart buildings [2]. For example, recently, several studies have been done to
explore the full potential of CPS in the context of Industry 4.0 [3,4]. This can happen
because CPS use and integrate different technologies, from software systems, networks,
and sensors to hardware devices such as microcontrollers and actuators. However, this
combination enabling interactions between cyber and physical components, not only brings
new and more complex paths of attack but also increases the attack impact, since an event
caused by a cyber component can have a huge impact on physical ones or vice-versa [5].
The connections between the physical systems and the critical software components are
especially vulnerable, since with a cyber attack in these connections the attacker can ma-
nipulate, disrupt or power off the physical system [6]. Thus, beyond damage to cyber and
physical components, a cyber–physical attack can also have major consequences that may
include human deaths and injuries, infrastructure damages, loss of resources, and machine
breakdowns or malfunctions. Furthermore, these damages can have an even greater impact
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on critical infrastructure such as hospitals and airports. Stuxnet worm [7], the US power
grid attack [8], German steel-mill Incident [9], the Ukrainian power grid Incident [10],
and the recent Florida Water Treatment Plant [11] and Colonial Pipeline [12] attacks, are
some examples of security attacks on CPS that have caused huge impacts on the normal
operation of the systems.

After an attack, it is crucial to understand how it was performed, who did it and why
it happened. This will help to understand which assets were compromised but also will
allow the creation of defense mechanisms for future attacks [13]. For that, security analysts
need to analyse and investigate several sources of information. In CPS, this investigation
process becomes much wider and complex, due to the amount of components that need to
be analysed. Not only software and hardware components need to be considered but also
all interactions across all CPS. Several investigations have been done to develop tools to
secure CPS as well as techniques and frameworks to evaluate CPS security; however, CPS
forensic investigation area is still in its early stage. Mohamed et al. [14] reviewed examples
of current research efforts in the field and the types of tools and methods proposed for CPS
forensics. The authors also discussed some issues and challenges in the domain that need
to be addressed. One of the issues pointed out was the need for data analytics tools to find
correlations between digital and physical evidence. Furthermore, Fausto et al. [15] pointed
out that finding complex attack patterns through the combination of physical and cyber
Events is a very challenging task. Moreover, they stated that the correlation strategies of
heterogeneous Events for security reasons, and the techniques and algorithms to exploit
this correlation are still open issues.

Additionally, for a successful correlation of the security Events, it is essential to
keep track of the currently handled Events. For that, cybersecurity teams typically use
ticketing systems that allow the follow up of the event for analysis, after the reporting,
and until closure. However, due to the complexity of modern attacks, increasingly
multi-step, the Events handled can be part of a larger attack that spans different parts of
systems. Thus, the information crucial to detecting such attacks is often distributed in
time and space, which makes detection difficult. Hence, an important feature of these
systems is the collaboration among the security professionals, such as Security Operations
Center (SOC) and Computer Emergency Response Team (CERT) security analysts, with
diverse knowledge, skills and experience, to improve the quality of their investigation.
Moreover, collaboration is important not only between the security professionals of the
same institution, but also between companies, sectors, and even countries to improve the
exchange of information to prevent, mitigate and recover from cyber-attacks. Collaboration
between these actors is crucial to restricting the spread of new attacks, particularly zero-day
attacks. Sharing new vulnerabilities, attacks, breaches or any other type of information
allows a proactive detection of these newly identified threats [16]. This way, the company,
sector or even country under attack will benefit from the analysis and correlation actions
previously defined by others to resolve the same or similar issues. Governments with
their national cybernetic emergencies response team (CERT) or CSIRT are boosting this
collaboration to provide support in information security Incidents to the government or
corporate entities for the management of cybersecurity and cyberdefense. In addition,
European regulatory directives [17] and technical recommendations [18] are promoting
actions to ensure a high common level of network and information security across the
Union, by developing technologies and procedures for sharing security information to
combat modern attacks and mitigate their effects in a timely manner. [19] The aim is to
work in a collaborative framework between the CERTs and CSIRTs of the governments that
allow the share of information at the taxonomy level about vulnerabilities and reports to be
interconnected, providing a large scale security situation awareness which is in turn critical
to the overall security posture of an entire nation [20].

In this work, we describe the SMS-I tool, which deals with the analysis of data from
heterogeneous systems over different time frames, correlates them to find evidence of the
causes of an attack, and supports the definition of remediation measures in a collabora-
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tive way. SMS-I was firstly designed in the scope of the SATIE project, which aimed to
build a security Toolkit [21] in order to protect critical air transport infrastructure against
combined cyber–physical threats by improving the cyber–physical correlations, forensics
investigations and dynamic impact assessment at airports. However, SMS-I can work with
data from any security CPS since it analyses additional security details, providing con-
textual and semantic data to identify causes for security events and threats. Furthermore,
Machine Learning (ML) methodologies have been applied for outlier detection, exploring
the temporal correlation between cyber and physical Alerts, going beyond traditional
one-class algorithms, and considering ensemble methods to detect unusual events, taking
into account its sequential nature, which may help to find evidence of attacks. An intel-
ligent dashboard is also part of the SMS-I in order to support decision makers in a deep
analysis of how the breaches and the assets were explored and compromised. SMS-I also
integrates with a scalable and open Security Incident Response Platform (TheHive) that
enables the sharing of information about security Incidents. This can make the difference to
the organizations security, since this collaborative sharing of information can help different
organizations better understand threats and proactively defend their systems and networks.

SMS-I can be easily extended with new modules that can increase its capabilities.
Therefore, this work presents a more complete version of the SMS-I tool. A first draft was
presented at [22], and a more complete version of this draft was presented at [23]. This work
shows in more detail the capabilities presented in the previous works, but also introduces a
new capability: the Incident response. Therefore, the main contributions of this paper are:

• detail the SMS-I tool capabilities. The different components of this investigation tool
are fully described in this work, presenting its different features;

• present all the different experiments done regarding the SMS-I Machine Learning
Engine. Some of these results are already presented in the previous papers; however,
in this work, we detail all the work carried out and the results obtained;

• introduce the Incident response capability of SMS-I tool. This is a new SMS-I capability
that promotes the sharing of information between organizations. The integration of
this feature with TheHive is also detailed in this work;

• show SMS-I Intelligent dashboard in detail, highlighting the added value for the
security analysts of each view;

• demonstrate the convenience and usefulness of the SMS-I tool in the decision-making
process of security analysts, using a very simple and realistic example.

The remainder of this paper is organized as follows: in Section 2, we introduce the
SMS-I architecture, and we briefly describe each component. The Machine Learning Engine
is the heart of the SMS-I tool. Hence, Section 3 presents this SMS-I component with more
detail. Section 4 describes the SMS-I intelligent dashboard, another important element
of the SMS-I tool. The SMS-I Incident Response capability is detailed in Section 5. In the
scope of SATIE project, the SMS-I tool was validated and demonstrated in three different
airports. Section 6 briefly describes an example that shows the ability of SMS-I to support
the security experts work. Finally, the conclusions are presented in Section 7.

2. SMS-I Tool Overview

SMS-I is a forensics investigation system that was initially designed to be part of the
SATIE security Toolkit. However, as already mentioned, it can be part of any security
system. To explain the integration of SMS-I in a security environment, we will use the
SATIE example. Note that the referred SATIE systems can be easily replaced by any other
similar security systems.

In the SATIE security environment, cyber and physical sensors are scattered across
the whole airport’s infrastructure, collecting vast amounts of Events related to the airport
system’s activity. These Events are sent to the Correlation Engine (CEngine), a pattern
matching mechanism that contains expert written rules which are periodically reviewed
and updated under a strict protocol, to possibly identify abnormal behaviour. When a set
of Events trigger a specific rule, an Alert is originated and sent to the Incident Management
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Portal (IMP). In the IMP, after investigating the Alert occurrence, the security operator
classifies Alerts as either Incidents or not, triggering a security response. SMS-I tool inspects
these Incident and Alert occurrences to provide a deeper analysis of an attack. For that, the
system periodically fetches data from the CEngine and the IMP using HTTP(S) requests
to obtain Alerts and Incidents generated by the SATIE Toolkit. These data are parsed
into predefined formats and stored in specific indexes of the SMS-I Database. This is a
crucial part of the SMS-I tool since it allows the system to keep track of the new data that is
generated within the SATIE Environment. Then, the SMS-I ML Engine gets this new data
and executes the ML models capable of determining, for each Alert, the probability of it
being an Incident based on its own features, features of related Events and the features of
other Alerts of a regarded time window (Incident Prediction). The employed models are
expected to grow smarter over time with system usage. SMS-I ML engine also analyses
these data to understand if the system already has remediation measures for the Incident
that have occurred and, if not, supports the security analyst in its definition (Incident
Response). Additionally, using the Association Rule Mining (ARM) Engine, the SMS-I
ML Engine provides an API endpoint for executing rule mining algorithms on the SMS-I
Database data according to a set of parameters specified in the request header (Association
Rules). It retrieves the list of association rules to identify potential relationships between
Alerts for a given timeframe.

The SMS-I Intelligent Dashboard provides a Graphical User Interface of all of these data
that handle the interaction with the security analyst. It encapsulates Kibana dashboards
and allows the operator to make use of several functionalities such as consulting Alert lists,
performing filtering, mining new association rules, managing association rule base, and
consulting Alert details. SMS-I also integrates with the TheHive Incident management tool
that allows the collaborative investigation of Incidents. TheHIVE platform is a popular and
recommended tool for the management of Incident cases [20]. It is tightly integrated with
MISP (Malware Information Sharing Platform), which allows the exchange of information on
information security Incidents, both internally and between other security teams. TheHive
platform can be complemented with the Cortex engine to analyze the Incidents using advanced
intelligence. An overview of the SMS-I architecture can be seen in Figure 1.

Figure 1. SMS-I architecture overview.

352



Information 2022, 13, 403

2.1. SMS-I Integration

In this section, SMS-I functionality and integration features are described. The SATIE
system’s security framework from the SMS-I perspective will be used to provide a better
understanding of both SMS-I functionalities and its integration with other SATIE Tools
such as the CEngine and the IMP. Note that this should be seen just as an example, and the
referred tools can be easily replaced by other security tools, as already mentioned.

As a first step, it is crucial to formally define the fundamental business concepts—Events,
Alerts, and Incidents—since they are constantly mentioned throughout the document:

• Events are discrete change of state or status of an Asset or group of Assets. They can
have multiple heterogeneous sources and are categorized as either cyber or physical,
depending on the system that originated them. They contain low-level information
about the system’s activity, such as network traffic or baggage handling system data.
Specific Events may trigger Alerts.

• Alerts are notifications that a specific attack has been directed at an organization’s
information systems. They are triggered when abnormal activity is detected. They are
usually related to several Events that have triggered security rules.

• An Incident results from the classification of Alerts by the SOC operator. They
represent real identified threats to the system. Additionally, it has some sort of impact
within the organization, which is described by its severity and completion level.

Unified Modeling Language (UML) and a combination of C4 Model [24] with 4+1
Architectural View Model [25] are used as a formalism to graphically represent software
architecture from different views with different degrees of granularity. For example, the
following diagram, Figure 2, provides a logic view of the SATIE security ecosystem without
the SMS-I tool.

Figure 2. SATIE security ecosystem without SMS-I tool.

Different cyber and physical sensors present in the airport’s infrastructure send a large
amount of Events related to the airport system’s activity. CEngine receives all these Events
and stores them in the Correlation Database. When a set of Events triggers a specific rule of
CEngine, an Alert is sent to the IMP to be analysed by a security expert and classified as an
Incident or not, triggering a security response if needed.

SMS-I, as a forensics investigation system, will use an intelligent layer to help the
security expert to inspect Incident and Alert occurrences. For that, the system periodically
fetches data from the CEngine and the IMP, using HTTP(S) requests to obtain new Events,
Alerts and Incidents generated by the SATIE Toolkit. These data are processed and stored
in the Investigation Database of SMS-I, so it can be used by a web application to display
several useful visualizations and by an ML Engine. The internal architecture of the SMS-I
tool is described in greater detail in the next section. The following diagram, Figure 3,
places SMS-I in the context of the SATIE solution as example of integration.
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Figure 3. SATIE security ecosystem with SMS-I.

2.2. SMS-I Internal Architecture

SMS-I is a complex system with many different software requirements such as periodic
data synchronization, Incident prediction and response computing with ML Engine, associ-
ation rule mining, dashboard visualization and a series of other functionalities involving
different lists and filters. To assure separation of concerns, modularity, and maintainability
the system’s architecture was designed with the Single Responsibility Principle (SRP) [26]
in mind and inspired by a microservices-oriented architecture. Therefore, SMS-I is com-
posed of multiple components with specific well-defined responsibilities. The internal
architecture of the forensics investigation system is described in Figure 4.

Figure 4. SMS-I architecture.

Each component of the SMS-I architecture can be described as follows:

• Synchronization Mechanism: It is the component responsible for acquiring new
Events, Alerts and Incidents from the Correlation Engine and the Incident Manage-
ment Portal, parsing them into predefined formats and storing them into specific
indexes of the Investigation Database. The synchronization mechanism is one of the
most critical processes of the SMS-I since it allows the system to keep track of the
new data generated within the SATIE Environment. Additionally, as new Alerts are
added to the database, they are also processed by the ML Engine. The synchronization
process is represented in Figure 5.

• ML Engine: The ML Engine is responsible for executing the ML models capable of
determining, for each Alert, the probability of it being an Incident based on its own
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features, features of related Events and the features of other Alerts of a regarded time
window. The employed models are expected to grow smarter over time with system
usage. The ML engine also analyses the data received from an Incident response point
of view, taking into account a collaborative approach and providing confidence scores
over other related cases.

• Scheduler: The Scheduler performs the orchestration of both Synchronization Mecha-
nism and ML Engine by triggering their execution by a configurable time constraint
(e.g., every five minutes, every hour, every day).

• ARM Engine: The Association Rule Mining (ARM) Engine provides an API endpoint
for executing rule mining algorithms on the Investigation Database data according to a
set of parameters specified in the request header. It retrieves the list of generated rules.

• Investigation Database: It corresponds to an Elastic Search database that stores all
system data—Events, Alerts, Incidents, ML probabilities and association rules.

• Kibana: It is part of the ELK Stack and can be described as an interface to the In-
vestigation Database. It provides several methods to build interesting visualizations
that are combined to produce intuitive and informative dashboards for inspecting the
system’s behaviour over time.

• Web Application: It provides a Graphical User Interface (GUI) that handles the
interaction with the SOC operator. It encapsulates the Kibana dashboards and allows
the operator to make use of several functionalities such as consulting Alert lists,
performing filtration, mining new association rules, managing association rule base
and consulting Alert details.

An Authentication module also grants authentication to the Web Application by match-
ing user credentials with those stored in a shared LDAP server between all SATIE Tools.
Lightweight directory access protocol (LDAP) is a protocol for accessing and maintaining
data through directory servers often used for authentication and storing information about
users, groups, and applications. This implementation allows every user to access every
SATIE Tool with the same credentials.

Figure 5. SMS-I Synchronization process.
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3. SMS-I Machine Learning Engine

The ML methods present in the SMS-I can be categorized into three groups: Incident
probability prediction, association rule mining and Incident response. For the first, super-
vised algorithms were trained on the sequential data of cyber and physical Alerts to predict
the probability of a given Alert being an Incident based on previous occurrences. The
second group of methods uses the same data to derive new correlation rules between Alerts
that can be analysed to understand the complex pattern inherent to such data. The third
group analyses the data to understand if the needed mitigation measures are already in
place for the Incident reported. All these groups will be described in the following sections.

3.1. Incident Probabilities

There are many approaches for building ML models that can efficiently detect anoma-
lies in time series data. To properly investigate and explore state of the art methods for such
task, a study on public datasets was first performed. One of the difficulties of this study was
to find an appropriate testbed for testing the employed methods performance. Currently, in
the literature, there is not a huge amount of cyber–physical datasets being one of the most
relevant the Secure Water Treatment (SWaT) dataset [27]. However, the physical data are
too context-specific and there is no sufficient guarantees that a method able to safeguard
a water treatment facility is going to exhibit the same kind of performance in the airport
security domain, since they regard different physical sensors. The solution to this problem
was to consider only the data from the network under study, which are more general
and share many similarities between several domains, providing a better estimate of the
model’s performance. For example, the same kind of attacks, such as brute force and denial
of service can be performed on many different networks to disrupt one or several services.
Therefore, we decided to consider network intrusion detection datasets. And despite the
lack of good and reliable datasets has been appointed in the literature as one of the main
obstacles in intrusion detection research [28], some datasets were recently introduced to
solve this issue, namely NSW-NB15 [29], CICIDS2017 [30] and CIDDS-001 [28]. From all
the ones previously mentioned, CIDDS-001 was the one selected to be used for several
reasons, such as the number of records, the recording period duration and the considered
attack types. A comparison between the datasets mentioned above can be found in Table 1.

Table 1. Dataset comparison.

Dataset Year Format Count Duration Kind

NSW-NB15 2015 packet, other 2 M 31 h Emulated
CICIDS2017 2017 uni. flow 3.1 M 5 Days Emulated
CIDDS-001 2017 uni. flow 33 M 28 Days Emulated and Real

Anomaly detection for the CIDDS-001 dataset, considering the AttackType label, was
addressed using two different approaches: single-flow and multi-flow. The first regards
individual flows as separate records and attempts to find differences between normal and
attack related ones. The latter considers a given window of flows, performing an analysis
on the entire data sequence to detect anomalies. For each approach three ML algorithms
were experimented and compared: Random Forest (RF), Multi-player Perception (MLP)
and Long-Short Term Memory (LSTM). In the next sections, we briefly describe this work.
For more detail please see [31].

3.1.1. Incident Probabilities Testbed

The CIDDS-001 network traffic data are represented in unidirectional netflow format
which, is a universal standard. The data were recorded for approximately four weeks from
two different environments, an emulated small business environment, OpenStack, and
External Server, which captured real traffic from the internet. The OpenStack environment
includes several clients and servers, such as e-mail and web server. In this testbed, four
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different types of attacks were performed: ping scans, port scans, brute forces and denial of
service. The considered traffic data regards several features such as source and destination
ports, source and destination IPs, communication protocol, number of transmitted bytes,
number of transmitted packets, flow duration and TCP flags. Additionally, the data has
three different labels, Class, AttackType and AttackDescription. For this investigation, the
AttackType label was used since it provides a categorization of the different attacks that
were performed. The considered algorithms were trained with this label so that they could
recognise and distinguish the different attacks present in the testbed.

Random Forest (RF) is a supervised learning algorithm that uses an ensemble of
decision trees, useful for classification or regression problems. Each decision tree that
composes the “forest” reaches a prediction and the results of all of them is selected by
majority voting or the average of outputs. By having multiple uncorrelated models for
each of the trees, the possible individual errors of each one were diluted, relying on the
“wisdom of the crowd” [32]. Another helpful model for classification and regression is
a feed-forward neural network, Multilayer Perceptron (MLP). An MLP is a network of
several layers of nodes, or neurons, each one with an activation function that maps the
weighted inputs to the output of each node. Although feed forward means the data moves
in only one direction, this model does benefit from back propagation during training, where
the error between the prediction and the real value is fed back through the network to
adjust the weights of each connection [33]. Due to the nature of the dataset used, a Long
Short-Term Memory model were also employed. This neural network, unlike normal feed
forward networks such as the previous example, has feedback connections. This allows it
to process sequences of data such as network or Intrusion Detection System (IDS) [34].

3.1.2. TestBed Results

For evaluating and comparing the algorithms performance the dataset was split into
three sets, training, validation and testing. The models were trained using the labelled
data of the train set and their predictions were computed for the validation and testing
set. By comparing these predictions with the real values several indicators of the methods
performance can be calculated such as:

Accuracy = Number of correct predictions
Total number of predictions , Precision = Correct positives

Total number of positives ,

Recall = Correct positives
Total number of positive samples , F1-score = 2×Precision×Recall

Precision+Recall ,

FPR = number of false positives
total number of negatives .

Accuracy is biased towards the majority class, normal traffic, since it is obtained by
dividing the number of correct predictions by the total number of observations. Hence,
F1-score provides a better evaluation of an algorithm’s performance since it is the harmonic
mean of precision and recall. For the single-flow approach the obtained results are presented
in Table 2.

Table 2. Results for the single-flow approach.

Model Accuracy Precision Recall F1-Score FPR

LSTM 99.91 98.37 71.40 74.23 00.05
RF 99.90 79.43 95.68 85.04 00.02

MLP 99.92 78.68 73.75 75.79 00.06

Analysing the results, it can be said that the best performing model was the RF with a
F1-score of 85.04, it also exhibits lower recall in comparison to its value of precision. On
the other hand, the LSTM has better precision with lower recall presenting an F1-score of
74.23. The MLP is quite balanced in terms of both metrics which resulted in an F1-score of
75.79, higher than the one of the LSTM. The RF also presents the lowest occurrence of false
alarms, a FPR of 00.02 being arguably the best model for the single flow viewpoint.
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For the multi-flow approach, the results are quite different. With the increase of the
flow window size the results of the LSTM keep improving while the ones of RF and MLP
decrease. Nevertheless, the RF for a window of 10 flows presents an F1-score of 89.82,
close to the best value found, 91.66, for the LSTM with a window size of 70. The methods
performance over the increase of window size is represented in Figure 6.

Figure 6. Performance over window size.

The best performing models are LSTM-70 and RF-10, and they share the same value
of FPR (Table 3). However, the LSTM presents a higher precision and lower recall in
comparison with the RF. Since the values of these metrics are more balanced for the LSTM
94.03 precision and 89.71 recall, it results in the highest F1-score, 91.66. The complete results
are presented in Table 3.

Table 3. Results for the multi-flow approach.

Model Accuracy Precision Recall F1-Score FPR

LSTM-70 99.94 94.03 89.71 91.66 00.04
RF-10 99.95 96.83 85.65 89.82 00.04

These results lead to believe that the multi-flow approach outperforms the single-flow-
based one and that the LSTM is a robust algorithm for understanding complex patterns
in sequential data, in particularly, network traffic data. Furthermore, the algorithms
performance seems to keep improving as the window size grows larger. Optimizing the
value of the window can be a crucial point for obtaining the best possible intrusion detection
classifier for the CIDDS-001 context.

3.1.3. SATIE Toolkit Preliminary Results

The normal usage of the SATIE Toolkit and the scenario simulation runs produced,
on a regular basis, several Alerts and Incidents. These data, although not being the best
to serve as testbed for ML models, were used to obtain some preliminary results for the
Incident probability algorithm. These experiments were essential to understand which
approaches are better for the SATIE data and how well can the algorithms distinguish
between malicious Alerts, which were tagged as Incidents, and false positive Alerts. The
considered dataset was built with data extracted from the Investigation Database, which
was in turn obtained by the Synchronization Mechanism continuous execution. All the
Alerts related to Incidents, 368, were labelled as malicious while the remaining ones, 9215,
were marked as normal. The dataset is not large in terms of data volume and has a high-
class imbalance since more than 96% of records are benign. These characteristics made the
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application of deep learning approaches such as MLP and LSTM unviable. Additionally,
there were multiple challenges regarding data quality such as Alerts related to Incidents
that were not manually labelled in the IMP, Alerts with a lot of empty fields that were only
generated to test SATIE Tools and many repeated entries due to simulations that are exe-
cuted daily. To mitigate these problems, every feature with over 60% missing values were
discarded as well as all the Alerts related to the repeated daily executions. Furthermore, an
oversampling method, Synthetic Minority Oversampling Technique (SMOTE) was used to
produce synthetic examples of Incidents to minimize the class imbalance.

The data, after being pre-processed, was split into two sets: 70% for training and 30%
for the test. Then, a RF model was used as a classifier (RF-1), obtaining an accuracy of
98.08%. However, the value of F1-score, 60.94%, indicated that the model was performing
poorly on the minority class, failing to classify most of the Incidents. In an attempt to
improve the obtained results, three time-based features were engineered for a given window
of time (30 min): the number of Alerts, the number of distinct sensors and the most common
sensor. With these new features, the accuracy and F1-score of this new classifier (RF-2)
improved significantly, 98.54% and 76.60% respectively. The preliminary results lead us to
believe that an approach which combines both individual Alert features and time-based
engineered features can work quite well on the SATIE data. On the other hand, the dataset
extracted from the Correlation Engine, despite its limitations, was a good starting point
to fine tune the SMS-I ML algorithms. This was improved using the different scenario
simulation executions that were executed on the platform, learning new patterns that was
used to identify Incidents more accurately in the demonstration phase.

3.2. Association Rule Mining

Apriori is a very popular algorithm for data mining focusing on association rules,
developed by Agrawal and Srikan in 1994 [35]. It identifies the items or patterns in a
transactional dataset and then relates frequent occurrences to those patterns, generating
association rules to describe them [36]. These rules are comprised of statements that
describe the relationships between seemingly unrelated items inside a transaction.

Let X = {i1, 12, . . . , im} be the set of all items concerned in a dataset, and T = {t1, t2, . . . , tm}
be a set of transactions, where each transaction is a set of items. The association rule,
noted as X ⇒ Y indicates a certain relation between two itemsets X and Y. An associa-
tion rule X ⇒ Y is supported if the percentage of transactions that contain both itemset
X and Y in T exceeds a certain threshold, called support threshold, i.e., Support(X ⇒
Y) = Number of transactions containing X and Y

Total number of transactions . Furthermore, the confidence for the association rule
X ⇒ Y is defined by the percentage of transactions that contain itemset Y among transac-
tions containing itemset X, i.e., Confidence(X ⇒ Y) =

Number of transactions containing X and Y
Number of transactions containing X .

The support represents the usefulness of the discovered rule and the confidence repre-
sents certainty of the rule. Lift is a simple correlation measuring whether X and Y are
independent or dependent and correlated Events. It is calculated by Lift(X ⇒ Y) =
Number of transactions containing X and Y/Number of transactions containing X

Percentage of transactions containing Y . If a rule has a lift of one, X
and Y are independent and no rule will be generated containing either event. If a rule has a
lift greater than one, X and Y are dependent and correlated positively.

To build the association rule mining for the SMS-I tool, using the apriori algorithm,
the sequences of Alerts in a mineable database were grouped by using a certain criterion to
form transactions. That criterion is a time window, and the focus will be the name of the
sensor that originated the Alert. In order to compile the transactional dataset, for each Alert,
the selected window was subtracted to its “detect_date” field. From the obtained time
range, all Alerts that fell inside that interval were joined and a list with their sensor’s name
was created, performing this operation on all entries, and obtaining the set of transactions.
Using this set of transactions several rules are generated to allow the user to understand
the correlation of the different sensor Alerts in an attack.
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3.3. Incident Response

After positive identification of an Alert as a security threat, measures need to be
taken to limit the impact of the attack. These mitigation measures are usually described
in procedures that detail, step-by-step, how to proceed when dealing with a given type
of attack. These procedures are then compiled into playbooks [37] that can be extended
to perform other important tasks in the mitigation or remediation process, tailored to the
organization that is using them. A “phishing email” playbook, for example, might not
only include the normal steps of deleting emails from affected inboxes and running scans
on the machines of victims to make sure nothing was compromised, but also send out
personalized memos raising awareness about this type of attack.

Compiling a list of playbooks for different types of attacks allows automation of much
of their steps, considerably streamlining a SOCs workflow [37]. Additionally, multiple
Alerts originating from the same type of attack, or even the same attack, can be aggregated
in cases where playbooks can be applied to all the Alerts in a case at the same time.

In order to further automate cybersecurity, and focusing on Incident Response in a
SOC workflow, a new module of SMS-I tool (Incident Response) was designed to be capable
of slotting into current SOC tools, as a way of enriching incoming Alerts. This module is
leveraged as a decision support system, employing multiple models to perform identifi-
cation and classification of Alerts, adding their results as another point of consideration
for security expert analysis. The additional information helps analysts not only decide if a
given Alert is in fact an attack, but also by identifying which case contains playbooks to
treat similar Alerts.

SMS-I Incident Response module aims to tackle two problems of the SOC pipeline:
classification of incoming Alerts for security threats (Alert Classification); and grouping of
similar Alerts in cases for bulk processing (Alert Aggregation). Although different in their
nature, both of these are classification problems where a set of data points are categorized
into classes. In this context, the data points will be Alerts and the classes their possible label.

In the Alert Classification problem, only two possible classes exist for an Alert, either
attack or normal. In contrast, in the Attack Aggregation problem, the possible classes are
the existing cases in the system. Furthermore, the nature of the data for Attack Aggregation
binary classification problem guarantees that all the future incoming entries will only ever
be of two possible types.On the other hand, classifying each Alert into groups will fail
when a never before seen Alert, i.e., from a new type of attack, arrives in the queue. In
this case, the multiclass classification model, trained with known classes will incorrectly
identify the new Alert as one of the existing classes. For this reason, a middle step needs to
exist between both classification problems—Attack Identification. After being classified as
an attack by the first model, the system needs to decide if this Alert is similar to other Alerts
already in the database or if it is a new one. As such, an anomaly detection model will be
trained with Alerts already in the system to create a baseline of known Alerts, filtering any
outliers and skipping the final step. The third model is trained on groups of Alerts that
compose a case, selecting the relevant case for every incoming entry. The sequence of these
three steps can be seen in Figure 7.

Each of the three different phases of the SMS-I Incident Response module, requires
ML models tuned to the unique specifications of their given problem. These models will
undergo a selection stage where data originating from the final system is used to train and
compare the results among them.

3.3.1. Alert Classification

The first step in this Incident Response pipeline will analyse an Alert in order to
classify it as an attack, or not attack. If the Alert receives the “not attack” classification, then
the Alert is the result of a false positive and can be safely disregarded. On the other hand,
if the Alert is considered an attack, it will continue to the next step of this pipeline. This
binary classification problem is extensively studied in this domain, with multiple models
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continually being researched in the literature [38–40]. Three models were selected for this
first step:

• Random Forest, as already mentioned, is a tree based model, employing a set of
decision trees and taking in account the output of each one. A decision tree aggregates
datapoints by iteratively splitting the features of a given dataset into consecutive
binary nodes, ending each branch on its outcome, or label. Although very good with
low complexity data, higher sized trees can lead to overfitting. Random Forest models
mitigate this issue by using an ensemble of unrelated decision trees and consolidating
their results, achieving significant results in the literature for both classification and
regression problems.

• Support-Vector Machines (SVM) [41] is a probabilistic model that maps training data
to points in space, and finds the hyperplane with the maximum margin that separates
the two classes. Newer data points are mapped in space in the same way and classified
according to which side of the hyperplane they have landed. This model is a very
robust classifier with the caveat that it is limited to binary-class classification.

• Similarly to Random Forest, XgBoost [42] is an ensemble of decision trees, but using
a gradient boosting algorithm. Instead of concurrently training a group of decision
tree models and averaging their output, models are trained consecutively using the
residuals from each iteration to train the next one.

Figure 7. SMS-I Incident Response module Architecture.

3.3.2. Attack Identification

In order to classify an incoming Alert as “unknown”, an anomaly detection based
approach was selected. Although this approach is not uncommon for the cybersecurity
domain, it is normally applied to the detection of attacks, whereas here, it is used to identify
Alerts different from everything in the system.

After classification in the first step, an Alert classified as attack is analysed for known
information. The objective is to aggregate this new Alert with other Alerts in the system. If
the incoming Alert is known, it will be assigned to a case containing playbooks on how to
deal with this type of attack. If it is unknown, the Alert is marked as such, to be analysed
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and procedures prepared on how to deal with this type of attack. For this novel use case,
two models were picked from the literature, as the most suitable:

• Isolation Forest [43] is a tree based model that uses distance between data points to
detect outliers, hinging on the principle that outliers are distinct from normal data.
During the construction of the binary tree, data are grouped into branches according
to their similarity, with more similar entries needing longer branches to differentiate
them. As such, data closer to the root of the tree can be considered an anomaly since it
was easily distinguishable from the rest.

• One-Class Support-Vector Machines [44] is a similar implementation to SVM but
instead of using an hyperplane to separate two classes, it uses an hypersphere around
normal data and classifies new data based on its distance to the sphere.

3.3.3. Attack Aggregation

Finally, in the third step, Alerts previously marked as both “attack” and “known” in
previous steps are matched to the Alerts in the system, searching for a suitable case to
be assigned to, allowing automatic application of remediation or mitigation techniques
contained in the related playbook.

The multiple possible results for this step, cases, makes this a multiclass classification
problem, a subset of normal classification. As such, some models from the first step were
also selected:

• Random Forest due to its robust results and straightforward implementation, behav-
ing no differently in binary and multiclass classification problems.

• Although models such as Support-Vector Machines in its most simple type only
supports binary classification, implementations exist where the problem is compart-
mentalized into multiple binary classification problems followed by the same principle:
discovering the hyperplane that linearly separates classes [45,46].

• K-Nearest Neighbors (KNN) [47] uses distance between datapoints to identify clus-
ters of similar data. Despite its good results it is not very scalable due to being
computationally demanding.

3.4. Preliminary Results

Despite our first evaluation of which models should be used for each phase of the
SMS-I Incident Response module, we need to test them in a dataset to select the one that
should be deployed. For that, we used the testbed dataset already described in Section 3.1.1.
In Table 4, we present the results for each phase. Note that we only consider the models
described in the previous section, because they have already been chosen as the best
approaches to be tested.

Table 4. Incident Response Experiment Results.

Steps Models Accuracy F1-Score Macro F1-Score

Alert
Classification

RF 97.1 69.2 96.8

SVM 97.3 63.1 96.5

XgBoost 97.3 70.4 96.9

Attack
Identification

IF 80.9 82.8 80.8

One Class SVM 67.6 73.7 65.6

Attack
Aggregation

RF 80.2 58.5 77.8

SVM 80.2 59.2 78.3

KNN 88.3 54.9 85.4
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F1-score was selected as the metric of choice given its good balance between Precision
and Recall while paying attention to class imbalance existent in the data. This imbalance
can also be observed in the difference between macro and weighted metrics, since macro
metrics take into account the number of each class’ members during result calculations.
As such, for the first and third steps, the macro F1-score was used to evaluate the impact
differently sized classes have in the final results. For the second phase F1-score was also
used, only this time focusing on the score for the outlier class, i.e., the Alerts considered
unknown to the system. For the first and second step of the SMS-I Incident Management
module, tree based models achieved the best performance in the experiments, with XgBoost
and Isolation Forest respectively selected for the mentioned steps. For the third step’s
experiments, although a mostly inconclusive affair due to the closeness of results, SVM did
manage to edge out ahead.

4. SMS-I Intelligent Dashboard

SMS-I allows the analysis of data from heterogeneous systems over different time
frames. To provide this information regarding the system’s Events, Alerts, and Incidents
in a useful way, it implements a visualization tool—the SMS-I Intelligent Dashboard.
Furthermore, it assists and facilitates the security analyst’s work using graphical dashboards
and Alert classification suggestions, which derive from the SMS-I ML Engine previously
presented. Consequently, users can more easily identify anomalous situations that can be
related to possible Incident occurrences. They can also explore information, with varying
levels of detail, including logical information and technical specifications. An overview of
the different information provided can be seen in Figure 8.

Figure 8. SMS-I Intelligent Dashboard overview.

Two different detailed dashboards were accessible: Alerts and Incidents Dashboards.
Both were developed using Elasticsearch and Kibana technologies. Elasticsearch is respon-
sible for the analysis, normalization, enrichment and storage of Alert and Incident data,
as well as data provided by ML algorithms. Then, these data are accessed by Kibana to
create these two dashboards, which allow the user to search and visualize airport security
related data.

The Alerts Dashboard includes all data related to airport security Alerts generated by
the different cyber and physical Threat Detection Systems available in the SATIE Toolkit.
One of the main goals of this dashboard is to monitor the quantity, nature, and severity
of Alerts, considering their Incident prediction probability, which is calculated by the
SMS-I ML Engine. More than 70% of security analysts feel overwhelmed with the number
of Alerts and Incidents they need to investigate for a day [48]. In addition, more than
50% of organizations receive over 10,000 Alerts daily, which can lead to Alert fatigue and
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neglect. Therefore, to maintain SOC efficiency and reduce the impact of the investigation
on the responsible personnel, it is essential to control the quantity of received Alerts and
Incidents. Therefore, a set of graphics and metrics were added to this dashboard (see
Figure 9) to monitor the number of Alerts received to help avoid a sudden overload of
Alerts by monitoring the total number of cyber and physical Alerts. In addition, an Alert
gauge was added to ensure that an overwhelming quantity of Alerts is not reached.

Figure 9. SMS-I Intelligent Dashboard: Alert quantity monitoring visualizations.

The severity of Alerts is another important parameter that needs to be monitored by
security analysts, since Alert’s severity defines if the Alert should be ignored or if there
is a need to conduct a more thorough investigation. For the SATIE project, four severity
levels were defined: high, medium, low, and info. Besides controlling the number of Alerts
for each severity level, to avoid the overburdening of security analysts, using the Alerts
dashboard is also possible to monitor the date of occurrence of Alerts (see Figure 10). This
is useful to perform pattern and trend identification and to study previous Incidents and
preceding Alerts.

Figure 10. Alerts Dashboard—Alert severity monitoring visualizations.

The results provided by the ML engine regarding the Incident prediction probability,
in other words, the probability of an Alert representing an Incident, can also be visualized
in the Alerts dashboard (Figure 11). A set of graphics and metrics display, from 0% to
100%, the number of Alerts that possess a certain probability of being an Incident, as well
as the average Incident prediction probability. In the example shown, most Alerts have an
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Incident prediction probability lower than 35%, which leads to a low average probability
value. This means that overall, there probably is not an occurrence of an Incident.

Figure 11. Alerts Dashboard—Incident prediction probability visualizations.

The most common source and target IPs and ports are also displayed to the user in
the Alerts Dashboard (Figure 12). This information can be very valuable for the security
analyst, as it helps to discover information about the attacks, namely where they come
from and what the targets are.

Figure 12. Alerts Dashboard—Target IP and Ports visualizations. Note that IPs have been obfuscated
for security reasons.

The Incidents Dashboard aggregates all detected Incidents related to airport security.
This dashboard follows the structure of the Alerts Dashboard by monitoring the quantity,
nature, and severity of Incidents (Figure 13). Thus, similar to what happens with the
Alerts Dashboard, it has similar visualizations available to the user, displaying information
regarding Incident quantity monitoring and Incident severity monitoring.
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Figure 13. Incidents Dashboard—Incidents severity monitoring visualizations.

SMS-I Intelligent Dashboard also makes available a set of different visualizations.
Events timeline is one of them. It provides ability to security analysts to preview a timeline
of Events within the system. Events are displayed in the form of an ordered timeline, with
summarized info of each event (Figure 14). Filters can be applied to customize the timeline,
such as: maximum Alerts number, minimum Incident probability, and time range.

Figure 14. SMS-I Intelligent Dashboard: Events timeline.

A Watch List section is also available and allows users to preview a list of the latest
Alerts within the system (Figure 15). Alerts in this list are being displayed in the form of
aligned cards, with summarized info of each Alert within the corresponding card. The list
can be sorted by detection time or Incident probability, and filtered by maximum Alerts
number, minimum Incident probability, and time range.
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Figure 15. Watch List with example Alerts.

Each card within the list has highlights of the Alert details (Figure 16). Users can click
on any card to display the full details of the corresponding Alert (Figure 17). Furthermore,
cards are displayed using indexed colours that reflect the severity level of each Alert (red
for High, orange for Medium, and Green for low).

Figure 16. Watch List Alert Cards example (see [49] for more information on TraMICS).

When the user clicks on a specific Alert Card, the corresponding Alert details will be
displayed. Details include the Alert title and description, information identifying the Alert,
the source and target details, and the probability of this Alert being an Incident.

If the card is a specific Incident Card, the corresponding Incident details as well as the
related Alerts will be displayed (Figure 18).
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Figure 17. Alert Details example.

Figure 18. SMS-I Intelligent Dashboard: Incident and Alert details example.

It is also possible to display the distribution of Alerts as per their types (physi-
cal/cyber), and due to multiple levels of aggregation (no aggregation, by minutes, by
hours, by days, . . . ), using the Alert Types section of SMS-I Dashboard (Figure 19). Alerts
can be also filtered by their type, Incident probability, and detection time.

Figure 19. Alert Types visualization.
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Another important part of SMS-I Intelligent Dashboard is the Association Rules func-
tionality (Figure 20) which allows security analysts to automatically generate rules that can
help them understand, using historical data, the correlation of the different sensor Alerts in
an attack. The security analyst can customize the parameters, namely the time window, the
support and confidence, to generate different rules.

Figure 20. SMS-I Intelligent Dashboard: Association rules visualization.

5. SMS-I Incident Response Integration

TheHive is an Incident management tool focused on Incident analysis used by security
analysts to manage Incidents and give them an adequate treatment. This tool is often used
by the organizations due to its open-source implementation, and collaboration focused
functionalities. TheHive is designed to support multi-enterprise SOCs in a collaborative
Incident management and orchestration environment. This allows security analysts and
experts to share information between partners and work on cases collaboratively. Further-
more, TheHive contains connections to security threat databases, namely MISP, receiving
up-to-date intelligence on any new security threats.

SMS-I allows a direct integration with the TheHive tool. Due to TheHive’s highly
collaboration focused functionalities, this integration can be described as in Figure 21,
with the novel SMS-I Incident Response module capturing incoming Alerts from multiple
sources and, after ML analysis, augmenting their information with intelligent classification.

Figure 21. SMS-I Incident Response module information flow.

The improved Alerts are then submitted to TheHive’s new Alert queue, waiting for
manual verification (Figure 22). When security analysts log in to TheHive to perform this
verification, they can use the ML analysis contained in each Alert to help decide on how
to proceed with each one. This information is very useful, since the security analyst does
not need to try to understand if there already exist similar attacks in the database, for
example. This information is already provided by SMS-I in the additional fields of the Alert
(Figure 23).
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Figure 22. TheHive Alert Queue.

TheHive utilizes its own concept of observables [50], stateful properties of an Alert
that are likely to indicate an intrusion, allowing investigations to be run on individual or
groups of observables to verify their compromise level (Figure 23). Therefore, source IP, file
hash, or sender email domain are fields contained in an Alert received by SMS-I that can be
considered observables. In the scope of TheHive, this is information that may indicate an
attack. Since SMS-I already provides this information, the security analyst does not need to
manually add it.

Figure 23. TheHive Alert Example.

6. SMS-I Demonstration

SMS-I tool was validated and demonstrated in the scope of the SATIE project, using a
simulation platform and in the pilot sites [51–53]. The different security analysts were first
introduced to the platform. First, we explained the purpose of the SMS-I tool as a whole,
and then we showed how they can get useful insights from the information in the SMS-I
Intelligent Dashboard. Then, the security analysts used the SMS-I tool through the SMS-I
Intelligent Dashboard. During the simulations and then in the demonstrations several data
and opinions were gathered and used to fine tune the tool and refine the SMS-I ML engine.
All the experiments also highlighted the need to have tools such as SMS-I, that intelligently
correlate the different cyber and physical security Alerts and assist the security analysts
to detect highly sophisticated attacks of this time and the future. IBM stated that it took
an average of 287 days to identify and contain a data breach in 2020 [54]. This detection
time demonstrates how difficult is for companies to detect and mitigate cyber attacks [55].
This is even more difficult in CPS, where attacks usually involve multistage and multiple
components. Moreover, the analytic tasks conducted by security analysts rely heavily on a
cognitive decision-making process that can differ between analysts, depending on their
technical knowledge or level of experience [56]. This is why it is so important to have
intelligent tools, as SMS-I, to support security analyst decisions.

To demonstrate the efficiency of the different tools in the SATIE toolkit several realistic
scenarios incorporating a considerable number of potential cyber and physical attacks
were defined. In one of these threat scenarios, an attacker seeks to perform cyber attacks

370



Information 2022, 13, 403

on the Airport Operation Control Center (AOCC) system to manipulate the information
displayed in the Flight Information Display System (FIDS), thus giving origin to passenger
movements which result in an irregular and disorderly movement of people in the terminal,
and odd plane movements on the platform to create confusion on the apron. The attacker’s
first actions can be used to demonstrate the effectiveness of the SMS-I tool and the help it
can give to security analysts in their decision-making process. The scenario starts with an
attacker who sends a spear-phishing email to a computer with administrator privileges.
An employee opens the email on that computer and clicks on the link which allows the
malware to be downloaded and executed. This malware allows the attacker to take remote
control of the computer. Then, the attacker performs a network scan to determine the
network address and port of the Airport Operation Database server—his main target. From
a security analyst’s perspective, it is important to correlate both Events and understand that
they are steps of the same multi-step attack. However, due to the difficulty of analyzing
these different Events, which can be, for example, observed and classified by different
analysts, they are sometimes classified as isolated Events instead of being correlated and
aggregated. This was what happened in the demonstration of this scenario. The security
operator reported the corresponding Alerts as two different Incidents, as can be seen in
Figure 24.

Figure 24. SMS-I Intelligent Dashboard: Malware Detection by Malware Analyser and Network Scan
detection by ALCAD system (part of SATIE Toolkit) [57].

Moreover, the port scanning Alert was classified as a low severity Incident, which
should not be the case since it is already the second step of the multi-step attack.

Using the SMS-I Intelligent Dashboard, after the reporting of the Incident by the
security operator, the security expert can observe that. Despite this being an Incident that
was reported as a low severity Incident, it is related to an Alert that has a 69% probability
of being an Incident (Figure 24), thus it should be reported with higher severity. Similarly,
the SMS-I Incident Response module classifies the port scan Alert as an attack with 66%
confidence (Figure 25), while not discovering similar Alerts in the system. This means a
playbook should be created with steps mitigating this type of attack so that future attacks
of the same type can more easily be treated.
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Figure 25. SMS-I Incident Response results for Network Scan example (TheHive view).

Furthermore, using association rules, the security analyst can understand that the
malware and the network scan Alerts are correlated and should be reported as being part
of the same Incident (Figure 26). This information can also be added to the playbook to
have more information about this type of attacks.

Figure 26. Association Rules generated by SMS-I tool. The rule marked is the one generated by the
example described.

Therefore, with this demonstration, we showed not only the ability of the SMS-I to
support the security experts work, but it also allowed us, using a very simple “real” example,
to illustrate the need for intelligent tools that can assist security analysts in their decision-
making process. Using the SMS-I tool, the security analyst can understand the weaknesses
of the first security analysis and have intelligent suggestions on how to combat and even
resolve them. Different suggestions are provided to the analyst to define mitigation measures
to avoid future attacks. Furthermore, SMS-I also simplifies the sharing of information,
through TheHive platform, to support the security awareness of other partners.

372



Information 2022, 13, 403

7. Conclusions

This work describes the SMS-I tool that allows the improvement of the forensics
investigation in cyber–physical systems. It is a complex system composed by multiple
components with specific functions, namely periodic data synchronization, Incident predic-
tion and response, association rule mining, dashboard visualization, and a several other
functionalities involving different lists and filters.

Several AI approaches were used to process and analyse the multi-dimensional data
exploring the temporal correlation between cyber and physical Alerts. Supervised algo-
rithms were trained on the sequential data of cyber and physical Alerts to predict the
probability of a given Alert to be an Incident based on previous occurrences. The results
obtained suggest that the multi-flow approach outperforms the single-flow-based one and
that the LSTM is a robust algorithm to understand complex patterns in sequential data,
in particularly, network traffic data. Forest-based models achieved the best performance
in all tasks considering Incident response analysis. In addition, several association rules
can be created by applying different ML techniques that allows the user to understand the
correlation of the different data in an attack.

All the information can be visualized in the SMS-I Intelligent Dashboard. Several
graphical dashboards, with different levels of detail can be used to easily identify anomalous
situations that can be related to possible Incident occurrences. Furthermore, the information
provided by the ML algorithms, namely the Incident probability can be analysed on SMS-I
intelligent dashboard. Moreover, for an additional insight about the association rules, a
management of the association rules by the security analysts can also be done.

The integration between SMS-I tool and TheHive, an Incident management tool, was
presented. This integration supports the collaboration among the security professionals,
not only inside the same institution but also between companies. Furthermore, SMS-I
provides an extra intelligent layer that adds useful information to the security occurrences,
which is automatically displayed in the Incident management tool facilitating information
sharing and improving the quality of the investigation.

SMS-I tool was tested in different European airports in the scope of SATIE project. A
very simple and authentic example, presented in this work, demonstrated the convenience
and usefulness of the SMS-I tool in the decision-making process of security analysts. As
future work, we plan to test SMS-I in other cyber–physical systems to improve the results
across the board. On the system’s side, a greatest improvement could be an automatic
retraining of the models, using labeled data from the SOC.
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Abstract: Public sector organizations are facing an escalating challenge with the increasing volume
and complexity of cyberattacks, which disrupt essential public services and jeopardize citizen data
and privacy. Effective cybersecurity management has become an urgent necessity. To combat these
threats comprehensively, the active involvement of all functional areas is crucial, necessitating a
heightened holistic cybersecurity awareness among tactical and operational teams responsible for
implementing security measures. Public entities face various challenges in maintaining this awareness,
including difficulties in building a skilled cybersecurity workforce, coordinating mixed internal and
external teams, and adapting to the outsourcing trend, which includes cybersecurity operations
centers (CyberSOCs). Our research began with an extensive literature analysis to expand our insights
derived from previous works, followed by a Spanish case study in collaboration with a digitization-
focused public organization. The study revealed common features shared by public organizations
globally. Collaborating with this public entity, we developed strategies tailored to its characteristics
and transferrable to other public organizations. As a result, we propose the “Wide-Scope CyberSOC”
as an innovative outsourced solution to enhance holistic awareness among the cross-functional
cybersecurity team and facilitate comprehensive cybersecurity adoption within public organizations.
We have also documented essential requirements for public entities when contracting Wide-Scope
CyberSOC services to ensure alignment with their specific needs, accompanied by a management
framework for seamless operation.

Keywords: cyberSOC outsourcing; holistic cybersecurity; public sector cyber-resilience; tactical-
operational cybersecurity management; wide-scope cyberSOC

1. Introduction

A multitude of definitions exist for the concept of cybersecurity. One of the wider
definitions can be located in the work of Domínguez-Dorado et al. [1], which is closely
intertwined with the notion of cyberspace. Cyberspace, defined as a network comprising
interconnected information systems facilitated by communication networks, serves as the
arena where individuals and entities interact and carry out their activities. This environ-
ment possesses distinct attributes, including high dynamism, common ground where each
organization exercises control over a portion, a substantial reliance on third parties, and a
necessity to prioritize not only information, but also the continuity of business processes
and assets. Furthermore, it demands a focus on cyber resilience, among other consider-
ations. Within this context, cybersecurity emerges as the discipline entrusted with the
responsibility of managing and mitigating the threats, risks, and circumstances originating
from this intricate cyberspace. A cyberattack, one of the most common of the mentioned
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cyber threats, encompasses any deliberate endeavor aimed at illicitly acquiring, disclosing,
modifying, incapacitating, or annihilating data, applications, or other assets by means
of unauthorized access to a network, computer system, or digital device. Furthermore,
it is worth noting that attackers need not always gain access to any element within the
organization’s infrastructure. A mere misinformation campaign can suffice to tarnish the
organization’s reputation and trustworthiness. It is widely recognized that in the 21st
Century, cybersecurity must be approached holistically. However, many organizations still
struggle to effectively implement this approach due to a lack of alignment with traditional
information security standards and practices. While an information security approach
permits handling the cybersecurity aspects in many cases, it might be insufficient, alone, to
address some of the risks and threats that emerge from cyberspace and for that reason, it is
sometimes recommended to the adopt a more suitable cybersecurity approach as explained
in von Solms and van Niekerk [2], and Reid and van Niekerk [3]. Therefore, achieving true
holism and effective cybersecurity in practice remains a challenge for many organizations.

In various instances, the obstacles in achieving holistic cybersecurity deployment
stem from issues tied to the cross-functional cybersecurity workforce and their capacity
to establish a holistic approach to address the ever-evolving cyber threats landscape. This
will be further elucidated in the forthcoming sections. For instance, one of the reasons that
public sector organizations often outsource their cybersecurity needs, such as managed
cybersecurity services or CyberSOC services, is the difficulty in recruiting and retaining civil
servants with the necessary cybersecurity skills as stated in works as Furnell [4], De Zan [5],
Reeder and Alan [6], or DeCrosta [7]. This is a problem faced by organizations across the
public and private sectors, but it is particularly acute in the public sector for which we
recommend the studies of Shava and Hofisi [8], Ngwenyama et al. [9], or Nizich [10], where
the high demand and high salaries for cybersecurity professionals in the private sector can
make it difficult to attract and retain talent. Additionally, when it comes to externalized
CyberSOC contracts, these contracts must be renewed on a periodic basis, which can make
it difficult to retain talent even when outsourcing these services. As a result, public sector
organizations may struggle to maintain a consistent and effective approach to cybersecurity.

Relying heavily on outsourced services for their operational needs is also an impedi-
ment to focusing on a holistic framework, Reh Lee et al. [11]. Public sector entities often
have a large number of highly skilled managers at various levels, but the hands-on work
is frequently carried out by personnel from outsourced services providers. As a result,
tactical-operational teams in these organizations are often composed of a mix of in-house
staff and personnel from external service providers. These outsourced services are typically
focused on specific areas, such as communications, software development, legal advising,
human resources, or facilities management, and are typically only available to the specific
area that contracted them. This fragmented approach creates obstacles to achieving holistic
cybersecurity. Nevertheless, when a decision has been made to outsource a CyberSOC, this
situation can be tapped as the foundation for building a truly holistic approach to cybersecu-
rity, particularly in public sector organizations. To achieve this goal, the CyberSOC should
be able to propose cybersecurity actions that can be implemented across the organization to
achieve the necessary level of holism. This requires a cross-functional vision, as the nature
of cybersecurity is inherently holistic. At the same time, the tactical-operational teams re-
sponsible for implementing these cybersecurity measures must be skilled in their respective
areas of expertise to effectively design and implement cybersecurity safeguards in the “last
mile”. Unfortunately, it is often the case that neither the CyberSOC is adequately equipped
to prescribe cybersecurity actions across all domains, nor are tactical-operational teams
trained to apply their expertise to cybersecurity holistically, Onwibiko and Ouazzane [12].

Taking the aforementioned considerations into account, in this work, we address the
enhancement of the organization’s cybersecurity workforce capabilities to implement and
maintain holistic cybersecurity. Our study commences with the necessity of implementing
a model for managing holistic cybersecurity from the lower levels of a Spanish public
organization. To attain this objective, we initiated a thorough examination of the existing
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literature, aiming to identify aspects highlighted in a prior work [1] and potential requisites
for its practical application within the context of public sector. Subsequently, we conducted
an in-depth analysis of the participating entity, which agreed to serve as a case study
that could be generalized aid similar organizations. In this sense, the participating public
entity contributed not only by providing information for analysis at the beginning of the
study, but also actively participated in defining the solution presented in this paper. They
shared their firsthand expertise and played a crucial role in identifying and addressing
early implementation issues, adding substantial value to the research effort. The purpose of
this analysis was to confirm the presence of insights we had identified as common during
our examination of the existing literature, within the studied public organization. If these
insights are indeed present, the same strategies devised for our specific use case should
prove advantageous for public sector entities on a broader scale.

As a result of our investigation in cooperation with the participating entity, and in
order to couple with the features of public sector organizations, we suggest introducing a
new category of outsourced CyberSOC, which we refer to as the Wide-Scope CyberSOC.
This innovative CyberSOC not only needs to incorporate a holistic cybersecurity approach
into its daily operations, but also must possess the capability to convey this perspective and
knowledge to every member of the cross-functional, diverse cybersecurity team, thereby
empowering them to actively engage in this collaborative approach. As part of our study,
we identify the key elements and requirements that a public organization should demand
from the provider offering such a Wide-Scope CyberSOC service. This ensures that it
facilitates the improvement of worker capabilities in the context of holistic cybersecurity.

As part of this endeavor, we draw upon existing frameworks and prior knowledge,
such as the CyberTOMP framework and previous research on outsourcing and workforce
training, among others. By amalgamating these resources with additional components,
we streamline the process of implementing comprehensive cybersecurity measures within
public organizations.

The remainder of this document is organized as follows: In Section 2, a review of
research relevant for our proposal are carried out. Section 3 provides a detailed description
of the methodology and steps employed in our study, including a literature review as an
expanded and detailed version of the introduction. Section 4 presents the key findings
obtained throughout the research and Section 5 summarizes the most significant conclusions
of our study and presents the future lines of work that arise from it.

2. Analysis of the State of the Art

Starting at this juncture, we initiated an analysis of the existing literature. Our aim was
to select relevant works that could facilitate an expansion of our knowledge, particularly
regarding insights derived from one of our prior studies [1]. Additionally, we sought
to identify any unique requirements or specific needs that might surface when applying
the aforementioned work to a public sector organization. At this stage, our primary
objective was to pinpoint common features, requirements, or needs that were shared by
public organizations on a global scale. Table 1 provides a comprehensive overview of the
collection of works we analyzed. However, a detailed contextualization of these works is
provided in the subsequent paragraphs.

In recent decades, there has been a growing consensus regarding the meaning of
cybersecurity and how it differs from previous approaches such as technology security and
information security, represented by the works of Schatz et al. [2,13]. Cybersecurity emerges
from the concept of cyberspace, which is a network of interconnected information services
that allows people and organizations to conduct their activities and businesses beyond the
physical boundaries of traditional organizations. As a result, much of the ecosystem in
which organizations operate falls outside of their control, and the dependence of business
activities on this “uncontrolled” part has increased over time. This new environment gives
rise to new threats, risks, and countermeasures that must be properly addressed; Ghelani
addresses this problem in [14].
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Table 1. Studies examined to ascertain whether the identified characteristics could be extrapolated to
the entire Public Sector.

Topic Analyzed Source

Holistic cybersecurity foundations and cybersecurity context in public sector [2,3,13,15–34]

Tactical-operational cybersecurity workforce management [1,35–47]

Cybersecurity talent development and retention [4–10,48–66]

Outsourcing in public sector [11,67–88]

Outsourcing CyberSOC services [89–95]

Slowly but surely, organizations are beginning to adopt practical approaches to cyberse-
curity management. However, these efforts are often limited to the strategic level and rely on
information security standards rather than specific cybersecurity frameworks, as analyzed by
Sulistyowati et al. in [15]. There has been relatively little progress in applying cybersecurity
management to lower levels, which are crucial for achieving effective cybersecurity.

The situation in the public sector is even more challenging. Private companies are often
early adopters of new technologies and approaches, while public sector organizations are
typically slower to adopt these innovations due to a variety of constraints such as regulatory
frameworks, contracting timeframes, hiring restrictions, career development opportunities,
and excessive bureaucracy; Srinivas et al. goes deep in this topic in [16]. As a result, public
sector entities may struggle to adapt nimbly to changes in the cybersecurity landscape. In
many cases, they resort to outsourcing services in order to alleviate these challenges.

2.1. The Importance of a Holistic Approach to Cybersecurity

Cybersecurity differs from previous approaches in several ways, with the main differ-
ences stemming from the emergence of a new environment: the cyberspace. As a critical
component in every digitized organization, cyberspace poses unique challenges since
organizations cannot have complete control over it but have near complete dependency.
As mentioned in the introduction “a mere misinformation campaign can suffice to tarnish
the organization’s reputation and trustworthiness”. The threats and risks that emerge from
this environment require unity of action and a broader holistic approach as studied in
Ahmed et al. [17], and while some research has been conducted in this area as described
by Atoum et al. in [18], much more work remains to achieve an acceptable level of holism,
something that is covered by Kranemburg and Le Gars [19], and to cover those specific
threats emanating from cyberspace for which an information security approach does not
fit well. Recent studies also suggest the need to extend this holism not only within the
organization itself, but also to its network of collaborators, civil organizations, government
entities, and citizens, in order to provide the necessary unity of action to effectively respond
to threats and risks, as investigated in [20] by Del-Real and Díaz-Fernández.

In order to effectively respond to risks and threats emanating from cyberspace, a
holistic approach to cybersecurity must involve all functional areas of the organization. This
requires a cross-functional approach that considers the unique perspectives and challenges
of each area in order to develop comprehensive and effective cybersecurity strategies and,
of course, it requires that the involved cross-functional cybersecurity workforce poses a
high level of awareness regarding their potential contribution to the overall cybersecurity.
Moreover, holism should not be a merely theoretical concept but had better instead to focus
on practical implementation. While there have been some advances in achieving this holism
in practice, most of these efforts have focused on the strategic level, with less attention given
to bringing holism down to the tactical and operational levels of the organization. It is at
these lower levels that the necessary safeguards for effective cybersecurity are implemented,
though, and thus, it is essential to address the obstacles that prevent organizations from
achieving true holism in their tactical-operational approach to cybersecurity.
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2.2. Tactical-Operational Cybersecurity Workforce Management

There are several works that address cybersecurity management from different points
of view: Rothrock et al. examine it from the board of director’s perspective in [45]; the
municipalities’ points of view are reviewed by Preis and Susskind in [41]; the work by
Limba et al. in [46] is centered in critical infrastructures; Yigit et al. focus on the assessment
of cybersecurity capabilities in [37]; Rajan et al. focused on cross-functional collaboration
in [38]; etc. All of these are very useful studies that have made possible several advances in
cybersecurity. However, none of them are comprehensive models that can be used within
an organization to handle cybersecurity at tactical and operational levels with a managerial
approach. From our perspective, holism can only be achieved by designing and applying
managerial techniques not only to lower levels, but also from lower levels, from those
who must cooperate in the short and medium term to execute and design cybersecurity
safeguards in the last mile, as considered by Axon et al. in [39].

While there are a few existing works that address holism at different levels, including
the tactical and operational levels, there is still a need for further research and development
in this area in order to effectively manage cybersecurity at these levels.

In [40], a work by Antunes et al., a good analysis is carried out after a practical
implementation of an information security and a cybersecurity program in small and
medium-size enterprises (SMEs) in Portugal. It takes into account the required controls
and their degree of implementation, and profiles SMEs to apply proportional security
measures. However, it does not provide details on the coordination mechanism for the
multidisciplinary cybersecurity workforce and is based on the ISO 27001 standard for
information security rather than cybersecurity. The authors themselves recognize this as a
limitation. This analysis focuses on characterizing the participating SMEs in order to align
the various safeguards with their specific needs.

The work developed by Domínguez-Dorado et al. in [1] proposed a more compre-
hensive set of procedural elements that explicitly enable cybersecurity management at the
tactical and operational levels is defined as CyberTOMP framework. It is based on the most
important cybersecurity frameworks and initiatives, and its authors have created a unified
list of potential cybersecurity actions. These actions, also called “expected outcomes”, are
clustered into three implementation groups that can be applied to business assets with dif-
ferent cybersecurity needs, making it easier to select the appropriate cybersecurity controls,
a selection of controls mechanism that is also covered by Breier and Hudec in [47].

While this framework is designed specifically for managing cybersecurity at the
tactical and operational levels, it also allows for alignment with strategic cybersecurity
goals through the use of the business impact analysis, that, according to Quinn et al.
in [36], is a good tool to inform risk prioritization, and the cybersecurity master plan as
hooks, which allows unifying cybersecurity and business continuity in a single framework,
something described in [43] by Phillips and Tanner. This approach allows organizations to
maintain a focus on their overall cybersecurity objectives while also addressing the specific
challenges and needs at the tactical and operational levels and this allows the framework to
be independent of the strategic standard chosen by the organization, while still providing
complementary support. The study of Domínguez-Dorado et al. in [1] follows a practical
approach and provides step-by-step processes, procedures, and guidance for identifying
cybersecurity actions through a collaborative process that engages all functional areas
of the organization. It is additionally supported by tools that facilitate the attainment of
agreements on the necessary set of cybersecurity actions [35]. This approach allows for
the development of holistic cybersecurity actions that are agreed upon and assigned to
the functional areas involved in cybersecurity. The focus of this framework on business
assets, which are understood as manageable and understandable units of cybersecurity, is
a growing trend in the field as can be extracted from the works of Clark et al. [42] and Kure
and Islam [44].

Nonetheless, although this framework provides a useful approach for managing
cybersecurity at the tactical and operational levels, there is room to improve. For instance,
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it can be enhanced to identify the skills and training required by different functional areas
of the organization in order to effectively carry out their cybersecurity tasks. Without
the necessary skills and training, it is difficult for organizations to fully implement this
framework and achieve the desired results.

Summarizing, to ensure the effectiveness of tactical and operational cybersecurity
management, it is essential to develop mechanisms that can provide the necessary capa-
bilities and expertise at these levels. This can be achieved through training programs,
hiring qualified personnel, and implementing systems and processes that support the
effective management of cybersecurity at the tactical and operational levels, or it can be
achieved by acquiring this knowledge from specialized third parties. By taking these steps,
organizations can better prepare themselves to effectively manage cybersecurity risks and
threats and ensure that their overall cybersecurity efforts are successful.

2.3. Cybersecurity Talent Development and Retention

The development and retention of cybersecurity talent is a pressing issue in today’s
world. The rapid expansion of the cyberspace and the growing dependence of organizations
on it have led to a shortage of cybersecurity professionals. The pandemic of COVID-19 has
exacerbated this situation, as organizations have had to provide remote access and services
to their employees, making them more vulnerable to cyber-attacks. This has motivated an
increased demand for cybersecurity specialists, as organizations strive to protect themselves
against these threats.

The shortage of cybersecurity talent has an indirect effect on organizations: in high-
demand conditions, organizations are less able to retain cybersecurity-skilled personnel
because many companies are competing for the same talent.

Training the existing workforce is an option, but it comes with the risk of losing
skilled personnel due to the high demand for cybersecurity professionals. Despite this,
providing training to the existing workforce can be beneficial in the short term, as it allows
organizations to develop the skills of their employees and improve their ability to manage
cybersecurity risks and threats. However, it is important for organizations to carefully
consider their training strategies, as they need to ensure that they can retain their trained
personnel in the long term. It is likely that more educated, motivated, and well-paid public
employees will be easier for organizations to retain, as identified by Dahlstöm et al. [64].

There is an increasing number of research works that address this situation from
different perspectives; for instance, in [4], the authors present evidence of the cybersecurity
workforce shortage and the different forms of qualification that are available to meet the
needs. The work presented in [5] show that this shortage is due in part to the high demand
for cybersecurity specialists, as well as the limited availability of relevant training programs
and qualifications. In response to this problem, some public organizations have turned to
national skills competitions to create interest in cybersecurity and attract qualified person-
nel. In a work by Ahmad et al. [62], the authors propose to use incident management as
a way to improve organizational learning in cybersecurity topics. This approach focuses
on using real-life incidents to provide practical experience and training for cybersecurity
personnel, with the aim of increasing their knowledge and expertise. The research carried
out in [56] by Ahmad et al. highlights the need for interdisciplinary cybersecurity education
and proposes a curriculum roadmap that integrates cybersecurity across technical and non-
technical curricula. This approach seeks to address the current shortage of cybersecurity
talent by providing a more comprehensive education on the subject. The research presented
in [6] proposes three promising approaches to identify, recruit, and develop cybersecurity
talent from both technical and non-technical personnel. These approaches aim to address
the shortage of skilled cybersecurity professionals and improve organizations’ ability to
retain their talent. In [57], Chowdhury and Gkioulos identify cybersecurity training offer-
ings for critical infrastructure protection and the key performance indicators that allow
evaluating their effectiveness. In research by Noche [58], a comprehensive review of empir-
ical studies aimed at developing the cybersecurity workforce is presented. Gamification
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is proposed as a method to improve the cybersecurity training of individuals responsible
for protecting critical infrastructure in [54] by Ashley et al. In [60], a study by Kävrestad
and Nohlberg, a review of evaluation strategies for cybersecurity training is presented with
the aim of minimizing the impact of human factors on cyberattacks. In an investigation by
Hulatt and Stavrou [59], the authors present the need for a multidisciplinary cybersecurity
workforce that includes professionals from various backgrounds beyond traditional ones
such as computing and Information Technology (IT). The authors of [55], Justice et al.,
analyze the future needs of the cybersecurity workforce. In [61], Maurer et al. identify the
specific cybersecurity and professional skills required by those responsible for cybersecurity.
These skills are necessary to ensure the effectiveness of tactical and operational cybersecu-
rity management. Finally, in [7], the study analyses the quantitative and qualitative factors
that contribute to the current shortage of cybersecurity professionals.

Overall, the shortage of cybersecurity talent is a growing concern for organizations, as
it reduces their ability to effectively manage cybersecurity risks and protect against potential
threats. This shortage is particularly acute at the tactical and operational levels, where
hands-on skills are essential. Intense competition for skilled personnel has made it difficult
for organizations to attract and retain the talent they need, leading to further declines in
their ability to manage cybersecurity effectively. In order to address this issue, organizations
must develop effective strategies to attract and retain cybersecurity talent, particularly
at the tactical and operational levels. This will require a comprehensive approach that
includes training programs, hiring qualified personnel, and implementing systems and
processes that support effective cybersecurity management.

2.4. Outsourcing in Public Sector

There are various forms of potential collaboration in public service delivery, as Kekez et al.
analyze in [85], with outsourcing being one of the most common. The decision to outsource is
often driven by a desire to reduce costs, as investigated by Santos and Fontana in [71] and
improve efficiency. By transferring certain business processes or functions to an external
provider, a company can benefit from their expertise and specialized capabilities. Additionally,
outsourcing can provide access to a global talent pool, allowing companies to tap into a wider
range of skills and knowledge. In addition to cost savings and access to specialized skills,
outsourcing can also help a business to focus on its core competencies and drive growth. As
such, this is a strategy that is often considered by public organizations looking to streamline
their operations and improve their public services.

Although there are some differences between public and private outsourcing, which is
explored in [87] by Burnes and Anastasiadis, the motivations for outsourcing are similar across
both public and private sectors, with cost control and reduction, focus on core capabilities,
and access to supplier expertise and technologies being among the key drivers as supported
by works carried out by Marco-Simó and Pastor-Collado [74] or Bogoviz et al. [77], but also to
face exceptional situations like the pandemic of COVID-19 as analyzed in [75] by van der Wal.
Public organizations are generally well-equipped with individuals who have the necessary
skills and expertise to manage tasks and processes effectively. However, they frequently
face challenges when it comes to staffing the most technical and operational tasks, which
require specialized knowledge and expertise. As a result, these organizations may struggle to
effectively perform these tasks, leading to reduced efficiency and performance.

In order to overcome these challenges, many public organizations turn their strategic
plans to outsourcing through public-private contracts, as examined in Pavelko et al. [70].
These contracts provide a legal framework for defining the roles and responsibilities of
each party, as well as the terms of the relationship between the public and private sectors.
They also help to ensure that the activities and services provided under the contract are
organized and carried out in a manner that is consistent with the parties’ respective rights
and obligations, something studied in the research of Bloomfield et al. [78]. The accurate
definition of service requirements within these contracts is a key factor for Proscovia
in [79] to successful outsourcing, which will later depend on managing the outsourcing
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relationship well after the decision is made, which is evaluated in [69] by Heikkilä and
Cordon. The lack of service requirements definitions when outsourcing in public sector led
to a falling quality of the provided public services.

Outsourcing is a controversial topic. There are many interesting works that discuss
the pros and cons of outsourcing in the public sector under different circumstances such as
those carried out by Tayauova, Lobao et al., Aswini, Sánchez, Rizwan and Bhatti, Johansson
and Siverbo, and Andersson et al. in [76,81–83,86,88] or [80], respectively, among others.
Although this debate is outside the scope of our study, we mention them here to highlight
the significance of the outsourcing approach for public sector entities.

While outsourcing can have a slight negative effect on the performance and per-
ception of in-house employees [11], it is often necessary in order to ensure that tactical-
operational teams have the necessary skills and expertise. But as a result of outsourcing,
tactical-operational teams in the public sector are often composed of a mix of public sector
employees and outsourced or insourced personnel.

It is also important to note that by outsourcing any service, the outsourcing organization
is expanding its supply chain, which can lead to additional risks, including in the realm of
cybersecurity. Some of these topics are covered in Nasrulddin et al. [72] and Repetto et al. [73].

2.5. Outsourcing CyberSOC Services

A CyberSOC, is a specialized unit that is focused on monitoring, detecting, and
responding to cyber threats in real time. Among the main duties of a CyberSOC the
following are included, as determined in Saraiva and Mateus-Coelho [90]:

• Continuous monitoring of an organization’s networks and systems for signs of poten-
tial cyber threats;

• Detection of cyber threats through the use of advanced technology and analysis of
security data;

• Response to detected threats, including implementing countermeasures to prevent or
mitigate the impact of the threat;

• Communication with relevant stakeholders, such as the organization’s leadership and
other security teams, about detected threats and response efforts;

• Ongoing analysis of security data to identify patterns and trends that can help improve
the organization’s overall security posture.

In addition to these core duties, a CyberSOC may also be responsible for providing
training and education to the organization’s staff on cybersecurity best practices, as well
as collaborating with other security teams and external partners to share information and
coordinate efforts to defend against cyber threats. Overall, the role of a CyberSOC is
essential in helping organizations protect themselves from the constantly evolving threat
landscape of the digital world, as analyzed in [91] by Shutock and Dietrich, and assess their
readiness level, something evaluated in [92] by Georgiadou et al.

From our perspective, this set of capabilities and responsibilities, especially the non-
core ones, can be tapped by the organization to turn the CyberSOC into the cornerstone
over which develop real holistic cybersecurity. Although in public administration, where
outsourcing is something very common, this possibility cannot be extrapolated directly, due
to the existence of cross-functional tactical and operational teams composed by employees
and outsourced workforce.

From a cybersecurity perspective, the presence of mixed multidisciplinary in-house/
outsourced tactical and operational teams, which experience high levels of turnover every few
years, is not necessarily a problem, but it does present a challenging situation that must be
managed carefully in order to ensure effective holistic cybersecurity across the organization.

The above could be even more challenging if the CyberSOC service itself is out-
sourced, which is also a common practice in public sector and involves roles with high
cybersecurity skills, as questioned in Nugraha [94]. Although outsourcing also has advan-
tages, as mentioned in previous paragraphs, the cons are relevant in this case, according
to Ti Dun et al. [93], and several efforts have to be made to enhance the communication
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between the public entity’s manager and the provider of CyberSOC services, which is ana-
lyzed in [95] by Kokulu et al. In view of the above, we are of the opinion that one potential
disadvantage of outsourcing a CyberSOC is the loss of control over the security of the
organization’s systems and data. When a CyberSOC is managed by an external provider,
the organization loses the ability to directly oversee and manage the security measures in
place to protect its systems and data. This can make it difficult to ensure that the necessary
security protocols are being followed and can increase the risk of security breaches or other
incidents. Another disadvantage is the potential for reduced flexibility and responsiveness.
When a CyberSOC is outsourced, the organization is reliant on the external provider for
the timely detection and response to security threats. If the provider is unable to respond
quickly or effectively, this can leave the organization vulnerable to security breaches or
other incidents. Lastly, assigning an outsourced CyberSOC to prescribe cybersecurity tasks
for all of the organization’s functional areas that are also partially outsourced can lead
to conflicts and a lack of coordination between service providers. This can potentially be
challenging to resolve and can impact the organization’s cybersecurity strategy.

As previously mentioned, there are several situations in which public sector organi-
zations may need to outsource their CyberSOC services. In order for these outsourced
CyberSOCs to be able to provide cybersecurity recommendations for all of the organiza-
tion’s functional areas and support their implementation, the outsourcing public entity
must put in some effort upfront to identify the necessary capabilities of the CyberSOC and
include them as requirements in the related technical specifications. However, these public
organizations are often outsourcing their CyberSOC services due to a lack of knowledge
and skills, making it difficult for them to identify the necessary requirements. It is necessary
to simplify this process in order to ensure that the requirements for the service provider
of an outsourced CyberSOC align with the needs of the public organization to develop
effective, comprehensive cybersecurity.

2.6. Insights after Reviewing the State of the Art

After conducting a thorough review to identify the unique circumstances and issues
that prevent the achievement of effective, comprehensive cybersecurity in public sector
organizations, we found that:

• The role of tactical-operational cross-functional teams in cybersecurity management is
crucial, as they are responsible for implementing the actual cybersecurity countermea-
sures within the organization and provide the corresponding holism. There is a dearth of
research studies that examine this specific niche from a managerial standpoint, thereby
creating a void that hampers the implementation of a comprehensive cybersecurity man-
agement approach. It is imperative that such an approach be undertaken at these levels
to prevent the formation of isolated units, both within the public and private sectors;

• Currently, there is a shortage of cybersecurity professionals that is expected to continue
in the short and medium term. This shortage is particularly acute in public sector
organizations, which often have personnel capable of managing at all levels but lack
technical staff with hands-on expertise. Therefore, it is imperative to undertake certain
actions aimed at raising awareness among the cross-functional cybersecurity workforce
regarding the implications of their specific areas of expertise in the broader realm of
cybersecurity. This will enable them to become personnel who possess the necessary
expertise and managerial acumen to effectively confront the prevailing cyber threats;

• Public sector entities heavily rely on the practice of outsourcing. One of the reasons
for that is to gain access to technical staff with hands-on expertise, trying to avoid the
mentioned workforce shortage. As a result, their cross-functional tactical-operational
teams are often composed of a mix of employees and outsourced workers, which
are frequently replaced as their outsourcing contracts come to an end. It is common
for public organizations to also outsource CyberSOC services. Although outsourcing
appears to be a necessary step in many instances, it is crucial that it is executed in a
manner that ensures the service provider aligns with the cybersecurity requirements
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of the business. Specifically, it must be capable of facilitating the implementation of a
comprehensive tactical-operational cybersecurity management approach.

3. Method

The present research is driven by the real need of a public sector entity, at its own
initiative, to undertake an ambitious program to implement a tactical-operational manage-
ment model for cybersecurity, providing the required holism to tackle current cyber threats.
The mentioned organization is a Spanish public organization, which is involved in pro-
moting technology in all spheres of society. It employs approximately 300 individuals and
comprises five departments along with sixteen primary functional areas. Exploiting this
need and in mutual agreement with the involved organization, we conducted a research
project aimed at providing a series of valuable contributions not only to that organization,
but also to other public entities with similar needs.

We undertook the research employing a business analysis methodology, evaluating the
capacities of the public entity to effectively implement a comprehensive tactical-operational
cybersecurity management approach, which holds the potential to foster a substantial
transformation in the cybersecurity culture. Our study was divided into four phases
grouped in two stages:

• Stage 1. Pre-study of public sector requirements and context

o Phase 1. In this phase, after a systematic analysis of the existing literature was
carried out, the corresponding insights were analyzed and organized to detect
whether the features, requirements, and impediments to deploy a truly holistic cy-
bersecurity management model are shared by different public sector organizations
worldwide; this phase corresponds to the work described in Section 2.

o Phase 2. During this phase, a series of meetings were conducted with the partici-
pating organization to discuss the prerequisites for implementing a comprehensive
cybersecurity management model. These discussions aimed to enable the organi-
zation to assess challenges and barriers that could impede the adoption of such a
model. Additionally, the organization shared anonymously, and whenever possible,
information about other public entities it is related to, which allowed gathering
relevant insight both directly and indirectly. This phase focused on determining the
organization’s capability to fulfill the model’s requirements and identify potential
obstacles. Continuing with our work, the information retrieved in the mentioned
meetings was channelized using the Strengths, Weaknesses, Opportunities, and
Threats (SWOT) analysis technique described by Benzaghta et al. in [96] to analyze
deeply and systematically de current circumstances of the participating public entity.
We also determine at this point whether the resulting insights coincide with the
common features identified for public organizations in a wider context.

o Phase 3. At this stage, we identified a specific set of actionable strategies that we
understood as universally applicable to all public sector entities due the fact that
they share common root characteristics as determined in Phase 1 and Phase 2.
These strategies were aimed at the successful implementation of a comprehensive
tactical-operational cybersecurity management model. This model takes into
consideration the distinctive attributes of the public organizations identified in the
previous phase and we use the Threats, Opportunities, Weaknesses, and Strengths
(TOWS) matrix technique, described in Pasaribu et al. [97], to analyze the external
opportunities and threats and compare them to the organization’s strengths and
weaknesses, resulting in a set of actionable strategies. The combined use of SWOT–
TOWS analysis is common to analyze and interpret systems, especially to develop
strategies; the work of Hattangadi in [98] analyzes them together.

• Stage 2. Model development.

o Phase 4. Finally, we carried out our proposal to develop the identified strategies,
that would allow public entities to seamlessly adopt a holistic management model
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of cybersecurity, taking into account and incorporating the previously identified
peculiarities and facing the existing specific challenges of public entities. Throughout
the duration of this phase, the research team benefited from the active engagement
of the participating public entity. Their involvement enriched the solutions devised
by providing insights from the perspective of the recipient institution.

3.1. Stage 1: Pre-Study of Public Sector Requirements and Context

During this stage, encompassing all tasks within phases 1, 2, and 3, we conducted a
comprehensive preliminary study to systematically analyze the context surrounding public
sector entities. This analysis extended to the international perspective through a state-of-
the-art review and to our specific Spanish case study. The overarching objective at this stage
was to acquire an in-depth understanding of the requirements and characteristics unique to
public sector organizations, enabling them to effectively address the challenges faced by the
cross-functional cybersecurity workforce in implementing holistic cybersecurity. Armed
with this knowledge, we aimed to identify the most advantageous strategies for any model
seeking to address these challenges and seamlessly integrate with public sector entities. We
leveraged these identified strategies in the subsequent development of our proposal.

In phase 2, several meetings were held with the participating organization, aimed
at discussing the requirements that need to be met to implement a holistic cybersecurity
management model. The main purpose of these meetings was to analyze its specific context,
gathering relevant information about its strengths and weaknesses, as well as the existing
opportunities and threats in relation to the implementation of a holistic cybersecurity
model. Moreover, throughout the entire process, the participating organization provided
anonymous information concerning other similar public entities with which it had rela-
tionships, pertaining to the same aspects being analyzed in its case. As a result, the study
incorporates direct information provided by the organization itself, as well as secondary
information concerning third parties, provided by the organization but in an indirect way,
thus necessitating a more in-depth subsequent analysis. Based on these, and with the
gathered information, a SWOT analysis was conducted, which succinctly represented the
characteristics of the organization and its starting conditions to address the process of
deploying a holistic model that enables the enhancement of its cybersecurity (Table 2).

Table 2. SWOT analysis based on the information provided by the participating entity regarding its
own strengths, weaknesses, opportunities, and threats, as well as those of third-party public entities.

In
te

rn
al

Strengths Weakness

• Their personnel are highly skilled as managers;
• Have much experience in outsourcing processes and can

contract the required skilled service providers if needed;
• Can provide long term stable employment;

• They are not necessarily under the pressure of a profit
goal but driven by the vocation of public utility.

• Have difficulty to retain and develop the career of
cybersecurity personnel;

• Lack of personnel skilled in hands-on tasks;
• Their teams are often composed by in-house and

outsourced personnel;
• They are silo-based organizations where cross-domain

collaboration is difficult.

Ex
te

rn
al

Opportunities Threats

• There is an increasing interest that public organizations
enhance their cybersecurity capabilities;

• Can partner with private sector organizations to leverage
their expertise and technology to improve cybersecurity;
• Those public organizations able to offer cyber-resilient

services will be more valued;
• More funding is available for public organization to

modernize in terms of cybersecurity.

• Private sector can attract potential employees
more effectively;

• Regulations hinder to contract the same service
providers continuously;

• The number of cyber criminals seeking to target public
sector organizations is increasing;

• Cyber threats are constantly evolving, and the public sector
may struggle to keep up with the latest threats and
technologies. This can lead to a reactive approach to

cybersecurity rather than a proactive one.

Positive Negative
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From this phase, we obtained a comprehensive understanding of the organization’s
potential to implement the intended model. The positive aspects can be summarized as
a high capacity for management and expertise in outsourcing, coupled with a growing
interest and allocation of budget towards enhancing cybersecurity in the public sector. The
negative aspects primarily revolve around the public entity’s challenges in developing and
retaining technical cybersecurity talent, as well as difficulties in adapting to highly dynamic
changes or implementing a collaborative internal working system.

In conclusion of this stage, we have come to the realization that the common charac-
teristics we found in the analysis of the state of the art are also present in the participating
entity and the rest of entities we analyzed indirectly. Extensive literature exists that de-
scribes similar circumstances in public organizations worldwide. Henceforth, we possessed
sufficient confidence to perceive this situation as a widespread phenomenon within public
sector organizations aspiring to implement a comprehensive tactical-operational cybersecurity
management approach. At this point in our study, we had gathered sufficient evidence to
suggest that the participating organization exhibited similar characteristics to other public
entities worldwide in terms of their potential to implement a holistic cybersecurity manage-
ment model. This encouraged us to believe that the solution we were developing for the
participating entity could also be beneficial to other organizations with similar profiles.

Finally, in the third phase, we employed the prior analysis as an input to a TOWS
matrix with the objective of translating the insights from Phase 1 and Phase 2 into actionable
strategies. The resulting strategies were:

• Strengths and Opportunities (SO) strategies, commonly referred to as the “Maxi-Maxi
Strategy”, encompass the utilization of strengths to optimize opportunities. In a
TOWS analysis, this type of strategy is considered highly proactive and has a higher
likelihood of yielding success. In our case, the public organization could leverage its
expertise, skills, and capabilities in public procurement and outsourcing to effectively
utilize the available funding. By establishing public-private contracts, the organization
can transform itself into a resilient entity in the field of cybersecurity and provide
better and more secure public services;

• Strengths and Threats (ST) strategies, commonly referred to as the “Maxi-Mini Strat-
egy”, involve leveraging strengths to mitigate threats. In our study, by leveraging the
growing allocation of funds for cybersecurity enhancements and the heightened focus
on modernizing and fortifying public entities and services, the public organization
can seize the opportunity to engage public sector companies. This strategic move aims
to facilitate the organization’s adaptation to the dynamic, challenging, and rapidly
evolving contexts of cybersecurity and cyber threats;

• Weakness and Opportunities (WO) strategies, commonly referred to as the “Mini-Maxi
Strategy”, encompass the approach of minimizing weaknesses by capitalizing on avail-
able opportunities. In our work, the growing allocation of funds for cybersecurity
enhancements, coupled with the heightened emphasis on modernizing and fortifying
public entities and services, presents an opportunity for the public organization to utilize
outsourced personnel, augment the cybersecurity skills and career progression of its
existing employees, and establish methodological foundations to foster true holism;

• Weaknesses and Threats (WT) strategies, also recognized as the “Mini-Mini Strategy”,
are employed to minimize weaknesses and evade threats. Within a TOWS analysis,
this type of strategy is considered highly reactive/defensive and may not be as reliable
in generating success. Due to this rationale, this strategy is not deemed conducive to
steering the advancement of our proposal.

In summary, our objective in this research was to find a mechanism that would
facilitate the development of the described strategies, namely, the SO, ST, and WO strategies.
Essentially, this mechanism should be based on the outsourcing of services, leveraging
existing resources and the interest in cybersecurity within the context of public sector
entities. Its purpose would be to enhance the cybersecurity skills of various functional
areas within the organization, improve its talent retention capabilities, implement a holistic

388



Information 2023, 14, 586

model, and establish a cybersecurity management context that seamlessly orchestrates all
these elements.

3.2. Stage 2: Model Development

The second stage of our research began with the inputs from stage 1, namely, the
strategies required for a model aiming to address the challenges of deploying holistic
cybersecurity by the cross-functional cybersecurity workforce in public sector organizations.
In this specific context, the strategies previously defined were adjusted to accommodate
the unique characteristics of public entities, ensuring that the resulting model would be
well-suited to their needs.

Throughout Phase 4, we formulated our proposal to execute the strategies delineated in
the preceding stage. Following thorough deliberations, we made the strategic choice to harness
the outsourcing capabilities of public sector entities and establish a novel type of outsourced
CyberSOC. This strategic decision was aimed at bolstering the cybersecurity proficiency of
the cross-functional workforce while aligning with the specific contextual considerations,
strengths, and weaknesses unique to public sector organizations. The outcome of this phase,
as detailed in the following sections, are the results of our research: a novel concept called the
“Wide-Scope CyberSOC” along with the essential documentation and procedural elements for
its easy and efficient implementation within public sector organizations.

As mentioned, our proposal involves the utilization of an outsourced CyberSOC
service, equipped with specialized capabilities that serve as the foundation for fostering a
holistic approach to cybersecurity management within the organization. We designated
this novel CyberSOC type as “Wide-Scope CyberSOC”.

In order to materialize this Wide-Scope CyberSOC, we deemed it imperative to con-
sider several pivotal aspects, as depicted in Figure 1:
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into the organization, enabling a holistic management of cybersecurity.

• The establishment of a cybersecurity management framework that can deliver the
necessary holism at lower organizational levels is imperative. Contracting a Wide-
Scope CyberSOC to assist the organization in overcoming silos and adopting a holistic
approach would be futile if the procedural foundations to support such an extended
CyberSOC have not been put in place. Consequently, based on the reasons outlined in
Section 2.2, we opted for the CyberTOMP framework.
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• Since the Wide-Scope CyberSOC is intended to provide guidance and assistance in
designing and implementing multidisciplinary cybersecurity measures, it is essen-
tial to pre-identify the potential set of such cybersecurity actions. This enables us to
contractually demand support for each of these actions. As our proposal is based on
CyberTOMP, this set of actions is already identified within this framework. The Uni-
fied List of Expected Outcomes (ULEO) of CyberTOMP (Table 3) precisely represents a
compilation of potential cybersecurity actions. There, every unified expected outcome
is represented together with its corresponding function and category from the cyber-
security framework of National Institute of Standards and Technology (NIST). Each
expected outcome in the ULEO has its own identifier. Expected outcomes from [99] are
identified with the prefix “9D”, those from [100] are identified with the prefix “CSC”,
and the remainder are identified using the original terminology from [101]. Further-
more, the associated Implementation Groups (IGs), to which the unified expected
outcome should be applied, are determined. This enables the development of a pro-
portionate cybersecurity approach, as lower IGs define the unified expected outcomes
applicable to assets of lower criticality, while higher IGs pertain to assets with greater
criticality. Additionally, leveraging this list for our proposal allows us to utilize the
associated set of metrics concerning its implementation and the cybersecurity status
of each asset to which they are applied.

Table 3. A fragment of the ULEO, as defined in the CyberTOMP framework, included for informa-
tional purposes.

NIST Function NIST Category Unified Expected Outcome IG1 IG2 IG3

Protect PR.PT 9D-4
√ √

Protect PR.PT CSC-4.12
√

· · · · · ·
· · · · · ·
· · · · · ·

Protect PR.PT PR.PT-5
√ √ √

• It is also crucial to identify which functional area should be responsible for each of
these cybersecurity actions, ensuring that the contribution of each functional area to
overall cybersecurity enables genuine holistic cybersecurity. Furthermore, this allows
the Wide-Scope CyberSOC to focus its efforts on supporting each area in developing
specific cybersecurity actions from the perspective of its specialized field. During
our research efforts, we conducted a detailed analysis of the various functional areas
involved in cybersecurity, as defined in CyberTOMP (Table 4). We also examined the
specific scope of each cybersecurity action and established the association between
functional areas and corresponding actions in all cases, as described in [99,100,102].
The comprehensive results of our investigation can be found in Appendix A.

Table 4. Functional areas of the organization involved in holistic cybersecurity, as defined in the
reference framework used in our proposal.

Area ID Area’s Main Cybersecurity Responsibilities

FA1 In charge of the security of Internet of Things (IoT) devices.

FA2 Implementation of active defense measures, vulnerabilities management, threat hunting, Security
Information and Event Management (SIEM) operation, activities within a CyberSOC, and incident response.

FA3 Human resources preparation regarding cybersecurity threats through continuous training and its
reinforcement, as well as the design and execution of practical cybersecurity exercises
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Table 4. Cont.

Area ID Area’s Main Cybersecurity Responsibilities

FA4 Analysis of internal and external threats, exchange of threat intelligence with third parties, and
preparation and incorporation of Indicators of Compromise (IoCs).

FA5
Surveillance of the applicable regulation and its incorporation into cybersecurity. Key Performance
Indicators (KPI) monitoring, establishment of strategies, policies, standards, processes, procedures, and
corporate instructions.

FA6
Risk treatment, business continuity management, crisis management, establishing the organization’s
position regarding cyber risks, insurance contracting, risk registration, auditing, definition of groups of
risk management, and definition of those responsible and owners of the processes and assets.

FA7 Cybersecurity risk analysis, vulnerability scanning, supply chain risk identification and analysis, asset
inventory, risk monitoring, penetration testing of infrastructure, people, or information systems.

FA8
Leading the secure software development cycle, continuous integration and deployment, user experience
security, software quality, API security, identification of information flows in information systems,
management of the free software used and the static or dynamic analysis of the code.

FA9

Management, development, implementation, and verification of compliance with the standards and
regulations defined at the corporate level for cybersecurity: CIS controls [100], CIS Community Defense
Model [103], MITRE matrix [104,105], NIST framework [101] for the improvement of cybersecurity of
critical infrastructures or the family of standards ISO27000, CyberTOMP.

FA10

Management, definition, implementation, operation, prevention, etc., in relation to cryptography, key and
certificate management, encryption standards, security engineering, access controls with or without multiple
authentication factors, single sign-on, privileged access management, identity management, identity
federation, cloud security, container security, endpoint security, data protection and prevention of data leakage,
network design to prevent distributed denial of service attacks, development and secure configuration of
systems, patch and update management and the establishment of secure reference configurations.

FA11 Promote study, education and training, attendance at conferences and participation in related
professional groups, training, or certification.

FA12
Internal and external corporate communication, social networks management, marketing and the
establishment and maintenance of institutional relationship with interested third parties with whom the
organization maintains some type of contact.

• Given that the Wide-Scope CyberSOC is going to be outsourced to third parties, it is
highly advisable to establish a set of general requirements that clearly distinguish what
is being contracted as a Wide-Scope CyberSOC and not merely a technologically focused
CyberSOC. This is important because many service providers tend to offer traditional,
technology-focused CyberSOC services by default. In the context of a public entity
that has outsourced some of its workforce and has an external CyberSOC, we define a
Wide-Scope CyberSOC as a CyberSOC with the following general requirements:

o Must poses the necessary skills and capabilities to understand, design, prescribe,
advise, and monitor cybersecurity actions that can be executed by every functional
area within an organization that can contribute to the organization’s strategic
common effort, with a particular focus on those functional areas that fall outside
of the realm of computing or information technologies;

o Must be capable of positioning itself within the context of each organization’s
functional areas, and from this vantage point, be able to understand the implica-
tions (including what, how, where, when, and who) of these areas of expertise
with regards to cybersecurity. In fact, a Wide-Scope CyberSOC must be an expert
in all fields of knowledge that are relevant to cybersecurity. Not only in the most
technological ones;

o Must be aware that those functional areas that do not typically participate in cy-
bersecurity may not be conscious of the fact that they can significantly contribute
to improving the overall state of cybersecurity from within their own areas of
expertise. As such, a Wide-Scope CyberSOC must also act as a mentor to enhance
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the awareness of these functional areas and develop their cybersecurity skills
from the perspective of their areas of expertise;

o Must be able to understand the organizational context and address circumstances
where the functional areas with which it engages in cybersecurity may be partially
outsourced and frequently renewed. Its mode of operation must be adapted to
this situation in a seamless manner.

Drawing upon the characteristics of public entities that we have identified, and sup-
ported by the body of research we have examined and presented in Table 1, we have
proposed the preceding paragraphs as general requirements for public entities when en-
gaging a service provider for CyberSOC outsourcing.

This approach allows us to leverage the existing presence of an outsourced, technology-
focused CyberSOC to offer a more comprehensive perspective on cybersecurity. Simulta-
neously, it enhances the awareness of the cybersecurity workforce regarding its potential
contributions to the overall cybersecurity posture of the organization. While there may be
alternative approaches, we believe that ours takes into account factors already prevalent in
public organizations, which we have directly and indirectly analyzed in previous phases.
These factors include the widespread adoption of outsourcing, the existence of mixed
operational teams comprising both in-house and outsourced personnel, the challenges
associated with acquiring cybersecurity talent, and the imperative need to augment cyber-
security skills to address the shortage in the cybersecurity workforce, among others. In
our conception of a Wide-Scope CyberSOC, it must be proficient enough to serve as the
cybersecurity reference unit within the organization and train cross-functional personnel
applying a learning-by-doing approach, as explained in [106] by Deng et al., and also
providing mentorship and coaching as needed, following the guidelines of [107–110] by
Hamburg, Burrel, Ndueso et al., and Corradini, respectively. It is also necessary that the
outsourced Wide-Scope CyberSOC has the ability of enhancing the cybersecurity awareness
of workers, as in [65,66]. It should serve as a facilitating element that enables the continu-
ous enhancement of cybersecurity capabilities and knowledge within each functional area
involved in corporate cybersecurity, rather than solely designing and implementing these
measures firsthand.

While it is not mandatory, it is advisable for the Wide-Scope CyberSOC to be viewed
as a collective asset of the entire cross-functional cybersecurity workforce. Given that
this new CyberSOC will be more deeply involved in the daily cybersecurity activities of
various functional areas, we recommend positioning it within the organization in a way
that minimizes the potential for any functional area to perceive conflicts of interest or biases,
something identified by Monzelo and Nunes [111] or Badhwar [112], as shown in Figure 2.

• As a preliminary step before contracting the Wide-Scope CyberSOC service, it is also
essential to turn the desired multidisciplinary capabilities, skills, and knowledge into
explicit requirements for the service that any potential service provider must meet.
These requirements will enable them to effectively mentor and provide the necessary
support to the various functional areas contributing to cybersecurity. As part of
our study, we have conducted this analysis and defined the necessary prerequisites,
which can be directly incorporated into the technical specifications of the Wide-Scope
CyberSOC. The specific knowledge requirements can be found in Appendix A;

• Finally, after addressing all the relevant points explained in this section, the public
entity will be able to outsource the Wide-Scope CyberSOC service using its expertise
in public procurement. Once the service is contracted, it should be managed using the
existing procedures in the selected model, CyberTOMP. Figure 3 illustrates the specific
activities of the tactical-operational cybersecurity management process defined in
CyberTOMP, where the Wide-Scope CyberSOC should play a key role by contributing
its expertise and acting as a cohesive element among the various functional areas of
the organization. Furthermore, aside from the aforementioned aspect, which pertains
exclusively to the set of steps/tasks delineated in the CyberTOMP proposal, the
Wide-Scope CyberSOC must also undertake the activities typically associated with a
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traditional CyberSOC. These activities may encompass actions within the realms of
identify, protect, detect, respond, and recover approaches, as is customary.
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Figure 2. Here are four examples of organizational structures. In (B,C), the Wide-Scope CyberSOC
(represented by a circle) is less likely to be perceived as biased, as every functional area involved in
cybersecurity (shown in gray) that makes up the multidisciplinary cybersecurity team (enclosed by a
dashed rectangle) has direct access to it, even if they belong to different organizations. Conversely,
this is not the case in scenarios (A,D).
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3.3. Assessing the Wide-Scope CyberSOC Effect on the Deployment of Holistic Cybersecurity

The core objective of our proposal is to ease the implementation of holistic cybersecu-
rity by enhancing the capabilities of the cross-functional cybersecurity workforce, which
includes individuals from both the public and private sectors. Our aim is to empower them
to better comprehend and apply their roles, leveraging their specific expertise to contribute
effectively to the overall organizational cybersecurity strategy.

To achieve this goal, we advocate for the adoption of the innovative Wide-Scope Cy-
berSOC. It is crucial to underscore that our ultimate objective is to fortify the cybersecurity
situational awareness of the personnel involved. To this end, we believe that evaluating
and measuring the situational awareness of the cybersecurity cross-functional team over
time, post-implementation of the Wide-Scope CyberSOC within the organization, serves as
a robust means of validating the effectiveness of the Wide-Scope CyberSOC in simplifying
the deployment of holistic cybersecurity.

To facilitate this measurement, we propose the utilization of structured questionnaires
tailored to assess personnel’s situational awareness skills across four key areas, in line with
the requirements we recommend imposing on the Wide-Scope CyberSOC:

1. Grasping the holistic nature of cybersecurity and the extensive spectrum of potential,
applicable cybersecurity actions;

2. Recognizing the responsibilities associated with each functional area and appreciating
the critical importance of collective engagement in achieving the highest cybersecurity
standards;

3. Understanding the imperative need for proportional cybersecurity measures, aligned
with the criticality of assets;

4. Acknowledging that various approaches can be employed to attain the same objectives,
thus enabling the distribution of cybersecurity efforts and resources throughout the
organization to foster collaborative equilibrium.

Given that situational awareness training is inherently an ongoing process, it may
take a substantial amount of time before conclusive results are obtained. Nevertheless,
successive measurements should exhibit an upward trend in these skills among the cross-
functional cybersecurity workforce.

4. Results and Discussion

The current research project addresses a genuine need of a Public Sector entity engaged
in defining and implementing a holistic cybersecurity management model: the necessity to
attain a comprehensive level of cybersecurity awareness among their personnel. With the
collaboration of this organization, we undertook this work with the intention of ensuring
that the outcomes, tools, and elements developed could also be applicable to other public
sector entities. Our motivation lies not only in a sense of public service but also in the
potential for collaboration and further evolution of the proposal.

To ensure this, we conducted our work adhering to the standard formal or semi-formal
methods as described: We conducted an analysis of a relevant set of research works found
in the current literature. Our goal was to identify requirements stemming from one of
our previous studies and the need emerging from its applicability to a public sector entity.
Subsequently, through interviews and work sessions, we assessed the entity’s situation
and specific characteristics regarding the adoption of a holistic model for cybersecurity
management. Concurrently, we indirectly gathered information on similar characteristics
in other public organizations from the same organization. We employed SWOT analysis
technique, to systematically organize and categorize these attributes, to confirm these
characteristics were similar to the common ones, we analyzed scrutinizing the international
literature. This was crucial to develop a proposal applicable to all public organizations,
not just the study participant. The outcome confirmed shared characteristics, and for that
reason, we assumed they share a common scenario and could benefit from our proposal.
Using a TOWS analysis technique, we identified successful strategies, guiding a coherent
approach in our proposal’s design. To implement the identified strategies, and taking into
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account the features of public sector organizations, we designed an extended-capabilities
CyberSOC that facilitates the adoption of the holistic model tactically and operationally by
increasing the holistic cybersecurity awareness level of the cybersecurity workforce.

To the best of our knowledge, and after extensive periods of research, we have not
encountered a study that addresses the development of holistic cybersecurity capabilities at
the lower levels of the organization while also considering the specificities of public sector
entities and their operational methods. Our proposal specifically targets this gap within
public organizations.

As a contribution resulting from this study, we coined the new concept, “Wide-Scope
CyberSOC”, which defines such a CyberSOC with extended capabilities. This CyberSOC
can be easily outsourced, thanks to our identification of a well-structured, common, and
multidisciplinary set of cybersecurity actions that has been also associated with each
organization’s functional area involved in cybersecurity. We then transformed this set into
directly applicable requirements when drafting technical specifications for the procurement
of such services. As a result of this process, the outsourced Wide-Scope CyberSOC is
managed and evaluated consistently, seamlessly integrated into a specific framework for
the holistic, tactical-operational management of cybersecurity. These contributions can be
found, summarized, and organized, in Appendix A.

The Wide-Scope CyberSOC will be capable of actively participating in and facilitating
the tactical-operational cybersecurity team in various activities. These activities include
identifying cybersecurity requirements, breaking down business assets, identifying func-
tional areas involved in their cybersecurity, analyzing the cyber threat landscape, and
adapting the organization accordingly. Additionally, the CyberSOC will be instrumental in
designing and implementing cross-functional cybersecurity measures. This empowered
CyberSOC will serve as a cornerstone, expediting the adoption of a multidisciplinary
approach to cybersecurity management within the public organization.

As part of our study, in cooperation with the participating public entity, we have designed
its first Wide-Scope CyberSOC. It underwent a public tender process, with various security
service providers submitting their offers. The organization has since implemented and is
currently managing its first Wide-Scope CyberSOC based on the guidelines outlined in this
study. In the meanwhile, we are assessing the effect of introducing the Wide-Scope CyberSOC
in this public sector organization following the method described in Section 3.3. Initial
measurements show promise, but further data collection and maturation are required before
presenting the results to the general public, which will take a considerable amount of time.

We devoted a substantial amount of effort to carefully plan our research approach,
ensuring that the results would not only be beneficial for the participating public organiza-
tion, but also applicable to other public sector organizations internationally. While we are
confident that it aligns well with the Spanish case study, we conducted and took the neces-
sary precautions to facilitate its applicability to a broader range of public organizations,
and we acknowledge that no research is immune to the possibility of unintentional biases
or errors. We have identified two potential areas where these unlikely events could occur:

• The generalization process in our research was built upon the presence of common
features and circumstances identified in the global literature pertaining to public
sector organizations, along with the parallel existence of these same insights within
the public organization participating in our study. This alignment allowed us to
establish a connection that led us to recognize that the insights from our case study are
applicable to other public organizations worldwide. To ensure the reliability of our
approach, we deliberately selected a comprehensive array of research works for the
analysis of current literature concerning public sector organizations. This approach
was taken specifically to reduce the risk of selecting only a few sources that might not
accurately represent these public organizations. Nonetheless, despite our efforts, there
is a slight possibility that our selection of research works may have been influenced by
unconscious bias;
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• On the other hand, we have introduced a method to evaluate the effectiveness of our
proposal, which we are currently applying to the participating organization in our
study. The initial results appear promising, but they require extended assessment
over time to thoroughly ascertain the model’s benefits. Furthermore, since this is a
generalization based on a single case study, the only application thus far has been the
one conducted as part of our research. Additional applications will offer valuable data
to refine our proposal if necessary.

While we have not identified any of the situations mentioned, and despite our vigilance
and awareness, we acknowledge that these could be two points where additional checks could
be beneficial to strengthen our work. Therefore, we encourage third parties to independently
analyze the generalization process we conducted and implement the model in other public
organizations to verify the results or propose enhancements that contribute to the body of
knowledge related to holistic cybersecurity management in public sector organizations.

5. Conclusions and Future Work

As highlighted in the introduction, organizations across various sectors, both public
and private, are becoming increasingly reliant on cyberspace, a realm beyond complete
control, rendering them susceptible to dynamic cyber threats. This vulnerability exposes
organizations to potential risks, including business disruptions and sensitive data breaches.
For public entities, such risks translate into an inability to deliver essential public services
and a failure to safeguard citizens’ data and privacy. To address this challenge effectively,
an enhanced cybersecurity awareness among the cybersecurity workforce is essential. We
have identified common characteristics among public sector organizations, enabling us to
propose a comprehensive solution that equips them to navigate cyberspace securely. Our
proposal introduces a novel outsourced CyberSOC, the Wide-Scope CyberSOC, designed to
facilitate the development of holistic cybersecurity skills within the workforce and stream-
line holistic cybersecurity management in public sector organizations. This work offers
a valuable framework applicable to any public entity, particularly those heavily engaged
in digital citizen services, where the exposure to the expanding cyber threats landscape
is significant. Additionally, we have outlined the comprehensive set of requirements that
public organizations should request from Wide-Scope CyberSOC service providers to en-
sure the fulfillment of necessary functionalities. As part of future work, we are exploring
the development of specific tools to simplify the operations of Wide-Scope CyberSOCs and
enhance the holistic cybersecurity awareness of cross-functional cybersecurity teams.
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Appendix A

Table A1. Knowledge Requirements to Contract Wide-Scope CyberSOC Services.

NIST
Function

NIST
Category

Unified
Expected
Outcome

IG1 IG2 IG3 Main Area ID
Knowledge Requirement: “The Wide-Scope
CyberSOC must be Skilled to Help
Cross-Functional Teams in. . .”

Identify ID.AM CSC-1.1
√ √ √

FA7
Establishing and maintaining a detailed
enterprise asset inventory with the potential to
store or process data.

Identify ID.AM CSC-12.4
√ √

FA10 Establishing and maintaining
architecture diagrams.

Identify ID.AM CSC-14.1
√ √ √

FA3 Establishing and maintaining a security
awareness program.

Identify ID.AM CSC-2.2
√ √ √

FA8 Ensuring that only authorized, supported
software is used.

Identify ID.AM CSC-3.1
√ √ √

FA5 Establishing and maintaining a process for
data management

Identify ID.AM CSC-3.2
√ √ √

FA10 Establishing and maintaining a data inventory.

Identify ID.AM CSC-3.6
√ √ √

FA10 Identifying data on end-user devices that has
encryption requirements.

Identify ID.AM CSC-3.7
√ √

FA9 Establishing and maintaining a data
classification scheme

Identify ID.AM ID.AM-1
√ √ √

FA7 Establishing and maintaining detailed
inventory of physical devices and systems.

Identify ID.AM ID.AM-2
√ √ √

FA8 Inventorying all software platforms and
applications within the organization.

Identify ID.AM ID.AM-3
√ √

FA8 Mapping organizational communication and
data flows.

Identify ID.BE 9D-1
√ √

FA7 Analyzing the business environment to
determine potential ways of deterring attacks.

Identify ID.BE ID.BE-1
√

FA6 Identifying and communicating the
organization’s role in the supply chain.

Identify ID.BE ID.BE-2
√

FA6
Identifying and communicating the
organization’s place in critical infrastructure
and its industry sector.

Identify ID.BE ID.BE-3
√

FA5
Establishing and communicating priorities
for organizational mission, objectives,
and activities.

Identify ID.BE ID.BE-4
√

FA5 Establishing dependencies and critical
functions for delivery of critical services.

Identify ID.BE ID.BE-5
√

FA5
Establishing resilience requirements to
support delivery of critical services for all
operating states.

Identify ID.GV CSC-17.4
√ √

FA5 Establishing, maintaining an incident
response process.

Identify ID.GV ID.GV-1
√ √ √

FA5 Establishing and communicating
organizational cybersecurity policy.

Identify ID.GV ID.GV-2
√ √

FA9
Coordinating and aligning cybersecurity roles
and responsibilities with internal roles and
external partners.

Identify ID.GV ID.GV-3
√

FA5
Understanding and managing legal
and regulatory requirements
regarding cybersecurity.
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Table A1. Cont.

NIST
Function

NIST
Category

Unified
Expected
Outcome

IG1 IG2 IG3 Main Area ID
Knowledge Requirement: “The Wide-Scope
CyberSOC must be Skilled to Help
Cross-Functional Teams in. . .”

Identify ID.GV ID.GV-4
√

FA5 Ensuring governance and risk management
processes address cybersecurity risks.

Identify ID.RA 9D-1
√ √

FA7
Ensuring that the organization understands
the risk of vulnerabilities and the necessity of
deterring their exploitation.

Identify ID.RA CSC-18.2
√ √

FA7 Conducting periodic external penetration tests in
order to enhance understanding of cyber risks.

Identify ID.RA CSC-18.5
√

FA7 Conducting periodic internal penetration tests in
order to enhance understanding of cyber risks.

Identify ID.RA CSC-3.7
√ √

FA9 Assessing the current validity of the data
classification scheme in relation to existing risks.

Identify ID.RA ID.RA-1
√ √ √

FA7 Identifying and documenting
assets vulnerabilities.

Identify ID.RA ID.RA-2
√

FA4 Ensuring cyber threat intelligence is received
from information sharing forums and sources.

Identify ID.RA ID.RA-3
√

FA4 Identifying and document threats, both
internal and external.

Identify ID.RA ID.RA-4
√

FA6 Identifying potential business impacts
and likelihoods.

Identify ID.RA ID.RA-6
√

FA6 Identifying and prioritizing risk responses.

Identify ID.RM 9D-8
√ √

FA2
Comprehending the potential risks that
necessitate redirecting attackers to
alternative targets.

Identify ID.RM ID.RM-1
√

FA6
Ensuring risk management processes are
established, managed, and agreed to by
organizational stakeholders.

Identify ID.RM ID.RM-2
√

FA6 Determining and clearly expressing
organizational risk tolerance.

Identify ID.RM ID.RM-3
√

FA6
Informing the organization’s risk tolerance by
its role in critical infrastructure and sector
specific risk analysis.

Identify ID.SC ID.SC-1
√ √

FA5
Identifying, establishing, assessing, and
managing cyber supply chain risk
management processes.

Identify ID.SC ID.SC-2
√ √ √

FA5

Identifying, prioritizing, and assessing third
party partners of information systems,
components, and services, using a cybersecurity
supply chain risk assessment process.

Identify ID.SC ID.SC-3
√ √

FA9

Ensuring contracts with suppliers and
third-party are designed to meet the goals of
an organization’s cybersecurity program and
cybersecurity supply chain management plan.

Identify ID.SC ID.SC-4
√

FA6
Auditing, testing, and evaluating suppliers
and third-party partners to confirm they are
meeting their contractual obligations.

Identify ID.SC ID.SC-5
√ √ √

FA9
Conducting response and recovery
planning and testing with suppliers and
third-party providers.

Protect PR.AC CSC-12.5
√ √

FA10 Centralizing network authentication,
authorization, and auditing.
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Table A1. Cont.

NIST
Function

NIST
Category

Unified
Expected
Outcome

IG1 IG2 IG3 Main Area ID
Knowledge Requirement: “The Wide-Scope
CyberSOC must be Skilled to Help
Cross-Functional Teams in. . .”

Protect PR.AC CSC-12.6
√ √

FA10 Employing secure network management and
communication protocols.

Protect PR.AC CSC-13.4
√ √

FA10 Conducting traffic filtering between
network segments

Protect PR.AC CSC-4.7
√ √ √

FA10 Managing default accounts on enterprise
assets and software.

Protect PR.AC CSC-5.2
√ √ √

FA10 Using unique passwords for all enterprise assets.

Protect PR.AC CSC-5.6
√ √

FA10 Centralizing account management.

Protect PR.AC CSC-6.8
√

FA10 Deploying and maintaining Role-Based Access
Control (RBAC)

Protect PR.AC PR.AC-1
√ √ √

FA10
Ensuring identities and credentials are issued,
managed, verified, revoked, and audited for
authorized devices, users, and processes.

Protect PR.AC PR.AC-2
√

FA7 Ensuring physical access to assets is managed
and protected.

Protect PR.AC PR.AC-3
√ √ √

FA10 Ensuring remote access is managed.

Protect PR.AC PR.AC-4
√ √ √

FA10
Ensuring access permissions and authorizations
are managed, incorporating the principles of
least privilege and separation of duties.

Protect PR.AC PR.AC-5
√ √ √

FA10 Ensuring network integrity is protected.

Protect PR.AC PR.AC-6
√

FA10 Ensuring identities are proofed and bound to
credentials and asserted in interactions.

Protect PR.AC PR.AC-7
√ √ √

FA10
Ensuring users, devices, and other assets are
authenticated commensurate with the risk of
the transaction.

Protect PR.AT CSC-14.9
√ √

FA3 Conducting role-specific security awareness
and skills training.

Protect PR.AT CSC-15.4
√ √

FA5 Ensuring service provider contracts include
security requirements.

Protect PR.AT PR.AT-1
√ √ √

FA3 Ensuring all users are informed and trained.

Protect PR.AT PR.AT-2
√ √

FA3 Ensuring privileged users understand their
roles and responsibilities.

Protect PR.DS 9D-6
√

FA8 Dispersing protective measures throughout
the payload to safeguard the data.

Protect PR.DS CSC-3.4
√ √ √

FA10 Enforcing data retention in accordance with
the risk strategy.

Protect PR.DS PR.DS-1
√ √

FA10 Ensuring data-at-rest is protected.

Protect PR.DS PR.DS-2
√ √

FA10 Ensuring data-in-transit is protected.

Protect PR.DS PR.DS-3
√ √ √

FA10
Ensuring assets are formally managed
throughout removal, transfers, and
disposition.

Protect PR.DS PR.DS-4
√

FA10 Adjusting capacity to ensure availability
is maintained.

Protect PR.DS PR.DS-5
√

FA10 Ensuring protections against data leaks
are implemented.

Protect PR.DS PR.DS-6
√ √

FA10
Ensuring integrity checking mechanisms are
used to verify software, firmware, and
information integrity.
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Table A1. Cont.

NIST
Function

NIST
Category

Unified
Expected
Outcome

IG1 IG2 IG3 Main Area ID
Knowledge Requirement: “The Wide-Scope
CyberSOC must be Skilled to Help
Cross-Functional Teams in. . .”

Protect PR.DS PR.DS-7
√ √

FA10
Ensuring the development and testing
environment(s) are separate from the
production environment.

Protect PR.DS PR.DS-8
√

FA10 Ensuring integrity checking mechanisms are
used to verify hardware integrity.

Protect PR.IP 9D-3
√ √

FA2
Enhancing the difficulty of accessing
the protected information beyond the
attacker’s skills.

Protect PR.IP 9D-5
√ √

FA2
Investigating the threat in depth in order to
prevent access to protected information using
a multi-layered approach.

Protect PR.IP 9D-8
√ √

FA2 Implementing measures to divert attackers in
order to protect the information.

Protect PR.IP 9D-9
√ √ √

FA2
Implementing measures in depth that become
increasingly challenging and less visible as
they approach the asset.

Protect PR.IP CSC-11.1
√ √ √

FA10 Establishing and maintaining a process for
data recovery.

Protect PR.IP CSC-16.1
√ √

FA8 Establishing and maintaining a secure
application development process.

Protect PR.IP CSC-16.14
√

FA4 Undertaking comprehensive threat modelling.

Protect PR.IP CSC-18.4
√

FA7
Validating the security measures deployed to
protect information following each
penetration test.

Protect PR.IP CSC-2.5
√ √

FA5 Creating an allow list of authorized software
in order to protect information.

Protect PR.IP CSC-2.6
√ √

FA5 Creating an allow list of authorized libraries in
order to protect information.

Protect PR.IP CSC-2.7
√

FA5 Creating an allow list of authorized scripts in
order to protect information.

Protect PR.IP CSC-4.3
√ √ √

FA10 Configuring automatic session locking on
enterprise assets to protect the information.

Protect PR.IP PR.IP-1
√ √ √

FA5

Ensuring a baseline configuration of
information technology/industrial control
systems is created and maintained
incorporating security principles.

Protect PR.IP PR.IP-10
√ √

FA5 Ensuring response and recovery plans are tested.

Protect PR.IP PR.IP-11
√ √ √

FA11 Incorporating cybersecurity into human
resources practices for information handling.

Protect PR.IP PR.IP-12
√ √

FA7 Developing and implementing a vulnerability
management plan.

Protect PR.IP PR.IP-2
√ √

FA10 Implementing a system development life cycle
to manage systems.

Protect PR.IP PR.IP-3
√

FA5 Designing a configuration change
control process.

Protect PR.IP PR.IP-4
√ √ √

FA10 Ensuring backups of information are
conducted, maintained, and tested.

Protect PR.IP PR.IP-5
√

FA5
Ensuring policy and regulations regarding the
physical operating environment for
organizational assets are met.
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NIST
Function

NIST
Category

Unified
Expected
Outcome

IG1 IG2 IG3 Main Area ID
Knowledge Requirement: “The Wide-Scope
CyberSOC must be Skilled to Help
Cross-Functional Teams in. . .”

Protect PR.IP PR.IP-6
√ √ √

FA10 Ensuring data is destroyed according to policy.

Protect PR.IP PR.IP-7
√ √

FA5 Ensuring protection processes are improved.

Protect PR.IP PR.IP-8
√

FA2 Ensuring effectiveness of protection
technologies is shared.

Protect PR.IP PR.IP-9
√ √ √

FA5 Ensuring response plans and recovery plans
are in place and managed.

Protect PR.MA 9D-5
√ √

FA2 Conducting maintenance activities on all
layers of the asset.

Protect PR.MA 9D-9
√ √

FA2 Carrying out maintenance tasks to ensure
depth of defense.

Protect PR.MA CSC-12.1
√ √ √

FA10 Carrying out maintenance to ensure the
network infrastructure is up to date.

Protect PR.MA CSC-12.3
√ √

FA10 Managing the network infrastructure with a
security-oriented approach.

Protect PR.MA CSC-13.5
√ √

FA10

Carrying out maintenance actions to
ensure assets remotely connecting to
enterprise resources comply with the
organization’s requirements.

Protect PR.MA CSC-16.13
√

FA2 Performing root cause analysis on
security vulnerabilities.

Protect PR.MA CSC-18.3
√ √

FA10 Remediating penetration test findings.

Protect PR.MA CSC-4.2
√ √ √

FA5
Carrying out tasks to securely configure the
network infrastructure in accordance with
established processes.

Protect PR.MA CSC-4.6
√ √ √

FA10 Carrying out security maintenance tasks on
enterprise assets and software.

Protect PR.MA CSC-4.8
√ √

FA10 Uninstalling or disabling unnecessary services
on enterprise assets and software.

Protect PR.MA CSC-4.9
√ √

FA10 Configuring trusted DNS servers on
enterprise assets.

Protect PR.MA CSC-7.3
√ √ √

FA10 Performing automated operating system
patch management.

Protect PR.MA CSC-8.1
√ √ √

FA5 Establishing and maintaining an audit log
management process.

Protect PR.MA CSC-8.10
√ √

FA10 Retaining audit logs.

Protect PR.MA CSC-8.3
√ √ √

FA10 Ensuring adequate audit log storage.

Protect PR.MA CSC-8.9
√ √

FA10 Centralizing audit log collection and retention.

Protect PR.MA PR.MA-1
√

FA10
Ensuring maintenance and repair of
organizational assets are performed and
logged, with approved and controlled tools.

Protect PR.PT 9D-4
√ √

FA2 Implementing differentiated protections to
address each threat specifically.

Protect PR.PT 9D-7
√

FA2 Employing decoys to distract attackers.

Protect PR.PT CSC-4.12
√

FA10 Separating enterprise workspaces on mobile
end-user devices

Protect PR.PT CSC-4.4
√ √ √

FA10 Implementing and managing a firewall
on servers
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NIST
Function

NIST
Category

Unified
Expected
Outcome

IG1 IG2 IG3 Main Area ID
Knowledge Requirement: “The Wide-Scope
CyberSOC must be Skilled to Help
Cross-Functional Teams in. . .”

Protect PR.PT CSC-4.5
√ √ √

FA10 Implementing and managing a firewall on
end-user devices

Protect PR.PT CSC-9.5
√ √

FA10 Implementing DMARC.

Protect PR.PT PR.PT-1
√ √ √

FA10
Ensuring audit/log records are determined,
documented, implemented, and reviewed in
accordance with policy.

Protect PR.PT PR.PT-2
√ √ √

FA10 Ensuring removable media is protected and its
use restricted according to policy.

Protect PR.PT PR.PT-3
√

FA10
Ensuring the principle of least functionality is
incorporated by configuring systems to
provide only essential capabilities.

Protect PR.PT PR.PT-4
√

FA10 Ensuring communications and control
networks are protected.

Protect PR.PT PR.PT-5
√ √ √

FA10
Ensuring mechanisms are implemented to
achieve resilience requirements in normal and
adverse situations.

Detect DA.AE CSC-8.12
√

FA10 Collecting service provider logs to
detect anomalies.

Detect DA.AE DE.AE-1
√ √

FA10
Establishing and maintaining a baseline of
operations and expected data flows for users
and systems.

Detect DA.AE DE.AE-2
√ √

FA2 Analyzing detected events to understand
attack targets and methods.

Detect DA.AE DE.AE-3
√ √ √

FA2 Collecting and correlating event data
correlated from multiple sources and sensors.

Detect DA.AE DE.AE-4
√

FA2 Determining impact of events.

Detect DA.AE DE.AE-5
√

FA2 Establishing incident alert thresholds.

Detect DE.CM CSC-13.1
√ √

FA2 Centralizing security event alerting

Detect DE.CM CSC-13.5
√ √

FA10 Monitoring access control for assets remotely
connecting to enterprise resources.

Detect DE.CM CSC-3.14
√

FA10 Logging access to sensitive data.

Detect DE.CM DE.CM-1
√ √

FA2 Ensuring the network is monitored to detect
potential cybersecurity events.

Detect DE.CM DE.CM-2
√

FA1 Ensuring the physical environment is monitored
to detect potential cybersecurity events.

Detect DE.CM DE.CM-3
√

FA10 Ensuring personnel activity is monitored to
detect potential cybersecurity events.

Detect DE.CM DE.CM-4
√ √ √

FA2 Detecting malicious code.

Detect DE.CM DE.CM-5
√

FA2 Detecting unauthorized mobile code.

Detect DE.CM DE.CM-6
√

FA2 Monitoring external service provider activity
to detect potential cybersecurity events.

Detect DE.CM DE.CM-7
√ √ √

FA2 Monitoring for unauthorized personnel,
connections, devices, and software.

Detect DE.CM DE.CM-8
√ √

FA7 Conducting periodic vulnerability scans

Detect DE.DP CSC-17.1
√ √ √

FA5 Designating personnel, including key and
backup, to manage incident handling.
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Detect DE.DP CSC-17.4
√ √

FA5 Testing the incident response process to ensure
it includes awareness of anomalous events.

Detect DE.DP CSC-17.5
√ √

FA5 Assigning key cross-functional roles and
responsibilities in relation to incident response.

Detect DE.DP DE.DP-2
√

FA2 Ensuring detection activities comply with all
applicable requirements.

Detect DE.DP DE.DP-3
√

FA10 Testing detection processes.

Detect DE.DP DE.DP-5
√

FA5 Continuously improving detection processes.

Respond RS.AN CSC-17.9
√

FA5 Establishing and maintaining security incident
thresholds to ensure effective response.

Respond RS.AN RS.AN-1
√ √

FA2 Ensuring notifications from detection systems
are investigated.

Respond RS.AN RS.AN-2
√

FA2 Ensuring the impact of the incident
is understood.

Respond RS.AN RS.AN-3
√

FA2 Ensuring forensics are performed.

Respond RS.AN RS.AN-5
√ √

FA5

Ensuring processes are established to receive,
analyze, and respond to vulnerabilities
disclosed to the organization from internal
and external sources.

Respond RS.CO CSC-17.4
√ √ √

FA5 Communicating the incident response process.

Respond RS.CO CSC-17.5
√ √

FA5 Communicating key cross-functional roles and
responsibilities in relation to incident response.

Respond RS.CO RS.CO-5
√

FA4
Ensuring voluntary information sharing
occurs with external stakeholders to achieve
broader cybersecurity situational awareness.

Respond RS.IM RS.IM-1
√ √

FA5 Ensuring response plans incorporate
lessons learned.

Respond RS.IM RS.IM-2
√ √

FA5 Response strategies are updated.

Respond RS.MI CSC-1.2
√ √ √

FA10 Ensuring that a process is in place to address
unauthorized assets.

Respond RS.MI CSC-4.10
√ √

FA10 Enforcing remote wipe capability on portable
end-user devices

Respond RS.MI CSC-7.7
√ √

FA10 Remediating detected vulnerabilities
and weakness.

Respond RS.MI RS.MI-1
√

FA2 Containing incidents.

Respond RS.MI RS.MI-2
√

FA2 Mitigating incidents.

Respond RS.MI RS.MI-3
√

FA2 Mitigating newly identified vulnerabilities or
documenting them as accepted risks.

Respond RS.RP CSC-17.6
√ √

FA5 Defining mechanisms for communicating
during incident response.

Respond RS.RP RS.RP-1
√

FA2 Ensuring a response plan is executed during
or after an incident.

Recover RC.CO RC.CO-1
√

FA12 Managing public relations.

Recover RC.CO RC.CO-2
√

FA12 Repairing the reputation after an incident.

Recover RC.CO RC.CO-3
√

FA12
Communicating recovery activities to internal
and external stakeholders as well as executive
and management teams.
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Recover RC.IM RC.IM-1
√

FA5 Ensuring recovery plans incorporate
lessons learned.

Recover RC.IM RC.IM-2
√

FA5 Ensuring recovery strategies are updated.

Recover RC.RP RC.RP-1
√

FA2 Ensuring a recovery plan is executed during
or after a cybersecurity incident.
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Abstract: Deceptive online content represents a potentially severe threat to society. This content
has shown to have the capability to manipulate individuals’ beliefs, voting and activities. It is a
demonstrably effective way for foreign adversaries to create domestic strife in open societies. It is also,
by virtue of the magnitude of content, very difficult to combat. Solutions ranging from censorship to
inaction have been proposed. One solution that has been suggested is labeling content to indicate its
accuracy or characteristics. This would provide an indication or even warning regarding content that
may be deceptive in nature, helping content consumers make informed decisions. If successful, this
approach would avoid limitations on content creators’ freedom of speech while also mitigating the
problems caused by deceptive content. To determine whether this approach could be effective, this
paper presents the results of a national survey aimed at understanding how content labeling impacts
online content consumption decision making. To ascertain the impact of potential labeling techniques
on different portions of the population, it analyzes labels’ efficacy in terms of income level, political
party affiliation and online usage time. This, thus, facilitates determining whether the labeling may
be effective and also aids in understating whether its effectiveness may vary by demographic group.

Keywords: online content labeling; fake news; trust; income level; party affiliation; online time

1. Introduction

Deceptive online content in the form of misinformation, mal-information, and disin-
formation, which is commonly referred to as “fake news”, is a growing problem [1]. Each
form of fake news shares a commonality of including inaccurate, incomplete, or misleading
information posing as accurate news. Misinformation includes falsehoods that were not
necessarily created with the intention to misinform. Disinformation, by contrast, is false
information created to intentionally deceive. Mal-information, similarly, is created with the
intention of deception, but it uses selective facts while omitting important details in order
to form the deception. Fake news is sometimes targeted at specific demographic groups
to enhance and target its effect. Tong et al. [2] contend that some current uses actually
represent a “weaponization of fake news”.

Fake news has been blamed for election interference in multiple countries world-
wide [1] and was identified as a driving force in the United Kingdom’s departure from
the European Union [3]. Allegations of its use as part of foreign influence campaigns [4]
abound. The problem is so pronounced that Lee [5] labeled it a “sinister force” that threatens
democracy itself.

Due to the magnitude and impact of the problem, a variety of potential solutions have
been proposed. These have included restricting internet access [6], content filtering [7], and
detecting and removing content [8]. Problematically, little consensus on which standards
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should be used for these exists. It is also likely that these techniques would run afoul
of many democracies’ speech freedom protections. Another possible solution, content
labeling [9], has been proposed. Unlike the earlier solutions, labeling does not prevent (or
remove) speech. Instead, it provides additional information as context and, in some cases,
warns information consumers about particularly problematic content.

While content labeling does not have the speech restriction issues of other techniques,
it also does not prevent access to the content. Thus, its effectiveness as a solution to the
issues of fake news’ spread and impact depend on the impact of labeling on consumers’
consumption decisions and post-consumption activities.

This paper aimed to determine what the impact of different label types will be on these
behaviors. It presents and analyzes the results of a national survey in the United States on
consumers’ preferences and their beliefs regarding the effectiveness of different labeling
approaches. From these results, this paper drew conclusions regarding the effectiveness
of content labeling. The impact and effectiveness were analyzed based on respondents’
income levels, political party affiliations and online usage time to ascertain whether labels’
impact would be fairly consistent across the population or whether its effectiveness would
differ by group. This data will inform the development and prospective deployment of a
content labeling system. In addition to suggesting whether it will be effective overall, it
also facilitates determining whether targeted training and other roll-out activities would
be needed to encourage system adoption and use and to improve its effectiveness among
various demographic groups.

This paper continues with a review of prior work in Section 2. Section 3 presents
an overview of the survey administration process and demographic details about the
respondents. Sections 4–6 present and analyze data on several different types of labeling.
Then, Section 7 assesses the implications of the data presented in the previous three sections.
Finally, Section 8 presents the key conclusions of the paper and discusses needed areas of
future work.

2. Background

This section presents prior work in several areas that provide a foundation upon
which the current work draws. First, prior work related to fake news and deceptive online
content is presented. Next, content labeling in other areas is discussed. Finally, prior work
on online content labeling is reviewed.

2.1. Fake News and Deceptive Content Online

Early “fake news” referred to satirical content that viewers and readers knew was
false and comedic [10]. This content, while having similarities to news in formatting, was
not designed to fool people (though it occasionally did [11]). In the mid-2010s, though, the
use of the term changed and deliberately deceptive—often political—content, designed
to manipulate readers grew in prevalence on the Internet [12]. By 2016, deceptive content
fake news had become a notable part of the online news content. In the United States,
approximately 6% of all news content was fake during the presidential election [13], and it
is estimated that each American had, on average, consumed one to three fake articles [14].
In the United Kingdom, fake content was helping to drive the Brexit movement [3,4]. On
Twitter, Bovet and Makse [15] calculated that 25% of tweets during this period were “fake
or extremely biased news”. Cunha et al. [1] showed that this extended well beyond the
United States and the United Kingdom to at least 20 other countries.

Beyond the effects on elections, the societal impacts are pronounced. The impact of
fake news content on youth is one area of concern. College students surveyed indicated
that they expected news on social media to be inaccurate [16]; however, 18–29 year olds
generally use social media more frequently than other age groups and trust those sources
more than average [16,17].

Fake news causes actual harm. It has been identified as confusing the public [18]
and was even involved in starting an armed standoff [19]. It has also been blamed for
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circulating damaging health-related information [20]. In response to these issues, a variety
of techniques have been developed for mitigating its efficacy and spread. This has led
to the development of a number of attempted detection methods with various degrees
of success [21]. Tandoc, Lim and Ling [22] even went so far as to develop a classification
scheme for fake news content.

While both automated and manual labeling can be performed, a key challenge is how
to present the results of this labeling to the prospective reader to maximize its notability
and safety impact. Several types of labeling have been proposed [23] as a technique to
mitigate deceptive content while not infringing upon content creators’ speech rights.

2.2. Content Labeling for Other Applications

Product warning labels, such as those displayed on alcohol and tobacco products,
are designed to promote public health. The goal of a warning label in this space is to
limit consumption of the product, either by the entire target market or by a vulnerable
subgroup. Tobacco product warning labels have a low cost of implementation, but they
have been shown to be highly effective at communicating the dangers of tobacco and
discouraging young people from taking up the habit [24]. While tobacco companies have
shown willingness to implement warning labels of a sort, they have fought strongly against
implementation of the most effective forms of warning labels. Current cigarette packaging
regulations in the United States date back to 1984 [25] and carry only a text-based Surgeon
General’s warning [26], using one of four required statements [27].

Graphic health warning labels (containing images such as lungs afflicted with cancer)
have been shown to have a great deal more impact than simple text warnings; however,
their adoption has been slow. Initially, the FDA proposed “graphic” labels [28], such as
those shown in Figure 1, which the tobacco industry contended [29] forced “cigarette
makers to display government anti-smoking advocacy more prominently than their own
branding”. The requirement to use this packaging was not upheld by the courts [29,30], as
it was found to violate the First Amendment [31].
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In 2019, the FDA proposed new labels which were “based on–and within the limits
of–both science and the law” [31]. These labels, shown in Figure 2, were planned to launch
in June of 2021; however, they have been delayed at least seven times and are currently
planned to be required as of 9 April 2023 [33].
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Websites that present intentional news-style misinformation may be uninterested in
self-regulation and, similar to cigarette manufacturers, may be resistant to industry and
government labeling requirements that deter users from visiting their sites, reading the
misinformation and producing ideological goals [35] or generating advertising revenue [36].
In the case of tobacco, efforts to implement graphic health warning labels have been
successful in some nations through government regulation. In New Zealand, the Smoke-
Free Environments Regulations of 1999 required that tobacco products include graphic
health warnings. This legislation faced legal challenges by the tobacco industry, just as
similar legislation has in the United States, but ultimately it was adopted and enjoyed
strong public support [37].

Online content labeling may be more legally problematic than cigarette labeling, if
required by a government. As previously noted, a federal court prevented the FDA from
requiring its 2011 graphic health cigarette warnings due to the presence of free speech
concerns [31]. Notably, the cigarette manufacturers were not trying to engage in pure
speech but instead speech related to selling their product (which has been held, in some
cases, to be less protected [38]). Even with this lower standard of projection than online
content would likely enjoy, the labeling requirement was proscribed.

In the United States, thus, labeling may be most effectively implemented by industry
self-regulation or collaborative industry–government cooperation. A variety of examples
of effective content regulation, developed by or in conjunction with relevant industries,
exist. The MPAA movie and V-Chip television ratings [39–41] and explicit lyric warning
labels [42] for music are several such examples. In the case of anti-piracy warnings, the US
Federal Bureau of Investigation created a voluntary program that allows content creators
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to warn consumers about the legal risks of piracy activities [43]. Arguably, in this case, the
interests of the content producers were well aligned with the agency’s, which is not the
case in many other areas where labeling is used.

Deceptive online content is inherently an international challenge. The regulations
that may impact the implementation of labeling vary considerably. The freedom of speech
guaranteed by the United States Constitution serves as an argument against government
required content labeling, which could be taken to infringe upon the speech rights of the
publisher [44]. Other countries, though, have regulations with different focuses. The Peo-
ple’s Republic of China’s Computer Information Network and Internet Security, Protection
and Management Regulations of 1997, for example, prohibits internet users from “making
falsehoods or distorting the truth, spreading rumors, destroying the order of society”.
Under these regulations, content labeling may be unnecessary as misinformation should be
removed entirely rather than simply to be labeled as such [45].

Other countries have similar laws. Ethiopian law, for example, prohibits certain types
of “false accusations”, Cote d’Ivoire prohibits “’false information’ that could harm the repu-
tation of institutions” and Malawi’s laws proscribe the “publication of false statements that
may ‘cause fear and alarm to the public or do disturb the public peace’” [46]. Bangladesh,
while having constitutional protections for free expression, created a law “to control the
spread of online misinformation” that has, according to Haque et al. [47], been used to
jail journalists and close publications. Indonesia has laws that can jail those convicted of
“spreading false information or news that intentionally causes public disorder” for up to
a decade [48]. The European Union, on the other hand, has taken actions to “facilitate
digital platforms’ self-regulation to tackle misinformation and disinformation”, which have
been met with, at least, partial success [48]. Other countries’ laws vary. Yadav et al.’s
work [49] demonstrates the diversity of regulation. They identified and analyzed over
100 national laws with conflicting purposes, varying scopes and which met with different
levels of success.

2.3. Online Misinformation Detection and Content Labeling

Online content labeling can draw from labeling for television, movies and video games
as well as from product labeling. However, it presents several challenges. First, a source
for the label’s content must be identified. Second, the design of the label itself must be
acceptable to content consumers so that they are willing to use it.

Fake news labeling begins with its identification and classification. Identification
drives label display, while classification is key to the information that is provided on
the label. A variety of forms of identification are possible (see [50,51] for an extended
discussion). Manually curated, automatically generated or hybrid manual/automated
approaches can be utilized. Zhou and Zafarani [21] describe identification approaches
based on style, network analysis and distributing users. Wang [52] demonstrated an
automated approach using machine learning with manual annotations. A variety of other
automated techniques exist including those that use graph-attention neural networks [53],
natural language processing [54], neural stacking [55] and deep neural networks [56]. The
social sciences have also contributed through the consideration of emotion cognizance [57]
and the use of signal detection approaches [58].

Multiple industry-implemented examples also exist. Twitter’s Birdwatch service uti-
lizes manual curation of Twitter posts by users [59]. Wikipedia, similarly, maintains a
manually curated list of news sources that is annotated with details regarding their reliabil-
ity (https://en.wikipedia.org/wiki/Wikipedia:Reliable_sources/Perennial_sources).

Several taxonomies for deceptive online content have been proposed. Tandoc, Lim and
Ling [22] developed a classification system that included the categories “satire”, “parody”,
“fabrication”, “manipulation”, “propaganda” and “advertising”. Bakir and McStay [60]
had one more category in their system which had the groupings of:

• “False connection (where headlines, visuals or captions do not support the content)”;
• “False context (genuine content shared with false contextual information)”;
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• “Manipulated content (genuine imagery/information manipulated to deceive)”;
• “Misleading content (misleading use of information to frame an issue or individual)”;
• “Imposter content (genuine sources are impersonated)”;
• “Fabricated content (100 per cent false, designed to deceive and harm)”;
• “Satire/parody (with potential to fool but no intention to cause harm)”.

Perhaps the most important information to label, for consumer protection, is deliberate
mal-information and disinformation. One approach to this is through influence analy-
sis. Identifying influential nodes in social networks has been well studied. While the
optimization problem is NP-hard, identification can be approximated such as by using
Monte Carlo simulation [61,62]. Early work on the spread of misinformation in social
media built upon this notion of influential nodes, modeling the problem in terms of what
Budak, Agrawal and Abbadi [63] refer to as “competing cascades dissipating in a network”.
The multi-campaign independent cascade model (MCICM) considers the diffusion of two
competing information campaigns, such as the case where one campaign represents the
truth, and the second campaign represents misinformation. The core problem, eventual
influence limitation (EIL), is to minimize the number of nodes that will adopt the message
of the misinformation campaign given a limited budget for the counterinfluence campaign.
While the EIL problem is NP-hard to optimize, the authors found initial success with a
degree centrality heuristic [63].

More recently, real-time detection of misinformation, disinformation and mal-information
spreading on Twitter has been accomplished with some success. Suchia et al. [64] proposed
an early algorithm that identifies actively propagated “rumors”, defined by the authors as
information “many people believe to be true” but that diverges from the facts available on
“verified news channels”. As an example, if a trending headline observes the fact that the
CEO of Corporation X is stepping down and an unverified claim that Corporation X will
declare bankruptcy is trending along with it, the supposed bankruptcy story would be the
“rumor”. The notion is that a rumor is detected as piggybacking alongside one or more
legitimate news stories, adding misinformation, mal-information or disinformation to the
real narrative.

Trends in the spread of misinformation related to the COVID-19 pandemic [65] have
been a particular focus of investigation. One study [66], conducted using data available
through the Twitter Streaming API from January to March 2020, reviewed 2,792,513 tweets;
18,168,161 retweets; 456,878 quoted retweets on the subject in over 30 languages with
55.2% in English. Approximately 40.5% of the original tweets contained links to external
sources, and these sources were investigated by the researchers. This research showed that
only 0.6% of tweets were sharing one of five common myths about the spread, treatment
and origins of COVID-19. However, the study also found that just as few, only 0.51%,
linked to “reputable health sources”, such as the Centers for Disease Control or the World
Health Organization, preferring instead to link to popular news media (13%) or other less
reliable sources.

The identification of misinformation, mal-information and disinformation is only a
portion of the challenge, though. Once potentially harmful content is identified, the next
question becomes what to do about it.

The United States’ 2016 and 2020 presidential elections were instructive in this regard.
Trends regarding the spread of misinformation surrounding the election on Twitter and
other social media sites were analyzed [13,67]. Perhaps in response to this, numerous social
media platforms, such as Facebook, Twitter, Instagram and YouTube, began labeling social
media posts and videos in the run-up to the 2020 United States Presidential Election to
combat the spread of misinformation surrounding the candidates, rules about in-person
and mail-in voting and the election results themselves [68,69]. A public dataset of over
one billion “tweets” (Twitter posts) was released, initially from 1 December 2020 through
22 January 2021 but later expanded to include earlier and later tweets [70]. A separate
study [71] of tweets from 1 November 2020 through 8 January 2021 from the Twitter
account of former United States President Donald Trump was conducted, covering the days
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before the 2020 election up until the date that Donald Trump’s account was suspended by
Twitter. During this period, Twitter flagged numerous tweets from the former President as
containing misinformation, disinformation or mal-information related to the 2020 election.
These flags appeared as a content label viewable to Twitter users. In some cases, called
“hard intervention” by the authors, the original tweet was unable to be liked or replied to
and was concealed behind the label, requiring the user to click a button to view the content
after reviewing the warning regarding the misinformation. Other “soft interventions”
provided a warning as to the content being misleading but did not prevent the tweet from
being interacted with or covered behind the “view” button.

This study [71] found that while hard interventions were successful in preventing the
spread of individual tweets, tweets having a soft intervention spread over social media
further and longer than tweets that were not flagged at all. This does not necessarily
indicate that a soft flag caused the tweet to spread more frequently. Given that the content
of a “soft flagged” tweet may have been more interesting to users than a typical “unflagged”
tweet, the “soft flagged” tweets may have naturally spread more than those that did not
receive a flag, simply due to the quality of the content. Indeed, those tweets that received
a soft flag may have spread even further without soft intervention than with it. To know
whether a label design has a causal effect on a social media post’s propagation, a more
controlled study would need to compare the circulation of identical posts, some of which
are “soft labeled” and some of which are not, in separate study groups. The study did
show that this style of soft intervention used by Twitter was not sufficient to fully deter the
spread of Donald Trump’s tweets regarding the 2020 election results. Better methods with
clear analysis of the causal effects on propagation are still needed to address the issue.

While identification and classification are a key step, the primary focus of this work
was on labeling and built upon the labels proposed by Fuhr et al. [23]. This work proposes
several media labeling categories including factuality vs. opinion statements; readability
and reading level; the current level of virality of the topic’s spread online; the usage of emo-
tionally charged words and phrases; the level of public controversy surrounding the topic;
the authority and credibility of the source; the degree of field-specific technical knowledge
required to interpret the paper; how topical is the document. It also discusses numerous
detection methods already available for generating information regarding each category,
though future work may improve further upon these methods for specific application to
informational labeling techniques.

An addition to this model was proposed by Lespagnol et al. [72] to include “informa-
tion check-worthiness”, while Vincentius et al. [73] also suggested an expansion to include
source, article popularity and political bias categories.

Political bias has been a source of significant concern [74], particularly given the use of
the term “fake news” as a way of attacking political adversaries’ content. Fairbanks et al. [75]
created a technique that perhaps offers a partial solution by classifying text as “liberal
words”, “conservative words” and “fake news words”; however, the fake news category
was unreliable.

In prior work, the benefits and approaches to labeling have been discussed [9]. This
included presenting a comparison of online media labeling technology to product labeling
such as the “nutrition facts” labeling utilized in the United States, the ESRB rating system
for video games and FDA warning labels for cigarette packaging. Based on this, it consid-
ered multiple paths for developing online media labeling techniques and their potential
consequences.

Additionally, the perspectives of university community members [76] and all Ameri-
cans [77] with regard to content labeling were assessed. University community members’
label preferences were also analyzed [76].

The study of the perceptions of university members on online media labeling com-
pared two demographically diverse university communities within the United States. It
included questions relating to participants’ views regarding multiple label categories (in-
cluding those proposed by Fuhr et al. [23]). These categories included the article’s title,
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publisher, publication date, author, sponsors, author’s political affiliations, the sponsor’s
political affiliations, the publisher’s political affiliations, writing quality, topic virality, topic
controversy level, the reading level and the use of field-specific technical statements. It also
gauged respondents’ perspectives on and receptiveness to several labeling styles that were
previously [9] developed.

This label preference analysis [76] utilized questions similar to the ones for which
data were analyzed herein. Each respondent was asked how much they used a particular
category of information, how much they believed other people used that category and
how much they believe the category ought to be ideally used. This work showed that
respondents tended to prefer informational labels over blocking labels, and that they would
prefer to have information that they can then use to make decisions from rather than to
be told simply whether a media source is trustworthy. This suggests that a “nutrition
facts”-style informational label may be preferred by these communities.

3. Survey Administration and Respondent Characteristics

This section describes the methods used for this study. Specifically, it provides details
regarding the survey that was used to collect the data that are analyzed in Sections 4–6.
First, the survey instrument is discussed. Then, the process of survey administration is
reviewed. Finally, the demographic characteristics of the respondents are presented.

3.1. Survey Instrument

A survey instrument was created that was based on the one utilized in [76]. The
survey was edited for brevity with a target completion time of 15 min (or less). The new
survey combined the questions from the three separate surveys utilized in [76]. Much of
the editing involved the removal of questions. Some were removed due to the fact of being
redundant among the three surveys (e.g., the demographic questions); others were removed
for brevity. Limited editing for consistency and clarity of the newly combined survey was
also performed. The final survey was reviewed by the authors and the Qualtrics survey
staff before it was put to use. The survey administration plan started with a short-term
pilot study, which served to validate the revised instrument before the full-scale survey.
No issues were detected during this pilot phase; therefore, these responses were utilized
as part of the dataset and applied to the applicable quotas based on Qualtrics’ survey
administration procedures.

3.2. Survey Administration

A quota-based stratified sampling technique was utilized to collect the data presented
and analyzed herein. Data were collected by Qualtrics International Inc., through the use
of the survey instrument that was described previously and based on the instrument used
in [76].

Qualtrics recruited respondents based on providing a population proportionate rep-
resentation in terms of the key demographics of income level, age, gender and political
affiliation. The survey was administered in October of 2021 and approximately 550 re-
sponses were collected. Of these, 500 were part of the population’s representative sample;
however, all responses that included an answer to the applicable demographic and response
question being analyzed were considered herein. Respondents were given an incentive
based on complete survey submission. Thus, the vast majority of responses were complete.

3.3. Respondent Demographic Details

Respondent demographics are presented in this section. Due to the quota-based
stratified technique used (which was described in the previous section), the respondents
were well distributed across the key demographics. In terms of gender, approximately 49%
of respondents were male and 51% were female. A small number of respondents (less than
1%) indicated a non-binary gender; however, due to the limited number of responses and
small sample size, the perspectives of non-binary respondents could not be analyzed.
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In terms of the age demographic, approximately 11% of respondents were in the 18–24,
25–29 and 30–34 age groups (each). Approximately 10% of respondents were aged 35–39,
and 9% of respondents were aged 40–44. The 45–49 age range composed 7% of respondents,
and 6% of respondents were aged 50–54. The 55–59 age group included 14% of respondents,
and 12% of respondents were aged 60–64. Finally, 11% of respondents were in the 65 and
older age group.

Respondents also had various levels of educational attainment. High school graduates
(without college attendance) constituted 26% of respondents. An additional 23% had
completed some college but not a degree. Associate degree graduates (without higher
degrees) constituted 12% of respondents, and bachelor’s degree graduates (without higher
degrees) constituted 22% of respondents. Approximately 13% of respondents held graduate
degrees with 10% holding master’s degrees and 3% holding doctorates. Finally, 5% of
respondents reported that they had not completed high school.

4. Informational Labels

This section considers the impact of informational labels on Americans’ news content
consumption behaviors. It presents and discusses the results from several survey questions
relevant to informational labels. Respondents were presented with multiple potential
labels and asked five questions about each regarding whether they would find it helpful or
annoying, whether they and others would use the label and whether they found it useful
for judging content’s trustworthiness.

4.1. Informational Label with Article Summary

The first of these labels is presented in Figure 3. This informational label presents the
title of the article, a brief text overview and an image from the article. It then presents
ten pieces of information about the article that could be used by prospective readers to
assess it and to determine whether they will choose to read it or not. Figures A1–A15, in
Appendix A, present respondents’ views about the utility of this type of a label. Error bars
are included on these and all data figures to depict the standard error level for each type
of response.
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Respondents were first asked whether they would find this label helpful. Responses to
this question, analyzed by income level, political party affiliation and internet usage levels,
are presented in Figures A1–A3, respectively. Each figure shows the responses including
(left) and excluding (right) “unsure” responses.
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Figure A1 shows that most respondents, who had an opinion, found the labels
to be helpful. The level of uncertainty fluctuated notably by income level, with the
greatest numbers of individuals reporting being unsure at the lowest, highest and USD
75,000–99,999 income levels. When considering only “yes” and “no” responses, a trend of
a slight decline in perceived helpfulness with increasing income level is shown in Figure A1
(right). Overall, though, there was not a tremendous difference between perceived help-
fulness across different income levels. It is notable that there was an increase in perceived
helpfulness between the USD 50,000 and USD 75,000 income levels. This trend was also
present in the data for some other questions related to other labels.

Figure A2 considers respondents’ perceptions of helpfulness by political party affil-
iation. Democrats were more certain about their responses than Republicans and inde-
pendents/other party members and also found the label to be more helpful. Notably, the
difference between Democrats and Republicans was smaller than the difference between
Democrats and independents/other party members for both uncertainty and helpfulness.
Similar with the age data, there was no tremendous variation in usefulness perception
across the different political affiliations.

Next, perceived helpfulness was analyzed in terms of internet usage level. Notably,
the level of uncertainty did not correlate with either greater or lower levels of internet
usage (as the greatest uncertainty levels are reported in the highest and lowest usage level
categories). There was a slight trend with respondents indicating greater helpfulness of the
label with higher levels of internet usage.

Respondents were also asked about the annoyingness of the label. Figures 5, A4 and A6
present the data related to annoyingness.

Figure A4 presents the levels of annoyingness of the label reported by income levels.
Notably, several levels (comparing Figures A1 and A4) had reduced uncertainty reported
as compared to helpfulness. Additionally, while most respondents did not find the labels
annoying (i.e., a no answer), this was only slightly above half. There was also a trend of de-
clining level of annoyance from the USD 25,000–49,999 to the USD 100,000–124,999 income
levels, though the USD 125,000 income level had the highest level of annoyance reported,
overall, and the USD 24,999 and less group had more individuals reporting the label being
annoying then the next group up.

Next, annoyingness was analyzed in terms of political party affiliation. While the
levels of uncertainty reported mirrored those reported for the helpfulness question for
this label, the three affiliation groups had minimal differences between the number of
respondents reporting the label as being annoying.

The responses for annoyingness by internet usage level also mirrored those for help-
fulness. This was the case both for the level of uncertainty reported and for the number of
individuals indicating that the labels were annoying (and not annoying).

Respondents were next asked whether they would be willing to review the label pre-
sented in Figure 3. Data related to respondents’ willingness are presented in Figures A7–A9.
In Figure A7, there was a slight trend in reduced uncertainty with higher income levels and
a similar trend in being less willing to review, which also correlated with higher income
levels. In both cases, the USD 75,000 and USD 125,000 and higher income levels bucked the
trend, reporting greater uncertainty than the next lower income level and more willingness
to review.

Willingness to review was next assessed by political affiliation. Notably, Republicans
showed a significantly lower level of willingness to review than Democrats and less than
that of independent/other party members. This is notable, as more Republican respondents
had indicated the label to be helpful and fewer had indicated it being annoying compared to
independents/other party members. Thus, it appeared that Republicans’ wiliness to use the
labeling was notably influenced by factors other than the label itself. Despite the differences
between helpfulness, annoyingness and willingness to use levels, the uncertainty levels by
affiliation mirrored the helpfulness and annoyingness ones.
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The data related to willingness to use by internet use level are also interestingly
different from the helpfulness and annoyingness data. While a similar pattern of uncertainty
response was still present (albeit less pronounced and fluctuating), increased willingness to
use the label had a very strong correlation with increased internet usage levels.

Respondents were next asked about others’ willingness to review. These data are
shown in Figure A10. While higher levels of uncertainty were reported by those with
higher income levels, no clear trend in the perception of others’ willingness to use the label
was present. Over half of all groups indicated believing that others would use the labels,
and two groups had over 70% who reported being willing. It is notable that, in this data,
there was a sharp decline at the USD 50,000 income level followed by an increase at the
USD 75,000 income level.

Figure A11 presents data regarding the willingness of others to use the label based
on political affiliation. The same patterns in individuals’ own willingness to use the label
were present in the willingness of others to use data, albeit they were somewhat less
pronounced. Again, Democrats had the highest belief in the willingness of others to use
and the lowest uncertainty. Independents/other party affiliates had the highest uncertainty
and Republications reported the lowest willingness of others to use the label. This may
be indicative of individuals associating with those that share their political views but
being moderated by the fact that they also associate with those that do not share their
political views.

The data for willingness of others to use the label correlated with internet usage
level are presented in Figure A12. There was no consistent pattern in this area. This is
likely indicative of individuals associating with others with all levels of internet usage
(as opposed to principally associating with those with similar internet usage levels as
themselves). This is notably different from the political party affiliation responses discussed
immediately above (shown in Figure A11) as well as the trend of increasing willingness to
review by internet usage (shown in Figure A9).

The final question regarding the first label indicates its level of usefulness in judging
trustworthiness. These data are presented in Figures A13–A15. Figure A13 shows the
relationship between perceived trustworthiness judgement usefulness and income level.
It shows that uncertainty decreased with income level (with the highest income level not
following this trend), and perceived usefulness decreased with income level (with the
highest income group, again, not following this trend). There was, again, an increase in
perceived usefulness between the USD 50,000 and USD 75,000 income levels.

Trustworthiness judgement usefulness was next assessed by political affiliation. As
with the willingness to use data, Democrats reported the lowest uncertainty and highest
perceived judgement usefulness. Independents/other party members reported the highest
uncertainty and Republicans indicated the lowest level of perceived utility for assessing
trustworthiness. Notably, over half of all three political parties indicated that they believed
this label would be useful for assessing trustworthiness.

Perceived trustworthiness assessment utility was also analyzed by internet usage
level. Mirroring the data presented in Figure A9, there was a general trend of decreased
uncertainty and increased perception of usefulness associated with higher internet usage
levels. Notably, the highest usage group was lower, in both categories, than the usage level
below it; however, it still reported lower uncertainty and higher perceived utility than the
lowest internet usage level.

4.2. Informational Label without Article Summary

A second label was assessed, which is shown in Figure 4. This label presents the
article’s characteristic data that the first label (Figure 3) provided. However, it lacks the
article overview and article image. Figures A16–A30, in Appendix A, present the relevant
respondent perception data regarding this label design.

418



Information 2022, 13, 252

Information 2022, 12, x FOR PEER REVIEW 12 of 136 
 

 

shows that uncertainty decreased with income level (with the highest income level not 
following this trend), and perceived usefulness decreased with income level (with the 
highest income group, again, not following this trend). There was, again, an increase in 
perceived usefulness between the USD 50,000 and USD 75,000 income levels. 

Trustworthiness judgement usefulness was next assessed by political affiliation. As 
with the willingness to use data, Democrats reported the lowest uncertainty and highest 
perceived judgement usefulness. Independents/other party members reported the highest 
uncertainty and Republicans indicated the lowest level of perceived utility for assessing 
trustworthiness. Notably, over half of all three political parties indicated that they be-
lieved this label would be useful for assessing trustworthiness. 

Perceived trustworthiness assessment utility was also analyzed by internet usage 
level. Mirroring the data presented in Figure A9, there was a general trend of decreased 
uncertainty and increased perception of usefulness associated with higher internet usage 
levels. Notably, the highest usage group was lower, in both categories, than the usage 
level below it; however, it still reported lower uncertainty and higher perceived utility 
than the lowest internet usage level. 

4.2. Informational Label without Article Summary 
A second label was assessed, which is shown in Figure 4. This label presents the ar-

ticle’s characteristic data that the first label (Figure 3) provided. However, it lacks the ar-
ticle overview and article image. Figures A16–A30, in Appendix A, present the relevant 
respondent perception data regarding this label design. 

 
Figure 4. Informational label without article summary [76]. 

Figures A16–A19 present data regarding the perceived helpfulness of the second in-
formational label. Figure A16 characterizes the impact of income level on respondents’ 
perception of the helpfulness of the label. There was a partial trend of reduced uncertainty 
with increased income level at the lowest three income levels; however, no clear trend was 
present after this. The perception of helpfulness showed two downward trends. One ex-
isted at the three lowest income levels. It reset at USD 75,000 in annual income, and a 
second downward trend started at this point. There was a similar increase at the USD 
75,000 annual income level for information label 1 (Figure A1), though that increase was 
less pronounced than what was seen for information label 2. 

Figure A17 shows the impact of political affiliation on respondents’ helpfulness per-
ceptions. As is common with many responses, Democrats had the lowest level of uncer-
tainty and believed the label to be helpful the most often. Republicans had the second 
lowest uncertainty level and the second highest helpfulness perception for label 2. 

Figure A18 shows the impact of internet usage on respondents’ perception of the sec-
ond informational label’s helpfulness. Two slight trends were present. A slight reduction 

Figure 4. Informational label without article summary [76].

Figures A16–A19 present data regarding the perceived helpfulness of the second
informational label. Figure A16 characterizes the impact of income level on respondents’
perception of the helpfulness of the label. There was a partial trend of reduced uncertainty
with increased income level at the lowest three income levels; however, no clear trend
was present after this. The perception of helpfulness showed two downward trends. One
existed at the three lowest income levels. It reset at USD 75,000 in annual income, and
a second downward trend started at this point. There was a similar increase at the USD
75,000 annual income level for information label 1 (Figure A1), though that increase was
less pronounced than what was seen for information label 2.

Figure A17 shows the impact of political affiliation on respondents’ helpfulness percep-
tions. As is common with many responses, Democrats had the lowest level of uncertainty
and believed the label to be helpful the most often. Republicans had the second lowest
uncertainty level and the second highest helpfulness perception for label 2.

Figure A18 shows the impact of internet usage on respondents’ perception of the sec-
ond informational label’s helpfulness. Two slight trends were present. A slight reduction in
respondents’ levels of uncertainty and an increase in respondents’ helpfulness perceptions
were present with increased online usage time.

Next, Figures A19–A21 present data regarding the perceived annoyingness of the
second label. Figure A19 shows a correlation between increased income levels and de-
creased uncertainty regarding annoyingness. There was also a slight trend of increased
annoyingness being reported by individuals with higher income levels.

Figure A20 shows the perception of annoyingness by political affiliation. The pat-
tern shown in several previous questions of Democrats having the lowest uncertainty
and greatest favorability toward the label was also present here. However, it was much
less pronounced than with several of the other question responses. Democrats and Re-
publicans were nearly tied in terms of finding the label annoying, while notably more
independents/other party members found the label annoying than either Democrats
or Republicans.

Figure A21 shows the annoyingness perception of label 2 by internet usage level. There
was no notable pattern of association between respondents’ level of internet usage and
annoyingness perception, either in terms of the level of uncertainty reported or in terms of
finding the label annoying or not.

Figures A22–A24 characterize respondents’ indication of their own willingness to use
informational label 2. Figure A22 characterizes respondents’ willingness to use the label
in terms of income level. A general trend of reduced uncertainty with increased income
level was present. In addition, a trend of reduced willingness with higher income level was
present up to the USD 75,000 point. As with the question regarding helpfulness, there was
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a similar increase in willingness to review from the USD 50,000 to the USD 75,000 income
levels for both labels, though it was, again, more pronounced for the second label.

Figure A23 presents respondents’ willingness to use the second informational label
in terms of party affiliation. While Democrats indicated the highest willingness to use the
label (followed by independents/other party members, with just slightly more willingness
than Republicans), it is notable that Republicans had the lowest uncertainty for this label.
The difference between the uncertainty levels was limited, albeit.

Figure A24 presents respondents’ willingness to use the label in terms of online usage
levels. There was a slight trend of increasing willingness to use the label with increased
online usage. There was also a trend of reducing uncertainty with increased online usage,
which was present at all but the highest usage level.

Figures A25–A27 present respondents’ perceptions of others’ willingness to review the
label. Figure A25 presents this in terms of income level. There was no clear trend present
in terms of a correlation between income level and willingness to review or uncertainty
about this question. There was a notable increase between the USD 50,000 and USD 75,000
income levels, after a decline leading up to the USD 50,000 income level.

Figure A26 considers respondents’ perceptions of others’ willingness to use the second
label by political party. As in many other cases, Democrats had the highest willingness to
use the label (followed by independents/other party members) and the lowest uncertainty
(followed by Republicans).

Figure A27 considers respondents’ perceptions of others’ willingness to review the
label in terms of internet usage level. A trend of declining uncertainty with increasing
usage level was shown (however, the highest usage level bucked this trend). There was no
notable level of difference between willingness to use responses and usage level, though.

Finally, for this label, respondents were asked whether they would find the label
useful for judging article trustworthiness. These data are presented in Figures A28–A30.
Figure A28 presents respondents’ perceptions of the utility of label 2 for judging trust-
worthiness by income level. While a trend existed regarding reduced uncertainty with
increasing income level (which the highest income level, again, bucked), no clear trend was
present in the actual willingness responses by income level. Again, there was an increase in
perceived usefulness between the USD 50,000 and USD 75,000 income levels.

Figure A29 considers willingness to use the second label by political affiliation. Again,
Democrats perceived the label the most positively, with the highest willingness to use
percentage and lowest uncertainty. Republicans had the second lowest uncertainty and
second highest willingness to use, followed (with limited difference) by independents/other
party affiliates. This was, of course, somewhat different from the trend shown in previous
political party-related data.

Figure A30 presents data regarding the judging usefulness of label 2 in terms of
internet usage levels. This data show a trend of decreasing uncertainty and increasing
perceived usefulness with increasing internet usage level; however, the level of difference
between the usage level groups was limited.

4.3. Informational Label including Article Summary and Component Descriptions

Respondent perceptions were also solicited regarding a third type of informational
label. This label presents all of the information from labels 1 and 2 (including the description
and graphic from Figure 3). It also includes a brief description of what each piece of article
metric data means to aid in the interpretation of the data. This third label is presented in
Figure 5. Data related to this label are presented in Figures A31–A35, in Appendix A.

420



Information 2022, 13, 252

Information 2022, 12, x FOR PEER REVIEW 14 of 136 
 

 

Figure A29 considers willingness to use the second label by political affiliation. 
Again, Democrats perceived the label the most positively, with the highest willingness to 
use percentage and lowest uncertainty. Republicans had the second lowest uncertainty 
and second highest willingness to use, followed (with limited difference) by independ-
ents/other party affiliates. This was, of course, somewhat different from the trend shown 
in previous political party-related data. 

Figure A30 presents data regarding the judging usefulness of label 2 in terms of in-
ternet usage levels. This data show a trend of decreasing uncertainty and increasing per-
ceived usefulness with increasing internet usage level; however, the level of difference 
between the usage level groups was limited. 

4.3. Informational Label including Article Summary and Component Descriptions 
Respondent perceptions were also solicited regarding a third type of informational 

label. This label presents all of the information from labels 1 and 2 (including the descrip-
tion and graphic from Figure 3). It also includes a brief description of what each piece of 
article metric data means to aid in the interpretation of the data. This third label is pre-
sented in Figure 5. Data related to this label are presented in Figures A31–A35, in Appen-
dix A. 

 
Figure 5. Informational label with article summary and component score descriptions [76]. 

Data regarding the helpfulness of the third informational label is presented in Figures 
A31–A33. Figure A31 shows the number of respondents indicating perceived helpfulness 
of the label by income level. While there was no overarching trend in these data, the un-
certainty and perceived helpfulness decreased with increased income across the three 
lowest levels of the data. The perceived helpfulness then increased for the next two levels, 
though a similar trend with uncertainty was not present. The highest income level did not 
participate in either of these trends. As with the previous two labels, there was an increase 

Figure 5. Informational label with article summary and component score descriptions [76].

Data regarding the helpfulness of the third informational label is presented in Figures A31–A33.
Figure A31 shows the number of respondents indicating perceived helpfulness of the label
by income level. While there was no overarching trend in these data, the uncertainty and
perceived helpfulness decreased with increased income across the three lowest levels of the
data. The perceived helpfulness then increased for the next two levels, though a similar
trend with uncertainty was not present. The highest income level did not participate in
either of these trends. As with the previous two labels, there was an increase in perceived
helpfulness between the USD 50,000 and USD 75,000 income levels, though it was less pro-
nounced than for the second label (Figure A16). In this instance, the trend differed, as there
was a continued increase in perceived helpfulness for the third label at the USD 100,000
income level; however, it showed a similar pattern between the USD 50,000–75,000 income
levels as was present in previous label styles.

Figure A32 shows the perceived helpfulness of the third label by political affiliation. As
was true in many cases, Democrats reported the lowest uncertainty and highest perceived
helpfulness. This was followed by the Republicans (for both uncertainty and helpfulness)
and then independents/other party members.

Data presenting the helpfulness of label 3 by internet usage level are shown in
Figure A33. These data show no clear trend related to uncertainty; however, a trend
of increased perception of usefulness with higher internet usage was present at the lower
three levels of internet usage. This trend was bucked by the highest internet usage level.

Figures A34–A36 characterize the perceptions of the annoyingness of label 3. Figure A34
presents the perceptions of annoyingness in terms of income level. There was a general
trend of declining uncertainty with increasing income level, with some deviations. There
was also a trend of increasing perceived annoyingness up to the USD 50,000–74,999 income
group followed by declining perceived annoyingness. The highest income level bucked
this trend, with annoyingness reported at a similar level to the USD 50,000–74,999 group.
Once again, between the USD 50,000 and USD 75,000 income levels, a trend was present. In
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the case of annoyingness, this trend presented itself as a decrease, rather than the increases
generally found for helpfulness and usefulness.

Figure A35 characterizes the annoyingness of the label by political affiliation. Once
again, Democrats perceived the label the most positively, having the lowest uncertainty
and lowest annoyance reported. Republicans and independent/other party members had
similar higher uncertainty and annoyingness levels.

Figure A36 shows perception of annoyingness of the third informational label in
terms of internet usage level. While there was a very slight trend regarding reduced
uncertainty with increased internet usage, no trend was present in the internet-usage-
associated annoyingness data itself.

Figures A37–A39 present data regarding respondents’ willingness to use informational
label 3. Figure A37 shows the willingness level correlated with income level. There were
no notable trends present in either the uncertainty level or income level associated with the
willingness level data itself. It is notable, though, that respondents’ willingness to review,
once again, increased from the USD 50,000 to the USD 75,000 income levels.

Figure A38 presents the willingness to review data correlated with party affiliation.
As was the case with some frequency, Democrats had the lowest uncertainty and highest
positive perception of the label. Republicans had slightly less uncertainty than indepen-
dents/other party members and indicated willingness to use with slightly less frequency.

Figure A39 presents the willingness to use data related to label 3 correlated with
internet usage levels. A trend of declining uncertainty was present across the lowest three
levels, and a trend of increased willingness to use was present (with slight a deviation at
the 3–5 h level) across all four levels.

Figures A40–A42 present data regarding respondents’ perceptions of others’ willing-
ness to review the third informational label. Figure A40 presents this data by income level.
As shown in Figure A40, there are no notable trends in the correlation between income
level and others’ willingness to review the third informational label. Perceived willingness
of others to review increases when between the USD 50,000 and USD 75,000 income levels,
as was observed for the first (Figure A7) and second (Figure A25) labels.

Figure A41 shows respondents’ perceptions of others’ willingness to review in terms
of political affiliation. Notably, as has been common, Democrats have the lowest uncer-
tainty and highest willingness to use the label. This is followed by Republicans and then
independents/other party members.

Figure A42 presents respondents’ perceptions of others’ willingness to review the third
informational label by internet usage level. There are slight trends of reducing uncertainty
and increasing willingness to review the label (with a deviation at the 3–5 h level) with
greater internet usage time.

Focus now turns to the utility of the third informational label for assessing the trust-
worthiness of an article. Figures A43–A45 present data related to this. Figure A45, in
particular, presents data regarding the association between income level and perceived
usefulness for trustworthiness assessment. There is a slight trend of decreasing uncertainty
and increasing perception of trustworthiness assessment utility with increased income
level, for this label. Notably, the highest income bracket does not participate in either of
these trends. Once again, there is a decrease in perceived usefulness from the USD 25,000
to USD 50,000 income levels followed by an increase at the USD 75,000 income level.

Figure A44 presents data regarding trustworthiness determination utility associated
with party affiliation. As was frequently the case, Democrats had the lowest uncertainty
level and highest trustworthiness determination utility level. For uncertainty, Republicans
had only slightly more uncertainty than Democrats did for this label. The difference was
more pronounced for the difference in perceived trustworthiness determination, though
the Republicans also found there to be more utility from this label than independents/other
party members.

Finally, Figure A45 presents the trustworthiness judging utility data correlated with
internet usage levels. There was a clear trend in this data of reducing uncertainty with in-
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creasing internet usage levels. There was also a trend of slightly increasing trustworthiness
judging utility with increasing internet usage levels.

5. Warning Labels

Focus now turns to warning labels. This section presents and discusses the results
from several survey questions relevant to warning labels (paralleling the discussion of
information labels in Section 4). Respondents were presented with three warning labels to
review and then indicated their perspectives.

5.1. Warning Label including Description

Figure 6 presents the first warning label. This label pops up in front of the content, has
a warning icon and explains the rationale for the warning.
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Figure 6. Warning label with description [76].

Figures 7–9 present data related to respondents’ perception of the helpfulness of
warning label 1 (Figure 6). Figure 7 presents perceptions of helpfulness in terms of income
level. Notably, there was comparatively small (to the informational labels) uncertainty,
which had a slight trend of reduction with increasing income level. There was also a high
level of individuals reporting helpfulness (above 70% for all income levels), with a slight
trend of reduction in helpfulness perception with increasing income level.
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(right) unsure responses.
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Figure 9. Responses regarding label helpfulness by internet usage level including (left) and excluding
(right) unsure responses.

Figure 8 presents the helpfulness perceptions by respondents’ political affiliations. As
with the informational labels, Democrats had the best perceptions of the label with the
lowest uncertainty and highest levels of finding it helpful. Republicans had the second
lowest uncertainty, while independents/other party members had the second highest level
of perception of helpfulness.

Figure 9 considers helpfulness of the first warning label by internet usage level. There
was a slight downward trend at the three highest levels of usage for perception of helpful-
ness. This was coupled with a growing level of reported uncertainty.

Respondents were asked about the annoyingness of the first warning label, and
these results are presented in Figures 10–12. Figure 10 presents the annoyingness per-
ception based on respondents’ income levels. While there was a trend toward a slight
decrease in uncertainty with increased income levels, no trend existed in the annoyingness
perceptions themselves.
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Figure 10. Responses regarding label annoyingness by income level including (left) and excluding
(right) unsure responses.
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Figure 11. Responses regarding label annoyingness by political affiliation including (left) and
excluding (right) unsure responses.

Figure 11 presents the annoyingness perceptions in terms of respondents’ political
affiliations. Notably there was very little deviation between the political affiliations’ re-
sponses. The three groups had nearly identical annoyingness perception levels, and the
difference among the uncertainty levels was not practically significant.

There were also no notable trends present in the annoyingness data presented in
terms of internet usage level in Figure 12. There was minor and practically insignificant
variation present.

Focus now turns to respondents’ responses regarding their willingness to use the
first warning label. Data related to this are presented in Figures 13–15. Figure 15 shows
willingness to use in terms of respondents’ income levels. There was a trend present
regarding reduced uncertainty, generally, with increased income levels. There was also a
slight reduction in willingness to use with increasing income levels; however, the reduction
was not practically significant.
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Figure 15. Responses regarding respondents’ willingness to review by internet usage level including
(left) and excluding (right) unsure responses.

The willingness to use data is now considered in terms of respondents’ political
affiliations. Again, the variations among the different groups were relatively small. The
Democrats had the most favorable views of the label with the lowest uncertainty and
highest levels of willing to use responses. Republicans had the second lowest uncertainty
level, while independents/other party members had the second highest level willingness
to use. Notably, the willingness to use (among those not indicating uncertainty) was at
approximately 70% or above for all three political affiliation groups.

Figure 15 presents the willingness to use data in terms of online usage time. There
was neither a clear trend in the willingness to use levels nor differences among the groups
that were practically significant. There was a trend of reducing uncertainty levels with
increased online usage among the three lowest levels; however, the highest online usage
level also had the highest uncertainty, bucking this trend.

Figures 16–18 characterize respondents’ perceptions of others willingness to use the
first warning label. Figure 16 presents the willingness to use data in terms of income levels.
No clear trend existed with regard to willingness to use the label and income level. A trend
of reduced uncertainty with increased income level was present at the three highest levels.
It is notable that for the first warning label, this was the only question where a notable
increase was observed between the USD 50,000 and USD 75,000 income levels.
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Figure 17. Responses regarding others’ willingness to review by party affiliation including (left) 
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Figure 17. Responses regarding others’ willingness to review by party affiliation including (left) and
excluding (right) unsure responses.
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Figures 19–21 present data regarding the utility of the label for judging the trustwor-
thiness of the article. Figure 21 presents this in terms of income level. In this figure, there 
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Figure 18. Responses regarding others’ willingness to review by internet usage level including (left)
and excluding (right) unsure responses.

Figure 17 presents respondents’ perception of others’ willingness to use the first
warning label in terms of political affiliation. Notably, while Democrats had the lowest
uncertainty, they also had the lowest willingness level, with independents/other party
members and Republicans reporting higher levels of belief in others being willing to use
the label.

Finally, Figure 18 presents respondents’ perception of others’ willingness to use the first
warning label in terms of respondents’ online usage levels. There was reduced uncertainty
with increased online usage at all but the top level of usage. No trend, however, was present
in the willingness data correlated with online usage levels.

Figures 19–21 present data regarding the utility of the label for judging the trustwor-
thiness of the article. Figure 21 presents this in terms of income level. In this figure, there is
a clear trend of reducing uncertainty with increased income levels in this data. However,
no trends were obvious in the judging utility responses themselves.
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Figure 19. Responses regarding usefulness in judging trustworthiness by income level including 
(left) and excluding (right) unsure responses. 

  

Figure 19. Responses regarding usefulness in judging trustworthiness by income level including
(left) and excluding (right) unsure responses.
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Figure 20. Responses regarding usefulness in judging trustworthiness by party affiliation including 
(left) and excluding (right) unsure responses. 

  

Figure 20. Responses regarding usefulness in judging trustworthiness by party affiliation including
(left) and excluding (right) unsure responses.
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though, and not practically significant. 
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els. There was a general trend of decreasing uncertainty with increased online usage. 
There was also a general trend of decreased perceptions of judging effectiveness with in-
creased online usage levels. 

  

Figure 21. Responses regarding usefulness in judging trustworthiness by internet usage level includ-
ing (left) and excluding (right) unsure responses.
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Figure 20 presents the trustworthiness judging utility data perceptions in terms of
respondents’ political affiliation. While there were larger differences in uncertainty level,
the difference between the levels of judging utility perceptions, themselves, were limited.
As in many cases, Democrat respondents indicated the lowest uncertainty and highest
perceived judging utility. The difference in perceived utility levels were quite low, though,
and not practically significant.

Figure 21 presents the judging utility data in terms of respondents’ online usage levels.
There was a general trend of decreasing uncertainty with increased online usage. There
was also a general trend of decreased perceptions of judging effectiveness with increased
online usage levels.

5.2. Warning Label including Summary

A second type of warning label is presented in Figure 22. This label has a less promi-
nent warning icon and explanation of why the warning is being displayed. It also provides
a brief summary of the article and a picture from the article. Data related to this second
article are presented in Figures 23–38.
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Figure 22. Warning label with article summary [76].

Figures 23–25 present data regarding the perceived helpfulness of the second warning
label. Figure 23 presents the helpfulness data in terms of respondents’ income level. While
there was a reduction in uncertainty with growing income level, in all but the highest
income level group, there was no notable trend shown in terms of an association between
helpfulness perception and income level.

Figure 24 depicts respondents’ perceptions regarding the helpfulness of the second
warning label in terms of political affiliation. As in many cases, Democrat respondents
had the lowest uncertainty level and highest perception of helpfulness. Republicans had
both the second lowest uncertainty and second highest perceived helpfulness responses
for this label. Figure 25 presents respondents’ perceptions of label helpfulness in terms of
their internet usage levels. There were no clear trends present for either the uncertainty
levels or the helpfulness perception levels. The differences in helpfulness perception levels
were also not practically significant.
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Figure 23. Responses regarding label helpfulness by income level including (left) and excluding 
(right) unsure responses. 

  

Figure 23. Responses regarding label helpfulness by income level including (left) and excluding
(right) unsure responses.
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Figure 24. Responses regarding label helpfulness by party affiliation including (left) and excluding 
(right) unsure responses. 

  

Figure 24. Responses regarding label helpfulness by party affiliation including (left) and excluding
(right) unsure responses.
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Figure 25. Responses regarding label helpfulness by internet usage level including (left) and ex-
cluding (right) unsure responses. 

Figure 24 depicts respondents’ perceptions regarding the helpfulness of the second 
warning label in terms of political affiliation. As in many cases, Democrat respondents 
had the lowest uncertainty level and highest perception of helpfulness. Republicans had 
both the second lowest uncertainty and second highest perceived helpfulness responses 
for this label. 

Figure 25 presents respondents’ perceptions of label helpfulness in terms of their in-
ternet usage levels. There were no clear trends present for either the uncertainty levels or 
the helpfulness perception levels. The differences in helpfulness perception levels were 
also not practically significant. 

The focus now turns to respondents’ perception of the second warning label’s annoy-
ingness. These data are presented in Figures 26–28. Figure 26 presents this data in terms 
of respondents’ income levels. While Figure 26 shows a noticeable trend of reducing un-
certainty with income level (excluding the highest income level group), there was no no-
table correlation between annoyingness perception and income level. 

  

Figure 25. Responses regarding label helpfulness by internet usage level including (left) and exclud-
ing (right) unsure responses.
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The focus now turns to respondents’ perception of the second warning label’s an-
noyingness. These data are presented in Figures 26–28. Figure 26 presents this data in
terms of respondents’ income levels. While Figure 26 shows a noticeable trend of reducing
uncertainty with income level (excluding the highest income level group), there was no
notable correlation between annoyingness perception and income level.

Figure 27 presents the correlation between annoyingness perception of the second
warning level and political affiliation. As usual, the Democratic respondents had the highest
perceptions of the label, and they had the lowest uncertainty and the lowest annoyingness
levels. Republicans had the second lowest uncertainty and annoyingness levels.

Figure 28 presents the annoyingness level data in terms of online usage time. There
was a noticeable reduction in uncertainty with increasing online usage amongst the three
lowest usage levels; however, no notable trend was present among the annoyingness level
data itself.
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Figure 26. Responses regarding label annoyingness by income level including (left) and excluding
(right) unsure responses.
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Figure 27. Responses regarding label annoyingness by political affiliation including (left) and ex-
cluding (right) unsure responses. 

  

Figure 27. Responses regarding label annoyingness by political affiliation including (left) and
excluding (right) unsure responses.
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warning level and political affiliation. As usual, the Democratic respondents had the high-
est perceptions of the label, and they had the lowest uncertainty and the lowest annoying-
ness levels. Republicans had the second lowest uncertainty and annoyingness levels. 
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come levels. No clear trend was present in this data for either the uncertainty or willing-
ness in terms of income level, though there was, once again, a decrease from the USD 
25,000 to USD 50,000 income levels followed by an increase at the USD 75,000 income 
level. 

  

Figure 28. Responses regarding label annoyingness by internet usage level including (left) and
excluding (right) unsure responses.

Next, respondents’ willingness to use the second warning label is considered. These
data are presented in Figures 29–31. Figure 29 presents this in terms of respondents’ income
levels. No clear trend was present in this data for either the uncertainty or willingness in
terms of income level, though there was, once again, a decrease from the USD 25,000 to
USD 50,000 income levels followed by an increase at the USD 75,000 income level.

Figure 30 presents the willingness data in terms of political affiliation. As typical,
Democrats had less uncertainty and the highest willingness to use the label. Indepen-
dents/other party members had the second lowest uncertainty, while Republicans had the
second highest willingness to use. While there were noticeable differences in uncertainty
levels, the differences in willingness to use levels were less pronounced.

Figure 31 presents the data regarding willingness to use for the second warning label
in terms of respondents’ online usage levels. The figure shows (with deviation at the
highest usage level) a downward trend in uncertainty and a positive trend in willingness
to use the label with increasing levels of internet usage.
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Figure 29. Responses regarding respondents’ willingness to review by income level including (left)
and excluding (right) unsure responses.
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Figure 30. Responses regarding respondents’ willingness to review by party affiliation including 
(left) and excluding (right) unsure responses. 

  

Figure 30. Responses regarding respondents’ willingness to review by party affiliation including
(left) and excluding (right) unsure responses.
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Figure 31. Responses regarding respondents’ willingness to review by internet usage level including
(left) and excluding (right) unsure responses.

Figures 32–34 present data related to respondents’ perception of others’ willingness to
use the second warning label. Figure 32 presents this data in terms of respondents’ income
levels. There was no notable trend present in terms of either uncertainty or willingness
correlated with income levels with one exception: the previously observed trend at the
USD 50,000 and USD 75,000 income levels was again present. There was a sharp decline at
the USD 50,000 income level followed by a sharp increase at the USD 75,000 income level.

Figure 33 shows data regarding respondents’ perceptions of others’ willingness to use
the second warning label in terms of political affiliation. As typical, Democrats reported
the lowest uncertainty and highest wiliness to use. Republications had the second lowest
uncertainty and independents/other party members had the second highest willingness to
use levels. Notably, the difference among the three groups’ willingness to use levels was
quite small.

Figure 34 presents respondents’ perceptions of others’ willingness to use the second
warning label in terms of online usage level. There were trends of decreasing uncertainty
and increasing willingness to use the label with increasing online usage levels among the
lowest three usage levels. Notably, the differences between the willingness levels were
quite small and much smaller than the difference between the uncertainty levels.
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Figure 32. Responses regarding others’ willingness to review by income level including (left) and 
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Figure 32. Responses regarding others’ willingness to review by income level including (left) and
excluding (right) unsure responses.
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Figure 33. Responses regarding others’ willingness to review by party affiliation including (left) 
and excluding (right) unsure responses. 

  

Figure 33. Responses regarding others’ willingness to review by party affiliation including (left) and
excluding (right) unsure responses.
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Figure 34. Responses regarding others’ willingness to review by internet usage level including (left) 
and excluding (right) unsure responses. 

Figure 33 shows data regarding respondents’ perceptions of others’ willingness to 
use the second warning label in terms of political affiliation. As typical, Democrats re-
ported the lowest uncertainty and highest wiliness to use. Republications had the second 
lowest uncertainty and independents/other party members had the second highest will-
ingness to use levels. Notably, the difference among the three groups’ willingness to use 
levels was quite small. 
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warning label in terms of online usage level. There were trends of decreasing uncertainty 
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lowest three usage levels. Notably, the differences between the willingness levels were 
quite small and much smaller than the difference between the uncertainty levels. 

Figures 35–37 present data regarding respondents’ perception of the use of the sec-
ond warning label for judging the trustworthiness of online content. Figure 35 presents 
this data in terms of income level. There was a noticeable trend amongst all but the highest 
income level of declining uncertainty and increased perception of utility for judging trust-
worthiness. Once more, perceived usefulness declined from the USD 25,000 to USD 50,000 
income levels and then increased again at the USD 75,000 income level. 

  

Figure 34. Responses regarding others’ willingness to review by internet usage level including (left)
and excluding (right) unsure responses.

435



Information 2022, 13, 252

Figures 35–37 present data regarding respondents’ perception of the use of the second
warning label for judging the trustworthiness of online content. Figure 35 presents this data
in terms of income level. There was a noticeable trend amongst all but the highest income
level of declining uncertainty and increased perception of utility for judging trustworthiness.
Once more, perceived usefulness declined from the USD 25,000 to USD 50,000 income
levels and then increased again at the USD 75,000 income level.

Figure 36 presents respondents’ perceptions of utility for assessing article trustworthi-
ness in terms of political affiliation. As typical, Democrat respondents reported the lowest
uncertainty and highest trustworthiness determination utility. Republicans reported the
second lowest uncertainty level and second highest utility levels.

Finally, Figure 37 presents respondents’ perceptions of the usefulness of the second
warning label for judging trustworthiness in terms of internet usage level. While there was
a trend present of declining uncertainty with increased usage level, there was no noticeable
trend in the utility perception levels themselves.
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Figure 35. Responses regarding usefulness in judging trustworthiness by income level including 
(left) and excluding (right) unsure responses. 

  

Figure 35. Responses regarding usefulness in judging trustworthiness by income level including
(left) and excluding (right) unsure responses.
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Figure 36. Responses regarding usefulness in judging trustworthiness by party affiliation including 
(left) and excluding (right) unsure responses. 

  

Figure 36. Responses regarding usefulness in judging trustworthiness by party affiliation including
(left) and excluding (right) unsure responses.
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Figure 37. Responses regarding usefulness in judging trustworthiness by internet usage level in-
cluding (left) and excluding (right) unsure responses. 

Figure 36 presents respondents’ perceptions of utility for assessing article trustwor-
thiness in terms of political affiliation. As typical, Democrat respondents reported the low-
est uncertainty and highest trustworthiness determination utility. Republicans reported 
the second lowest uncertainty level and second highest utility levels. 

Finally, Figure 37 presents respondents’ perceptions of the usefulness of the second 
warning label for judging trustworthiness in terms of internet usage level. While there 
was a trend present of declining uncertainty with increased usage level, there was no no-
ticeable trend in the utility perception levels themselves. 

5.3. Blocking Warning Label 
Focus now turns to the third type of warning label, a blocking warning label. This 

label is presented on a separate page that loads before the content page loads and must be 
clicked through to view the content. It has a prominent warning icon and explanation of 
why a warning is being issued for the content. This third warning label is presented in 
Figure 38. Data related to respondents’ perceptions of it are presented in Figures 39–53. 

Figure 37. Responses regarding usefulness in judging trustworthiness by internet usage level includ-
ing (left) and excluding (right) unsure responses.
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Figure 38. Blocking warning label [76]. 

Figures 39–41 present data regarding the helpfulness of the blocking label. Figure 39 
presents this data in terms of income level. Not notable trend was present in the uncer-
tainty or helpfulness data. A blocky variation of the trend, which peaked at the USD 25,000 
and USD 75,000 income levels, was observed again in these data. 

  

Figure 38. Blocking warning label [76].

5.3. Blocking Warning Label

Focus now turns to the third type of warning label, a blocking warning label. This
label is presented on a separate page that loads before the content page loads and must
be clicked through to view the content. It has a prominent warning icon and explanation
of why a warning is being issued for the content. This third warning label is presented in
Figure 38. Data related to respondents’ perceptions of it are presented in Figures 39–53.

Figures 39–41 present data regarding the helpfulness of the blocking label. Figure 39
presents this data in terms of income level. Not notable trend was present in the uncertainty
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or helpfulness data. A blocky variation of the trend, which peaked at the USD 25,000 and
USD 75,000 income levels, was observed again in these data.

Figure 40 presents helpfulness data for the blocking label in terms of political affiliation.
As typical, Democrats had lower levels of uncertainty and higher levels of helpfulness.
Republicans had the second lowest uncertainty and second highest perceptions of helpfulness.

Figure 41 presents the helpfulness data in terms of respondents’ internet usage levels.
There was a downward trend present between higher usage levels and greater uncertainty.
The level of usefulness also exhibited a slight trend upwards with increased internet usage.
The latter is in contrast to other labels which had trends that were almost the opposite.
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Figure 39. Responses regarding label helpfulness by income level including (left) and excluding 
(right) unsure responses. 

  

Figure 39. Responses regarding label helpfulness by income level including (left) and excluding
(right) unsure responses.
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Figure 40. Responses regarding label helpfulness by party affiliation including (left) and excluding 
(right) unsure responses. 

  

Figure 40. Responses regarding label helpfulness by party affiliation including (left) and excluding
(right) unsure responses.
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Figure 41. Responses regarding label helpfulness by internet usage level including (left) and ex-
cluding (right) unsure responses. 

  

Figure 41. Responses regarding label helpfulness by internet usage level including (left) and exclud-
ing (right) unsure responses.

Figures 42–44 present data regarding the annoyingness of the blocking label. Figure 42
presents these data in terms of respondents’ income levels. There was no clear trend in
either the uncertainty level or annoyingness perception across all levels, though smaller
trends existed in each. Most notably, there was a trend between the USD 25,000 and USD
99,999 income levels of decreased annoyingness perception associated with increasing
income levels.

Figure 43 presents data regarding annoyingness in terms of political affiliation. While
the recurring trend of Democrats having the lowest uncertainty was present, there was only
a slight difference in the levels of annoyingness reported by political affiliation. Republicans
also reported the lowest level of annoyingness. This differs from the typical situation of
Democrats reacting more favorably towards most labels.

Figure 44 presents the annoyingness data for the blocking label in terms of online
usage time. These data had a slight trough in annoyingness at the 1–3 h level (which was
also the trough for uncertainty levels). The differences in annoyingness among the different
internet usage levels were limited.

Now, focus turns to respondents’ willingness to use the blocking label. There was
a noticeable trend, shown in Figure 45, of declining uncertainty with increased income
throughout the income levels. No clear trend was present in the willingness data itself.
There was, again, a small increase from the USD 50,000 to USD 75,000 income levels.

Figure 46 presents the willingness to use data by political affiliation. This data mirrors
that for other labels. Again, Democrats had the most favorable view of the label and the
lowest uncertainty. Nearly 70% of Democrats indicated willingness to use as opposed to
just under 65% of Republicans. Approximately 60% of independents/other party members
indicated willingness, placing them at the lowest level of willingness. Republicans also had
the second lowest uncertainly levels, behind Democrats.

Figure 47 presents the willingness to use levels in terms of online usage level. A trend
of decline with increased usage was present in the lowest three of the four uncertainty
levels. The willingness to use the blocking label had a negative correlation with increased
online usage at these same three levels.

439



Information 2022, 13, 252

Information 2022, 12, x FOR PEER REVIEW 52 of 136 
 

 

 

Figure 40 presents helpfulness data for the blocking label in terms of political affilia-
tion. As typical, Democrats had lower levels of uncertainty and higher levels of helpful-
ness. Republicans had the second lowest uncertainty and second highest perceptions of 
helpfulness. 

Figure 41 presents the helpfulness data in terms of respondents’ internet usage levels. 
There was a downward trend present between higher usage levels and greater uncer-
tainty. The level of usefulness also exhibited a slight trend upwards with increased inter-
net usage. The latter is in contrast to other labels which had trends that were almost the 
opposite. 

Figures 42–44 present data regarding the annoyingness of the blocking label. Figure 
42 presents these data in terms of respondents’ income levels. There was no clear trend in 
either the uncertainty level or annoyingness perception across all levels, though smaller 
trends existed in each. Most notably, there was a trend between the USD 25,000 and USD 
99,999 income levels of decreased annoyingness perception associated with increasing in-
come levels.  
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Figure 42. Responses regarding label annoyingness by income level including (left) and excluding
(right) unsure responses.
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Figure 43. Responses regarding label annoyingness by party affiliation including (left) and exclud-
ing (right) unsure responses. 

  

Figure 43. Responses regarding label annoyingness by party affiliation including (left) and excluding
(right) unsure responses.
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Figure 44. Responses regarding label annoyingness by internet usage level including (left) and ex-
cluding (right) unsure responses. 

  

Figure 44. Responses regarding label annoyingness by internet usage level including (left) and
excluding (right) unsure responses.
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Figure 45. Responses regarding respondents’ willingness to review by income level including (left) 
and excluding (right) unsure responses. 

Figure 46 presents the willingness to use data by political affiliation. This data mir-
rors that for other labels. Again, Democrats had the most favorable view of the label and 
the lowest uncertainty. Nearly 70% of Democrats indicated willingness to use as opposed 
to just under 65% of Republicans. Approximately 60% of independents/other party mem-
bers indicated willingness, placing them at the lowest level of willingness. Republicans 
also had the second lowest uncertainly levels, behind Democrats. 

Figure 45. Responses regarding respondents’ willingness to review by income level including (left)
and excluding (right) unsure responses.
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Figure 46. Responses regarding respondents’ willingness to review by party affiliation including 
(left) and excluding (right) unsure responses. 

Figure 47 presents the willingness to use levels in terms of online usage level. A trend 
of decline with increased usage was present in the lowest three of the four uncertainty 
levels. The willingness to use the blocking label had a negative correlation with increased 
online usage at these same three levels. 

  

Figure 46. Responses regarding respondents’ willingness to review by party affiliation including
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Figures 48–50 present data regarding respondents’ perceptions of others’ willingness
to use the label. Figure 48 presents this by income levels. The data show a trend of de-
creasing uncertainty with increasing income level and a less noticeable trend of decreasing
perception of others’ willingness to use the label with income level. There was a small
decline from the USD 24,999 or less to USD 50,000 income levels followed by a sharp
increase at the USD 75,000 income level, with a more pronounced decline following this.

Figure 49 presents respondents’ perceptions of others’ willingness to use the labels
in terms of political affiliation. Democrats and independents indicated others to be more
likely to use the label, for this particular label. Democrats had the lowest uncertainty,
followed by Republicans. Independent/other party members indicated uncertainty more
than Democrats and Republicans; however, Republicans indicated the lowest level of
thinking others would use the label.

Figure 50 presents the willingness to use data in terms of online usage time. A very
slight decline with increased usage levels was present in the willingness data. Decreasing
uncertainty with increased income levels was shown for the three lowest income brackets.
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Figure 48. Responses regarding others’ willingness to review by income level including (left) and
excluding (right) unsure responses.
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Figure 49. Responses regarding others’ willingness to review by political affiliation including (left)
and excluding (right) unsure responses.
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Figure 50. Responses regarding others’ willingness to review by internet usage level including (left)
and excluding (right) unsure responses.

Focus now turns to the blocking label’s utility for judging trustworthiness. Figures 51–53
present data related to this. Figure 51 presents data related to income levels. While there
was no clear trend regarding uncertainty, there was a slight positive correlation, with
deviations at the USD 50,000 and USD 100,000 levels between increased income levels and
perception of utility for judging trustworthiness.

In Figure 52, which presents trustworthiness judging utility by political affiliation,
the recurring pattern of Democrats having the lowest (though only marginally, in this
case) uncertainty levels and highest utility levels was again present. In this instance,
Republicans had the second least uncertainty (just slightly less than the Democrats), while
the independents/other party members and Republicans had similar utility levels.

Finally, Figure 53 presents the trustworthiness judging utility data in terms of internet
usage level. No notable correlation between greater internet usage and utility was shown.
Uncertainty had a clear trend of declining with increased internet usage levels.
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Figure 51. Responses regarding usefulness in judging trustworthiness by income level including
(left) and excluding (right) unsure responses.
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Figure 52. Responses regarding usefulness in judging trustworthiness by party affiliation including
(left) and excluding (right) unsure responses.
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mental information labels. Figure 54 presents the example of this type of figure that was 
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Figure 53. Responses regarding usefulness in judging trustworthiness by internet usage level includ-
ing (left) and excluding (right) unsure responses.

6. Supplemental Information Labels

Finally, a third type of label—one that provides supplemental information—is assessed.
As in Sections 4 and 5 for informational and warning labels, respectively, this section
presents and discusses the results from several survey questions relevant to supplemental
information labels. Figure 54 presents the example of this type of figure that was presented
to respondents in the survey. As the figure shows, this label provides the title of the article,
a brief summary of the article and a picture from the article. It then has a “learn more” box
that provides a link to factual details relevant to claims made in the article.
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Figure 54. “Learn more” additional information label [76].

Figures 55–57 present data regarding respondents’ perceptions of the helpfulness of
this label. Figure 55 presents data in terms of income levels. While there was no notable
trend related to the uncertainty level, the label had a negative correlation between increased
income levels and perception of helpfulness at the lowest income levels, followed by
increasing perception of helpfulness at higher ones.
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Figure 55. Responses regarding label helpfulness by income level including (left) and excluding 
(right) unsure responses. 

  

Figure 55. Responses regarding label helpfulness by income level including (left) and excluding
(right) unsure responses.

Figure 56 shows the helpfulness data in association with political affiliation. As usual,
Democrat respondents found the label to be the most helpful. They also had the lowest
level of uncertainty. Republican respondents had slightly more uncertainty and slightly less
perceptions of helpfulness. Independents/other party members had higher uncertainty
and lower helpfulness perceptions.

The helpfulness data are also presented in terms of correlation with online usage levels.
While there was a limited decline in uncertainty shown in the lower three levels of internet
usage, a positive trend was present in the actual helpfulness data associated with these
internet usage levels.
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Figure 56. Responses regarding label helpfulness by party affiliation including (left) and excluding 
(right) unsure responses. 

  

Figure 56. Responses regarding label helpfulness by party affiliation including (left) and excluding
(right) unsure responses.
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Figure 57. Responses regarding label helpfulness by internet usage level including (left) and ex-
cluding (right) unsure responses. 

Figure 56 shows the helpfulness data in association with political affiliation. As usual, 
Democrat respondents found the label to be the most helpful. They also had the lowest 
level of uncertainty. Republican respondents had slightly more uncertainty and slightly 
less perceptions of helpfulness. Independents/other party members had higher uncer-
tainty and lower helpfulness perceptions.  

The helpfulness data are also presented in terms of correlation with online usage lev-
els. While there was a limited decline in uncertainty shown in the lower three levels of 
internet usage, a positive trend was present in the actual helpfulness data associated with 
these internet usage levels. 

Next, the annoyingness of the label is assessed. Figures 58–60 present data related to 
the annoyingness of the supplemental information label. Figure 58 presents data in asso-
ciation with income level. There was a general minor positive association in the uncer-
tainty data, and there was a limited negative correlation between increased income level 
and perception of annoyingness, excluding the lowest income bracket. 

  

Figure 57. Responses regarding label helpfulness by internet usage level including (left) and exclud-
ing (right) unsure responses.

Next, the annoyingness of the label is assessed. Figures 58–60 present data related
to the annoyingness of the supplemental information label. Figure 58 presents data in
association with income level. There was a general minor positive association in the
uncertainty data, and there was a limited negative correlation between increased income
level and perception of annoyingness, excluding the lowest income bracket.

The annoyingness data are presented associated with political affiliation in Figure 59.
As typical, Democrats had the lowest uncertainly level. Democrats also found the label
the least annoying, followed—with only a slight difference between each—by Republicans
and independents.

The annoyingness data are presented in Figure 60 in terms of online usage levels.
In this data, the uncertainty values decreased with increased internet usage levels. The
annoyingness level values also declined with increased levels of internet usage, except for
a very slight increase between the highest two levels.
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Figure 58. Responses regarding label annoyingness by income level including (left) and excluding 
(right) unsure responses. 

  

Figure 58. Responses regarding label annoyingness by income level including (left) and excluding
(right) unsure responses.
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Figure 59. Responses regarding label annoyingness by party affiliation including (left) and exclud-
ing (right) unsure responses. 

  

Figure 59. Responses regarding label annoyingness by party affiliation including (left) and excluding
(right) unsure responses.
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Figure 60. Responses regarding label annoyingness by internet usage level including (left) and ex-
cluding (right) unsure responses. 

The annoyingness data are presented associated with political affiliation in Figure 59. 
As typical, Democrats had the lowest uncertainly level. Democrats also found the label 
the least annoying, followed—with only a slight difference between each—by Republi-
cans and independents. 

The annoyingness data are presented in Figure 60 in terms of online usage levels. In 
this data, the uncertainty values decreased with increased internet usage levels. The an-
noyingness level values also declined with increased levels of internet usage, except for a 
very slight increase between the highest two levels. 

Focus now turns to respondents’ willingness to use the supplemental information 
label. Figures 61–63 present data related to this. Figure 61 presents data in terms of income 
level. There was no notable correlation trend between income level and willingness to use. 
The level of uncertainty declined relatively steadily with increased in 

  

Figure 60. Responses regarding label annoyingness by internet usage level including (left) and
excluding (right) unsure responses.
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Focus now turns to respondents’ willingness to use the supplemental information
label. Figures 61–63 present data related to this. Figure 61 presents data in terms of income
level. There was no notable correlation trend between income level and willingness to
use. The level of uncertainty declined relatively steadily with increased income level at the
lowest three levels; however, no trend was present at higher levels.

Next, in Figure 62, willingness to use data for the supplemental information label is
presented in terms of association with political affiliation. As typical, Democrat respon-
dents indicated the lowest uncertainty and also the highest level of usage willingness.
Republicans had the second lowest uncertainty and the second highest level of willingness
to use.

Figure 63 characterizes respondents’ willingness to use the label correlated with inter-
net usage levels. There was a general trend of positive correlation between increased levels
of online usage and increased levels of willingness to use the supplemental information
label. There was also a small correlation between decreased levels of uncertainty and
increased internet usage levels.
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Figure 61. Responses regarding respondents’ willingness to review by income level including (left) 
and excluding (right) unsure responses. 

  

Figure 61. Responses regarding respondents’ willingness to review by income level including (left)
and excluding (right) unsure responses.
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Figure 62. Responses regarding respondents’ willingness to review by party affiliation including 
(left) and excluding (right) unsure responses. 

  

Figure 62. Responses regarding respondents’ willingness to review by party affiliation including
(left) and excluding (right) unsure responses.
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Figure 63. Responses regarding respondents’ willingness to review by internet usage level including 
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Next, in Figure 62, willingness to use data for the supplemental information label is 
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to use. 
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and increased internet usage levels. 

Now, focus turns to respondents’ perceptions of others’ willingness to use the sup-
plemental information label. Data related to this is presented in Figures 64–66. Figure 64 
presents this in terms of income level. The data show no clear trend between uncertainty 
and increased income levels. There was also no clear overarching trend visible in the oth-
ers’ willingness level data. 

  

Figure 63. Responses regarding respondents’ willingness to review by internet usage level including
(left) and excluding (right) unsure responses.

Now, focus turns to respondents’ perceptions of others’ willingness to use the sup-
plemental information label. Data related to this is presented in Figures 64–66. Figure 64
presents this in terms of income level. The data show no clear trend between uncertainty
and increased income levels. There was also no clear overarching trend visible in the others’
willingness level data.
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Figure 64. Responses regarding others’ willingness to review by income level including (left) and 
excluding (right) unsure responses. 

  

Figure 64. Responses regarding others’ willingness to review by income level including (left) and
excluding (right) unsure responses.

Figure 65 shows the others’ willingness data correlated with political affiliation. As is
typical, Democrats had the lowest level of uncertainty and the highest level of perceived
willingness of others to use the labels. Republicans had the second lowest uncertainty
levels and the second highest others’ willingness levels.

Figure 66 presents the others’ willingness to use data in terms of internet usage level. A
clear trend of increased perception of others’ willingness correlated with increased internet
usage was present. The lowest three levels of internet usage also had a trend of decreased
uncertainty with increased internet usage.
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Figure 65. Responses regarding others’ willingness to review by party affiliation including (left) 
and excluding (right) unsure responses. 

  

Figure 65. Responses regarding others’ willingness to review by party affiliation including (left) and
excluding (right) unsure responses.
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Figure 66. Responses regarding others’ willingness to review by internet usage level including (left) 
and excluding (right) unsure responses. 

Figure 65 shows the others’ willingness data correlated with political affiliation. As 
is typical, Democrats had the lowest level of uncertainty and the highest level of perceived 
willingness of others to use the labels. Republicans had the second lowest uncertainty 
levels and the second highest others’ willingness levels. 

Figure 66 presents the others’ willingness to use data in terms of internet usage level. 
A clear trend of increased perception of others’ willingness correlated with increased in-
ternet usage was present. The lowest three levels of internet usage also had a trend of 
decreased uncertainty with increased internet usage. 

Finally, the label’s efficacy for judging trustworthiness is assessed. Figures 67–69 pre-
sent data related to this. Figure 67 presents this data associated with income level. No 
clear trends were present in either the uncertainty level or usefulness data.  

  

Figure 66. Responses regarding others’ willingness to review by internet usage level including (left)
and excluding (right) unsure responses.

Finally, the label’s efficacy for judging trustworthiness is assessed. Figures 67–69
present data related to this. Figure 67 presents this data associated with income level. No
clear trends were present in either the uncertainty level or usefulness data.

The trustworthiness judging efficacy data are presented in terms of political affiliation
in Figure 68. As typical, Democrats reported lower uncertainty and higher levels of
perceived trustworthiness judging efficacy. Republicans had the second highest uncertainty
and the second highest level of trustworthiness judging efficacy belief. Independents
reported the greatest uncertainty and lowest usefulness among the three groups.

Finally, the trustworthiness judging efficacy of the supplemental information label is
considered relative to online usage levels. For both the uncertainty and usefulness values,
a trend was present. The first trend was decreasing uncertainty with increased usage, and
the second trend was an increasing perceived utility for judging trustworthiness that was
positively associated with increased internet usage.

450



Information 2022, 13, 252

Information 2022, 12, x FOR PEER REVIEW 77 of 136 
 

 

 

 
Figure 67. Responses regarding usefulness in judging trustworthiness by income level including 
(left) and excluding (right) unsure responses. 

  

Figure 67. Responses regarding usefulness in judging trustworthiness by income level including
(left) and excluding (right) unsure responses.
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Figure 68. Responses regarding usefulness in judging trustworthiness by party affiliation including 
(left) and excluding (right) unsure responses. 

  

Figure 68. Responses regarding usefulness in judging trustworthiness by party affiliation including
(left) and excluding (right) unsure responses.
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Figure 69. Responses regarding usefulness in judging trustworthiness by internet usage level in-
cluding (left) and excluding (right) unsure responses. 

The trustworthiness judging efficacy data are presented in terms of political affilia-
tion in Figure 68. As typical, Democrats reported lower uncertainty and higher levels of 
perceived trustworthiness judging efficacy. Republicans had the second highest uncer-
tainty and the second highest level of trustworthiness judging efficacy belief. Independ-
ents reported the greatest uncertainty and lowest usefulness among the three groups. 

Finally, the trustworthiness judging efficacy of the supplemental information label is 
considered relative to online usage levels. For both the uncertainty and usefulness values, 
a trend was present. The first trend was decreasing uncertainty with increased usage, and 
the second trend was an increasing perceived utility for judging trustworthiness that was 
positively associated with increased internet usage. 

7. Analysis and Implications 
This section presents comparative analysis of the data presented in the previous sec-

tions. First, the trends present in the data, which were previously discussed, are briefly 
summarized and key patterns are identified. Then, the level of willingness of respondents 
and respondents’ perceived willingness of others to use each label is compared between 
labels and by income level, political affiliation and online usage levels. Finally, respond-
ents’ willingness to use each label is compared to their perceived willingness of others for 
each label and based on income level, political affiliation and online usage levels. 

Table 1 presents the trends present throughout the data for the seven labels in terms 
of income level. Several overarching trends are present. First, in general, metrics regarding 
the perception of the labels decreased with increased income. There were two limited ex-
ceptions to this. The first was annoyingness, which showed a slight positive association 
with income level in one instance, no notable trend in two instances, conflicting trends in 
one instance and a partial negative association in two instances. The second was trustwor-
thiness, which had a marginal positive association in one instance and a partial positive 
association in another instance (it also had one negative, one partial negative and two no 
notable associations). Generally, though, the labels were seen less positively with in-
creased income levels (and as more annoying, in at least one case). The number of re-
spondents indicating uncertainty also had a strong negative correlation with increased 
income. Thus, respondents can be taken to be less supportive of the labels and more cer-
tain of this belief with increased income levels. An exception to this rule was seen at the 

Figure 69. Responses regarding usefulness in judging trustworthiness by internet usage level includ-
ing (left) and excluding (right) unsure responses.
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7. Analysis and Implications

This section presents comparative analysis of the data presented in the previous
sections. First, the trends present in the data, which were previously discussed, are briefly
summarized and key patterns are identified. Then, the level of willingness of respondents
and respondents’ perceived willingness of others to use each label is compared between
labels and by income level, political affiliation and online usage levels. Finally, respondents’
willingness to use each label is compared to their perceived willingness of others for each
label and based on income level, political affiliation and online usage levels.

Table 1 presents the trends present throughout the data for the seven labels in terms of
income level. Several overarching trends are present. First, in general, metrics regarding
the perception of the labels decreased with increased income. There were two limited
exceptions to this. The first was annoyingness, which showed a slight positive association
with income level in one instance, no notable trend in two instances, conflicting trends
in one instance and a partial negative association in two instances. The second was
trustworthiness, which had a marginal positive association in one instance and a partial
positive association in another instance (it also had one negative, one partial negative
and two no notable associations). Generally, though, the labels were seen less positively
with increased income levels (and as more annoying, in at least one case). The number of
respondents indicating uncertainty also had a strong negative correlation with increased
income. Thus, respondents can be taken to be less supportive of the labels and more certain
of this belief with increased income levels. An exception to this rule was seen at the USD
75,000 income level, which, for some labels, showed an increase in support for positive
question categories (i.e., helpfulness, self-willingness, others’-willingness and usefulness)
relative to the USD 50,000 income level. Similarly, there was a decrease, in some cases, in
“annoyance” when shifting from the USD 50,000 to the USD 75,000 income level.

The three labels that showed an at least somewhat positive trend in perceived trust
with increasing income were the labels with the most information. Informational label 3
has the extended description of each metric presented and warning label 2 presents the
article summary along with the rationale for the warning. The supplemental information
label provides a link to a relevant source. This may be indicative of those with higher
income levels seeking more information for their decision making. It may be that a label
with more information on it (or perhaps linked to from it) than any of the ones analyzed
herein would perform the best for higher income groups. This is a potential topic for future
work to analyze.

Table 2 compares the trends in the perception of labels based on respondents’ political
affiliations. Most notable from reviewing these data was that in almost all cases, Democratic
Party-affiliated respondents found the labels the most helpful and useful for judging
trustworthiness, and they believed that they and others were most likely to use them. In
most cases, Democrats found the labels the least annoying or there was a tie for finding
them the least annoying. Because of this, the most notable data elements were those
where this pattern did not hold. In terms of the metric, there were only two instances
of this: independents/other party affiliates indicated others’ willingness to use warning
labels 1 and 3 at a higher level than Democrats. Similarly, on the uncertainty side, there was
a single exception: Republicans had higher certainty for self-willingness for informational
label 2. However, even with these two deviations, the pattern of higher support for labels
by Democrats is very clear and pronounced.

Table 3, similar to Tables 1 and 2, compares the trends in the perception of labels based
on respondents’ online usage levels. This data were far more varied than the data in the
previous table and were, in some cases, somewhat contradictory in potential meaning.
Looking at the metric data, informational label 1 had positive correlations (of various levels)
to all metrics except others’ willingness to use the label. Notably, the only strong positive
correlation was for self-willingness, which increased with online usage levels. However, the
slight and partial positives for helpfulness and judging trustworthiness (which aligned with
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the positive for self-willingness) were at odds with the partial positive for annoyingness.
However, these differences are marginal.

Table 1. Trends for label types for income level data.

Metric Uncertainty

Informational Label 1
Helpfulness Two negatives Partial negative

Annoyingness Partial negative Fluctuates
Self-Willingness Slightly negative Slightly negative

Others’ Willingness Partial negative Partial positive
Judging Trustworthiness Negative Partial negative

Informational Label 2
Helpfulness Two negatives Not notable

Annoyingness Slightly positive Negative
Self-Willingness Partial negative Partial negative

Others’ Willingness Not notable Not notable
Judging Trustworthiness Partial negative Not notable

Informational Label 3
Helpfulness Conflicting trends Partial negative

Annoyingness Conflicting trends Negative
Self-Willingness Not notable Not notable

Others’ Willingness Not notable Not notable
Judging Trustworthiness Partial positive Partial slight negative

Warning Label 1
Helpfulness Slightly negative Slightly negative

Annoyingness Not notable Slightly negative
Self-Willingness Slightly negative Negative

Others’ Willingness Partial negative Partial negative
Judging Trustworthiness Not notable Negative

Warning Label 2
Helpfulness Not notable Partial negative

Annoyingness Not notable Partial negative
Self-Willingness Not notable Not notable

Others’ Willingness Not notable Not notable
Judging Trustworthiness Marginally Positive Negative

Warning Label 3 (Blocking)
Helpfulness Not notable Not notable

Annoyingness Partial negative Partial negative
Self-Willingness Partial slight negative Negative

Others’ Willingness Partial negative Slightly negative
Judging Trustworthiness Not notable Not notable

Supplemental Info. Label
Helpfulness Conflicting trends Partial slight negative

Annoyingness Partial negative Partial negative
Self-Willingness Partial positive Partial negative

Others’ Willingness Not notable Partial negative
Judging Trustworthiness Not notable Not notable
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Table 2. Trends for label types for political affiliation data.

Metric Uncertainty

Informational Label 1
Helpfulness Democrats most helpful Democrats most sure

Annoyingness Effective tie Democrats slightly surer
Self-Willingness Democrats most willing Democrats most sure

Others’ Willingness Democrats most willing Democrats most sure
Judging Trustworthiness Democrats most useful Democrats most sure

Informational Label 2
Helpfulness Democrats most helpful Democrats most sure

Annoyingness Democrats slightly less annoying Democrats slightly surer
Self-Willingness Democrats most willing Republicans slightly surer

Others’ Willingness Democrats most willing Democrats most sure
Judging Trustworthiness Democrats most useful Democrats most sure

Informational Label 3
Helpfulness Democrats most helpful Democrats slightly surer

Annoyingness Democrats less annoying Democrats most sure
Self-Willingness Democrats most willing Democrats most sure

Others’ Willingness Democrats most willing Democrats most sure
Judging Trustworthiness Democrats most useful Democrats slightly surer

Warning Label 1
Helpfulness Democrats most helpful Democrats slightly surer

Annoyingness Effective tie Democrats very slightly surer
Self-Willingness Democrats slightly more willing Democrats slightly surer

Others’ Willingness Independents slightly more willing Democrats slightly surer
Judging Trustworthiness Democrats slightly more useful Democrats most sure

Warning Label 2
Helpfulness Democrats most helpful Democrats most sure

Annoyingness Democrats less annoying Democrats most sure
Self-Willingness Democrats slightly more willing Democrats most sure

Others’ Willingness Democrats slightly more willing Democrats most sure
Judging Trustworthiness Democrats most useful Democrats slightly surer

Warning Label 3
(Blocking)

Helpfulness Democrats most helpful Democrats very slightly surer
Annoyingness Effective tie Democrats very slightly surer

Self-Willingness Democrats slightly more willing Democrats slightly surer
Others’ Willingness Independents most willing Democrats most sure

Judging Trustworthiness Democrats most useful Democrats very slightly surer

Supplemental
Information Label

Helpfulness Democrats most helpful Democrats surer
Annoyingness Democrats slightly less annoying Democrats slightly surer

Self-Willingness Democrats most willing Democrats most sure
Others’ Willingness Democrats most willing Democrats most sure

Judging Trustworthiness Democrats most useful Democrats most sure
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Table 3. Trends for label types for online usage level data.

Metric Uncertainty

Informational Label 1
Helpfulness Slightly positive Not notable

Annoyingness Partial positive Partial negative
Self-Willingness Positive Not notable

Others’ Willingness Not notable Partial negative
Judging Trustworthiness Partial positive Partial negative

Informational Label 2
Helpfulness Slightly positive Not notable

Annoyingness Not notable Not notable
Self-Willingness Slightly positive Partial negative

Others’ Willingness Not notable Partial negative
Judging Trustworthiness Slightly negative Slightly positive

Informational Label 3
Helpfulness Partial positive Not notable

Annoyingness Slightly negative Not notable
Self-Willingness Partial negative Positive

Others’ Willingness Slightly negative Positive
Judging Trustworthiness Slightly positive Negative

Warning Label 1
Helpfulness Partial negative Partial positive

Annoyingness Not notable Not notable
Self-Willingness Not notable Partial negative

Others’ Willingness Not notable Slightly negative
Judging Trustworthiness Negative Slightly negative

Warning Label 2
Helpfulness Not notable Not notable

Annoyingness Not notable Partial negative
Self-Willingness Partial negative Partial positive

Others’ Willingness Partial negative Partial positive
Judging Trustworthiness Not notable Negative

Warning Label 3 (Blocking)
Helpfulness Partial slight positive Slightly negative

Annoyingness Not notable Negative
Self-Willingness Partial negative Partial negative

Others’ Willingness Slightly negative Negative
Judging Trustworthiness Not notable Slightly negative

Supplemental Info. Label
Helpfulness Partial positive Partial negative

Annoyingness Partial slight negative Negative
Self-Willingness Positive Slightly negative

Others’ Willingness Positive Partial negative
Judging Trustworthiness Partial positive Negative

Informational label 2 is similarly confusing with slight positive correlations between
online usage time and helpfulness and self-willingness and a slight negative correlation
with judging trustworthiness. Informational label three has similarly conflicting trends
with the helpfulness, annoyingness and judging trustworthiness trends suggesting one
pattern while both willingness metrics suggest a conflicting one. Again, though, these
differences are somewhat marginal due to the slight and partial nature of these trends.

Warning labels 1 and 2 had more consistent trends. In cases where trends were present,
label support had a negative correlation with increased online usage. Warning label 3 (the
blocking label) returned to conflicting trends, with one of the metrics having a limited
positive correlation, two having limited negative correlations and two not exhibiting a trend.
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Finally, the supplemental information label showed consistency. All five metrics had
trends that aligned.

Looking at the uncertainty levels, most of the labels (except for informational label
1, warning label 3 and the supplemental information label) showed conflicting trends of
growing or reducing uncertainty with increased online usage. Note that, for uncertainty,
positive for annoyingness was not seen to be at odds with other positive associations,
as the uncertainty growth (or decline) would have a similar meaning for all five metrics.
Focus now moves on to comparing the different levels of respondents’ and respondents’
perceptions of others’ willingness to use the different labels. Tables 4–6 present these data
in terms of income level, political affiliation and online usage levels.

Table 4. Comparison of self and others’ willingness to use labels by income level.

USD 24,999
or Less

USD
25,000–49,999

USD
50,000–74,999

USD
75,000–99,999

USD 100,000–
124,999

USD 125,000
or Higher

Informational Label 1
Self-Willingness 67.9% 62.8% 61.7% 67.6% 56.7% 64.1%

Others’ Willingness 67.9% 73.9% 59.2% 71.4% 66.7% 63.3%
Informational Label 2

Self-Willingness 70.7% 63.4% 59.1% 69.6% 64.5% 70.0%
Others’ Willingness 74.0% 71.2% 63.0% 70.2% 86.4% 66.7%

Informational Label 3
Self-Willingness 65.1% 67.5% 60.8% 68.2% 71.9% 64.1%

Others’ Willingness 63.2% 74.0% 52.8% 72.4% 79.2% 61.3%
Warning Label 1
Self-Willingness 75.3% 74.4% 72.9% 75.0% 71.9% 72.5%

Others’ Willingness 73.4% 74.7% 67.9% 80.3% 77.8% 75.7%
Warning Label 2
Self-Willingness 69.5% 70.6% 65.6% 73.6% 87.1% 70.0%

Others’ Willingness 64.4% 78.6% 61.8% 73.2% 84.6% 69.7%
Warning Label 3

(Blocking)
Self-Willingness 67.1% 65.5% 61.6% 67.6% 54.5% 70.0%

Others’ Willingness 63.2% 63.5% 59.4% 72.9% 69.2% 63.9%
Supplemental

Information Label
Self-Willingness 65.9% 65.0% 50.0% 54.5% 65.6% 66.7%

Others’ Willingness 61.3% 72.0% 53.9% 56.6% 70.8% 69.7%

Table 4 presents respondents’ and respondents’ perceptions of others’ willingness to
use the labels based on respondents’ income level. Based on the data presented, warning
label 1 was a clear favorite across income levels, with four of the five income levels indicat-
ing the highest respondents’ wiliness to use this label and three of the five levels having the
highest level of others’ willingness for this label as well. Notably, the three income levels
with respondents indicating that others would prefer an alternate label and the one with
respondents themselves indicating that they would prefer an alternate label, use only two
other labels: informational label 2 and warning label 2.

While these labels perform the best for given groups, there is also a notable difference,
in most cases, between the better performing labels and the underperforming ones. Infor-
mational label 1, for example, underperforms warning label 1 by at least 7%, in all cases,
and over 10% in several. For the USD 100,000–124,999 income level (where informational
label 2 performed the best for others’ willingness), it underperformed the best performing
label by 20%. Warning label 3 and the supplemental information label also appeared to
underperform the best performing label significantly, in most cases (though warning label
3 only slightly underperforms for respondents’ willingness for the USD 125,000 or higher
group). Notably, while the worst performing labels for each group were less consistent
than the best, only four of the labels had worst performing statuses, and all were worst
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performing for at least two groups. In addition, no label was both a best performer for one
group and simultaneously a worst performer for another group.

Given the foregoing, it appears that, in terms of respondents’ willingness to use a label,
there are clearly preferred labels to select. Despite this, it may still be desirable to support
multiple labels to maximize the number of individuals who are willing to use a label (as
some may not be willing to use the generally preferred labels).

Table 5. Comparison of self- and others’ willingness to use labels by party affiliation.

Republican Party Democratic Party Independent/Other Party

Informational Label 1
Self-Willingness 51.8% 76.2% 62.8%

Others’ Willingness 59.4% 75.2% 64.3%
Informational Label 2

Self-Willingness 58.8% 75.2% 62.6%
Others’ Willingness 64.0% 79.5% 66.7%

Informational Label 3
Self-Willingness 60.7% 72.2% 63.1%

Others’ Willingness 64.4% 71.2% 59.7%
Warning Label 1
Self-Willingness 70.2% 76.3% 74.5%

Others’ Willingness 73.5% 71.8% 75.3%
Warning Label 2
Self-Willingness 70.2% 74.8% 67.9%

Others’ Willingness 66.3% 73.0% 69.3%
Warning Label 3 (Blocking)

Self-Willingness 64.1% 68.5% 62.2%
Others’ Willingness 60.6% 64.7% 66.2%

Supplemental Information Label
Self-Willingness 63.2% 67.7% 51.1%

Others’ Willingness 61.8% 68.4% 57.4%

Table 5 presents respondents’ and respondents’ perceptions of others’ willingness to
use the labels based on respondents’ political party affiliation. The results for the different
political parties are very similar to the income level groups. Warning label 1 is a clear
preference, with it being the preferred self-use label for all three groups (tied with warning
label 2 for Republicans) and the preferred others’ use label for two of the three groups. As
with the income level groups, the other two labels that performed best for a group were
informational label 2 and warning label 2.

The largest difference between the income level and political affiliation date was the
performance of informational label 1 for Democrats. The label was only 0.1% less popular
than the best performing label for self-willingness for use. Notably, this label performed
well for Democrats and was the worst performing for both self- and others’ willingness
for use by Republicans. This label clearly had a demonstrable difference in political party
affiliation-based perception.

Table 6 presents respondents’ willingness and their perceptions of others’ willingness,
to use the labels based on respondents’ online usage level. The results by online usage level
have some key similarities to those by income level and party affiliation. Warning label
1, again, performed the best. However, it was principally preferred by those with lower
levels of online usage time. The supplemental information label performed, consistently,
the worst for users with less than three hours of daily internet usage. For higher levels of
use respondents, though, the results were quite different. Informational label 1 was the
preferred label for those with more than five hours of daily usage and warning label 2 was
the preferred label for those with three to five hours of usage. Warning label 3 was the least
preferred for the higher usage level respondents. Notably, the supplemental information
label, which was consistently the worst for the lower-usage level respondents, was the
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best performing for others for one group and just slightly (0.9% lower) less than the best
performing for another group.

The data show that there was a demonstrable difference in preference between low-
usage and higher-usage level respondents. The higher usage level respondents clearly
did not prefer the blocking label. More research will be needed to ascertain whether
commonalities between informational label 1, warning labels 1 and 2 and the supplemental
information label were responsible for their superior performance for higher-usage level
users or if the differences in preference were indicative of true differences in preference
between the higher-usage level groups.

Table 6. Comparison of self- and others’ willingness to use labels by online usage level.

1 h or Less Between 1 and 3 h Between 3 and 5 h More than 5 h

Informational Label 1
Self-Willingness 58.1% 64.5% 69.1% 80.0%

Others’ Willingness 64.6% 69.0% 62.0% 72.0%

Informational Label 2
Self-Willingness 60.8% 67.6% 66.7% 71.0%

Others’ Willingness 68.9% 71.1% 69.1% 70.4%

Informational Label 3
Self-Willingness 62.7% 66.3% 63.8% 73.3%

Others’ Willingness 59.8% 69.6% 57.7% 71.4%
Warning Label 1
Self-Willingness 73.1% 75.3% 70.5% 75.9%

Others’ Willingness 71.9% 77.4% 66.7% 75.9%
Warning Label 2
Self-Willingness 65.6% 71.7% 78.0% 75.0%

Others’ Willingness 64.8% 71.8% 72.7% 74.1%
Warning Label 3 (Blocking)

Self-Willingness 68.2% 63.8% 58.1% 64.5%
Others’ Willingness 65.7% 64.7% 61.4% 60.0%

Supplemental Information Label
Self-Willingness 52.7% 62.8% 59.6% 71.0%

Others’ Willingness 54.0% 62.1% 74.1% 75.0%

Finally, focus turns to respondents’ comparative perceptions of each label and whether
they saw it as most useful for themselves or others. This data are presented in Tables 7–9.

Table 7 presents the data in terms of respondents’ income level. There are few patterns
in this data, and perhaps the most notable pattern was that the respondents’ can be
effectively grouped into two groups: those with incomes above and below USD 75,000.
Those with incomes below USD 75,000 found informational label 2 most useful for others,
consistently, and warning label 3 most useful for themselves. One of the two was a
higher-performing label and one was a lower-performing one based on the data in Table 4.
However, neither was the highest or lowest performing. The higher income respondents
had two labels that were consistently identified as better for others than respondents
themselves: warning label 1 and the supplemental informational label, and warning
label 2 was identified, consistently, as best for respondents. Warning label 1 was the
best performing label overall, and warning label 2 was towards the better performing
end of the spectrum. The supplemental information label, conversely, was the poorest
performing label.

Given the juxtaposition of the data between Tables 4 and 7, the status of a label as
being preferred for respondents own use or others’ use is of limited utility. However, the
pattern of change at USD 75,000 is an interesting outcome.
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Table 7. Do respondents see labels as more valuable to self or others, by income level.

USD
24,999 or Less

USD
25,000–49,999

USD
50,000–74,999

USD
75,000–99,999

USD
100,000–124,999

USD 125,000 or
More

Informational Label 1 Others Others Self Others Others Self
Informational Label 2 Others Others Others Others Others Self
Informational Label 3 Self Others Self Others Others Self

Warning Label 1 Self Others Self Others Others Others
Warning Label 2 Self Others Self Self Self Self

Warning Label 3 (Blocking) Self Self Self Others Others Self
Supplemental Information Label Tie Others Others Others Others Others

Table 8. Whether respondents saw labels as more valuable to self or others by party affiliation.

Republican Party Democratic Party Independent/Other Party

Informational Label 1 Others Self Others
Informational Label 2 Others Others Others
Informational Label 3 Others Self Self

Warning Label 1 Others Self Others
Warning Label 2 Self Self Others

Warning Label 3 (Blocking) Self Self Others
Supplemental Informational Label Self Others Others

Table 9. Do respondents see labels as more valuable to self or others, by online usage level.

1 h or Less Between 1 and 3 h Between 3 and 5 h More than 5 h

Informational Label 1 Others Others Self Self
Informational Label 2 Others Others Others Self
Informational Label 3 Self Others Self Self

Warning Label 1 Self Others Self Others
Warning Label 2 Self Others Self Self

Warning Label 3 (Blocking) Self Others Others Self
Supplemental Information Label Others Self Others Others

Table 8 presents the self-versus-others’ preference data in terms of respondents’ party
affiliation. A few interesting patterns are present in this data. Republicans tended to see
informational labels as more useful for others, while seeing the warning labels (two of the
three) as most useful for themselves. Additionally, they were the only group that found the
supplemental information label more useful for their own use. Democrats, on the other
hand, seemed to find most labels more useful for their own use. They only identified one
informational label and the supplemental information label as being more useful for others.
Independent/other party affiliates, on the other hand, had nearly the opposite perspective.
They identified six of the seven label types (all except informational label 3) as being more
useful for others. This difference in perception may be important when considering how to
introduce labels and be indicative of differences in willingness to learn about labels and
participate by party affiliation.

Finally, Table 9 presents the self-versus-others’ preference data in terms of respondents’
online usage level. The patterns in this data are less pronounced than the party affiliation
date. Those with the lowest online usage time find the informational labels (excepting
number 3) most useful to others and the warning labels most useful to themselves. This
may be indicative of the group feeling that they need more explicit guidance due to their
lower familiarity with and exposure to the Internet. Those with one to three hours of online
usage per day found all labels, except the supplemental information label, to be more useful
to others. This group was the only group to find the supplemental information label more
useful to themselves than others. An explanation for this could be the group believing
that they have enough exposure and experience with internet usage to make their own
decisions but requiring the additional support of the extended information to do so.
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The higher usage level respondents’ responses are more inconsistent. There are three
labels that both groups find to be more useful for their own use and one that they find to
be more useful to others. Notably, there is a strong transition back to finding labels more
useful for self-use between the one to three and 3–5 groups which persists with the more
than 5 h group. One interpretation of this is that the lower usage level respondents found
the labels useful, as they need the support of them for decision making (and, thus, focus
on the warning labels), while the higher usage level respondents see the value in some of
the labels for their own use, though there is not a clear label type of preference notable in
this data.

8. Conclusions and Future Work

Online content labels are an approach to protecting individuals against the harmful
impacts of intentionally deceptive online content without censorship of content creators.
They may help prevent the spread of online misinformation and may even increase users’
awareness of problematic content through their ongoing use.

To advance the potential future use of online content labeling, this paper presented
and analyzed the results and implications of a national survey of consumer perceptions
regarding online content labels to ascertain their efficacy. Data were collected from over
500 respondents and analyzed in terms of their key demographics including income level,
political party affiliation and online usage level.

The analysis of this data demonstrated a great deal of support for labels, both in
general and across various demographic groups. It also demonstrated that some groups
had clear preferences for and against certain types of labels. Individuals were also shown
to be more or less likely to utilize labels based on key demographic characteristics.

Labels were generally shown to be less well received with increasing income levels.
Respondents also indicated greater certainty about their usage decision with higher income
levels. The labels that were the best received for those with higher income levels were the
ones that made more information available.

Democrats were shown to have a stronger willingness to use labels, in general, and
to believe that others would use labels more than Republicans and Independents/other
party members. This was true overall and across virtually all label types. However, the
first and third warning labels were better received by Independents/other party members
than Democrats.

The trends were less clear with regards to online usage levels. The principal trend
that was detected, though, for two warning labels was a decline in use with increased
online usage.

When looking at preferences, warning label 1 was a strong preference across all income
levels for both individuals’ own use and use by others. Informational label 2 and warning
label 2, though not performing as well as warning label 1, were also well received across
income levels. Warning label 1 was also the most popular for use across political affiliations
for individuals and others.

Unlike the consistency shown across income levels and political affiliations, differences
in a label preference were clear by online usage level. The first warning label was preferred
by lower usage groups. However, the label of choice varied among the higher usage groups.
The higher usage level groups demonstrated a trend towards being more receptive of labels
with extended information on them.

Finally, while individuals’ indication of greater usage preference for each level, for both
themselves and others, varied by income level and online usage level, notable differences
are present between political affiliation groups. Democrats indicated greater preference
for all but two of the labels for self-use, while Republicans and Independents/other party
members indicated greater preference for the use of labels by others, in most cases.

Knowledge about the demographic groups’ preferences and trends can be useful in a
number of ways. At the most basic level, computer system operators, users themselves and
others can pick the labeling that is most preferred based on the demographics of typical
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system users. This could also be customized on a per-user basis, informed by the user’s
demographic characteristics.

Demographic preferences also provide a potential starting point for additional user-
specific (or group-specific) customization. They may also provide a starting point for further
research into the more specific preferences of particular groups and the development of
new and modified types of labels.

The data can also inform decisions regarding the training of groups of user and
individual users, allowing focus to be placed on areas that demographic preferences indicate
are important. For example, some groups have shown a preference for warning style labels
while others have shown a preference for labels with more information (presumably to
facilitate the individual making their own informed decision. This type of a preference not
only suggests what labels should be presented and suggested to a group of users, but it also
has implications regarding what features and capabilities of a labeling system particular
demographic groups find most valuable and, thus, how labeling should be presented
overall and how training should be presented and focused.

This same knowledge is, thus, inherently useful for product development and feature
decision making. Labels that perform well across several groups can be prioritized for
implementation over those that are not as well received or as broadly supported.
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Appendix A

This section presents supporting figures for Section 4. Each figure includes error
bars showing the standard error range for the threshold values. Figures A1–A15 present
data for the article summary information label (shown in Figure 3). Figures A16–A30
present data for the informational label without article summary (shown in Figure 4).
Finally, Figures A31–A45 present data for the informational label with article summary and
component score descriptions (shown in Figure 5).
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Figure A1. Responses regarding label helpfulness by income level including (left) and excluding 
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Figure A2. Responses regarding label helpfulness by party affiliation including (left) and excluding 
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Figure A2. Responses regarding label helpfulness by party affiliation including (left) and excluding
(right) unsure responses.
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Figure A3. Responses regarding label helpfulness by internet usage level including (left) and ex-
cluding (right) unsure responses. 

  

Figure A3. Responses regarding label helpfulness by internet usage level including (left) and
excluding (right) unsure responses.
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Figure A4. Responses regarding label annoyingness by income level including (left) and excluding 
(right) unsure responses. 

  

Figure A4. Responses regarding label annoyingness by income level including (left) and excluding
(right) unsure responses.
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Figure A5. Responses regarding label annoyingness by party affiliation including (left) and exclud-
ing (right) unsure responses. 

  

Figure A5. Responses regarding label annoyingness by party affiliation including (left) and excluding
(right) unsure responses.
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Figure A6. Responses regarding label annoyingness 

  

Figure A6. Responses regarding label annoyingness by internet usage level including (left) and
excluding (right) unsure responses.
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Figure A7. Responses regarding respondents’ willingness to review by income level including (left) 
and excluding (right) unsure responses. 

  

Figure A7. Responses regarding respondents’ willingness to review by income level including (left)
and excluding (right) unsure responses.
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Figure A8. Responses regarding respondents’ willingness to review by party affiliation including 
(left) and excluding (right) unsure responses. 

  

Figure A8. Responses regarding respondents’ willingness to review by party affiliation including
(left) and excluding (right) unsure responses.
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Figure A9. Responses regarding respondents’ willingness to review by internet usage level includ-
ing (left) and excluding (right) unsure responses. 

  

Figure A9. Responses regarding respondents’ willingness to review by internet usage level including
(left) and excluding (right) unsure responses.
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Figure A10. Responses regarding others’ willingness to review by income level including (left) and 
excluding (right) unsure responses. 

  

Figure A10. Responses regarding others’ willingness to review by income level including (left) and
excluding (right) unsure responses.
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Figure A11. Responses regarding others’ willingness to review by party affiliation including (left) 
and excluding (right) unsure responses. 

  

Figure A11. Responses regarding others’ willingness to review by party affiliation including (left)
and excluding (right) unsure responses.
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Figure A12. Responses regarding others’ willingness to review by internet usage level including 
(left) and excluding (right) unsure responses. 

  

Figure A12. Responses regarding others’ willingness to review by internet usage level including
(left) and excluding (right) unsure responses.
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Figure A13. Responses regarding usefulness in judging trustworthiness by income level including 
(left) and excluding (right) unsure responses. 

  

Figure A13. Responses regarding usefulness in judging trustworthiness by income level including
(left) and excluding (right) unsure responses.
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Figure A14. Responses regarding usefulness in judging trustworthiness by party affiliation includ-
ing (left) and excluding (right) unsure responses. 

  

Figure A14. Responses regarding usefulness in judging trustworthiness by party affiliation including
(left) and excluding (right) unsure responses.
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Figure A15. Responses regarding usefulness in judging trustw 

  

Figure A15. Responses regarding usefulness in judging trustworthiness by internet usage level
including (left) and excluding (right) unsure responses.
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Figure A16. Responses regarding label helpfulness by income level including (left) and excluding 
(right) unsure responses. 

  

Figure A16. Responses regarding label helpfulness by income level including (left) and excluding
(right) unsure responses.
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Figure A17. Responses regarding label helpfulness by party affiliation including (left) and exclud-
ing (right) unsure responses. 

  

Figure A17. Responses regarding label helpfulness by party affiliation including (left) and
excluding (right) unsure responses.
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Figure A18. Responses regarding label helpfulness by internet usage level including (left) and ex-
cluding (right) unsure responses. 

  

Figure A18. Responses regarding label helpfulness by internet usage level including (left) and
excluding (right) unsure responses.
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Figure A19. Responses regarding label annoyingness by income level including (left) and excluding 
(right) unsure responses. 

  

Figure A19. Responses regarding label annoyingness by income level including (left) and excluding
(right) unsure responses.
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Figure A20. Responses regarding label annoyingness by party affiliation including (left) and ex-
cluding (right) unsure responses. 

  

Figure A20. Responses regarding label annoyingness by party affiliation including (left) and exclud-
ing (right) unsure responses.
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Figure A21. Responses regarding label annoyingness by internet usage level including (left) and 
excluding (right) unsure responses. 

  

Figure A21. Responses regarding label annoyingness by internet usage level including (left) and
excluding (right) unsure responses.
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Figure A22. Responses regarding respondents’ willingness to review by income level including 
(left) and excluding (right) unsure responses. 

  

Figure A22. Responses regarding respondents’ willingness to review by income level including (left)
and excluding (right) unsure responses.
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Figure A23. Responses regarding respondents’ willingness to review by party affiliation including 
(left) and excluding (right) unsure responses. 

  

Figure A23. Responses regarding respondents’ willingness to review by party affiliation including
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Figure A24. Responses regarding respondents’ willingness to review by internet usage level includ-
ing (left) and excluding (right) unsure responses. 

  

Figure A24. Responses regarding respondents’ willingness to review by internet usage level including
(left) and excluding (right) unsure responses.
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Figure A25. Responses regarding others’ willingness to review by income level including (left) and 
excluding (right) unsure responses. 

  

Figure A25. Responses regarding others’ willingness to review by income level including (left) and
excluding (right) unsure responses.
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Figure A26. Responses regarding others’ willingness to review by party affiliation including (left) 
and excluding (right) unsure responses. 

  

Figure A26. Responses regarding others’ willingness to review by party affiliation including (left)
and excluding (right) unsure responses.
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Figure A27. Responses regarding others’ willingness to review by internet usage level including 
(left) and excluding (right) unsure responses. 

  

Figure A27. Responses regarding others’ willingness to review by internet usage level including
(left) and excluding (right) unsure responses.
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Figure A28. Responses regarding usefulness in judging trustworthiness by income level including 
(left) and excluding (right) unsure responses. 
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Figure A29. Responses regarding usefulness in judging trustworthiness by party affiliation includ-
ing (left) and excluding (right) unsure responses. 

  

Figure A29. Responses regarding usefulness in judging trustworthiness by party affiliation including
(left) and excluding (right) unsure responses.
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Figure A30. Responses regarding usefulness in judging trustworthiness by internet usage level in-
cluding (left) and excluding (right) unsure responses. 

  

Figure A30. Responses regarding usefulness in judging trustworthiness by internet usage level
including (left) and excluding (right) unsure responses.
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Figure A31. Responses regarding label helpfulness by income level including (left) and excluding 
(right) unsure responses. 

  

Figure A31. Responses regarding label helpfulness by income level including (left) and excluding
(right) unsure responses.
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Figure A32. Responses regarding label helpfulness by party affiliation including (left) and exclud-
ing (right) unsure responses. 

  

Figure A32. Responses regarding label helpfulness by party affiliation including (left) and excluding
(right) unsure responses.
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Figure A33. Responses regarding label helpfulness by internet usage level including (left) and ex-
cluding (right) unsure responses. 

  

Figure A33. Responses regarding label helpfulness by internet usage level including (left) and
excluding (right) unsure responses.
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Figure A34. Responses regarding label annoyingness by income level including (left) and excluding 
(right) unsure responses. 

  

Figure A34. Responses regarding label annoyingness by income level including (left) and excluding
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Figure A35. Responses regarding label annoyingness by party affiliation including (left) and ex-
cluding (right) unsure responses. 

  

Figure A35. Responses regarding label annoyingness by party affiliation including (left) and exclud-
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Figure A36. Responses regarding label annoyingness by internet usage level including (left) and 
excluding (right) unsure responses. 

  

Figure A36. Responses regarding label annoyingness by internet usage level including (left) and
excluding (right) unsure responses.
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Figure A37. Responses regarding respondents’ willingness to review by income level including 
(left) and excluding (right) unsure responses. 

  

Figure A37. Responses regarding respondents’ willingness to review by income level including (left)
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Figure A38. Responses regarding respondents’ willingness to review by party affiliation including 
(left) and excluding (right) unsure responses. 

  

Figure A38. Responses regarding respondents’ willingness to review by party affiliation including
(left) and excluding (right) unsure responses.
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Figure A39. Responses regarding respondents’ willingness to review by internet usage level includ-
ing (left) and excluding (right) unsure responses. 

  

Figure A39. Responses regarding respondents’ willingness to review by internet usage level including
(left) and excluding (right) unsure responses.
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Figure A40. Responses regarding others’ willingness to review by income level including (left) and 
excluding (right) unsure responses. 

  

Figure A40. Responses regarding others’ willingness to review by income level including (left) and
excluding (right) unsure responses.
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Figure A41. Responses regarding others’ willingness to review by political affiliation including (left) 
and excluding (right) unsure responses. 

  

Figure A41. Responses regarding others’ willingness to review by political affiliation including (left)
and excluding (right) unsure responses.
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Figure A42. Responses regarding others’ willingness to review by internet usage level including 
(left) and excluding (right) unsure responses. 

  

Figure A42. Responses regarding others’ willingness to review by internet usage level including
(left) and excluding (right) unsure responses.
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Figure A43. Responses regarding usefulness in judging trustworthiness by income level including 
(left) and excluding (right) unsure responses. 

  

Figure A43. Responses regarding usefulness in judging trustworthiness by income level including
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Figure A44. Responses regarding usefulness in judging trustworthiness by party affiliation includ-
ing (left) and excluding (right) unsure responses. 

  

Figure A44. Responses regarding usefulness in judging trustworthiness by party affiliation including
(left) and excluding (right) unsure responses.
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Figure A45. Responses regarding usefulness in judging trustworthiness by internet usage level in-
cluding (left) and excluding (right) unsure responses. 
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