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The greatest challenge that the industrialized world faces today is converting its
energy production systems into those that utilize renewable sources, which are more
environmentally friendly compared to traditional systems [1]. In recent years, this challenge
has become twofold: on the one hand, it is necessary to develop new technologies capable of
freeing themselves from traditional energy sources, which are responsible for the emission
of greenhouse gases; on the other hand, it is urgent to accelerate this energy transition
to mitigate global warming and its consequences on the natural environment as quickly
as possible [2]. Ecosystems around the world have been stressed by obsolete energy
production schemes in an attempt (which now clearly appears unsustainable) to pursue the
paradigm of constant growth, characterized by the assumption of available resources and
an environment capable of absorbing and accepting changes introduced by humans. The
international scientific community has the task of guiding industrial systems towards
energy generation processes that respect the planet through the use of sources, with
medium- to long-term sustainable production processes, capable of producing economic
returns that justify investments for the energy transition [3]. Energy production must
undergo a period of profound change that leads to the adoption of energy systems that do
not cause further damage to the climate [4].

To achieve these results, it is necessary to completely review the energy production
structure, with a particular focus on the energy production systems implemented in the first
industrialization countries, but, above all, in the emerging countries experiencing stronger
economic and demographic growth. These systems must be able to adequately exploit
every available energy source, with zero emissions and with respect for the environment [5].
The electrification of energy end uses will change the entire energy production chain, as
well as the energy supply network [6]. Therefore, the sustainability of the entire energy
supply chain needs new management and design paradigms on which to reinvent itself and
evolve in the near future [7]. Energy storage systems constitute one of the most relevant
aspects on which scientific research will have to develop new technical solutions and
technologically advanced materials to solve the known problems of the unpredictability of
renewable sources [8].

The Special Issue “Advances in Renewable Energy Systems” is a collection of some
interesting scientific works on these aspects, which have enriched the current state of the
art in the scientific landscape. Experts from many research fields have shared their ideas
and experiences in a multidisciplinary way on these topics. The following 18 arguments
have been collected:

− Heat Pump (MAHP) to Produce Electrical Energy and Revaluated Heat [9].
− A Different Approach to Develop a District Heating Grid Based on the Optimization

of Building Clusters [10].
− Impact of Electric Vehicles on Energy Efficiency with Energy Boosters in Coordination

for Sustainable Energy in Smart Cities [11].
− Game Analysis of the Evolution of Energy Structure Transition Considering Low-

Carbon Sentiment of the Decision-Makers in the Context of Carbon Neutrality [12].

Processes 2024, 12, 1583. https://doi.org/10.3390/pr12081583 https://www.mdpi.com/journal/processes1
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− Coordination of Configurations of Technologically Integrated “European Green Deal”
Projects [13].

− Analysis of Enhanced Heat Transfer Characteristics of Coaxial Borehole Heat Ex-
changer [14].

− How Does Public Sentiment Affect the Socially Responsible Behavior of Construction
Enterprises? [15].

− Dynamic Performance Assessment of PMSG and DFIG-Based WECS with the Sup-
port of Manta Ray Foraging Optimizer Considering MPPT, Pitch Control, and FRT
Capability Issues [16].

− Thermal, Lighting and IAQ Control System for Energy Saving and Comfort Manage-
ment [17].

− CFD Modeling of an H-Type Darrieus VAWT under High Winds: The Vorticity Index
and the Imminent Vortex Separation Condition [18].

− Life Cycle Assessment and Cumulative Energy Demand Analyses of a Photovoltaic/Thermal
System with MWCNT/Water and GNP/Water Nanofluids [19].

− Modeling and Multi-Stage Planning of Cement-IIES Considering Carbon-Green Cer-
tificate Trading [20].

− Evaluating the Efficacy of Intelligent Methods for Maximum Power Point Tracking in
Wind Energy Harvesting Systems [21].

− Existing Stature and Possible Outlook of Renewable Power in Comprehensive Elec-
tricity Market [22].

− Desiccant Technologies for Improving Air Quality: An Overview of the Brazilian
Scenario and Comparison of Available Design Software for Manufactured Desiccant
Wheels [23].

− Fast-Frequency-Response Control Method for Electrode Boilers Supporting New
Energy Accommodation [24].

− Simulation Experiment Design and Control Strategy Analysis in Teaching of Hydrogen–
Electric Coupling System [25].

− Research on Multi-Objective Energy Management of Renewable Energy Power Plant
with Electrolytic Hydrogen Production [26].

The ultimate goal of this Special Issue is to encourage readers of these scientific
contributions to initiate a debate on future scenarios related to climate change and its effects
on energy systems, which must shift towards sustainability and the preferential use of
renewable energy.

I must congratulate the Authors and Reviewers for their exceptional work and thank
the Editors, Assistants, and the entire MDPI staff for the quality of their work.

A sustainable future is closer than we can imagine.
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CFD Modeling of an H-Type Darrieus VAWT under High
Winds: The Vorticity Index and the Imminent Vortex
Separation Condition

Jansen Gabriel Acosta-López 1, Alberto Pedro Blasetti 2, Sandra Lopez-Zamora 1 and Hugo de Lasa 1,*

1 Chemical Reactor Engineering Centre, Department of Chemical and Biochemical Engineering,
The University of Western Ontario, London, ON N6A 3K7, Canada

2 Departamento de Ingeniería Química, Universidad de Nacional de la Patagonia San Juan Bosco,
Comodoro Rivadavia U9005, Chubut, Argentina

* Correspondence: hdelasa@uwo.ca; Tel.: +1-5196612144

Abstract: This study introduces a Vorticity Index (VI) and an Imminent Vortex Separation Condition
(IVSC), which are considered valuable indicators to quantify the vorticity impact on vertical axis
wind turbines (VAWTs) operation. The VI and IVSC are specifically applied to a H-Darrieus vertical
axis wind turbine (VAWT). Findings show that these two parameters display a direct relationship
with the aerodynamic forces that govern the performance of this type of VAWT. This analysis is
accomplished via 2D-CFD simulations of a H-Darrieus with a symmetrical NACA 0018, powered by
high winds (8 and 20 m/s), by using a Shear Stress Transport SST k-ω model. The 2D model used is
validated for Class II winds (8 m/s), for tip speed ratios (λ) ranging from 0.4 to 0.9. Power coefficients
(Cp) predictions are close to those obtained with both 3D simulations and with experimental data,
reported in the technical literature. It is found with the numerical simulations developed, that despite
the significant increase of the average rotor overall torque values, when the wind speed is augmented
from 8 m/s to 20 m/s, the energy extracted by the rotor seems to be moderately lessened by the
amplified turbulence and vorticity.

Keywords: H-Darrieus; high winds; vorticity index; vortex separation

1. Introduction

The continuous decrease of natural resources available for energy production and the
unwanted CO2 emissions produced from fossil fuels combustion, have generated great
interest in the development of alternative and renewable energies [1]. According to the
latest report from the global company BP, considering an accelerated scenario, by the year
2050 alternative and renewable energies might even become the largest source of energy in
the world, comprising approximately 60% of the global market [2]. These types of energies
consist of solar, biomass, geothermal, hydroelectric and wind [3]. Being wind energy a
favored option for planners and national governments [3–5]. Compared to conventional
energy sources, wind power is positioned as one of the most important sources of renewable
energy and the high potential of its use in electric power generation [5–7].

Furthermore, wind energy is considered to provide unique opportunities for the
implementation of small scale and decentralized hydrogen production technologies [8,9].
Wind energy contributes to the first step in an integrated process, where it can be converted
into electrical power. Electrical energy can be used later for the production of hydrogen via
photocatalysis or electrolysis [10].

Given these incentives, in the last decades, the extraction of energy from the wind
through wind turbines has seen an accelerated development. The growing investment in
researching these technologies has resulted in the development of increasingly powerful

Processes 2023, 11, 644. https://doi.org/10.3390/pr11020644 https://www.mdpi.com/journal/processes4
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turbines designs at more affordable prices. These designs include both horizontal axis wind
turbines (HAWTs) as well as vertical axis wind turbines (VAWTs) [11].

In spite of most implemented wind turbines have been the HAWT designs, given
their greater efficiency while compared to VAWTs [12,13], the HAWTs still show certain
disadvantages such as (a) high maintenance costs, (b) location requirements [4,14] and
(c) wind direction dependence [15]. In this respect, VAWTs can be considered a better option
than HAWTs under certain operating conditions because of their: (i) variable wind direction
potential, (ii) adaptability for domestic installations, (iii) compactness, and (iv) capability
to operate under severe turbulent flow conditions [14,16], normally present under high
winds. The main differences between VAWT and HAWT configurations are summarized
in Table 1.

Table 1. Comparison of Parameters between VAWT and HAWT.

Vertical Axis Wind Turbine (VAWT) Horizontal Axis Wind Turbine (HAWT)

Efficiency Lower Higher
Space Efficiency a,b Higher Lower
Wind Direction a,b Independent Dependent
Yaw mechanism b No Yes

Self-Starting b No Yes
Height from ground b Small Large

Tower Sway b Small Large
Generator location b Ground Level Not Ground Level Required
Installation Cost a,b Lower Higher

Maintenance Cost a,b Lower Higher
Shadow Flickering b Less More

Noise a,b Low High
Bird/bat safety a,b High Low

a [17], b [18].

Given their reported advantages, VAWTs have become increasingly relevant in the
field of wind energy research, as can be seen in the increasing number of bibliographic
publications available for each of these configurations (Figure 1). In general, the research
areas of primary interest regarding VAWTs are concerned with improving turbine rotor
efficiency, through aerodynamic analysis and wind tunnel experimentation [17]. In this
regard, different designs have been evaluated to reduce the problems that affect their
performance. However, aerodynamics analysis and experiments in wind tunnels can be
costly and require significant research time [19].

Thus, computational models that allow establishing the behavior of VAWTs, have
become one of the preferred tools of both industry and researchers in this field [20,21].
These computational methods can be used to establish vorticity parameters, which can sig-
nificantly help to quantify the influence of vorticity on VAWT performance. To accomplish
this the main objectives of this work are the following:

• To implement a Vorticity Index (VI), defined as the ratio between the leading-edge
vorticity (LEV) and the trailing-edge vorticity (TEV), to quantify vorticity in the
VAWTs.

• To develop this study using a 2D model validated with experimental data reported in
the literature [22].

• To establish a relationship between the Vorticity Index (VI) and the Imminent Vortex
Separation Condition (IVSC) with the VAWT extracted energy, for a VAWT functioning
at 8 m/s and 20 m/s.
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Figure 1. Studies Concerning Wind Turbines in the 1970–2020 Period (2021 Scopus’s Database).

2. Numerical Simulation

2.1. Physical Model

One of the most studied VAWT designs is the Darrieus type H (H-Darrieus) wind
turbine. This design mainly consists of 3 aerodynamic profile blades attached to a vertical
rotating shaft, which are driven by the force of the wind that hits them [23]. In recent years,
different CFD simulations of H-Darrieus wind turbines have been carried out implementing
2D models [24–27] and 3D models [6,28,29]. In the case of most of these simulations, the
shaft is usually not included in the geometric model, as shown in Figure 2.

Figure 2. Schematic View of the H-Darrieus Wind Turbine Geometry Used for CFD Calculations.

6



Processes 2023, 11, 644

As reported in Table 2, the design parameters and dimensions of the geometric model
implemented in this work corresponded to the dimensions of a H-Darrieus wind turbine
that was experimentally tested by Elkhoury et al. [22] using a NACA 0018 blade. This
specific blade configuration was selected given the abundant experimental and simulation
data for VAWTs with NACA 0018.

Table 2. Design Parameters of the H-Darrieus Wind Turbine [22].

Parameter Symbol Value

Rotor Diameter [m] D 0.8
Blade Airfoil - NACA 0018
Blade Shape - Straight

Chord Length [m] c 0.2
Rotor Height [m] H 0.8 m (1 m adopted for 2D simulation)
Blades Number N 3

Solidity σ 0.75

Note: Solidity, σ = N c
D .

2.2. Computational Domain

For H-Darrieus wind turbine CFD simulations, two domains of interest can normally
be considered: (i) a fixed domain which represents the control volume and (ii) a rotat-
ing domain inside of which, the rotor is accounted for. In this work, the fixed domain
corresponds to a rectangle of 20 m × 8 m, and the rotating domain involves a 1.6 m or a
2D diameter circle (Figure 3). It can be noticed that the center of the rotor was located at
10D from the inlet boundary and at 15D from the outlet boundary. This was determined
in order to ensure the correct development of the wake effect [6], which may lead to an
underestimation of the fluid velocity and an overestimation of the turbulence [30].

Figure 3. Description of the Computational Domain and Boundary Conditions Used for Calculations.
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The boundary conditions: inlet, outlet, lateral sides, blades, and contact region, for
rotating and fixed domains were set by using the velocity inlet, the pressure outlet, the
symmetry plane, non-slip walls, and sliding interface, respectively.

2.3. Setting Up

In this work, the commercial software ANSYS 19.1 Fluent was selected as the CFD
simulation package, to solve the flow equations. The continuity Equation (1) and the
momentum Equation (2) used to solve URANS simulations in the ANSYS Fluent software
are shown below [31,32]:

∂ui
∂xi

= 0 (1)

∂ui
∂t

+
∂

∂xj

(
uiuj

)
= −1

ρ

∂p
∂xi

+
∂

∂xj

(
v

∂ui
∂xj

− u′
iu′

j

)
(2)

where, ui and uj are the mean values of velocity in the axial system of coordinates, u′
i

and u′
j its fluctuating components, p is the mean pressure, v is the kinematic viscosity,

ρ is the density of the fluid and t is the time. It is important to point out that the term
u′

iu′
j, commonly represents the Reynolds stress tensor, which depends on the turbulence

model selected [32].
For URANS calculations, the pressure-based solver was utilized while the pressure-

velocity coupling was handled using coupled algorithm. The second-order upwind scheme
was used for the spatial discretization of the pressure, the turbulence model, and the
momentum equations. The main settings implemented for all the simulations are listed
in Table 3.

Table 3. Details of Numerical Set-Up.

Parameter Symbol Value

Viscous Model SST k-ω k-ω Shear Stress Transport
Air Density ρ 1.225 kg/m3

Air Viscosity μ 1.79 × 10−5 Pa s
Air Velocity U∞ 8 m/s, 20 m/s

Turbulent Intensity 1%
Tip Speed Ratio λ 0.5–1.5

Solver Type Pressure-Based
Calculation algorithm Coupled
Spatial Discretization 2nd

Time discretization According to λ, calculated to achieve
2◦ of rotation per time step

Residuals 1 × 10−4

Note: Tip Speed Ratio, λ = R ω
U∞

.

Turbulence Model

During RANS and URANS simulations, different numerical models can be employed
to determine the eddy viscosity turbulence [21,33]. These turbulence models used for CFD
simulation include: (a) a one-equation Spalart-Allmaras model, (b) two-equation models
such as k-ε (RNG), Realizable k-ε (RKE) and SST k-ω models, (c) three equations model
such SST k-ω with intermittency (SSTI). Comparisons of their results with experimental
data have been reported by [17,34,35]. In agreement with the previous research [31,36],
the Shear Stress Transport (SST) based models have been demonstrated as being the most
accurate. Among them, the SST k-ω model was shown to be effective for VAWT CFD
simulations. This is mainly because the SST k-ω model performs well in the treatment of
the boundary layer over the blades and works well in the air free-flowing areas [16,37,38].
Therefore, the SST k-ω model was chosen for this study.
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2.4. Meshing

The computational mesh used in the present study was developed using the ANSYS
19.1 meshing tool. To determine the best mesh size in terms of computational cost and
accuracy, the influence of the computational grid on the main calculations was evaluated.
In this study, three different unstructured computational meshes were tested for a set wind
speed (U∞) of 8 m/s at a tip speed ratio (λ) of 1. Following this analysis, the medium
mesh was selected as the optimal one. This was determined after obtaining an average
power coefficient (Cp) value difference lower than 1.25% when testing the finest mesh. The
number of elements within the computational domains, for each mesh, and their respective
average Cp values, are reported in Table 4.

Table 4. Mesh Independence Test for λ = 1.

Mesh Set
Coarse Medium Fine

Face Sizing Fixed Domain Element Size [m] 0.120 0.080 0.060
Rotor Domain Element Size [m] 0.012 0.0073 0.0053

Edge Sizing Interface Element Size [m] 0.011 0.0069 0.0049
Number of Divisions around

Blades Surface 480 600 600

Elements
Number

Fixed Domain 29,008 75,226 143,289
Rotor Domain 62,416 125,564 216,843

Total 91,424 200,790 360,132
Power

Coefficient
Cp 0.196 0.200 0.202

%Difference of Cp with respect
to the Fine Mesh −3.06% −1.23% /

Similar approaches for grid dimensioning were used for the three meshes considered
in the present study, as follows: (a) First, the triangle method was applied for both domains,
(b) Then, the rotating domain was refined by using a face sizing, (c) Following this step,
the interface between the fixed domain and the rotating domain was refined by using an
edge sizing, (d) Finally, the blades’ surfaces were grid sized by increasing the number of
elements around them and by creating an adequate inflation number for each of them. This
was done to guarantee a y+ value < 1. This approach was considered to capture the viscous
sublayer, as suggested by [20,30]. It is important to mention that the selected medium mesh
size (Figure 4), complies with two conditions: (a) the 0.36 lowest orthogonal quality for the
whole mesh is larger than 0.1 and (b) the 0.79 maximum skewness for the whole mesh is
smaller than the 0.95 maximum advised [38].

2.5. Angular Marching Step

The timestep size is an important parameter when developing unsteady simulations,
since it has a great influence on the final values obtained [37]. In this regard, the simulation
for U∞ = 8 m/s at λ = 1 was considered as the base case, with three different time steps
being evaluated during ten consecutive H-Darrieus wind turbine rotor rotations. This
approach was judged to be reliable in order determine the adequate time step to generate
the most consistent Cp results, at the lowest computational cost. As a result, the three
timesteps evaluated for the base case were 0.003491 s, 0.001745 s and 0.000873 s, which
corresponded to angular marching steps (Δα) of 4◦, 2◦ and 1◦, respectively.

As shown in Figure 5, for each Δα, the Cp value stabilization required a different
number of simulated rotations, being the case when Δα = 4 the one that required the
smallest number of simulated rotations. On the other hand, although when Δα = 2◦,
a higher number of simulated rotations was required to provide stabilized Cp values
than when using Δα = 4◦, its final Cp value showed a 3% difference only versus the Cp
value calculated when Δα = 1◦, as reported in Table 5. Thus, Δα = 2◦ was considered
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a good compromise as an angular marching step, reducing computational cost without
considerably compromising the accuracy of the results.

Figure 4. Medium Mesh Detailed Grids: (a) Grids in the Entire Computational Domain, (b) Grids in
the Rotating Domain, (c) Grids around Blade 1.

Figure 5. Power Coefficient Changes with the Number of Rotations for U∞ = 8 m/s when adopting
Different Δα at λ = 1.
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Table 5. Timestep Independence Test for λ = 1.

Time Step
Angular Marching

Step (Δα)
Cm Cp

%Difference of Cp with Respect
to Smallest Time Step

0.003491 s 4◦ 0.200 0.200 −12%
0.001745 s 2◦ 0.220 0.220 −3%
0.000873 s 1◦ 0.227 0.227 <0.1%

3. Results and Discussion

In this work, all calculations were performed using the MATLAB R2021a Software, based
on the values generated with the ANSYS 19.1 Fluent solver. The power coefficient (3) was
calculated using the torque results obtained via CFD simulations. A minimum of eight
rotor rotations were considered for all the simulations. This to guarantee the consistency of
numerical calculations between rotations, as recommended in the technical literature [20].
The average Cp values were then estimated and presented in this section, for U∞ = 8 m/s
and U∞ = 20 m/s, at various tip speed ratios (λ) of interest.

Cp =
Pturbine
Pwind

=
T ω

1
2 ρ U3

∞(2R H)
(3)

where T represents the mechanical torque, ω denotes the rotational speed of the rotor, U∞
stands for the free wind speed, ρ is the air density and, R and H are radius and height of
the rotor, respectively.

Considering the convergence of the results between rotations, the behavior of the
torque, the power coefficient, and the drag and lift forces were reported for the last simu-
lated H-Darrieus wind turbine rotation for both wind speeds, and this for two different
λ values of 0.5 and 0.9. This was done in order to analyze the influence of the wind speed
on the general aerodynamics of the proposed H-Darrieus wind turbine. Finally, graphical
contours were produced at various stages of the H-Darrieus wind turbine operation, to
illustrate the effects of vortex shedding on the performance of the wind turbine and to
relate them to the vorticity index proposed in this study.

3.1. Model Validation

To validate the 2D CFD simulations of the H-Darrieus wind turbine carried out in this
study, the first section of this article compares the calculated average Cp values with the
values reported by Ma et al. [37], at various tip speed ratios (λ). In their work, the authors
evaluated the same rotor configuration for a wind speed (U∞) of 8 m/s with runs developed
in a wind tunnel and by using 3D CFD simulations. Although 2D simulations can generate
certain discrepancies with respect to the experimental results, such simulations can provide
a reliable representation of the flow in the mid-plane of the turbine, at a considerably lower
computational cost than 3D simulations and even 2.5D simulations [17,27]. The differences
obtained in each type of CFD simulation with respect to the data obtained experimentally,
are reported in Table 6.

As shown in Figure 6, simulations predictions of average Cp values for a 2D model
were greater than those obtained in 3D simulation. While 2D simulations may provide
a somewhat limited description of the complex dynamics of the flow, around the wind
turbine [19,29,39], for tip speed ratios ranging from 0.4 to 0.9, the average relative error is
about +/−9.27%, with a maximum relative error value of 27.5%. Therefore, this approach
is acceptable for the validation of the vorticity index (VI) within the expected level of
confidence of the experimental data, when tip speed ratios are below 0.9 values. For λ
values larger than 0.9, observed 2D simulations results could not adequately represent the
experimental data, and therefore were not considered in the present analysis.
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Table 6. Power Coefficient Comparison of 2D SST k-ω Simulation with Experimental Data and 3D
SST k-ω Simulation Results.

Power Coefficient (Cp)

λ
Experimental

Results
[37]

2D
SST k-ω

(This Work)

Relative
Error

2D vs. Exp

3D
SST k-ω

[37]

Relative
Error

3D vs. Exp

0.4 0.028 0.030 5.9% 0.030 5.5%
0.5 0.040 0.036 −10.6% 0.048 19.6%
0.7 0.073 0.053 −27.5% 0.079 8.6%
0.8 0.101 0.108 7.2% 0.105 4.7%
0.9 0.128 0.157 22.9% 0.132 3.1%
1.0 0.167 0.220 31.5% 0.159 −4.7%
1.2 0.190 0.326 71.4% 0.184 −3.3%
1.3 0.195 0.355 81.9% 0.191 −2.0%
1.4 0.186 0.375 101.5% 0.191 2.5%
1.5 0.169 0.385 128.0% 0.180 6.0%

Figure 6. Power Coefficient Changes with Tip Speed Ratio for U∞ = 8 m/s. (o) 2D Model Used in the
Present Study, (Δ) 3D Data from [37], (�) Experimental Data from [37].

3.2. Influence of High Winds
3.2.1. Wind Speed Effect on Overall Torque—Convergence Criteria

The stability criteria for the average rotor overall torque values, following two con-
secutive revolutions, was achieved for both low (8 m/s) and high (20 m/s) wind speeds.
As shown in Figure 7, a difference smaller than 1% in the average toque value between
two subsequent rotations was achieved for all the tip speed ratios evaluated, as suggested
by [40]. In this respect, a significant increase of about seven to eight times, in the average
rotor overall torque values was noticed when the wind speed increased from 8 m/s to
20 m/s. In the case of U∞ = 8 m/s simulations (Figure 7a), this value varied between 0.93 N
m (for λ = 0.4) and 2.2 N m (for λ = 0.9), while in the case of the U∞ = 20 m/s simulations
(Figure 7b), the average rotor overall torque varied between 7.2 N m (for λ = 0.4) and
16.7 N m (for λ = 0.9).
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Figure 7. Average Rotor Overall Torque at Different λ for (a) U∞ = 8 m/s and (b) U∞ = 20 m/s,
Using the 2D Model of the Present Study. Note: Rotor Average Torque = 1

2π

∫ 2π
0 T dθ.

Regarding VAWTs, the upcoming sections of the present article, reports the influences
of drag and lift forces on the performance of the H-Darrieus wind turbine’s rotor. This is
accomplished by considering that the overall torque of the turbine largely depends on the
positions of the blades and the dominant forces on the rotor during its rotations, with this
either being the lift force or the drag force [32,39].

3.2.2. Wind Speed Effect on Drag and Lift Forces

One of the main advantages of VAWTs is that they do not require a specific wind
orientation mechanism to operate (Table 1), which is of great importance in regions of
high rotating winds. It is, however, also well known that the aerodynamic forces during
VAWTs operation are cyclic and contribute to fatigue and low power coefficients (Cp) while
compared to the ones obtained in HAWTs.

In the case of an H-Darrieus wind turbine, the aerodynamic forces generated on
the sectional profile of the blades as consequence of airflow through the turbine rotor,
are significantly influenced by the azimuthal angle (θ) [27] and the angle of attack α of
the wind. These forces, generally referred to as the lift forces (FL) and drag forces (FD)
correspond to the force perpendicular to the flow and the force in the direction of the wind
relative flow velocity (W), respectively [41]. Thus, based on FL and FD, the accountable
forces of the torque such as normal forces and the tangential forces, can be established as
described in Figure 8.

Figures 9 and 10 report the drag and the lift forces on the 3 blades of the H-Darrieus wind
turbine for the same wind speed (U∞ = 8 m/s) at two different tip speed ratios: λ = 0.5 and
λ = 0.9. Furthermore, these figures show not only the displacements of the maximum
and minimum values of these aerodynamic forces but also the variations in their cyclical
behavior, both in terms of magnitude, and in terms of distribution over a rotational period.
Then, one can notice that in the case for the drag forces, the maximum and minimum values
on the main blade at λ = 0.5 (Figure 9a) are reached at θ = 60◦ and θ = 176◦, respectively. At
λ = 0.9 (Figure 9b), there is a peak displacement, and these values are reached at θ = 84◦ and
θ = 162◦, respectively. On the other hand, in the case for lift forces, the displacement effect
is small, and the maximum and minimum values on the main blade are reached at θ = 118◦
and θ = 50◦, respectively when λ = 0.5 (Figure 10a), and at θ = 114◦ and θ = 54◦, respectively
when λ = 0.9 (Figure 10b). Thus, it can be observed that at higher λ, the drag forces on the
blades increase significantly (Figure 9). Furthermore, in the case of the lift forces (Figure 10),
an effect of λ on the second negative peak of the distribution in the θ = 60◦–180◦ azimuthal
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range is evidenced. One can see that this second minimum (−20 N) is attained at an earlier
azimuthal angle, as compared to the angle reached when λ = 0.5 (−10 N).

Figure 8. Wind and Blades Velocity Components with Forces acting on H-Darrieus’ blades at Various
Azimuthal Positions, with FL, and FD representing the lift and drag forces vectors and W and Va

representing the relative flow velocity and the induced velocity of wind.

Figure 9. Drag Force for Blades 1, 2 and 3 at Various Azimuthal Angles, for U∞ = 8 m/s at
(a) λ = 0.5 and (b) λ = 0.9, Using the 2D Model of the Present Study.
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Figure 10. Lift Force for Blades 1, 2 and 3 at Various Azimuthal Angles, for U∞ = 8 m/s at
(a) λ = 0.5 and (b) λ = 0.9, Using the 2D Model of the Present Study.

On the other hand, when the behavior of the drag force (Figure 11) and the lift force
(Figure 12) on the main blade for both wind speeds are compared, they show practically
identical distributions, with the maximum and the minimum values of these two forces on
the main blade being reached approximately at the same azimuthal angles (θ).

Figure 11. Drag Force for Blade 1at Various Azimuthal Angles, for U∞ = 8 m/s and U∞ = 20 m/s at:
(a) λ = 0.5 and (b) λ = 0.9, Using the 2D Model of the Present Study.
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Figure 12. Lift Forces for Blade 1at Various Azimuthal Angles, for U∞ = 8 m/s and U∞ = 20 m/s at:
(a) λ = 0.5 and (b) λ = 0.9, Using the 2D Model of the Present Study. Note: The direction of the lift
forces is established using as a reference the vertical “y” axis.

In the case of a fixed pitch blade, as the angle of attack increases, “static stall” con-
ditions are reached, with flow separation and draft forces being greater than lift forces.
However, due to the rotation of a VAWT, there is a pitching oscillation of the blades that
results in a “dynamic stall” condition. This condition is characterized by a vortex genera-
tion that starts at the leading edge of the blade and is shed later, with lift and drag forces
fluctuating [25] as the angle of attack rapidly changes. Thus, as the wind turbine rotate,
different azimuthal angles are reached and the angle of attack (α) on each blade influences
drag and lift forces. The influence of λ and the azimuthal position (θ) on the angle of attack
(α) can be described as proposed by Laneville & Vittecoq [42]:

tan (α) =
Sin (θ)

(Cos (θ) + λ)
(4)

Then, when the main blade (Blade 1) starts to turn counterclockwise from the θ = 0◦
angular position (Figure 8), a “dynamic stalling” effect seems to start to develop with lift
forces decreasing and drag forces increasing progressively. One can observe that for Blade 1,
lift and drag force minimum and maximum values take place between θ = 50◦ and θ = 64◦
with a lift force magnitude change from −30 N for U∞ = 8 m/s to −190 N for U∞ = 20 m/s
(Figure 12a). There are no significant changes in this azimuthal angle, when λ increases
from 0.5 to 0.9 (Figure 12b). In addition, and at the same conditions, drag forces on Blade
1 show a peak increase from 38 N for U∞ = 8 m/s to 250 N for U∞ = 20 m/s (Figure 11a)
280 N for U∞ = 20 m/s is even reached when λ increases from 0.5 to 0.9 (Figure 11b).

A summary of both the maximum and the minimum drag and lift forces for Blade
1 and their corresponding angles of attack, for both U∞ = 8 m/s and U∞ = 20 m/s at the
two λ of interest, is reported in Table 7. One can observe, on this basis, that the maximum
position of the drag forces for U∞ = 8 m/s shifts from θ = 60◦ to θ = 84◦ as the tip speed
ratio increases from 0.5 to 0.9. This change can also be seen when U∞ = 20 m/s is used,
with the maximum position of the drag force moving from θ = 64◦ to θ = 90◦. In the case
of the lift forces, the displacement effect is negligible. Maximum lift force peaks for Blade
1, for both wind speeds, are observed at λ = 0.5 and λ = 0.9, in the θ = 118◦–120◦ and
θ = 114◦–116◦ azimuthal range, respectively.
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Table 7. Summary of Maximum and Minimum Drag and Lift Forces on the Blade 1 for U∞ = 8 m/s
and U∞ = 20 m/s at both λ = 0.5 and λ = 0.9.

λ θ [Degrees] α [Degrees]

Figure 9
Drag Forces
U∞ = 8 m/s

0.5
60 40.9 Max. Drag
176 −8.0 Min. Drag

0.9
84 44.7 Max. Drag
162 −80.6 Min. Drag

Figure 10
Lift Forces

U∞ = 8 m/s

0.5
50 33.8 Min. Lift
118 88.0 Max. Lift

0.9
54 28.5 Min. Lift
114 61.6 Max. Lift

Figure 11
Drag Forces
U∞ = 20 m/s

0.5
64 43.8 Max. Drag
180 0.0 Min. Drag

0.9
90 48 Max. Drag
164 −77.5 Min. Drag

Figure 12
Lift Forces

U∞ = 20 m/s

0.5
50 33.8 Min. Lift
120 90 Max. Lift

0.9
54 28.5 Min. Lift
116 62.8 Max. Lift

3.2.3. Wind Speed Effect on Individual Torque

Regarding the torque values obtained on each of the H-Darrieus wind turbine blades,
for U∞ = 8 m/s one can observe that they present a cyclic pattern at both λ = 0.5 and
λ = 0.9 (Figure 13), with the torque being related to the position of the individual blades, at
different azimuthal angles. One can note that the peak torque values for each blade show
a close to 26◦ azimuthal angle difference, when λ increases from 0.5 to 0.9. This can be
assigned to the substantial change in the angle of incidence of each blade, according to the
rotor position.

Figure 13. Torque on Blades 1, 2 and 3 at Various Azimuthal Angles, for U∞ = 8 m/s at: (a) λ = 0.5 and
(b) λ = 0.9, Using the 2D Model of the Present Study.

On this basis, it is possible to envision how an increment in the rotor speed increases
the torque on the blades and shifts their peaks. Furthermore, when comparing the behavior
of the torque on Blade 1, for a complete rotation of the rotor, and using both U∞ = 8 m/s and
U∞ = 20 m/s (Figure 14), one can notice that the maximum and minimum torque values on
the main blade are reached at close θ values for both wind speeds. It can also be noticed
that torque values generated at U∞ = 20 m/s are ten times larger than those produced
at U∞ = 8 m/s. However, given that for both U∞ the peak and low torque distribution
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functions show a similar trend, one can conclude that both a substantial torque increase and
oscillations can be expected at higher wind velocities. On the other hand, for a U∞ = 20 m/s
at λ = 0.5 (Figure 14a), maximum and minimum torque values on Blade 1 are reached at
θ = 50◦ (α = 33.8◦) and θ = 100◦, respectively. While for U∞ = 20 m/s at λ = 0.9 (Figure 14b)
the maximum torque is reached at θ = 78◦ (α = 41.4◦) and the minimum torque shifts
to θ = 316◦.

Figure 14. Torque on Blade 1 at Various Azimuthal Angles, for U∞ = 8 m/s and U∞ = 20 m/s at:
(a) λ = 0.5 and (b) λ = 0.9, Using the 2D Model of the Present Study.

By relating the position of the peak drag force on Blade 1 (Figure 9) to the maximum
torque on it (Figure 13), one can conclude that the drag forces have a greater influence on
torque peak than lift forces, having Blade 1 under dynamic stall conditions in the θ = 0◦ to
θ = 60◦ azimuthal position range. This is also valid for U∞ = 20 m/s, with maximum torque
values being obtained when θ = 50◦ and θ = 78◦ (Figure 14). Likewise, as shown in Figure 8,
when Blade 1 is in the θ = 60◦ to θ = 120◦ azimuthal position range, it will experience lift
force vectors impacted by an asynchronous system of forces that affect both torque and
power. This effect has been anticipated for a H-Darrieus wind turbine, where mechanical
power is the result of the overall torque, mainly attributed to aerodynamic lift forces [43].

Additionally, from the torque patterns observed at different azimuthal positions, for
both wind speeds at λ = 0.5 and λ = 0.9 (Figure 14), it can be observed that a positive
torque value on the main blade is reached before θ = 90◦. However, beyond this point,
the torque is relatively small or negative. Similar torque patterns were recorded at both
λ, with torque magnitudes differences speeds between both wind speeds 30% larger for
λ = 0.9 than for λ = 0.5. Regarding the results obtained in this work, torque pulsation
reductions as a consequence of tip-speed-ratio increases can be explained by an increased
propensity of the flow to stay attached to the blade surface. This has been analyzed by
Ahmedov & Ebrahimi [25] through simulations of a 4 blade H-Darrieus wind turbine under
turbulent winds. This appears to be consistent with torque results presented in Figure 14
for both, low (8 m/s) and high (20 m/s) wind speeds.

3.2.4. Wind Speed Effect on the Power Coefficient

As previously mentioned, at high wind speeds, the torque on the three blades increases
considerably, with the average Cp values remaining at similar levels (Figure 6). Likewise,
the Cp changes during a complete rotor’s rotation are almost the same for both wind speeds,
either at λ = 0.5 or at λ = 0.9, with minimal differences in their magnitudes, as shown
in Figure 15.
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Figure 15. Power Coefficient Changes with Azimuthal Angles for U∞ = 8 m/s and U∞ = 20 m/s at:
(a) λ = 0.5 and (b) λ = 0.9, Using the 2D Model of the Present Study.

According to (3), it is apparent that the maximum value of Cp is obtained at a maximum
overall torque (T). This occurs at azimuthal angles (θ) that are close to those of the torque
peak values for each one of the blades. In the case of the main blade, when U∞ = 8 m/s,
the azimuthal angles for the maximum Cp were θ = 48◦ and θ = 74◦ at λ = 0.5 as at λ = 0.9.
Torque peak values were obtained at θ = 46◦ and θ = 72◦, respectively. Similar behavior
was observed for U∞ = 20 m/s.

3.3. Vorticity Index Results

Dynamic stall is a process that results in an increase of lift forces, due to rapid changes
of the angle of attack of the airfoil. This is normally characterized by a delayed flow separa-
tion over an aerodynamic airfoil, which is beyond the steady-state stall angle [44]. As shown
in Figure 12, it produces an increased lift that is also followed by a lift decay related to vortex
separation conditions, during rotor rotation. According to Ahmedov & Ebrahimi [25], the
occurrence and intensity of the dynamic stall effect can be related to the reduced frequency
(k*) parameter. In a VAWT, the k* represents the ratio between the time required for the
wind to pass over a blade and the time needed for the angle of attack to change from posi-
tive to negative, with this representing he degree of unsteadiness of the airfoil [45]. In order
to further address this issue, and as shown in Figure 16, for λ = 0.5, and in Appendix A
for λ = 0.9, the vorticity magnitude [46] and its changes over the blade surface, have to be
considered. It can be observed that vorticity magnitude reaches maximum values, either at
the blade leading edge (LE) or the blade trailing edge (TE), at different azimuthal angles.

When analyzing these vorticity magnitude values at the leading edge (LE) and the
trailing edge (TE) of Blade 1, for U∞ = 8 m/s and U∞ = 20 m/s, it was found that the
azimuthal angle of the maximum lift force and torque can be predicted. This is done by
relating the vorticity levels at both the LE and the TE of the blade. Therefore, a “Vorticity
Index (VI)” was defined as the ratio between the leading edge vorticity (LEV) and the
trailing edge vorticity (TEV), for different azimuthal positions:

Vorticity Index (VI) =
Leading Edge Vorticity (LEV)

Trailin Edge Vorticity (TEV)
(5)

It was found that maximum torque values shown in Figures 13 and 14 are related to
this definition. Vorticity Index results for U∞ = 8 m/s and U∞ = 20 m/s are available in the
Appendices B and C, respectively.
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= 8 m/s = 20 m/s

Figure 16. Vorticity Values at the LE and TE of Blade 1 at λ =0.5 for (a1–a5) U∞ = 8 m/s and (b1–b5)
U∞ = 20 m/s.
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As shown in Figure 17, by plotting vorticity values at the LE and the VI results with
the azimuthal position of Blade 1 at λ = 0.5 and λ = 0.9 for U∞ = 8 m/s, it is observed that
LEV increases until reaching a maximum value at θ = 40◦ and at θ = 70◦ for λ = 0.5 and
λ = 0.9, respectively. Concerning the vorticity index plot, a VI reduction is observed for
λ = 0.9, occurring from the θ = 0◦ to θ = 40◦ azimuthal position range. Afterwards, from
θ = 40◦ to θ = 70◦, VI values remain close to constant. For azimuthal angles larger than
θ = 70◦, VI starts decreasing rapidly until minimum values are reached. Similar results were
observed for λ = 0.5, with a smaller range of constant VI values from the θ = 25◦ to θ = 40◦
azimuthal angles. It was also found that maximum torque values shown in Figure 13, are
located at about the same azimuthal angles where the LEV for Blade 1 reaches a maximum
value and the VI starts to decrease. These critical azimuthal angles are associated with
an average VI ≈ 4.2 either at λ = 0.5 or λ = 0.9, for both U∞ = 8 m/s (Figure 17) and
U∞ = 20 m/s (Figure 18).

Then, considering Figure 19a,b, it can also be confirmed that a highest and consistent
4.2 VI value is reached at maximum torques. This is the case for U∞ = 8 m/s, with a
maximum torque being located at θ = 40◦ when λ = 0.5 and at θ = 70◦ when λ = 0.9.
Similarly, the maximum torque position for U∞ = 20 m/s is located at θ = 50◦ when λ = 0.5
and at θ = 80◦ when λ = 0.9. Thus, reported results show that maximum torque conditions
take place when VI close to 4, with the boundary layer starting to separate from the blade
LE surface without a vortex formation.

As previously shown in Figure 19, the vorticity index (VI) is a valuable indicator
to identify the azimuthal angle where a maximum torque is reached. Furthermore, an-
alyzing the variations of the vorticity as shown in Figures 17 and 18, it was found that
there is a relationship between the VI and maximum drag and lift forces as shown in
Figures 20 and 21. This condition can be used to identify a so-called “Imminent Vortex
Separation Condition (IVSC)”.

 

Figure 17. LE Vorticity and VI Values for Blade 1 at Various Azimuthal Angles for U∞ = 8 m/s at
λ =0.5 and λ =0.9.
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Figure 18. LE Vorticity and VI Values for Blade 1 at Various Azimuthal Angles for U∞ = 20 m/s at
λ =0.5 and λ =0.9.

Figure 19. Torque and VI for Blade 1 with Azimuthal Position for U∞ = 8 m/s and U∞ = 20 m/s at:
(a) λ = 0.5 and (b) λ = 0.9, Using the 2D Model of the Present Study.

It is noticed that VIs are related to the azimuthal angle position of the maximum
drag force, and this occurs when the vorticity magnitude at the leading edge reaches a
maximum values and starts decreasing once the dynamic stall vortex (DSV) detaches from
the blade. This condition designated as the Imminent Vortex Separation Condition (IVSC),
is determined by the magnitude of the VIs at the LE and TE changing from values greater
than 1 to values close to 1. This condition is consistently followed by another IVSC, with
VIs changing now, from the TE to the LE with VIs reaching 0.18 levels.
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Figure 20. Drag Force and VI for Blade 1 with Azimuthal Position for U∞ = 8 m/s and U∞ = 20 m/s
at: (a) λ = 0.5 and (b) λ = 0.9, Using the 2D Model of the Present Study.

Figure 21. Lift Force and VI for Blade 1 and VI with Azimuthal Position for U∞ = 8 m/s and
U∞ = 20 m/s at: (a) λ = 0.5 and (b) λ = 0.9, Using the 2D Model of the Present Study.

As shown in Figure 20, it can be noticed that the azimuthal position of the maximum
drag force is independent of the wind speed and is only a function of the λ values. Never-
theless, when the wind speed increases from 8 to 20 m/s, it leads to a 30◦ difference in the
azimuthal angle of the maximum drag force and this for both λ values. Furthermore, when
λ equals 0.5 (Figure 20a), a maximum drag force is obtained at θ = 60◦ for both wind speed
velocities with VI being 1.73 on average. Likewise, when λ equals to 0.9 (Figure 20b), the
maximum drag force is obtained at θ = 90◦ for both wind speed velocities with VI being
1.8 on average. Under these conditions, it was identified that a VI change from a value
greater than 1 to a close to 1, and this is a typical example of the IVSC condition. This is
justifiable given VI is defined as the ratio between the vorticity at the LE and the TE. For
instance, a VI of 1 is obtained for Blade 1 for both U∞ = 8 m/s and U∞ = 20 m/s at θ = 70◦
when λ = 0.5 and at θ = 110◦ when λ = 0.9.

Regarding lift forces, it is claimed that the dynamic stall process and the formation of
a Dynamic Stall Vortex (DVS) with changes in the angle of attack, indicate that maximum
lift forces are exerted when the flow separation is completed [44]. This is followed by a
sudden decrease of lift forces. In agreement with this and as reported in Figure 21a, it can
be observed that at λ = 0.5, maximum lift forces, appear at vortex separation from the TE of
Blade 1, for both U∞ = 8 m/s and U∞ = 20 m/s, having VI values of close to 0.17, with this
providing another example of IVSC.
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Furthermore, Figure 21a, reports those findings, with a vortex separation moving from
the TE to LE for λ = 0.5. However, when the tip speed ratio increases to 0.9 (Figure 21b),
the maximum lift forces are reached at θ = 110◦ for both wind speeds, displaying VI close
to 1 related to a vortex separation from the LE of the blade. The reported data confirms
then, that maximum lift forces for Blade 1 are related to a VI of 1 and this when an IVSC
condition occurs.

Additionally, as shown in Figure 22a,b,e,f, it can be observed that an IVSC from the LE
of Blade 1 is reached when the VI value is equal to 1.0, with this being the case for both
wind speeds and at different tip speed ratios. Therefore, an IVSC from the LE to the TE of
Blade 1 can be expected when VI = 1. This means that following this event, there is vortex
separation on the suction side of the blade. Furthermore, and as shown in Figure 22c,d,
when λ = 0.5, there is a correspondence of an IVSC from the trailing edge of the blade at
θ = 110◦. This is coincident with the maximum lift values (Figure 21a), when the VI is in
the 0.15–0.19 range. These results indicate that any time the vorticity index is close to 1, the
vortex separation condition from the LE to the TE of the blade will take place and when
the VI is close to 0.18 value, the IVSC from the TE towards the LE of the blade will take
place. Therefore, according to the VI values, the points of maximum lift and maximum
torque can be related to the azimuthal position of each blade, and to the influence of the
dynamic stall effect. Under this condition, the vortex separation occurring from the LE
to the TE of the blade, and vice versa, is responsible for VAWT performance. Beyond the
azimuthal position of maximum torque, there is a marked reduction in the vorticity, which
is characterized by a drop in the VI from a constant ratio of about 4, to very low values
of about 0.15.

Thus, during the rotation of Blade 1, having a fixed angle of attack and varying
azimuthal angles, there are two conditions at which the VI approaches 1. One is when
the drag force reaches a maximum value, and a second is when the lift force displays a
maximum level, with this being true at any wind speed considered. Both conditions are
characterized by an IVSC starting at the LE and moving towards the TE of the Blade 1. The
IVSCs are determined by the angle of attack of the blade, a parameter that is a function of
the azimuthal blade position. It can be concluded that a maximum drag force occurs during
the first quarter and a maximum lift force at the second quarter of the blade circumferential
path. In addition, when the VI approaches a value of around 0.20, a reverse imminent
vortex separation condition from the TE to the LE is expected. Here, there is a very modest
influence of the maximum lift on the overall wind turbine torque. One should notice that
in the present study, this occurs at an azimuthal angle of 110 degrees.

Furthermore, by combining a visual interpretation of the air flow and vorticity patterns
through the CFD simulation analysis, one can conclude that the VI represents a significant
parameter that describes the vorticity and dynamic stall influence on lift forces and torque.
As a result, and to improve the performance of a VAWT, the turbulence and vorticity
have to be reduced through the development of innovative configurations and design
parameters, including blade geometry, pitching cycles or/and solidity ratios. Thus, it is
expected that in this respect, the vorticity index can provide a quantity that can be used
to characterize more objectively different VAWT configurations in board ranges of wind
speeds and dimensionless tip speed ratios and this in order to address different strategies
for improving them with more favorable better Cp coefficients.
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Figure 22. Vorticity Contours for Imminent Vortex Separation Condition (IVSC) for U∞ = 8 m/s and
for U∞ = 20 m/s, at (a–d) λ = 0.5 and (e,f) λ = 0.9.

4. Conclusions

In this work, Unsteady Reynolds Averaged Navier-Stokes (URANS) simulations are
successfully developed using the ANSYS Fluent software to evaluate the performance
of a vertical H-Darrieus wind turbine configuration at wind conditions of 8 and 20 m/s.
The wind turbine was first simulated by means of a 2D CFD model. This 2D model was
then validated by comparing it with a 3D CFD model and experimental data, for a wind
speed (U∞) of 8 m/s. This evaluation showed that the 2D model was more precise in
determining tip speed ratios (λ) of up to 1. Additionally, the 2D model was able to predict
the vorticity distribution on each blade, at two different tip speed ratios: λ = 0.5 and λ = 0.9.
Furthermore, URANS simulations of the H-Darrieus wind turbine, showed the following:

• The average overall torque values for a complete rotor rotation period are found to
provide good numerical convergence criteria [20] for high (20 m/s) wind speeds.

• The maximum drag forces for 8 and 20 m/s wind speeds, are obtained for an azimuthal
angle (θ) range of 65◦ to 85◦. This corresponds to an angle of attack (α) close to 45◦.
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• The maximum torque on the main blade, for 8 and 20 m/s wind speeds is delivered at
the following azimuthal positions: between θ = 45◦ and θ = 50◦ (α = 31.1–33.8◦) for
λ = 0.5, and between θ = 72◦ and θ = 78◦ (α = 38.2–41.4◦) for λ = 0.9.

• Much higher torques are delivered at 20m/s, versus the ones produced at 8m/s.
Nonetheless, high wind speeds showed just a moderate influence on the final average
power coefficient value of a 3-bladed H-Darrieus VAWT. The overall gains are lessened
by the increased turbulence and vorticity, which reduce the energy extraction by the
rotor during the wind turbine operation, within the same range of tip speed ratios.
This matter may require further studies.

• The torque is significantly reduced for blade azimuthal angles θ > 90◦. This even
yielded negative torque values, which are attributed to flow separation and strong
vorticity interactions with the blades.

• The flow vorticity has a noticeable relation with the turbine performance. The leading
edge vorticity (LEV) increases until the blade rotation reaches the azimuthal angle of
maximum torque. The proposed vorticity index (VI) displays a constant value around
4 before reaching this maximum torque.

• The VI can be used to quantitatively assess vortex separation conditions. After the
maximum torque azimuthal position, VI starts decreasing rapidly until minimum
values reached because of vortex generation at the LE of the blade and vorticity accu-
mulation at its TE. Furthermore, when the VI attains a value of 1, the Imminent Vortex
Separation Condition (IVSC) takes place with the vortex formed by dynamic stall con-
dition almost detaching from the LE of the blade. This occurs at comparable azimuthal
angles for equal tip speed ratios, with this being independent of the wind speed.
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Notation

c Chord Length [m]
Cp Power Coefficient
D Rotor diameter [m]
FD Drag force [N]
FL Lift force [N]
H Blade span [m]
k∗ Reduced frequency
N Number of blades
P Power [W]
p Mean pressure [Pa]
q Dynamic pressure [Pa]
R Rotor Radius [m]
t Time [s]
T Torque [N m]
u Mean fluid velocity [m s−1]
u′ Fluctuating fluid velocity [m s−1]
U∞ Wind speed [m s−1]
Va Wind induced velocity [m s−1]
W Wind relative flow velocity [m s−1]
y+ Non-dimensional first cell wall distance
Greek Symbols
α Angle of attack [deg]
Δα Angular marching step [Δdeg]
θ Azimuthal angle [deg]
λ Tip speed ratio = R ω

U∞
[-]

μ Fluid viscosity [Pa s]
v Kinematic viscosity [m2/s]
ρ Fluid density [kg m−3]
σ Solidity = N c

D [-]
ω Angular velocity [rad s−1]
Abbreviations
CFD Computational Fluid Dynamics
DVS Dynamic Stall Vortex
HAWT Horizontal Axis Wind Turbine
IVSC Imminent Vortex Separation Condition
LE Leading Edge
LEV Leading Edge Vorticity
RANS Reynolds Averaged Navier-Stokes method
SRS Scale Resolving Simulation
SST Shear Stress Transport
TE Trailing Edge
TEV Trailing Edge Vorticity
TSR Tip Speed Ratio
URANS Unsteady Reynolds Averaged Navier–Stokes
VAWT Vertical Axis Wind Turbine
VI Vorticity Index

Appendix A

This appendix reports the vorticity values at the leading edge (LE) and the trailing
edge (TE) of Blade 1, for U∞ = 8 m/s and U∞ = 20 m/s, at λ = 0.9 and for different
azimuthal positions.
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= 8 m/s = 20 m/s

Figure A1. Vorticity Values at LE and TE for Blade 1 at λ = 0.9 for (a1–a5) U∞ = 8 m/s and
(b1–b5) U∞ = 20 m/s.
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Appendix B

This appendix documents all the vorticity values obtained from the 2D CFD model
simulations, for U∞ = 8 m/s, at both λ = 0.5 and λ = 0.9.

Table A1. Vorticity at the Leading Edge (LE) and Trailing Edge (TE) and VI for Blade 1 at Various
Azimuthal Angles for U∞ = 8 m/s.

λ = 0.5 λ = 0.9
θ

(Deg)
LEV
(1/s)

TEV
(1/s)

VI
LEV
(1/s)

TEV
(1/s)

VI

0 109,113 14,749 7.40 177,441 17,382 10.21
30 356,125 74,080 4.81 254,667 52,409 4.86
40 447,702 97,372 4.60 351,808 85,683 4.11
50 425,774 119,716 3.56 435,962 106,290 4.10
60 198,316 118,434 1.67 510,197 122,400 4.17
70 153,440 152,854 1.00 547,857 134,543 4.07
80 104,366 214,936 0.49 388,710 144,981 2.68
90 66,788 260,797 0.26 227,554 136,518 1.67
100 48,225 229,827 0.21 160,139 114,489 1.40
110 37,120 197,066 0.19 108,520 107,670 1.01
120 31,700 159,208 0.20 67,643 93,420 0.72
130 47,272 131,531 0.36 36,521 62,172 0.59
150 61,833 112,285 0.55 5273 26,617 0.20
180 3525 109,692 0.03 95,543 186,638 0.51
210 25,936 305,729 0.08 139,748 132,173 1.06
240 34,814 199,575 0.17 125,114 30,306 4.13
260 62,373 8341 7.48 130,162 23,938 5.44
280 151,299 42,150 3.59 147,775 28,452 5.19
290 156,562 76,667 2.04 155,332 44,992 3.45
310 134,699 50,313 2.68 163,063 94,642 1.72
330 133,190 27,380 4.86 173,659 19,959 8.70
360 109,113 14,749 7.40 177,441 17,382 10.21

Appendix C

This appendix documents all the vorticity values obtained from the 2D CFD model
simulations, for U∞ = 20 m/s, at both λ = 0.5 and λ = 0.9.

Table A2. Vorticity at the Leading Edge (LE) and Trailing Edge (TE) and VI for Blade 1 at Various
Azimuthal Angles for U∞ = 20 m/s.

λ = 0.5 λ 0.9

θ
(Deg)

LEV
(1/s)

TEV
(1/s)

VI
LEV
(1/s)

TEV
(1/s)

VI

0 374,621 50371 7.44 798,284 58,817 13.57
30 1,420,000 319,441 4.45 915,416 252,055 3.63
40 1,822,510 415,671 4.38 1,354,560 382,740 3.54
50 2,102,810 503,018 4.18 1,708,160 455,701 3.75
60 977,838 550,173 1.78 1,999,970 512,715 3.90
70 618,315 602,600 1.03 2,261,180 561,845 4.02
80 448,167 740,703 0.61 2,345,430 586,044 4.00
90 282,028 1,014,620 0.28 1,162,440 598,037 1.94
100 183,997 972,682 0.19 661,746 504,683 1.31
110 137,458 830,830 0.17 463,944 416,734 1.11
120 110,174 696,534 0.16 292,919 353,002 0.83
130 142,477 564,754 0.25 163,461 240,015 0.68
150 479,418 422,522 1.13 25,712 147,822 0.17
180 25,802 505,638 0.05 456,111 851,410 0.54
210 119,269 1,124,200 0.11 642,122 532,874 1.21
240 158,636 766,737 0.21 614,202 119,143 5.16
260 226,673 25,705 8.82 603,590 103,893 5.81
280 603,043 171,088 3.52 637,702 72,947 8.74
290 628,803 336,567 1.87 646,205 97,522 6.63
310 523,672 263,367 1.99 669,941 705,871 0.95
330 555,391 160,771 3.45 715,332 258,413 2.77
360 374,621 50,371 7.44 798,284 58,817 13.57

29



Processes 2023, 11, 644

References

1. Zayats, I. The historical aspect of windmills architectural forms transformation. Procedia Eng. 2015, 117, 685–695. [CrossRef]
2. BP plc. bp Energy Outlook 2022 Edition. 2022. Available online: https://www.bp.com/content/dam/bp/business-sites/en/

global/corporate/pdfs/energy-economics/energy-outlook/bp-energy-outlook-2022.pdf (accessed on 30 June 2022).
3. Zhao, D.; Han, N.; Goh, E.; Cater, J.; Reinecke, A. Wind Turbines and Aerodynamics Energy Harvesters, 1st ed.; Academic Press:

Cambridge, MA, USA, 2019.
4. Dai, K.; Bergot, A.; Liang, C.; Xiang, W.-N.; Huang, Z. Environmental issues associated with wind energy—A review. Renew

Energy 2015, 75, 911–921. [CrossRef]
5. Maalouly, M.; Souaiby, M.; ElCheikh, A.; Issa, J.; Elkhoury, M. Transient analysis of H-type Vertical Axis Wind Turbines using

CFD. Energy Rep. 2022, 8, 4570–4588. [CrossRef]
6. He, J.; Jin, X.; Xie, S.; Cao, L.; Wang, Y.; Lin, Y.; Wang, N. CFD modeling of varying complexity for aerodynamic analysis of

H-vertical axis wind turbines. Renew Energy 2020, 145, 2658–2670. [CrossRef]
7. Hossain, M.; Ali, M.H. Future research directions for the wind turbine generator system. Renew. Sustain. Energy Rev. 2015,

49, 481–489. [CrossRef]
8. Al-Sharafi, A.; Sahin, A.Z.; Ayar, T.; Yilbas, B.S. Techno-economic analysis and optimization of solar and wind energy systems for

power generation and hydrogen production in Saudi Arabia. Renew. Sustain. Energy Rev. 2017, 69, 33–49. [CrossRef]
9. Aiche-Hamane, L.; Belhamel, M.; Benyoucef, B.; Hamane, M. Feasibility study of hydrogen production from wind power in the

region of Ghardaia. Int. J. Hydrogen Energy 2009, 34, 4947–4952. [CrossRef]
10. Benghanem, M.; Mellit, A.; Almohamadi, H.; Haddad, S.; Chettibi, N.; Alanazi, A.M.; Dasalla, D.; Alzahrani, A. Hydrogen

Production Methods Based on Solar and Wind Energy: A Review. Energies 2023, 16, 757. [CrossRef]
11. Etemadeasl, V.; Esmaelnajad, R.; Dizaji, F.F.; Farzaneh, B. A novel configuration for improving the aerodynamic performance of

Savonius rotors. Proc. Inst. Mech. Eng. Part A J. Power Energy 2019, 233, 751–761. [CrossRef]
12. Borg, M.; Shires, A.; Collu, M. Offshore floating vertical axis wind turbines, dynamics modelling state of the art. part I:

Aerodynamics. Renew. Sustain. Energy Rev. 2014, 39, 1214–1225. [CrossRef]
13. Schubel, P.J.; Crossley, R.J. Wind turbine blade design. Energies 2012, 5, 3425–3449. [CrossRef]
14. Souaissa, K.; Ghiss, M.; Chrigui, M.; Bentaher, H.; Maalej, A. A comprehensive analysis of aerodynamic flow around H-Darrieus

rotor with camber-bladed profile. Wind Eng. 2019, 43, 459–475. [CrossRef]
15. Ferreira, C.J.S.; Bijl, H.; Van Bussel, G.; Van Kuik, G. Simulating Dynamic Stall in a 2D VAWT: Modeling strategy, verification and

validation with Particle Image Velocimetry data. J. Phys. Conf. Ser. 2007, 75, 012023. [CrossRef]
16. Sridhar, S.; Zuber, M.; Shenoy B., S.; Kumar, A.; Ng, E.Y.K.; Radhakrishnan, J. Aerodynamic comparison of slotted and non-slotted

diffuser casings for Diffuser Augmented Wind Turbines (DAWT). Renew. Sustain. Energy Rev. 2022, 161, 112316. [CrossRef]
17. Rezaeiha, A.; Montazeri, H.; Blocken, B. On the accuracy of turbulence models for CFD simulations of vertical axis wind turbines.

Energy 2019, 180, 838–857. [CrossRef]
18. Kanyako, F.; Janajreh, I. Vertical Axis Wind Turbine performance prediction for low wind speed environment. In Proceedings of

the 2014 IEEE Innovations in Technology Conference, Warwick, RI, USA, 16 May 2014. [CrossRef]
19. Lanzafame, R.; Mauro, S.; Messina, M. 2D CFD modeling of H-Darrieus Wind Turbines using a transition turbulence model.

Energy Procedia 2014, 45, 131–140. [CrossRef]
20. Balduzzi, F.; Bianchini, A.; Maleci, R.; Ferrara, G.; Ferrari, L. Critical issues in the CFD simulation of Darrieus wind turbines.

Renew Energy 2016, 85, 419–435. [CrossRef]
21. Michna, J.; Rogowski, K. Numerical Study of the Effect of the Reynolds Number and the Turbulence Intensity on the Performance

of the NACA 0018 Airfoil at the Low Reynolds Number Regime. Processes 2022, 10, 1004. [CrossRef]
22. Elkhoury, M.; Kiwata, T.; Aoun, E. Experimental and numerical investigation of a three-dimensional vertical-axis wind turbine

with variable-pitch. J. Wind Eng. Ind. Aerodyn. 2015, 139, 111–123. [CrossRef]
23. EMöllerström, E.; Gipe, P.; Beurskens, J.; Ottermo, F. A historical review of vertical axis wind turbines rated 100 kW and above.

Renew. Sustain. Energy Rev. 2019, 105, 1–13. [CrossRef]
24. Mohamed, O.S.; Ibrahim, A.A.; Etman, A.K.; Abdelfatah, A.A.; Elbaz, A.M. Numerical investigation of Darrieus wind turbine

with slotted airfoil blades. Energy Convers. Manag. X 2020, 5, 100026. [CrossRef]
25. Ahmedov, A.; Ebrahimi, K.M. Numerical Modelling of an H-type Darrieus Wind Turbine Performance under Turbulent Wind.

Am. J. Energy Res. 2017, 5, 63–78. [CrossRef]
26. Trivellato, F.; Castelli, M.R. On the Courant-Friedrichs-Lewy criterion of rotating grids in 2D vertical-axis wind turbine analysis.

Renew Energy 2014, 62, 53–62. [CrossRef]
27. Nguyen, M.T.; Balduzzi, F.; Bianchini, A.; Ferrara, G.; Goude, A. Evaluation of the unsteady aerodynamic forces acting on a

vertical-axis turbine by means of numerical simulations and open site experiments. J. Wind. Eng. Ind. Aerodyn. 2020, 198, 104093.
[CrossRef]

28. Alaimo, A.; Esposito, A.; Messineo, A.; Orlando, C.; Tumino, D. 3D CFD analysis of a vertical axis wind turbine. Energies 2015,
8, 3013–3033. [CrossRef]

29. Orlandi, A.; Collu, M.; Zanforlin, S.; Shires, A. 3D URANS analysis of a vertical axis wind turbine in skewed flows. J. Wind Eng.
Ind. Aerodyn. 2015, 147, 77–84. [CrossRef]

30



Processes 2023, 11, 644

30. Lam, H.; Peng, H. Study of wake characteristics of a vertical axis wind turbine by two- and three-dimensional computational
fluid dynamics simulations. Renew Energy 2016, 90, 386–398. [CrossRef]

31. Hosseini, A.; Goudarzi, N. Design and CFD study of a hybrid vertical-axis wind turbine by employing a combined Bach-type and
H-Darrieus rotor systems. Energy Convers. Manag. 2019, 189, 49–59. [CrossRef]

32. Lee, J.-H.; Lee, Y.-T.; Lim, H.-C. Effect of twist angle on the performance of Savonius wind turbine. Renew Energy 2016, 89, 231–244.
[CrossRef]

33. Alfonsi, G. Reynolds-averaged Navier-Stokes equations for turbulence modeling. Appl. Mech. Rev. 2009, 62, 040802. [CrossRef]
34. Geng, F.; Kalkman, I.; Suiker, A.; Blocken, B. Sensitivity analysis of airfoil aerodynamics during pitching motion at a Reynolds

number of 1.35×105. J. Wind Eng. Ind. Aerodyn. 2018, 183, 315–332. [CrossRef]
35. Ghasemian, M.; Ashrafi, Z.N.; Sedaghat, A. A review on computational fluid dynamic simulation techniques for Darrieus vertical

axis wind turbines. Energy Convers. Manag. 2017, 149, 87–100. [CrossRef]
36. Barnes, A.; Marshall-Cross, D.; Hughes, B.R. Validation and comparison of turbulence models for predicting wakes of vertical

axis wind turbines. J. Ocean Eng. Mar. Energy 2021, 7, 339–362. [CrossRef]
37. Ma, N.; Lei, H.; Han, Z.; Zhou, D.; Bao, Y.; Zhang, K.; Zhou, L.; Chen, C. Airfoil optimization to improve power performance of a

high-solidity vertical axis wind turbine at a moderate tip speed ratio. Energy 2018, 150, 236–252. [CrossRef]
38. ANSYS Inc. ANSYS Fluent Theory Guide 15; ANSYS, Inc.: Canonsburg, PA, USA, 2013.
39. Celik, Y.; Ma, L.; Ingham, D.; Pourkashanian, M. Aerodynamic investigation of the start-up process of H-type vertical axis wind

turbines using CFD. J. Wind. Eng. Ind. Aerodyn. 2020, 204, 104252. [CrossRef]
40. Song, C.; Wu, G.; Zhu, W.; Zhang, X.; Zhao, J. Numerical investigation on the effects of airfoil leading edge radius on the

aerodynamic performance of H-rotor Darrieus vertical axis wind turbine. Energies 2019, 12, 3794. [CrossRef]
41. AlQurashi, F.; Mohamed, M.H. Aerodynamic forces affecting the H-rotor darrieus wind turbine. Model. Simul. Eng. 2020,

2020, 1368369. [CrossRef]
42. Laneville, A.; Vittecoq, P. Dynamic Stall: The Case of the Vertical Axis Wind Turbine. J. Sol. Energy Eng. 1986, 108, 140–145.

Available online: http://solarenergyengineering.asmedigitalcollection.asme.org/ (accessed on 9 July 2022). [CrossRef]
43. Dessoky, A.; Bangga, G.; Lutz, T.; Krämer, E. Aerodynamic and aeroacoustic performance assessment of H-rotor darrieus VAWT

equipped with wind-lens technology. Energy 2019, 175, 76–97. [CrossRef]
44. Choudhry, A.; Arjomandi, M.; Kelso, R. Methods to control dynamic stall for wind turbine applications. Renew Energy 2016,

86, 26–37. [CrossRef]
45. Li, S.; Zhang, L.; Yang, K.; Xu, J.; Li, X. Aerodynamic performance of wind turbine airfoil DU 91-W2-250 under dynamic stall.

Appl. Sci. 2018, 8, 1111. [CrossRef]
46. Menter, F.R. Best Practice: Scale-Resolving Simulations in ANSYS CFD. 2015. Available online: www.ansys.com (accessed on

29 October 2022).

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

31



Citation: Castillo Santiago, Y.;

Nunes, B.G.; Fontana, G.S.;

Busanello, D.; Santos, A.F.; Santos,

S.M.D.; Mello, E.N.d.; Sphaier, L.A.

Desiccant Technologies for Improving

Air Quality: An Overview of the

Brazilian Scenario and Comparison of

Available Design Software for

Manufactured Desiccant Wheels.

Processes 2023, 11, 2031.

https://doi.org/10.3390/pr11072031

Academic Editors: Ferdinando Salata

and Virgilio Ciancio

Received: 17 June 2023

Revised: 27 June 2023

Accepted: 4 July 2023

Published: 7 July 2023

Copyright: © 2023 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

processes

Review

Desiccant Technologies for Improving Air Quality: An
Overview of the Brazilian Scenario and Comparison of
Available Design Software for Manufactured Desiccant Wheels

York Castillo Santiago 1,*, Bruno Gomes Nunes 2, Geovani Souza Fontana 2, Daiane Busanello 2,

Alexandre Fernandes Santos 2, Samuel Moreira Duarte Santos 1,3, Estefania Neiva de Mello 3

and Leandro A. Sphaier 1

1 Laboratory of Thermal Sciences (LATERMO), Mechanical Engineering Department (TEM/PGMEC),
Fluminense Federal University, Rua Passo da Pátria 156, Niterói 24210-240, RJ, Brazil;
samuel.m.santos@eletrobras.com (S.M.D.S.); lasphaier@id.uff.br (L.A.S.)

2 Escola Técnica Profissional, Grupo ETP, Rua Eng. Rebouças 2213, Curitiba 80230-040, PR, Brazil;
projetos.etp@gmail.com

3 Centrais Elétricas Brasileiras S.A (ELETROBRAS), Rua da Quitanda 196, Rio de Janeiro 20091-005, RJ, Brazil
* Correspondence: yorkcastillo@id.uff.br

Abstract: A review of desiccant dehumidification technologies for improving air quality is presented,
mainly focusing on alternatives for air conditioning systems for minimizing Sick Building Syndrome.
The principles and types of desiccant wheels, as well as the existing selection software for these types
of equipment, were reviewed and comparatively evaluated. The study focused on the Brazilian
context; thus, information about this country’s air conditioning systems and laws were evaluated.
Possible applications of desiccant wheels, such as their integration into cooling cycles and the sensible
heat wheel, were also analyzed. Finally, several examples of commercial desiccant wheel selection
software that are useful in many situations were evaluated. Nevertheless, it was evidenced that the
available software could not perform an operation analysis for only a specific period. Therefore,
creating computational tools to select desiccant wheels is essential when considering the data from
the different Brazilian regions for a year.

Keywords: dehumidification; desiccant wheels; air quality; air conditioning systems

1. Introduction

In air conditioning design, it is essential to consider the addition of external air to
closed environments such as offices, schools, hospitals, and malls, among others. The
American Society for Heating, Refrigeration and Air-Conditioning Engineering (ASHRAE)
established that if a building has more than 20% of people with symptoms of some disease
or discomfort when exposed to this environment, it is considered a building that fits a Sick
Building Syndrome (SBS) situation [1].

The lack of indoor air renewal causes the accumulation of chemical pollutants (carbon
monoxide and dioxide, sulfur dioxide and formaldehyde, and ammonia, among others)
and biological contaminants (fungi, algae, protozoa, bacteria, and mites), which makes the
air hazardous for human health and is a risk factor for people with respiratory diseases [2].
Environments with high levels of these pollutants are conventionally called SBS; the World
Health Organization (WHO) recognized this problem in 1982 [3].

In the 1970s, an energy crisis spread globally due to conflicts between oil-exporting
countries in the Middle East. As a result, oil suffered a reduction in production and a price
increase, reaching 400% in 1973. In the same period, engineers looking for alternatives to
reduce electric energy consumption [4] reduced the external air supply to buildings [5,6].
Consequently, the first reports of SBS [7] were seen.
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Fungal exposures are receiving increasing attention as an occupational and public
health problem due to the high prevalence of fungal contamination in buildings [8]. Mois-
ture and moisture-related problems are significant sources of fungal contamination in
homes, buildings, and schools [9]. Indoor fungi can be inhaled, and the presence of such
particles has been linked to many illnesses and symptoms (infections, allergic reactions, or
toxic responses) among occupants of moisture-damaged buildings [10]. On the other hand,
moisture damage in buildings could alter various components of building materials, which
can be another source of deterioration in indoor air quality (IAQ) [11]. Fungal growth is
associated with moisture content, defined as the ratio between a material’s free water and
dry weight [12].

Some studies indicated a relation between humidity, indoor-measured visible biologi-
cal contaminant growth, and its effects on human health. Sterling et al. [13] analyzed the
humidity impact on contaminants (such as viruses, bacteria, and fungi) and the possible
impacts on human health. At room temperature, the authors observed that the required
humidity range for minimizing risks to human health by biological contaminants was
between 40 and 60%, as shown in Figure 1.

 

Figure 1. Optimal humidity range for minimizing risks to human health. Source: [13].

In 1984, the WHO estimated that up to 30% of buildings could be affected by SBS. In
the early 1980s, SBS was correlated with environmental problems. Table 1 shows some
of the main symptoms associated with SBS. However, the concept is evolving, including
in terms of psychological aspects, economic implications, energy savings, and climate
change [14].

Brasche [15] observed that women suffer more from SBS when compared to men, with
44.3% of women suffering from SBS while only 26.2% of men faced this problem, as shown
in Table 2. However, this percentage difference between genders was due to position within
the company; in the same study, when men and women were in environments with the
same IAQ, the rates of occurrence of SBS were similar.
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Table 1. Symptoms associated with SBS. Source: [14].

Symptoms Occurrence (%)

Lethargy 57
Stuffy nose 47
Dry throat 46
Headache 43
Itchy eyes 28
Dry eyes 27

Runny nose 23
Flu 23

Breathing difficulty 9
Chest pain 9

Table 2. Gender-related differences in SBS. Source: [15].

Women Men

People % People %
With symptoms 393 44.3 151 26.2

Without symptoms 495 55.7 426 73.8
Total 888 100 577 100

In the mid-1990s, when the issue of indoor air quality began to gain importance in
Brazil, air conditioning systems became a main subject for maintaining cleanliness and
conservation. In 1998, with the death of the then-Minister of Communications Sérgio
Motta, attributed mainly to the bacterium Legionella, the then-Minister of Health José
Serra announced the formation of a study group to publish legislation that obliged those
responsible for air conditioning systems to maintain clean systems, therefore preventing
diseases in the Brazilian population [16].

The Ministry of Health published in 1998 the ORDINANCE N◦3523 [17], which defines
values and definitions to maintain IAQ as described in Art. 4, the definition of Sick Building
Syndrome. Based on Art. 5, it is possible to mention the need to meet a minimum level of
air renewal (27 m3/h/person) and a minimum filtration of class G1. On the other hand, the
Brazilian Ministry of Health published in 2003 the RESOLUTION No. 09 (RE-09) [18], which
presents additional information from ORDINANCE No. 3523/98. One of the definitions
given in RE-09 is the concept of air conditioning, which corresponds to the air-treatment
process intended to maintain the IAQ requirements of the conditioned space by controlling
variables such as temperature, humidity, speed, particulate matter, biological particles, and
carbon dioxide content.

RE No. 09 also presents parameters related to the maximum recommended value for
microbiological contamination, which is 750 cfu/m3 (colony-forming unit/cubic meter),
and chemical contamination, which is 1000 ppm for the concentration of carbon dioxide
(CO2) and 80 μg/m3 of aero dispersoids. In addition to these parameters, there are recom-
mended operating ranges for temperature, humidity, air speed, air renewal rate, and the
degree of air purity that must comply with the Brazilian Regulatory Standard NBR 16401-3
for indoor air quality [19].

An essential point for maintaining IAQ is to keep the equipment in full operation;
for this, it was necessary to create a Maintenance, Operation, and Control Plan (MOCP).
Considering that in maintaining IAQ requirements in situations with a considerable latent
heat load, as commonly found in HVAC applications, a significant amount of moisture
removal is required, desiccant technologies have a significant advantage over the traditional
vapor compression-based (also termed mechanical dehumidification) alternatives. This is
because on the one hand, vapor compression systems need to cool the process airstream to
temperatures below the dewpoint to obtain the dehumidification effect, which occurs due
to regular condensation. Naturally, this involves an additional high-grade energy expense.
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On the other hand, when desiccant systems perform dehumidification, the subcooling
becomes unnecessary, thus saving a considerable portion of high-grade energy.

In Brazil, the Civil House published Law No. 13,589 of 2018 [20], which obliges
public and collective buildings to keep the MOCP active, thus guaranteeing the ranges
established for a good IAQ. Increasing air renewal in buildings without proper treatment
does not solve all the problems associated with IAQ. According to Che et al. [21], this
methodology can increase indoor humidity, which can also substantially raise the potential
for microbiological growth, as this increase in ventilation can augment the concentration of
pollutants in the environment. However, the practice of increasing the rates of air renewal
has established itself among designers [22]. Outdoor air recommendations are stipulated
for each type of design for designers seeking to increase the speed of outdoor air to the
maximum allowed according to NBR 16401-3 and obtain systems that provide temperature,
humidity, and specific filtration control for the condition of the environment in question. It
could consider using total heat exchangers as enthalpy wheels, which can provide energy
savings to the building.

According to Pargeter [23], the energy consumption required by conventional air
treatment practices for air conditioning in commercial buildings represents an average of
10% of all energy spent in the United States. The author also noted that a large part of
the energy consumption for air conditioning in these commercial buildings is due to air
renewal, which is different from the internal comfort conditions. In addition to electricity
consumption, the higher air renewal rate leads to greater investments and maintenance
costs for such Heating, Ventilation, and Air Conditioning (HVAC) systems.

One alternative to conventional refrigeration systems is the so-called desiccant cooling
cycle [24,25], which employs active desiccant rotors for dehumidifying the outdoor air
and running the produced dry air through evaporative coolers to provide the refrigeration
effect. The main advantage of such technology is that no special refrigerant fluids are
required and it is mainly driven by thermal energy, which means that solar or thermal
waste energy can power these cycles. On the other hand, the COP of this cycle is quite low,
which could not be a significant issue when considering that a renewable source or waste
energy is being used as a source of power. These alternatives can also be used alongside
other cooling systems, as previously demonstrated [26,27].

This research assessed alternatives for air HVAC systems to minimize Sick Building
Syndrome and improve air quality while considering international programs/standards.
For this purpose, an alternative technology known as desiccant wheels was studied by
analyzing their principles and types when the existing selection software for these types
of equipment was performed. In addition, energy-efficiency programs worldwide and
in the Brazilian context were analyzed while aiming at implementing strategies in which
desiccant wheels are appropriate. Finally, some examples of commercial software for
desiccant wheels were compared with an aim to identify the different tools available in the
air conditioning market.

2. Energy Efficiency Programs Worldwide

The International Energy Agency [28] estimated that about 2/3 of homes worldwide
will have an air conditioner installed by the year 2050, representing sales of 10 air condi-
tioners per second within the next 30 years. There is an expectation that air cooling systems
could account for more than 20% of the world’s electrical energy demand growth (pro-
vided that no alternative technologies for air conditioning become available). According
to the Brazilian Association of Refrigeration, Air Conditioning, Ventilation, and Heating
(ABRAVA) [29], the Brazilian air conditioning and refrigeration sector in the year 2021
presented a percentage growth of 9.8% by the year 2020, while the amount of split-type
air conditioners that were produced in 2021 exceeded 3.5 million units. This significant
increase in sales in the HVAC sector resulted in an increase in energy consumption. There-
fore, programs aimed at energy efficiency were created to obtain better results regarding
air conditioning systems, increases in renewal air, and electricity consumption.
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2.1. World

The first climate zoning initiatives for building energy-efficiency programs were
mainly undertaken in countries (Sweden and Norway) dominated by heating with extreme
weather conditions [30]. Nowadays, several countries, such as Australia [31], China [32],
Germany [33], India [34], Japan [35], Saudi Arabia [36], the United Kingdom [37], and the
United States [38], are subject to climate zoning for energy-efficiency analysis in build-
ings. In Brazil, the first definition of climatic zones was presented by Roriz et al. [39].
These climate zones are used for various purposes and support thermal regulations with
prescription-based and performance-based requirements, standardized data for building en-
ergy calculation, energy standards, voluntary labeling programs, and design guidelines [40].

The number of zones needed to characterize a country is essential for the success of
building energy-efficiency programs [41]. An excess of zones leads to complicated energy-
efficiency programs for buildings, making their use and adoption difficult. A low number
leads to extensive zones with significant climatic variations, making them unsuitable for
any building energy-efficiency program [42].

The United States of America (USA) has a national building code applicable to its total
territory but also has state-level building regulations that address smaller fractions of its
territory [43]. According to the International Energy Conservation Code [44] and Standard
90.1-2019 of ASHRAE [38], the USA is divided into 17 zones. The low-resolution national
climate zoning of the USA is contrasted with the climate zoning of the state of California,
where significant energy-efficiency efforts have recently been implemented. California
has a higher resolution climate zoning containing 16 zones, with climate zones defined by
energy use [38].

On the other hand, Tunisia has two climate classifications (one for thermal regulation
purposes and another for passive construction design guidelines) based on performance
metrics such as energy consumption by HVAC and thermal comfort in buildings without
HVAC. However, climate zoning developed for thermal-regulation purposes has minor
sensitivity to some climatic variables, such as wind speed and direction [45]. Climate
zoning is usually adopted to guide requirements for civil construction, which has a high
economic impact. However, in some countries, such as Brazil, climate zoning took more
time to become part of building requirements due to the slow transition from voluntary
to mandatory requirements [46]. Another factor that complicates the implementation of
climate zoning is an arbitrary number of zones, especially in the case of neighboring areas
with similar climates but located on opposite sides of the boundaries between adjacent
zones. For example, on the border between Argentina, Brazil, and Uruguay, recommended
values for coverage based on climate zoning range from 0.5 to 2 W/m2K depending on
which side of the border the building is located (despite negligible climatic variations in
this region) [40].

The European Union has developed two strategies to combat CO2 emissions and pro-
mote building energy efficiency. Initially, energy performance certification was created in
the 1990s as an essential method for reducing energy use and CO2 emissions. Subsequently,
countries adopted an Energy Policy Strategy called Horizon 20-20 (“H2020”) to reduce
greenhouse gas emissions. European Union countries have been implementing various
methods, laws, and projects to achieve the targets prescribed by H2020; however, the main
focus has been on building efficient new buildings and renovating older ones [47]. In China,
mandatory minimum standards for home appliances have been adopted, and an increase
in regulation and enforcement of these standards is noticeable. This country promotes a
voluntary energy-efficiency labeling program for devices and uses EU-adopted labeling
conventions. Corporate income tax incentives encourage energy-efficient technologies and
measures [48].

2.2. Brazil

Due to the importance of air conditioning and the associated energy consumption,
programs were created to optimize the electricity consumption of buildings, especially
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HVAC systems. Thus, programs have emerged aimed at studying technologies to improve
the energy efficiency of an air treatment system. According to Xu et al. [49], in 2001, Brazil
suffered the largest energy crisis, leading the population and institutions to mobilize and
seek alternatives to save electricity. Therefore, different energy-efficiency programs were
implemented in Brazil.

2.2.1. National Electric Energy Conservation Program

With the increasing concern about energy consumption, a discussion in Brazil on
the energy issue began in 1984 conducted by The National Institute of Metrology, Stan-
dardization, and Industrial Quality (INMETRO). This institution contributed to creating
the Brazilian Labeling Program (PBE in Portuguese), which works through informative
labels to inform the consumer about the energy efficiency of the item in question [50]. The
PBE gained strength by adding two partners: the National Energy Conservation Program
(PROCEL in Portuguese) and the National Program for the Rationalization of the Use of
Petroleum and Natural Gas Derivatives (CONPET in Portuguese) [51].

In 1993, the PROCEL Seal was created to inform consumers about more efficient
equipment (mainly air conditioners, freezers, and refrigerators). Thus, it serves to identify
the level of energy efficiency of appliances based on tests in laboratories certified by
INMETRO and classified according to their level of energy consumption. Those that are
classified as A are the ones that have better energy efficiency; that is, they consume less
energy [52].

Considering buildings consume approximately 50% of Brazil’s energy, in 2003 the
federal government created the PROCEL EDIFICA seal. This strategy seeks to evaluate
commercial, residential, and public service building parameters to prepare buildings
with the lowest possible energy expenditure by considering the facade, lighting, and air
conditioning system [53]. In buildings that are structured from their conception to have the
PBE EDIFICA seal, they present an energy reduction of up to 50% compared to buildings
that have not adopted the PBE EDIFICA methodology. In buildings that have undergone
significant retrofits, the percentage of energy reduction rises to 30% [54].

Figures 2 and 3 present the results of annual investments and historical results obtained
by PROCEL from 2008 to 2020 showing that there was an exponential increase in energy
savings while investments after 2011 decreased.

Figure 2. Energy savings generated by PROCEL from 2008 to 2020. Source: adapted from [55].
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Figure 3. The investments made in PROCEL. Source: adapted from [55].

2.2.2. Other Programs

In addition to PROCEL, other programs and mechanisms were created with the
support of the Ministry of Mines and Energy, as well as laws and decrees in order to
promote energy efficiency and energy conservation at the national level. Among all these,
the main programs adopted are briefly presented:

• National Program for the Rationalization of the Use of Petroleum and Natural Gas
Derivatives (CONPET): CONPET is a Ministry of Mines and Energy program that
Petrobras subsidizes through technical, administrative, and financial resources. It is a
program instituted by decree in 1991 that is responsible for designing, operationaliz-
ing strategies, promoting institutional articulation, and disseminating the program’s
actions. Initially, it aimed to encourage the efficient use of non-renewable sources in
the economy;

• Law No. 9478 of 6 August 1997: establishes the principles and objectives of the
National Energy Policy, which aims to protect the environment and promote energy
conservation. In addition, this law also created the National Energy Policy Council
(CNPE). CNPE seeks to generate the rational use of the country’s energy resources. It
will support regulatory agencies such as the National Electric Energy Agency (ANEEL)
and the National Agency of Petroleum, Natural Gas, and Biofuels (ANP);

• Law No. 9991 of 24 July 2000: establishes percentages of net operating revenue (NOR)
of electric energy distributors to encourage the development of energy-efficiency
projects aimed at use at the final point of consumption. In addition, it seeks the
transformation of the electric energy market through equipment and new technologies;

• Law No. 10,295 of 17 October 2001 (regulated by Decree No. 4059 of 19 December 2001):
Law No. 10,295, also known as the Energy Efficiency Law, establishes the procedures
to determine the electrical consumption of machines and energy-consuming appli-
ances (whether they are manufactured or only marketed in the country) and target
programs for each type of equipment. The main objective is to promote structural
transformations in the market of energy-consuming equipment;

• Decree No. 4059 also defines the procedures and responsibilities to establish the indi-
cators and levels of energy efficiency. For this purpose, it instituted the Management
Committee of Indicators and Energy Efficiency Levels (CGIEE) composed of the main
institutions in the energy sector, such as the Ministry of Mines and Energy; the Ministry
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of Development, Industry, and Foreign Trade; the Ministry of Science and Technology
and Innovation; ANEEL; and ANP, among others;

• Law No. 13,280 of 3 May 2016: reserves 20% of the resources of electric energy
companies destined for energy efficiency for application in PROCEL. This law also
created the Energy Efficiency Management Committee, which transferred to ANEEL
the power to define the collection schedule, fines, penalties, and payment method for
the resources invested in PROCEL;

• Sectoral Funds: these were created to provide financial resources to research, develop-
ment, and innovation projects in Brazil and to contribute to the national advancement
of technology, science, and innovation in their areas of activity, such as energy, water,
mineral, oil, and natural gas. Sectoral funds use resources from the National Fund for
Scientific and Technological Development (FNDCT), which was created in 1969;

• PROESCO: this is intended to finance energy-efficiency projects and was approved
in 2006 by the National Bank for Economic and Social Development. The program
also supports implementing projects that present evidence that will contribute to
energy savings and focuses mainly on lighting, compressed air, air conditioning and
ventilation, refrigeration and cooling, and other sectors.

3. Desiccant Dehumidifiers

According to Kavanaugh [56], several improvements have already been implemented
over the years in terms of the energy efficiency of air conditioning equipment. However,
other technologies can reduce energy consumption, including desiccant wheels, enthalpy
wheels, and cross-flow heat exchangers used to treat external air in buildings.

3.1. Background

In 1951, Carl Munters filed a patent for a desiccant-based drying system. He real-
ized the potential for attracting water molecules and materials such as silica gel. From
this concept, the process and development of drying technology using desiccant wheels
began [57].

Desiccant wheels (Figure 4) are based on a wheel with desiccant crystals impregnated
and grown on a fiberglass substrate. The lightweight wheel has a high surface-area-to-
airflow ratio [58]. The desiccant wheel is a passive desiccant wheel or enthalpy wheel when
there is no regeneration air heater. At the same time, it is called an active desiccant wheel
when it is provided with an air heater, and the regeneration and process air sides are slatted
apart. The wheel is installed with thermal insulation and air-proof material so that there is
no mass and energy exchange with the surroundings [59].

During operation, the wheel rotates continuously and the desiccant cycles through
adsorption, regeneration, and cooling every 4–5 min. Drying air is constantly regenerated
in a closed circuit. The hot regeneration air passes through the desiccant medium, releasing
the released moisture into the atmosphere [60]. No ambient air is introduced into the
process because desiccant cooling is conducted using dry air. The desired dew point is
achieved by changing the spin speed and other dryer variables without excessively drying
the thermally sensitive materials [61]. Desiccant wheels are used in various heating and
residential environments to prevent the growth of mold and mildew. As conventional air
conditioning systems are limited, desiccants remove moisture (latent energy) in hot and
humid climates [62].
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Figure 4. Desiccant wheel [59].

3.2. Types of Desiccant Dehumidification Systems

Generally speaking, there are five types of desiccant dehumidification systems; how-
ever, the most widespread technology is the vertical desiccant rotor. Each of these technolo-
gies is described below.

3.2.1. Spray Drying Tower

The spray drying tower (Figure 5) has two tanks corresponding to the condenser and
the regenerator. In this system, the humid air enters the segment of the condenser and
passes through a saline fog that will capture the humidity of the air, while the dry air is
inflated for the process. At the bottom of the condenser tank, the saline solution is pumped
to the second tank (regenerator), through which the second flow of high-temperature
external air passes, causing the saline solution to lose moisture to the regeneration air. Thus,
the hygroscopic material returns to the condenser tank [63].

 

Figure 5. Spray drying tower scheme. Source: [64].
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3.2.2. Dual-Tower Desiccant Dryers

The dual-tower desiccant dryers have two vessels (one for process and another for
regeneration) as shown in Figure 6; each vessel has solid silica gel inside. Moist air passes
through the first pressurized cylinder, trapping moisture in the silica gel until it saturates
the hygroscopic material. After the saturation of the first cylinder, the direction of the
process air to the second cylinder is reversed, the first being regenerated with external and
heated air [65].

 
Figure 6. Dual-tower desiccant dryer scheme. Source: [64].

3.2.3. Tray Dryer

The spray dryer has two air flows (process and regeneration) as presented in Figure 7.
The hygroscopic material responsible for capturing the humidity from the air is arranged
in trays; the humid air passes through the process air sector, and the external air of the
regeneration passes through 1/4 of the trays. The trays rotate so the silica gel passes from
the process to the regeneration sector [66].

 

Figure 7. Tray dryer scheme. Source: [64].
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3.2.4. Multi-Belt Dryer

The multi-belt dryer has two streams of trays arranged vertically (Figure 8) in which
the granular hygroscopic material is installed, and the humid process air passes through
the trays. After the silica gel saturation, the tray rotates to the regeneration sector, where
the moisture impregnated on the silica gel is eliminated [67].

 
Figure 8. Multi-belt dryer scheme. Source: [64].

3.2.5. Desiccant Dehumidifier

Figure 9 shows the working principle of the desiccant dehumidifier, which has two
air flows; the first occupies 3

4 of the wheel and is responsible for adsorbing all excess
moisture from the air. After the air passes through the rotor, it is inflated with low moisture
content [68].

 

Figure 9. Desiccant dehumidifier scheme. Source: [64].

The second airflow, called regeneration air, occupies 1
4 of the rotor and is responsible

for extracting moisture in a vapor state from the desiccant rotor using a flow of heated
air. The rotor structure is constructed in the shape of a beehive in order to have the largest
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possible area of hygroscopic material in contact with the air [69]. The hygroscopic material
may be silica gel or a mixture of silica gel and zeolites [70].

3.3. Desiccant Dehumidification by Heat-Recovery Wheel

Heat-recovery wheels have different operating characteristics from desiccant wheels;
their main objective is to promote heat transfer and humidity between the two exist-
ing air flows in the equipment [71]. These types of equipment also can minimize cross-
contamination due to exhaust and supply airflows and provide high-efficiency systems
with a low-pressure drop in the airflows [72]. Thus, some technologies such as cross-flow
heat exchangers and enthalpy wheels were developed [73].

3.3.1. Enthalpy Wheels

The rotary heat exchanger (Figure 10), commonly known as an enthalpy wheel, is an
“air-air”-type heat exchanger that works on the principle of sensible heat (temperature) and
latent heat (humidity) exchange between the flow of renewal air and the flow of exhaust
air [74]. Enthalpy wheels can be classified as sensible heat wheels and enthalpy wheels. The
denomination for these two types is due to their application, where the sensible heat wheels
act with the function of only exchanging the sensible heat, while the enthalpy wheel works
completely between the energies of the air (the sensible heat and the latent heat). These
two processes occur between the two air masses that travel through the equipment [75].

 

Figure 10. Enthalpy wheel [74].

The enthalpy wheel is an essential piece of equipment for building air-treatment
systems that has some advantages and disadvantages. As an advantage, it can be mentioned
that it is a technology that reaches efficiencies of around 50% to 80% [76]. Its operation and
high operating flows provide energy savings since the cooling system that works after the
enthalpy wheel can have a lower cooling load than the conventional one (without using
the enthalpy wheel) [77]. For any design to meet the Green Building certifications, some
minimum assumptions must be met, including the rate of air renewal of the central systems.
Thus, it is possible to reduce the size of the cooling or heating coils of the air-treatment
units [78]. Its main disadvantage is the initial investment in the system; however, this value
has a short payback period [79].

3.3.2. Cross-Flow Heat Exchangers

The cross-flow heat exchanger is an “air-to-air” static heat exchanger. Like the enthalpy
wheel, the cross-flow heat exchanger can be classified into two types [80]. The sensible
cross-flow heat exchanger performs the function of only sensible heat exchange between
the two air masses, and the conventional cross-flow heat exchanger (Figure 11) exchanges
sensible heat and latent heat during the thermal exchange process of the equipment [81].
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Figure 11. Cross-flow heat exchangers.

Cross-flow heat exchangers are generally used for gas-to-liquid heat-transfer appli-
cations in which the gas is on the outside and the liquid is on the tube side of the heat
exchanger. Most of these exchangers have fins that increase the surface area and improve
heat transfer. In most sensible heat-transfer applications, the external fluid is treated as
unmixed flow, while the tube-side fluid is treated as mixed flow [82]. Nasif [83] found that
cross-flow heat exchangers significantly reduce energy consumption. They reduces the la-
tent load in hot and humid environments and provide 100% external air to the environment
in question.

4. Software for Selecting Desiccant Wheels

Selecting a suitable desiccant requires that the involved dehumidification process be
simulated. This can be quite time-consuming depending on the level of detail necessary
for a specific simulation and a considerable amount of operating and construction data
related to the wheel, as shown in previous works [84–87]. As a result, commercial software
became available to facilitate the selection process of dehumidifiers while considering
human breathing. Thus, Dong et al. [88] developed a plate dehumidifier model to analyze
the shrinkage shape and the variable film thickness of the falling film. The results indicated
that the moisture removal rates were augmented from 2.0 g/kg to 2.56 g/kg, the average
film thickness decreased from 0.952 mm to 0.889 mm as the contact angles diminished from
85◦ to 5◦, while the wetting area increased from 0.145 m2 to 0.176 m2.

Sun et al. [89] compared pre- and post-operative nasal airway models based on a
3-year-old nasal cavity model with apparent adenoid hypertrophy. The results showed
that nasopharynx obstruction can induce significantly biased flow distribution in the
central nasal passage even if the obstruction site is downstream of the nasal airway. Some
review papers offered several works; for example, Tian and Ahmadi [90] studied the
current state of computational modeling of micron and nano-elongated particle dynamics
and their application to fiber transport and deposition in human respiratory airways;
the most versatile and practical approach was the Eulerian–Lagrangian. Ma et al. [91]
analyzed the parameters that affect the thermal performance of latent heat thermal energy
storage systems (LHTES), including the inlet temperature of the heat transfer fluid, heat
transfer rate, properties of the phase-change materials (PCMs), phase-change temperature,
geometric parameters, and water tube layout, among others. Finally, the authors discussed
the climatic conditions for air-LHTES and found that the higher ambient temperature led
to incomplete solidification of the PCMs during the limited nighttime in air-LHTES.

This section presented software for selecting desiccant wheels provided by manu-
facturers, and some characteristics were analyzed. It is worth noting that there are other
programs available for desiccant wheel simulations (TRNSYS, ESP, and Modelica, among
others); however, this paper focused on desiccant manufacturer software; therefore, the
analysis of other software was left for future studies.
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4.1. Novel Aire

Novel Aire Technologies, based in the United States, is a company that has been oper-
ating in the dehumidification market for approximately 20 years with energy conservation
products and desiccant wheels that has more than 500 customers in 25 countries around
the world. The characteristics of Novel Aire software are presented in Table 3.

Table 3. Novel Aire software.

Airflow 340 m3/h Up to 59,500 m3/h

Diameter of rotors 250 mm up to 3050 mm
Main input data Process airflow

4.2. Munters

Munters was founded by Carl Munters in 1955 and is based in Sweden. It func-
tions in the dehumidification and air conditioning market and serves thousands of cus-
tomers with about 3500 employees, 17 factories worldwide, and an installed base of
320,000 air-treatment systems. The characteristics of Munters software are presented in
Table 4.

Table 4. Munters software.

Airflow 120 m3/h Up to 170,000 m3/h

Diameter of rotors N/A
Main input data Process airflow

Regeneration airflow

4.3. Rotor Source

Rotor Source was founded in 1999 and is headquartered in the United States. It
currently operates the dehumidification market and focuses on selling desiccant wheels to
manufacturers of dehumidification equipment. The characteristics of Rotor Source software
are presented in Table 5.

Table 5. Rotor Source software.

Airflow 200 m3/h Up to 150,000 m3/h

Diameter of rotors 220 mm up to 3300 mm
Main input data Process airflow

Regeneration airflow

4.4. Puresci

Puresci is a China-based company with over 10 years of experience in the desiccant
rotor field. It has projects with more than 1000 clients around the world. The characteristics
of the rotor source Puresci are presented in Table 6.

Table 6. Puresci software.

Airflow N/A

Diameter of rotors 350 mm up to 3050 mm
Main input data Process airflow

Regeneration airflow

4.5. Comparison between Software

Several companies that develop heat-recovery technologies using desiccant wheels are
recognized by international organizations such as Eurovent and AHR Exhibition and by
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Brazilian agencies such as ABRAVA and the South Brazilian Association of Refrigeration,
Air Conditioning, Heating and Ventilation (ASBRAV) were studied.

The research on commercial software for the technologies studied (Table 7) does not
present a careful analysis of the operating results over a year; in most cases, the software
only shows the efficiency and output data. In addition, it is necessary that for all software,
the user must have external knowledge of thermal engineering to be able to analyze
a project.

Table 7. Software comparison.

Novel Aire Munters Rotor Source Puresci

Input data
Process inlet dry bulb temperature X X X X

Absolute humidity entering the process X X X X
Regeneration inlet dry bulb temperature X X X X
Absolute inlet humidity in regeneration X X X X

Dry bulb temperature after heating in regeneration X X X X

Output data
Output dry bulb temperature in the process X X X X

Output absolute humidity in the process X X X X
Dry bulb temperature after regeneration output X X X X

Output absolute humidity at regeneration output X X X X
Moisture removal charge X X

Therefore, the software should incorporate an updated database, such as the ASHRAE
weather data viewer, into its source code to cover as many locations as possible with
updated data. It is also necessary for the software to be able to perform a dynamic analysis
of the total hours of the year and not just a one-off analysis.

5. Conclusions

This work presented options for reducing electrical energy consumption in air condi-
tioning and refrigeration systems using desiccant dehumidification technologies. Initially,
the importance of air renewal in buildings was analyzed, and it was observed that the
circulation lack of renewed air could contribute to the environment being a favorable place
for spreading respiratory diseases, which is a risk factor for a worker in any organization.
Thus, a building with a high level of pollutants falls under the Sick Building Syndrome.

Subsequently, it was observed that the consumption of conventional air conditioning
systems in countries such as the United States and Brazil may require up to 10% of the
electricity demand of these countries. Therefore, programs aimed at energy efficiency were
created or strengthened to obtain better results when referring to air conditioning systems,
increases in renewal air, and electric energy consumption. For example, European Union
countries adopted an energy policy known as Horizon 20-20 to reduce greenhouse gas emis-
sions and implemented various laws and projects to achieve the Horizon 20-20 objectives.

The Brazilian Labeling Program has been implemented in Brazil since 1984 to indicate
an item’s energy efficiency through informative labels. This program was strengthened by
adding two policies: the National Energy Conservation Program and the National Program
Rationalization of the Use of Petroleum Derivatives and Natural Gas. Other guidelines,
such as Law No. 9478 of 1997, Law No. 9991 of 2000, and Law No. 10,295 of 2001, were
implemented to promote efficiency and energy conservation in Brazil. All these programs
were created to meet the current and future markets that demand high energy consumption.
However, it is necessary to explore new technologies such as desiccant dehumidification,
which have shown promising results in terms of energy efficiency.

It is worth noting that a desiccant dehumidification system has a coating applied for
airflow dehumidification. As the wheel turns, the desiccant alternately passes through
the incoming air (where humidity is adsorbed) and through a regeneration zone (where
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the desiccant is dried and humidity is expelled). The wheel continues to rotate, and the
adsorption process is repeated. Several variables can affect desiccant performance; these
include the inlet dry bulb temperature, absolute inlet humidity, and speed of the desiccant
face, among others. Hence, selecting desiccant wheels is fundamental depending on the
project to be developed. Thus, several examples of desiccant wheel selection software were
investigated to list and present the main characteristics of each one. It was observed that
the multiple programs studied did not offer a detailed analysis of the annual operation and
usually only showed the output data. Therefore, the selection software could be improved
by incorporating a database update and considering ASHRAE weather data viewer to
cover more locations, especially in Brazil.

For future studies, it is suggested to develop software focused on measuring energy
and economic benefits when using the technology of desiccant/enthalpic wheels in the
recovery of energy from the renewal air and that contemplates improvements concerning
the software researched in this work. In addition, other examples of commercial software
for desiccant wheel modeling can be assessed.
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Abstract: The negative environmental impact of the construction sector has garnered global attention,
and as the “primary force” in achieving the “double carbon” target, green development is urgent, and
social responsibility practices cannot be postponed. An evolutionary game model was constructed by
combining the rank-dependent expected utility (RDEU) theory and the evolutionary game theory to
understand the interaction mechanism between participants’ emotions and decisions, taking into
account the characteristics of construction enterprises and the public regarding irrational decisions
under heterogeneous emotional combinations. The study demonstrates that: (1) there is probability
in the choice of rational strategies, and emotion is an irrational factor that can affect strategy choice.
(2) The evolutionary trend of the strategy choice of the game subjects is altered by emotional intensity
and emotional propensity. The optimism of construction enterprises inhibits their socially respon-
sible practice, and the pessimism of the public promotes the probability of their negative strategy
choice. Furthermore, moderate optimism is a safety valve for the public’s positive strategy choice.
(3) The interaction of emotional states leads to a heterogeneity of strategy choices exhibited under
different combinations of emotions, with the emotions of construction companies having a more
dominant influence on strategy. Finally, we make some feasible recommendations for improving
social responsibility practices and preventing mass incidents by boosting emotional monitoring and
guidance for construction businesses and the general public. Overall, this study provides important
information about how to be socially responsible, maintain good relationships with the public, and
protect the environment.

Keywords: corporate social responsibility; environmental corporate social responsibility; rank-
dependent expected utility (RDEU) theory; evolutionary game

1. Introduction

Global warming and pollution have long been a source of concern. The frequency
and intensity of extreme climate events caused by warming are increasing [1], and rising
CO2 emissions are regarded as the primary cause of these phenomena [2,3]. As the world’s
largest producer of carbon emissions, in 2020, China formally committed to strive for peak
carbon emissions by 2030 and to become carbon neutral by 2060 [4].

As one of China’s national pillar sectors, the construction sector has a considerable
impact on the country’s economic growth [5]. However, it is also the sector that uses the
most energy and accounts for one-third of all global greenhouse gas (GHG) emissions [6–8].
The massive urbanization process in China will lead to a further increase in energy demand
and carbon emissions [9]. In the foreseeable future, the construction industry will be the
“last mile” in the shift to carbon neutrality [10,11]. Although some resource and pollution
challenges have been overcome through current technological advancements [12], which
show great potential for carbon emission reduction [10], the low-carbon transition is moving
slowly. Corporate social responsibility (CSR) ought to be put into practice as an additional
step to hasten the accomplishment of the “double carbon” goal.
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CSR is defined as context-specific organizational actions and policies that take into
account stakeholder expectations and the triple bottom line of economic, social, and environ-
mental performance [13]. It restricts decision makers’ single-minded pursuit of maximizing
profits and aids in the creation and adoption of agendas and regulations for sustainable
development [14]. With the awakening of environmental consciousness, an increasing num-
ber of businesses are shifting their CSR focus from charitable donations to environmental
actions in order to “go green” [15]. Scholars have paid increased attention to CSR and envi-
ronmental corporate social responsibility in accordance with the increase in environmental
awareness in today’s environmental evolution (e.g., climate change) [16–19]. Environmen-
tal CSR has emerged as a significant and distinct element of CSR [20,21]. It is defined as
accepting responsibility for a company’s operations, products, and facilities’ environmental
impact. It includes eliminating waste and pollution, increasing the efficiency and productiv-
ity of its resources, and minimizing practices that may affect future generations’ enjoyment
of national resources [19]. According to studies, implementing CSR initiatives in the con-
struction industry helps to lessen or even eliminate the environmental impact that these
activities have on the environment [22], as well as promote the sustainability of themselves
and society as a whole [23].Additionally, companies’ proactivity towards environmental
protection can boost resource productivity and preserve their competitiveness [24], and
customers are more inclined to purchase environmentally friendly products exhibiting
socially responsible attributes [25–28]. In the case of construction companies, socially re-
sponsible practices not only contribute to improving the environment and promoting social
development, but also bring competitive advantages and economic benefits to themselves,
which is a win-win outcome [29].

Even so, construction enterprises are often accused of acting irresponsibly [30–32].
This is because its business practices consume large amounts of natural resources, are a
source of pollutants and wastes (dust, harmful gases, and noise [33,34]), impose a heavy
burden on the environment [35], and interfere with the daily lives of residents while posing
health risks to humans [36]. The industry lags far behind other industries in terms of
awareness and implementation of CSR [37,38], with its decision makers placing a greater
emphasis on financial costs than on environmental habitat issues [39]. The acceleration
of the construction industry due to economic growth further triggers adverse effects on
environmental degradation [40], and environmental violations, as well as increased public
social awareness and expectations, often lead to intensifying conflicts between construction
companies and the public, thus increasing the probability of protest initiation and adverse
consequences of project cancellation or postponement. Based on the above description
of the necessity and utility of CSR and the negative image of construction enterprises
regarding the issue of social responsibility fulfillment, it makes sense to analyze their social
responsibility decisions and to consider this specific aspect of environmental CSR.

Researchers have used game theory to examine the problem of social responsibility
fulfillment. Ma constructed a three-party evolutionary game model of government reg-
ulators, organic food producers, and e-commerce retailers to analyze the lack of social
responsibility in the organic food supply chain [41]. Zhao provided policy recommen-
dations for enterprises to consciously fulfill their social responsibility based on a game
model involving government departments, private enterprises, and the public [42]. Liu
effectively encouraged enterprises to take more social responsibility based on the analysis
of a game model consisting of government, retailers, and suppliers [43]. The analysis used
in the examples above assumes that decision makers are entirely or partially rational [44].
It excludes the perspective of emotions, an irrational component, which can be used to
analyze the micro-influence process underlying decision making.

Emotions are often elicited by specific events [45] and play a key role in decision mak-
ing by influencing the way we perceive, process, and present information [46,47]. Decision
makers have diverse emotions due to differences in various factors such as their values and
interests [48]. Regarding CSR implementation, the emotional state of relevant stakeholders
can have a significant impact on the final degree of social responsibility practiced. It is
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necessary to include emotions, an irrational factor, in the analysis of the socially responsible
behavior of construction enterprises. As a utility theory that focuses on players’ emotional
dimensions, rank-dependent expected utility (RDEU) theory overcomes the limitation
exhibited by traditional game analysis approaches in that they cannot effectively explain
the varied emotional states of decision makers [49]. Therefore, this paper will combine
rank-dependent expected utility (RDEU) theory and evolutionary game theory to construct
an emotion model with construction enterprises and the public as participants, analyze the
internal logic of the role of emotions (pessimism, optimism, and rational emotions) in CSR
practices, explore the micro-mechanisms of their evolution, and then enrich the existing
conclusions on the influence of emotions on CSR behaviors. The main contributions of this
paper are as follows:

(1) This paper extends the research boundaries of previous studies on CSR fulfillment
issues in terms of content [41–43] to consider the influence of decision makers’ envi-
ronmental emotions on the choice of social responsibility practice strategies.

(2) This paper constructs an emotion model that combines evolutionary game theory
and RDEU theory, with construction companies and the public as the main subjects,
in order to enrich the application scenarios of evolutionary game theory and RDEU
theory [50,51].

(3) This paper discusses the mechanisms of heterogeneous emotions and their emotional
combinations regarding decision making, and relevant suggestions are made which
are expected to provide effective technical and theoretical support to promote the
level of social responsibility practiced by construction enterprises.

The remainder of the paper is organized as follows. Section 2 introduces the ba-
sic theory of RDEU and constructs a mathematical model to portray the mathematical
performance of different game players. Section 3 analyzes the stability of strategies and
the stability of strategy combinations for each game participant. Section 4 presents and
discusses the results of the simulation analysis. Section 5 presents the conclusions, manage-
ment implications, and directions for future research.

2. Game Model Construction

2.1. Problem Description

The fulfillment of social responsibility by construction enterprises is an inevitable
choice to promote the realization of the “double carbon” goal and maintain sustainable
development. Under the double pressure of maintaining growth and promoting emission
reduction, it requires the efforts of multiple stakeholders, such as construction enterprises,
the government, and the public, and is a process of mutual interaction and participation
in the game. On the one hand, construction enterprises are the main source of energy
consumption and social responsibility fulfillment, and they are also economic organizations,
with natural profit-seeking motives. In the absence of certain constraints and supervision,
they are inclined to save corporate costs and possess insufficient intrinsic motivation to
fulfill their social responsibility. On the other hand, the relevant departments, represented
by the government, have an inherent advantage in the effective management of social
responsibility fulfillment. However, even a strong regulator can be opportunistic [52].
Regarding the issue of social responsibility fulfillment, the public not only assumes the
role of consumers, but also the role of informal regulators, which can compensate for
shortcomings in government regulation and play a significant role in promoting a virtuous
cycle of social responsibility fulfillment in construction enterprises, whose environmental
consumption philosophy also plays an important role in low-carbon development [27,53].
In addition, public participation has recently become an emerging theme in the issue of
environmental protection [54]. Therefore, this paper chooses to include the public in the
research framework of the social responsibility fulfillment of construction enterprises and
constructs an evolutionary game model with construction enterprises and the public as the
main subjects.
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Construction enterprises have two strategic choices: active fulfillment of social re-
sponsibility and negative fulfillment of social responsibility. Active fulfillment of social
responsibility shows that enterprises create profits while respecting human values, em-
phasizing their responsibilities to the environment, consumers, and society, and achieving
a win-win situation for both enterprises and society [55]. Negative fulfillment of social
responsibility means that companies continue to choose to maximize their profits and
engage in a series of unethical business practices (e.g., unreasonable disposal of waste,
resource waste, poor construction quality, unfair treatment of employees, etc.) [56].

The public has two strategic choices: compromise acceptance and resolute protest.
Among them, “resolute protest” refers to the public voluntarily organizing themselves
to disrupt the normal operation of the company by taking actions such as demonstrating
and blocking traffic and causing the cancellation or postponement of the construction
project [57], which has an impact on social stability. Compromising acceptance, on the
other hand, refers to the public accepting the status quo and not taking additional actions.

In the issue of social responsibility fulfillment, construction enterprises are primarily
responsible for the strategic deployment and practice of socially responsible behavior. The
public is the victim of construction enterprises’ negative fulfillment of social responsibility
and will play a supervisory role in the fulfillment of CSR. When their rights and interests
are infringed, they will also take action to defend their rights. Participants in the game
process make their own strategic choices based on the principle of maximizing their own
interests and alter their strategies based on the performance of the other side. Emotional
factors can affect how construction enterprises reacts and how the public responds during
this time. For example, the public, in different emotional states, holds heterogeneous
beliefs and judgments about the same level of social responsibility practices. Under the
effect of different emotions, construction companies and the public constantly adjust their
strategies according to their own judgments, leading to diverse results in the subsequent
stages of decision making. To visually describe the impact of heterogeneous emotions on
the evolution of social responsibility fulfillment in construction enterprises, the conceptual
diagram of the game model is shown in Figure 1.

 
Figure 1. Conceptual diagram of the game model. Source: Created by the authors.

2.2. Model Assumptions

Hypothesis 1. The issue of socially responsible behavior in construction firms primarily involves
two game subjects: construction enterprises and the general public. In the game process, each
subject is finitely rational and continuously adapts its own strategy. The game subjects have
certain emotional preferences, and the emotional preferences of each game subject will affect the
determination of behavioral decisions.
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Hypothesis 2. The strategy choice of construction enterprises can be divided into the active
fulfillment of social responsibility, and the negative fulfillment of social responsibility. The strategy
choice of the public can be divided into compromise acceptance, and resolute protest. Construction
enterprises’ positive fulfillment of social responsibility will generate certain positive externalities,
and construction enterprises’ negative fulfillment of social responsibility will generate certain
negative externalities.

Hypothesis 3. Construction companies incur certain costs when they actively fulfill their social
responsibility. Construction enterprises will also generate certain positive externalities to benefit the
public when they actively fulfill their social responsibilities. Similarly, negative fulfillment of social
responsibility by construction enterprises generates certain negative externalities that harm the
public. The public can choose to compromise and accept the different social responsibility behaviors
of construction enterprises, and then the enterprises will give the public certain compensation; the
public can also choose to resolutely protest, and the public’s resolute protest will incur certain costs,
and at the same time, will cause economic losses and reputation losses for construction enterprises.

2.3. Model Construction
2.3.1. Traditional Game Model

Based on the assumptions above, the revenue perception matrix is shown in Table 1.

Table 1. Revenue perception matrix.

Participation
The Public

Compromise Acceptance e Resolute Protest 1−e

Construction enterprises

Active fulfillment of
social responsibility Lp − Cp + R Lp − Cp

p Le + Ka Le − Ce + Ka
Negative fulfillment of

social responsibility Lp + R − W Lp − Da − Db

1 − p Le − Kb + W Le − Ce − Kb + M

The specific parameters of the revenue perception matrix are set, as shown in Table 2.

Table 2. Parameter symbols and their meanings.

Parameter Meaning

p Probability of construction enterprises actively fulfilling their social responsibility
e Probability of public compromise acceptance

Cp Cost of actively fulfilling social responsibility in construction enterprises
Ce Cost of resolute public protest
Ka Positive externalities arising from the active fulfillment of social responsibility by construction enterprises

Kb
Negative externalities arising from the negative fulfillment of social responsibility by

construction enterprises
Lp Basic benefits of construction enterprises
Le Basic benefits of the public
Da Economic damage to construction enterprises as a result of resolute public protest
Db Reputational damage to construction enterprises as a result of resolute public protest
R Incentives for enterprises without collective protest
W Compensation for public compromise acceptance by construction enterprises
M The proceeds of resolute public protest
r1 Emotional intensity of construction enterprises
r2 Emotional intensity of the public

The dynamic game process is shown in Figure 2:
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Figure 2. A dynamic game model for CSR implementation. Source: Created by the authors.

2.3.2. Rank-Dependent Expected Utility Model

The rank-dependent expected utility (RDEU) theory was first proposed by Quiggin
as an extension of the expected utility function theory [58]. The utility function itself
does not contain elements that reflect uncertainty, and it suffers from some shortcomings
(e.g., Allais paradox, Ellsberg paradox) [59,60]. On the contrary, the rank-dependent
expected utility (RDEU) theory is able to overcome the limitations of the EU theory by
introducing a nonlinear function into the theory and defining decision weights using the
cumulative probability of combination (inverse) rather than simple probability, which
can describe the emotional attitude of decision makers as “economic agents” and their
degree under uncertainty [61]. The theory has been successfully applied to analyze the
influence and change process of emotions on the decision-making behavior of participants,
such as insiders and the nuclear security sector [51], emitters and stakeholders [62], and
expropriated farmers and local governments [50].

The core is a real-valued function V defined by a utility function U(x) and a de-
cision weight function π(x) to represent the decision maker’s preferences for different

strategy choices [63], i.e., V(x, u, π) =
n
∑

i=1
π(xi)U(xi), where, for the set of strategies

X = {xi, i = 1, 2, · · · n}, obeys a probability distribution P{X = xi} = pi which satisfies
pi ≥ 0, p1 + p2 + · · ·+ pn = 1 Assuming that strategy xi is ranked according to the mag-
nitude of the utility function U(x) and assigned x1 > x2 > · · · > xn, the utility level of
strategy xi is defined as RPi, then the probability distribution function of the strategy is

RPi = P(X ≤ xi) =
n
∑

τ≥i
pi, i = 1, 2, · · · n. Therefore, the higher the utility rank of the benefit,

the greater the probability of cumulative occurrence. At this point, the decision weight
function is π(x) = ω(pi + 1 − RPi)− ω(1 − RPi), where ω(·) denotes the participant’s
sentiment function, denoted by ω(p) = pr(r > 0), and satisfies ω(0) = 0, ω(1) = 1.

The function ω(·) works in three cases, as follows.

(1) When ω(p) < p, ω(·) is a concave function, for any p ∈ [0, 1],ω(·) narrows the
possibility of X ≤ x, indicating the pessimism of the participants;
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(2) When ω(p) > p, ω(·) is a convex function, for any p ∈ [0, 1], ω(·) widens the
possibility of X ≤ x, indicating the optimistic mood of the participant;

(3) When ω(p) = p, the possible is unchanged. there is no emotion affecting the partici-
pant’s strategy, that is, the rational emotions among the participants.

Specifically, p is the objective probability of the decision occurring, and the subjective
probability function becomes ω(p) = pr(0 ≤ p ≤ 1) under the influence of emotions. When
r = 1, the subjective probability value is the same as the objective probability value, and
the game subject is in a rational state; when r < 1, the subjective probability value is higher
than the objective probability value, and the game subject overestimates the probability of
choice, showing optimism, and when r > 1, the subjective probability value is lower than
the objective probability value, the game subject underestimates the probability of choice,
showing pessimism.

Based on the above model assumptions and RDEU theory, we construct a hierarchy-
dependent expected utility model for construction enterprises and the public under differ-
ent strategies.

(1) strategy stability analysis of construction enterprises

For construction enterprises, the base revenue obtained when operating normally is
Lp. If construction enterprises actively fulfill their social responsibility, they need to pay
a series of costs Cp, including those associated with manpower, material resources, and
time, but they receive additional rewards R for their contribution to maintaining social
stability. If construction enterprises negatively fulfill their social responsibility and the
public chooses a compromise acceptance strategy, the enterprises can still receive additional
rewards R for not triggering group conflicts, but the enterprise must give the public certain
compensation W. If the public chooses a resolute protest strategy, the enterprise not
only faces economic losses Da, such as compensation to the public and project delays,
but also faces reputation damage Db caused after establishing an irresponsible image,
so Da + Db > W. According to the above analysis and reality, the public’s resolute
protest will result in large economic losses for the construction enterprises that negatively
fulfill their social responsibility. When a company actively fulfills its social responsibility,
public protest is ineffective; however, the public’s action brings more attention to the
company and increases its benefits. According to the above analysis and reality, the public’s
resolute protest will cause large economic losses to construction enterprises that negatively
fulfill their social responsibility. On the contrary, public resolute protest will increase the
attention of enterprises that actively fulfill social responsibility and bring benefits. Therefore,
assuming that the benefit of construction enterprises is Up, we can get Up (actively fulfill
social responsibility, compromise acceptance) >Up (actively fulfill social responsibility,
resolute protest) >Up(negatively fulfill social responsibility, compromise acceptance) >Up
(negatively fulfill social responsibility, resolute protest), that is Lp − Cp + R > Lp − Cp >
Lp + R − W > Lp − Da − Db.

This results in the utility, probability, rank, and decision weights corresponding to
each strategy of the construction enterprises are listed in Table 3.

Table 3. RDEU of construction enterprises considering emotions.

Construction Enterprises Utility Probability Rank Position Decision Weight

Lp − Cp + R pe 1 ωA(pe)
Lp − Cp p(1 − e) 1 − pe ωA(p)− ωA(pe)

Lp + R − W (1 − p)e 1 − p ωA(p + e − pe)− ωA(p)
Lp − Da − Db (1 − p)(1 − e) 1 − p − e + pe 1 − ωA(p + e − pe)
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The expected benefits for construction companies choosing “active fulfillment of social
responsibility” and “negative fulfillment of social responsibility” are:

U1p = [Lp − Cp + R]er2 + [Lp − Cp](1 − er2) = Rer2 + Lp − Cp (1)

U2p = (Lp + R − W)er2 + (Lp − Da − Db)(1 − er2) = (Lp − Da − Db)
+(R − W + Da + Db)er2 (2)

The average expected return on the strategy choice for a construction enterprise is:

Up = (Lp − Cp + R)ωA(pe) + (Lp − Cp)[ωA(p)− ωA(pe)]
+(Lp + R − W)[ωA(p + e − pe)− ωA(p)] + (Lp − Da − Db)

[1 − ωA(p + e − pe)] = (W − R − Cp)pr1 + R(pe)r1

+(R − W + Da + Db)(p + e − pe)r1 + Lp − Da − Db

(3)

The dynamic equation for construction enterprise replication is

F(p) = dp/dt =pr1(U1p − Up) = pr1[Rer2 − Cp − (W − R − Cp)pr1

−R(pe)r1 − (R − W + Da + Db)(p + e − pe)r1 + Da + Db]
(4)

Letting the dynamic equation F(p) = 0, we can get p = 0, p = 1 or p = p∗. At this
time, construction companies can achieve local stability by choosing an active fulfillment
of social responsibility strategy.

(2) public strategy stability analysis

For the public, the basic benefit that can be obtained from the environment is Le. When
construction companies are actively fulfilling their social responsibilities, the public can
obtain benefits Ka from a good residence and living environment. When construction
companies are negative fulfilling their social responsibilities, the residence and living
experience become worse and can even lead to health loss Kb. If the public chooses to
compromise acceptance, the enterprises will provide compensation W to them. If the
public selects a resolute protest strategy, it must pay certain time and economic costs Ce
to get benefits M for itself. However, as compared to construction firms, the public is in
a disadvantaged position, and the benefits fought for are limited, so Kb > M can also
yield Ka > M − Kb. According to the above analysis and reality, the loss of negative
fulfillment of social responsibility and the cost of resolute protest are both larger, and
the rights and interests fought for by compromise acceptance are less than the benefits of
resolute protest. Therefore, assuming that the public’s gain is Ue, we can get Ue (active
fulfillment of social responsibility, compromise acceptance) > Ue (active fulfillment of
social responsibility, resolute protest) > Ue (negative fulfillment of social responsibility,
resolute protest) > Ue (negative fulfillment of social responsibility, compromise acceptance),
that is Le + Ka > Le − Ce + Ka > Le − Ce − Kb + M > Le − Kb + W.

This results of the utility, probability, rank, and decision weights corresponding to
each strategy of the public are listed in Table 4.

Table 4. RDEU of the public considering emotions.

The Public Utility Probability Rank Position Decision Weight

Le + Ka pe 1 ωB(pe)
Le − Ce + Ka p(1 − e) 1 − pe ωB(p)− ωB(pe)

Le − Ce − Kb + M (1 − p)(1 − e) 1 − p ωB(1 + pe − e)− ωB(p)
Le − Kb + W (1 − p)e e − pe 1 − ωB(1 − e + pe)
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The expected benefits of “compromise acceptance” and “resolute protest” for the
public are U1e and U2e, respectively.

U1e = (Le + Ka)pr1 + (Le − Kb + W)(1 − pr1)
= (Le − Kb + W) + (Ka + Kb − W)pr1 (5)

U2e = (Le − Ce + Ka)pr1 + (Le − Ce − Kb + M)(1 − pr1)
= (Le − Ce − Kb + M) + (Ka + Kb − M)pr1 (6)

The average expected return on strategy choice for the public is:

Ue = (Le + Ka)ωB(pe) + (Le − Ce + Ka)[ωB(p)− ωB(pe)]
+(Le − Ce − Kb + M)[ωB(1 + pe − e)− ωB(p)]
+(Le − Kb + W)[1 − ωB(1 − e + pe)]
= (Ka − Kb + M)pr2 + Ce(pe)r2+

(M − W − Ce)(1 − e + pe)r2 + Le − Kb + W

(7)

The dynamic equation of construction enterprise replication is

F(e) = de/dt =er2(U1e − Ue) = er2{
[(Le + Ka)pr1 + (Le − Kb + W)(1 − pr1)− (Ka − Kb + M)pr2

−Ce(pe)r2 − (M − W − Ce)(1 − e + pe)r2 − Le + Kb − W]

}
(8)

Letting the dynamic equation F(e) = 0, we can get e = 0, e = 1 or e = e∗. At this time,
the public can achieve local stability by choosing a compromise acceptance strategy.

3. Game Analysis

From the analysis in Section 2.3.2, it can be seen that by creating the dynamic equation
F(p) = F(e) = 0, the five local equilibrium points of the above game model can be obtained,
which are E1(0, 0), E2(0, 1), E3(1, 0), E4(1, 1), and E5(p∗, e∗). According to the evolutionary
game stability analysis, the stability of each game subject’s strategy combination can be
judged according to the Lyapunov indirect method; that is, the equilibrium point has local
stability when the value of the determinant corresponding to the Jacobian matrix (Det(J))
is greater than zero, and the trace of the matrix (Tr(J)) is less than zero [64]. The Jacobian
matrix of the game model is obtained from Equations (4) and (8):

J =
[

∂F(p)/∂p∂F(p)/∂e
∂F(e)/∂p∂F(e)/∂e

]
=

[
B11 B12
B21 B22

]
(9)

where the matrix corresponds to the value of the determinant Det(J) = B11B22 − B12B21,
and the trace of the matrix Tr(J) = B11 + B22.

Since the values of the Jacobian matrix are related to the values of model variables,
the values of the Jacobian matrix are different under different emotional states of the game
subjects, and thus, the equilibrium points obtained are different. Therefore, based on the
different emotional states of the game subjects, this paper analyzes the stability of the
strategy combinations of the public and the construction enterprises in four situations:
(rational, rational), (emotional, emotional), (rational, emotional), and (emotional, rational),
respectively.

3.1. Scenario 1: The Construction Enterprise Is Rational, and the Public Is Rational

When the construction enterprise is rational and the public is rational, the sentiment
parameter at this time is r1 = 1, r2 = 1. Bringing the sentiment parameter into the dynamic
equation of each replication, the stability analysis of the strategy portfolio at this time is
shown in Table 5.
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Table 5. Stability analysis in the strategy portfolio in the construction enterprise is rational and the
public is rational scenario.

Balancing Point ∂F(p)
∂p

∂F(p)
∂e

∂F(e)
∂p

∂F(e)
∂e

Det(J) Tr(J) Stability

E1(0, 0) −Cp + Da + Db 0 2Kb −W − M M − W − Ce - × Saddle point
E2(1, 0) −(−Cp + Da + Db) 0 2Kb −W − M −Ce + - Stable
E3(0, 1) W − Cp 0 2(Kb − M) M − W − Ce - × Saddle point
E4(1, 1) −(W − Cp) 0 2(Kb − M) −Ce + - Stable

E5(p∗, e∗) A B C D × × Saddle point

Among which,

A =

{
(−Cp + Da + Db)− 2(−Cp + Da + Db)p∗
−2(W − Da − Db)p∗e∗ + (W − Da − Db)e∗

}
B = p∗(W − Da − Db)(1 − p∗)

C = (2Kb − W − M)− (M − W)e∗

D = (M − W − Ce)− (M − W)p∗

As can be seen from Table 5, when both sides of the game are in a fully rational state, the
values (Det(J)) and traces (Tr(J)) of the matrix determinant can be judged E2(1, 0);E4(1, 1)
is the evolutionary stable state, that is, construction enterprises actively fulfill their social
responsibility, and the public chooses to protest resolutely or compromise to accept. In
reality, the Pareto optimum is achieved when construction enterprises actively fulfill their
social responsibilities and the public chooses the compromise acceptance strategy. However,
the above situation is a pure strategy choice when both sides of the game are emotionless.
Objectively speaking, the heterogeneous combination of emotions will lead the game
participants to adjust their own strategies according to the situation.

3.2. Scenario 2: The Construction Enterprise Is Emotional, and the Public Is Emotional

When the construction enterprise is emotional and the public is emotional, the senti-
ment parameter at this time is r1 	= 1, r2 	= 1. Bringing the sentiment parameter into the
dynamic equation of each replication, the stability analysis of the strategy portfolio at this
time is shown in Table 6.

Table 6. Stability analysis of the strategy portfolio in the construction enterprise is emotional, and the
public is emotional scenario.

Balancing Point ∂F(p)
∂p

∂F(p)
∂e

∂F(e)
∂p

∂F(e)
∂e

Det(J) Tr(J) Stability

E1(0, 0) 0 0 0 0 0 0 Instability
E2(1, 0) r1(Cp − Da − Db) 0 0 0 0 - Instability
E3(0, 1) 0 0 0 0 0 0 Instability
E4(1, 1) −r1(W − Cp) R(r2 − r1) r1(Ka + Kb − W)

−r2(Ka − Kb + 2M − W)
r2(2Kb − 2M − Ce) × × Saddle point

E5(p∗ , e∗) Stability depends on specific values and emotional intensity.

As can be seen from Table 6, when both the construction enterprise and the public
have emotions, as can be judged by the values and traces of the matrix determinant, there
is a saddle point E4(1, 1), and the rest are unstable points. In the current situation, there
is an interaction between the construction enterprise and the public holding emotions,
and both have difficulty estimating each other’s behavior and making their own choices.
Currently, the stability of the Nash equilibrium point E5 of the mixed strategy is difficult to
judge under the joint influence of the emotion parameters r1 and r2 and the uncertainty
of returns.
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3.3. Scenario 3: The Construction Enterprise Is Rational, and the Public Is Emotional

When the construction enterprise is rational and the public is emotional, the sentiment
parameter at this time is r1 = 1, r2 	= 1. Bringing the sentiment parameter into the dynamic
equation of each replication, the stability analysis of the strategy portfolio at this time is
shown in Table 7.

Table 7. Stability analysis of the strategy portfolio in the construction enterprise is rational, and the
public is emotional scenario.

Balancing Point ∂F(p)
∂p

∂F(p)
∂e

∂F(e)
∂p

∂F(e)
∂e

Det(J) Tr(J) Stability

E1(0, 0) −Cp + Da + Db 0 0 0 0 + Instability
E2(1, 0) −(−Cp + Da + Db) −R 0 0 0 - Instability
E3(0, 1) W − Cp 0 Ka + Kb − W 0 0 + Instability
E4(1, 1) −(W − Cp) R(r2 − 1) (Ka + Kb − W)

−r2(Ka − Kb + 2M − W)
r2(2Kb − 2M − Ce) × × Saddle point

E5(p∗ , e∗) Stability depends on specific values and emotional intensity.

As can be seen from Table 7, when the construction enterprise is in a rational state and
the public is in a pessimistic or optimistic mood, a saddle point E4(1, 1) exists as judged
by the values and traces of the matrix determinant, and the rest are unstable points. The
stability of the Nash equilibrium point E5 of the hybrid strategy is difficult to judge because
its sentiment index r2 and returns are uncertain, and the results produced by different
values of the variables will be different.

3.4. Scenario 4: The Construction Enterprises Is Emotional, and the Public Is Rational

When the construction enterprises is emotional and the public is emotional, the
sentiment parameter at this time is r1 	= 1, r2 = 1. Bringing the sentiment parameter into
the dynamic equation of each replication, the stability analysis of the strategy portfolio at
this time is shown in Table 8

Table 8. Stability analysis of the strategy portfolio in the construction enterprises emotion, the public
rationality scenario.

Balancing Point ∂F(p)
∂p

∂F(p)
∂e

∂F(e)
∂p

∂F(e)
∂e

Det(J) Tr(J) Stability

E1(0, 0) 0 0 0 −(M − W − Ce) 0 + Instability
E2(1, 0) Cp − Da − Db 0 0 2Kb − 2M + Ce × × Saddle point
E3(0, 1) 0 0 −Ka + Kb − 2M + W M − W − Ce 0 - Instability
E4(1, 1) −r1(W − Cp) R(1 − r1) r1(Ka + Kb − W)

−Ka + Kb − 2M + W
2Kb − 2M − Ce × × Saddle point

E5(p∗ , e∗) Stability depends on specific values and emotional intensity

As can be seen from Table 8, in such a case, the values and traces of the determinants
show that there are two saddle points,E2(1, 0),E4(1, 1), and the rest are unstable points. For
the Nash equilibrium point E5 of the mixed strategy, its stability is difficult to judge due
to the influence of the sentiment parameter r1, as well as the uncertainty of benefits, and
different values of variables will produce different results.

4. Simulation Analysis

The preceding analysis demonstrates that the various emotions of the participants
have a significant impact on the evolution of the choice of socially responsible behavior
practices in construction enterprises, and the evolutionary trend of each point, as well as
the evolutionary stability of the Nash equilibrium, are also affected by the size of the cost-
benefit trade-off and the strength of the emotions. In this paper, numerical simulations were
conducted using Matlab software to investigate evolutionary paths under various emotional
combinations and emotional parameters. The specific parameters are provided in Table 9
and were determined using the gain relationship and the work of references [15,65,66].
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Table 9. Parameter settings.

Parameter p e Cp Ce Ka Kb Lp Le

Initial value 0.5 0.5 1.5 1 1 1 1.3 1

Parameter Da Db R W M r1 r2

Initial value 1.6 1.6 1 1.1 1 1 1

Section 3 of the article analyzes the stability of the strategy combinations in four
contexts—(rational, rational), (emotional, emotional), (rational, emotional), and (emotional,
rational)—based on the different emotional states of the construction companies and
the public. Specifically, the emotional state of the game subjects can be further divided
into optimistic and pessimistic emotions, and different emotional states have different
effects on the mechanism of strategy choice. Based on the above parameter settings,
the evolutionary stability of the system will be analyzed further under the nine specific
scenarios—(rational, rational), (optimistic, optimistic), (pessimistic, pessimistic), (optimistic,
pessimistic), (pessimistic, optimistic), (optimistic, rational), (pessimistic, rational), (rational,
optimistic), (rational, optimistic), and (rational, pessimistic)—on the basis of the four
aforementioned scenarios.

4.1. (Rational, Rational) State Analysis, That Is r1 = 1, r2 = 1

From the evolutionary trend diagram shown in Figure 3, when construction enter-
prises and the public are rational, construction enterprises tend to choose the negative
fulfillment of social responsibility, and the public tends to choose a compromise acceptance
strategy. Both have weak awareness regarding the issue of social responsibility fulfillment.
Construction enterprises tend not to fulfill it, and the public also tends not to monitor
the fulfilment, doing nothing, which coincides with the current phenomenon of social
responsibility deficiency in the construction industry. In this game system, construction
enterprises, as a powerful group, choose the most favorable strategy based on the principle
of maximizing their own interests, and the public chooses to accept the status quo after
a rational analysis of the gains and losses. However, the public, as a vulnerable group,
will consider all the subjective and objective factors more carefully and judge things with
emotions, which makes it difficult to be completely rational.

Figure 3. Evolution of game strategy in the (rational, rational) state.

4.2. (Optimistic, Rational) State Analysis, That Is r1 < 1, r2 < 1

According to the evolution trend diagram in Figure 4, when construction enterprises
and the public are optimistic, the probability of the negative social responsibility fulfillment
of construction enterprises increases with the depth of optimism, and the public obviously
prefers the compromise acceptance strategy. Under the effect of optimism, construction
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enterprises have a fluke mentality, thus magnifying the effectiveness of the compensation
mechanism to appease the public and neglecting the reputation loss and group conflict
events caused by the negative fulfillment of social responsibility expectations. As shown
in the graph, optimism contributes to a relatively harmonious situation between both
enterprises and the public, while collective protests create more uncertainties, and the
subsequent discontent of some groups may cause a chain reaction and bring adverse
effects to society. As a result, construction enterprises must pay close attention to citizens’
collective sentiments and improve their social responsibility practices.

Figure 4. Evolution of game strategy in the (optimistic, optimistic) state.

4.3. (Pessimistic, Pessimistic) State Analysis, That Is r1 > 1, r2 > 1

From the evolutionary trend graph shown in Figure 5, we see that when both con-
struction enterprises and the public are pessimistic, the probability of the public choosing
a compromise acceptance strategy and the construction enterprises adopting an active
social responsibility strategy is stable at 0.5. As the pessimism of both sides deepens, the
lack of security under pessimism leads to a set time iteration for both sides of the game
to determine their options. Unlike the situation where both construction enterprises and
the public are optimistic, under the effect of pessimism, construction enterprises perceive
the cost of actively fulfilling social responsibility, and the lag and uncertainty of social
responsibility returns. Construction firms will maintain their present decision when all
advantages and losses are considered. The public will be nervous and anxious during this
time due to the effectiveness of collective protest and the time cost, further molding their
pessimistic psychology, and hence their willingness to accept.

Figure 5. Evolution of game strategy in the (pessimistic, pessimistic) state.
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4.4. (Optimistic, Pessimistic) State Analysis, That Is r1 < 1, r2 > 1

Figure 6 depicts the graph of the evolving trend of construction enterprise optimism
and public pessimism. Figure 6 shows that when construction firms’ optimism is guar-
anteed, the probability of the strategy choice of both the active social responsibility of
construction enterprises and the public compromise acceptance reduces as public pes-
simism deepens. By comparing the changing trends of Figure 6a–c, it can be found that
when the intensity of public pessimism is constant, with the deepening degree of optimism
of construction enterprises, the trajectory of the strategy evolution of both sides of the
game moves from the upper left corner to the lower left corner of the coordinate area.
At this point, the probability of both the construction enterprises actively fulfilling their
social responsibility and the public compromise acceptance decreases. Under the impact of
growing optimism, construction enterprises, with the information advantage of their group
strength, believe that they can avoid the risk of project delay, suspension, and cancellation
by virtue of their brand or existing reputation, thus ignoring the negative spillover effects
of social responsibility deficiency. Consistent with the behavioral strategies of construc-
tion enterprises and the public, both of which are in a state of optimism, as illustrated in
Figure 4, the optimism of the construction firms inhibits them from actively fulfilling their
social responsibilities.

Figure 6. Cont.

64



Processes 2022, 10, 2403

Figure 6. Evolution of game strategy in the (optimistic, pessimistic) state. (a) Scenario 1, (b) Scenario
2, (c) Scenario 3.

4.5. (Pessimistic, Optimistic) State Analysis, That Is r1 > 1, r2 < 1

Figure 7 reflects the evolutionary trend graph of the construction enterprises’ pes-
simism and the public optimism. As can be seen from the figure, when public optimism is
certain and as the pessimism of construction enterprises deepens, the probability of both the
construction enterprises actively fulfilling their social responsibility and public compromise
acceptance increases, and the system evolves toward the combined condition of (actively
fulfilling social responsibility, compromise acceptance). When comparing the change trends
in Figure 7a–c, it can be found that when the intensity of construction enterprises’ pes-
simism remains constant, the mixed strategy Nash equilibrium point moves to the upper
right corner of the coordinate region and then to the lower right corner of the coordinate
region as public optimism grows. This suggests that the degree of public optimism in the
process of influencing the evolutionary strategy has a threshold value r2

∗. When r2 > r2
∗,

i.e., the public is excessively optimistic, the probability of public compromise acceptance
drops, and the system evolves steadily away from the optimal strategy combination of
(actively fulfilling social responsibility, compromise acceptance).

4.6. (Optimistic, Rational) State Analysis, That Is r1 < 1, r2 = 1

Figure 8 reflects the graph of the evolutionary trend of construction enterprise opti-
mism and public rationality. Figure 8 shows that while construction enterprises’ optimism
grows, the probability of the active social responsibility of construction enterprises reduces
slightly, while the rate of convergence of the evolution of construction enterprises and
public strategies continues to accelerate. Construction enterprises’ optimism can hinder
CSR practice activities, which is consistent with the findings in Figures 4 and 6.
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Figure 7. Evolution of game strategy in the (pessimistic, optimistic) state. (a) Scenario 1, (b) Scenario
2, (c) Scenario 3.
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Figure 8. Evolution of game strategy in the (optimistic, rational) state.

4.7. (Pessimistic, Rational) State Analysis, That Is r1 > 1, r2 = 1

Figure 9 depicts the graph of the evolving trend of construction enterprise pessimism
and public rationality. As shown in Figure 9, under current conditions, the probability of
construction enterprises actively fulfilling their social responsibility rises and subsequently
falls, and the probability of public compromise acceptance tends to almost 1. The rate
of evolution of this system decreases as construction enterprises’ pessimism grows. This
indicates that construction enterprises tend to fulfill their social responsibility strategy
positively at the initial stage, but will eventually embrace a negative social responsibility
strategy after witnessing the public strategy selection of a rational compromise acceptance
attitude. Construction enterprises are currently less active in fulfilling social responsibility,
and public awareness of social responsibility is not sufficient. We should increase the public-
ity of the importance of social responsibility, raise public awareness of social responsibility,
and create a pessimistic atmosphere for enterprises, so as not to fall into the predicament of
“no supervision, no action”.

Figure 9. Evolution of game strategy in the (pessimistic, rational) state.

4.8. (Rational, Optimistic) State Analysis, That Is r1 = 1, r2 < 1

Figure 10 shows the evolution of the game when the construction enterprises are
completely rational, and the public is optimistic. As can be seen from Figure 10, the game
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does not currently form an evolutionary stable strategy, but as public optimism deepens,
the probability of construction enterprises actively fulfilling their social responsibility
and the probability of public compromise acceptance both continue to increase, and the
evolutionary trajectory develops in the direction of Pareto optimality. When enterprises
take more social responsibility and provide green products that meet public demand, they
will attract more people to choose to buy them, which will also cause enterprises to see
improvement in their corporate images, while simultaneously earning profits, forming
a virtuous circle. The relative optimal state of the game is also reached when the social
responsibility of construction enterprises is improved.

Figure 10. Evolution of game strategy in the (rational, optimistic) state.

4.9. (Rational, Pessimistic) State Analysis, That Is r1 = 1, r2 > 1

Figure 11 depicts the evolution of construction enterprises when they are rational
while the public is pessimistic. As displayed in Figure 11, as public pessimism grows,
the probability of public compromise acceptance rises and the rate of strategy evolution
accelerates, while the probability of construction enterprises actively fulfilling their social
responsibility remains at a certain level. This implies that the enterprises in the rational
state have more comprehensive information, the change in emotional intensity does not
cause the public to act against the interests of construction enterprises, and the enterprises
do not change their strategy choices due to the public’s pessimism. It is evident that there
is a dominant influence of sentiment from construction enterprises on the evolutionary
trend of the gaming system.

Figure 11. Evolution of game strategy in the (rational, pessimistic) state.
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5. Conclusions

Based on the RDEU theory and evolutionary game theory, this paper incorporates the
change in emotion into the consideration of the behavior strategy choice of construction
enterprises and the public and discusses the behavior evolution law relating to construction
enterprises adopting an active social responsibility strategy and the public adopting a
compromise acceptance strategy under the influence of emotion by establishing the emotion
model. There is a certain chance that both sides of the game, as finite rational persons,
make rational equilibrium strategy choices, and the true equilibrium strategy choice will be
deviated when sentiments change. The construction industry is one of the largest industries
in the world, and its business activities have an impact on economic, environmental, and
social spheres. While construction companies play an active role in economic development,
they are often criticized and protested against for their irresponsible behaviors, such as
neglecting the environment. Therefore, it is necessary to understand the intrinsic reasons
for the lack of social responsibility in construction companies. This study chooses to start
from emotional intensity, and through simulation analysis of the evolution process of nine
emotional combination states, it explores the micro-influence mechanism of emotions on
strategy choice, providing guidance for benign development in terms of social responsibility
practice level improvement.

5.1. Research Findings

(1) There is probability in the choice of a rational strategy, and strategy choice is influenced
by the irrational factor of emotion. When emotional fluctuations are considered during
investigating the strategy selection of game subjects, rational equilibrium strategies
become probabilistic events. Perceptual bias, as well as psychological fallout, are
extremely likely to cause players to misjudge the status quo and their opponent’s
expected behavior, thus influencing the ultimate choice outcome.

(2) Emotional intensity and emotional tendency will change the evolutionary trend of
game subject strategy selection. For construction enterprises, optimism will always
amplify the public’s understanding and tolerance of malpractices and generate per-
ception bias, thus ignoring the possible negative impact of the current state of social
responsibility fulfillment and restricting their social responsibility practice behavior.
This finding differs from those in previous research, showing that “optimism leads
to excellent outcomes” is conditional [50], and optimism can moderately increase
the probability of decision makers choosing positive strategies [66]. This further
demonstrates the uniqueness of the construction industry and the deeper reasons for
the lack of social responsibility in this industry. For the public, pessimism promotes
the probability of choosing their negative strategies, whereas rational and optimistic
states avoid contradictory and aggravated behaviors and show a positive tendency
to choose response strategies. In addition, variations in the strength of emotions can
trigger changes in the behavior patterns of decision makers. For example, the public
in an optimistic state possesses a sensible decision-making interval, and excessive
optimism will increase the probability of their participation in protests.

(3) The interaction of emotional states leads to different emotional combinations that
exhibit heterogeneity in strategy choice, and the emotional influence of construc-
tion enterprises on strategy tends to be more dominant. When both sides are in an
emotional state, both sides of the game tend to choose the negative strategic com-
bination (negative fulfillment of social responsibility, resolute protest). Whether it
is an emotional combination of the constant optimism of construction enterprises
and the deepening optimism of the public, or the constant pessimism of the public
and the deepening optimism of construction enterprises, the strategy choices of the
game subjects all evolve in a positive direction. When one side is rational and the
other is emotional, it can change the rate of strategy evolution and the overall trend
of the system. For example, when the construction enterprises are rational and the
public pessimism is deepening, the evolution speed of the equilibrium strategy is
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accelerated, and the pessimism is no longer the endogenous motivation for public
resolute protest. Therefore, the emotions of construction enterprises have a stronger
influence on the strategy choice of each subject. Enterprises should also be stricter
with themselves and focus on their own emotional changes while strengthening the
public’s emotional supervision and diversion, which is the key to the sustainable
development of enterprises and social stability.

5.2. Management Insights

According to the results of the evolutionary game model analysis, the following
suggestions are made for the governance of the current social responsibility deficit of
construction enterprises:

(1) Construction enterprises should increase the intensity and quality of social responsibil-
ity information disclosure. The establishment of a poor image regarding construction
enterprises’ inadequate social responsibility is mostly related to the lack of social
responsibility disclosure. The improvement in the intensity and quality of information
disclosure is beneficial for changing the situation regarding information asymmetry,
increasing the public’s emotional recognition of the behavior of construction enter-
prises, and establishing a bridge of trust between construction enterprises and the
public. This bridge encourages the public to be optimistic about enterprise building
projects and to make more scientific and rational strategic choices.

(2) There should be an increasing focus on guiding the public’s awareness of social su-
pervision and increasing the sense of responsibility of the main body by publicizing
the importance of social responsibility fulfillment in a scientific manner. This strat-
egy can mobilize public interest in CSR practices, raise public understanding of the
importance of participating in CSR construction, help decision makers make rational
or optimistic decisions, and avoid falling into the trap of inaction that fuels deficient
social responsibility behavior. The increase in the number of supervisory subjects
creates a pessimistic emotional atmosphere for construction enterprises, strengthens
their perception of pressure and anxiety, and increases their awareness of the necessity
and non-shrinking nature of social responsibility. When pursuing their own economic
interests, more concern should be given to the green growth of the environment and
the healthy and stable development of society to promote the formation of a symbiotic
and co-prosperous situation among construction enterprises, the public, and society.

(3) Government departments play a vital role in improving the restraint and incentive
mechanisms. Along with the establishment of SA8000, ISO26000, and other social
responsibility related standards, the fulfillment of social responsibility has achieved
specific results, but from an overall perspective, there is still a certain lack of social
responsibility. At this time, relevant government departments are a desirable means of
releasing social pressure and hostility, and they should play the role of a social safety
valve. To encourage the fulfillment of social responsibility, both reward guidance
and disciplinary restraint are required. The state can provide financial subsidies, tax
reductions, and other preferential policies to enterprises who actively engage in social
responsibility. Furthermore, for enterprises that perform poorly in regards to social
responsibility, it is necessary for the government to breakdown institutional barriers
by enacting special legislation and strengthening law enforcement. The expected
increase in costs and losses will effectively reduce the emergence of construction
enterprise behavior that is harmful to society’s interests.

(4) It is necessary to set up a solid framework for the expression of interests and demands
and to guarantee efficient routes for the transmission of public demands. The pub-
lic in general lacks institutionalized avenues to participate and communicate their
concerns concerning environmental governance policy formulation and execution,
which frequently leads to the escalation of unhappiness [57]. An efficient and smooth
information transmission channel can eliminate misunderstandings caused by de-
layed feedback of public interest demands, and it can also monitor and assess all
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parties’ emotional reactions and changes in real time, allowing the public’s negative
emotions to be channeled in a timely manner, avoiding the breeding and spreading
of pessimistic emotions such as suspicion, anxiety, and nervousness. The reasonable
venting of negative emotions can better ensure participants’ rational tendency to
solve problems and seek breakthroughs through other means rather than starting
large protests.

5.3. Shortcomings and Prospects

This paper constructs an evolutionary model involving construction enterprises and
the public and quantifies and integrates emotions, an irrational factor, into this game
system, investigating the dynamic effects of changes in emotional intensity on the strategy
choices of game participants. In fact, the stakeholders involved in the problem of social
responsibility fulfillment are not only construction enterprises and the public. Future
research will consider the government or specific regulatory departments as game subjects
and explore their interactive behaviors with construction enterprises. Furthermore, based
on the existing game system, a three-party game model can be further developed to
investigate in depth the influence of emotions on the behavioral decisions of subjects
related to social responsibility practices.
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Abstract: The massive growth in power demand and the sharp decay in the availability of conven-
tional energy sources forces society to move toward renewable power consumption. The rise in
renewable energy utilization is one of the greatest strategies involved in making the environment
clean, green, and emission-free. The investment cost is slightly high for this kind of resource, but
their running costsare very minimal, which encourages power producers to invest in renewable
power plants. Power producers always focus on their economic profit and possible feasibilities before
the investment in a new power plant setup. Wind, small hydro, and solar photovoltaics have been
considered the foremost efficient and feasible renewable sources. In 2021, the worldwide renewable
power capacity had grown to 17%, despite supply chain disturbances and surges in prices. The
renewable power market set a target of achieving a 95% increment in global power capacity by 2026.
Hence, humankind should consider wind, hydro, and solar photovoltaics as the main energy sources,
and there is a need to increase use of such sources. This paper highlights the latest developments,
enormous technologies, and upcoming aspects of wind power, hydropower, and solar photovoltaics
in India, as well as around the globe. The present status of renewable energy can motivate global
power producers to spend their money on the installation of a new renewable power plant to obtain
more economic benefits and give societal economic and environmental payback to humans.

Keywords: global power scenario; India power scenario; grid-interactive power; tariff; renewable
energy sources; environment

1. Introduction

In this era, the electricity demand is increasing enormously due to rapid expansion
in technologies. Day by day, human beings are looking for a maintained and comfortable
lifestyle. Nowadays, the maximum electricity demand is fulfilled by conventional energy
sources. As the availability of conventional sources is very limited, governments should
switch toward renewable sources to fulfill the increasing demand. Over the past few
decades, every country has faced enormous problems regarding environmental pollution,
and one of its main causes is the power sector as it consumes a huge number of conventional
resources. To mitigate this issue, the power network has introduced a vast area for the
renewable power sector. The main attention of the power sector is grabbed by renewable
energy as it causes much fewer environmental issues compared to conventional energy. The
growing concern of society regarding nature and the harsh effect of emissions in the power
sector has pushed strategies to increase the scope of renewable energy in the electricity
market. Power generated from renewable energy sources causes minor pollutants from
decarbonization-generating technologies [1]. According to the United States Environmen-
tal Protection Agency, greenhouse gases are one of the major air-polluting agents. The
electrical power sector was responsible for 25% of total greenhouse gas emissions, which
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was the second largest share of greenhouse gas emissions in the USA in 2020 [2]. Although
the figures are specificallyfrom the USA, further studies reveal that almost similar trends
are followed throughout the world. To counter environmental pollution, the engagement
of renewable power generation has become a necessity. Among the different renewable
sources, wind, solar, and hydropower deserve special mention due to their clean, reliable,
and versatile nature for long-term usage. There are many other advantages of using a
renewable source, such as reduced tariffs, reduced pollution levels, etc. In 2020, around
29% of power was generated from renewable sources, and 256 GW capacity of renewable
power has been newly added worldwide. Despite having huge potential for renewable gen-
eration, India has exploited a very small amount of the total capacity [3]. The government
of India (GOI) set an aim to generate 175 GW of power from renewable sources by 2022, of
which 100 GW from solar, 60 GW from wind, and the rest from other renewable sources [4].
To encourage the citizens of India to use renewable energy, the GOI has launched several
subsidy policies for renewable power installation.

In the past few decades, researchers have mainly focused on wind, hydro, and solar-
power-generation techniques. Ming et al. [5] focus on the policy barrier, status, and
tools for hydro energy in China. The benefits and scenarios of small hydropower plants
were displayed in [6] for the year 2014. Mishra et al. [7] examined the present status
and plans of small hydro in the Indian power sector. In recent times, many countries’
governments have focused on small hydropower plants for electricity production. The
present and past scenarios of hydropower were exploited in [8–11] for Pakistan, Malaysia,
and Thailand, respectively. The status of the hydropower plant in the western Himalayas
region (Jammu and Kashmir) was displayed by Sharma et al. in [12,13]. The author of [14]
illustrated a review of ultra-modern computational optimization techniques in sustainable
and renewable energy. This offered a clear image of the newest research achievements in the
arena of sustainable energy. Ashwani et al. [15] focused on the outline of India’s renewable
energy sources and their opportunities, as well as their current status, availability, and
notable achievements. The authors also discussed governmental initiatives for eliminating
complications and enhancing the placement of renewable energy in the future.

The rise in wind power plant installation has been seen in the last two decades around
the globe and the average lifespan of a wind power plant is considered to be around
20 years. The author of [16] proposed some strategies thatneed to be implemented by the
government and private power plant owners to maximize the benefits of renewable sources.
The optimal location of a wind power plant and the related factors that limit its installation
was discussed by Rediske et al. [17]. Nowadays, offshore wind plants are located far from
the shore and deeper into the sea. As wind energy prices are reducing, the wind power
market is becoming more competitive [18]. Over the past few decades, sustainability has
entered policy debate. Government bodies are imposing several regulations to mitigate the
adverse effects of CO2 on the environment [19]. Kunz et al. [20] displayed that the most
evolution in a sustainable energy system depends on wind as lynchpin technology.

• After completing comprehensive and careful analysis, itwas revealed that a few pieces
of literature have already been completed by some researchers in the arena of wind,
hydro, and solar power, but as per the authors’ best knowledge, no one has displayed
all the probable features related to wind, solar, and hydropower in the world, as well
as in the Indian power region.

• All the recent strategies, objectives, government skills, and achievements that are
crucial for the development of renewable power in India, as well as global power
systems, are stated in this paper.

• The adaptation of wind, solar, and hydropower plants, as well as the present power
status around the globe, are also focused on in this paper with real-time data.

• This paper also presents comparative studies among the different renewable energy
sources, which provide a clear idea as to how global power producerscanfind the best
options to invest their money in new renewable power plant installation.
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2. Renewable Power Plant Scenarios

This section presents the basic generating process of different types of renewable
sources, along with the world’s largest renewable power plant details.

2.1. Hydroelectric Power Plant

In a hydropower plant, a reservoir and a dam are constructed to store the water and
release it when required. When water falls from a height, then potential energy is converted
into kinetic energy, which gives a great thrust to the turbine present at the power plant.
Dams are mainly constructed in mountain areas where they can properly achieve the head
difference between the upper and lower basin. The turbine rotates the shafts and in turn,
electricity is produced. The catchment area is the entire space behind the dam, draining
into a waterway through which the dam has been constructed at an appropriate place.
The reservoir is a huge gathering of water behind a hydropower dam and delivers water
uniformly to the turbine over the year to generate electricity. A surge tank is placed in the
lower channel end area of a feeder, barrage pipe, and closed conduit to absorb unexpected
rises in pressure and speedily supply necessary water [21].

Recently, a new kind of hydropower generator has been introduced. This type of
generator uses the vortex present in the water to turn the turbine and generate electric-
ity [22]. This generator can be located even at lesser natural altitudes, which is an additional
advantage of this kind of generator. Conventional generators need ample water heads to
produce the required thrust. However, most of the rivers in India do not have enough water
throughout the year, apart from during the monsoon period. If instances of turbulence are
to be assumed, then this type of generator might receive massive demand in the future.

The hydropower plant is not only considered a resource to produce electricity, but
they also do not contaminate the air, soil, and water like other power plants. Hydroelectric
power plays a ruling part in the development of the world’s power sector. Both the small
and large hydropower industries remained contributors to the power industry. The world’s
first hydropower plant started its commercial operation in the year 1882, on the Fox River
in Wisconsin, USA [23].

Table 1 presents the largest hydropower plant in the world as of December 2022 [24].
Three Gorges is the leading hydropower plant in the globe. Its construction started in 1993,
and it took almost 20 years to complete, with the largest capacity of 22.5 GW. It is 181 m
tall and 2335 m wide. The yearly estimated power production of this hydropower plant is
85 TWh. It is maintained and functioned by China Three Gorges Corporation (CTGC). For
operation, it uses the water of the Yangtze River. Figure 1 depicts the dam’s contribution to
the country’s electricity capacity for Paraguay, Venezuela, Brazil, and China.

Figure 1. Dam’s Contribution to Country’s Electricity Capacity [24].
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Table 1. Biggest Hydroelectric Power Plants in World (as of December 2022) [24].

World
Ranking

Name Country Capacity (GW) Completion Year Source River

1 Three Gorges Dam China 22.5 2003 Yangtze

2 Itaipu Dam Brazil and
Paraguay 14 1984 Parana

3 Xiluodu Dam China 13.9 2013 Jinsha

4 Belo Monte Dam Brazil 11.2 2016 Xingu

5 Guri Dam Venezuela 10.2 1978 Caroni

6 Tucurui Dam Brazil 8.37 1984 Tocantins

7 Grand Coulee Dam USA 6.8 1980 Columbia

8 Xiangjiaba Dam China 6.44 2012 Jinsha

9 Longtan Dam China 6.42 2008 Hongshui

10 Sayano–Shushenskaya Dam Russia 6.4 2010 Yenisei

India’s first hydropower plant was built in 1897 in Darjeeling, West Bengal. The overall
expected potential of India in the hydro sector is 145,000 MW with a load factor of 60%.
The hydropower sector has exploited about 26% of the potential and around 85,000 MW
demand so far in India [25].

2.2. Wind Power Plant

Wind turbines are a recent version of windmills, which avail the power of the wind to
produce electrical energy. In a wind farm, the observable parts are towering turbines. The
turbines consist of sets of blades, shafts, and a control box beside them that contains a bear-
ing, hub, hydraulics, gearbox, inverter, rotor, and generator, which is called a nacelle [26].
The spinning of blades due to wind flow creates kinetic energy. The rotating blades allow
the shaft, which is attached to the nacelle, to turn, and the generators in the nacelle convert
kinetic energy into electrical energy. The wind turbine can be operated at any wind speed,
from very low to very high wind. Around 80% of the time, it can generate electricity but
not always at full capacity [27].

Wind farms need to be situated in the breeziest place to opt for extreme energy, which
will let them produce the best output. They are more oftenseen at hilltop or coastal regions.
Wind farms that are located in coastal regions or the seaside are called offshore wind farms,
and wind farms that are situated in drylands are called onshore wind farms [28]. The
Haliade-X wind turbine is a new-generation wind turbine, declared to be the furthermost
powerful offshore wind turbine [29]. The world’s first known wind turbine was created
by Prof. James Blyth of Anderson’s College, Scotland to produce electricity. The cloth-
sailed wind turbine had a height of 10 m. It was used to charge accumulators for lighting
cottages [30]. The details of the world’s ten largest wind farms are depicted in Table 2.

2.3. Solar Power Plant

Solar is considered an infinite energy source. Solar power converts sunlight into
electrical power either through mirrors or through photovoltaic (PV) panels. This energy
can be stored in batteries or used to generate electricity. Solar panels are mainly made up
of silicon or germanium, which is usually mounted in a metal panel with a glass covering.
When the small particles of light or photons hit the fine silicon or germanium surface of the
solar panel, they strike electrons off the silicon atoms. Solar power is considered to be clean
energy as it does not create any harmful greenhouse gas.
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Table 2. Biggest Wind Farms in World (as of August 2022) [31].

World Ranking Name Country Capacity Completion Year

1 Jiuquan Wind Power Base China 20 GW 2010

2 Jaisalmer Wind Urja Park India 1600 MW 2010

3 Alta Wind Energy Centre US 1548 MW 2011

4 Muppandal Wind Farm India 1500 MW 1986

5 Shepherds Flat Wind Farm US 845 MW 2012

6 Roscoe Wind Farm US 781.5 MW 2009

7 Horse Hollow Wind Energy Centre Texas, US 735.5 MW 2006

8 Capricorn Ridge Wind Farm Texas, US 662.5 MW 2008

9 Walney Extension Offshore Wind Farm UK 659 MW 2011

10 London Array Offshore Wind Farm UK 630 MW 2012

It has great efficiency with operating times of more than 25 years. The carbon footprint
of a solar panel is very small. The material used in a solar panel is recyclable, so the carbon
footprint continues to shrink [32]. NTPC has commissioned India’s largest floating solar
power project in Ramagundam with a capacity of 100 MW. It has an eco-friendly nature
and advanced technology.

In 1839, a French physicist, Edmond Becquerel, discovered a PV effect during the
conduction of an experiment with a metal cell’s electrodes in a conducting compound
solution. The cell generated more energy when kept direct under sunlight [33]. Tengger
solar park is known as the ‘the great wall of Solar’ and is located in Zhongwei, Ningxia,
China. This power plant is owned by China National Grid and the Zhongwei Power Supply
Company. The project started in 2012 and was completed in 2017. The biggest solar power
plant details in the world are displayed in Table 3 [34].

Table 3. Biggest Solar Power Plants in World [34].

World Ranking Name Country Capacity (MW)

1 Tengger Desert Solar Park China 1547

2 Sweihan Photovoltaic Independent
Power Project UAE 1177

3 Yanchi Ningxia Solar Park China 1000

4 Datong Solar Power Top Runner Base China 1070

5 Kurnool Ultra Mega Solar Park India 1000

6 Longyangxia Dam Solar Park China 850

7 Enel Villanueva PV Plant Mexico 828

8 Kamuthi Solar Power Station India 648

9 Solar Star Projects US 579

10 Topaz Solar Farm US 550

3. Global Power Scenario

Throwing light on the past 15 years’worth of data on the consumption of energy, a very
sharp rise grabs the attention, as is evident from Figure 2. To keep up with this growing
demand, a steeper rise in the production curve is evident.
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Figure 2. Comparison of Energy Production and Consumption (Mtoe).

In the race of keeping the production and demand line in synchronization, the rising
levels of pollution went unnoticed, which resulted in a rise in greenhouse gas emissions
and environmental pollution. Figure 3 displays the rising trend in the level of CO2 emission
for the past 15 years [35]. These data are for emissions from power plants only. It is evident
from the graph that CO2 emissions reached a whopping level of 32,969 metric tons in 2021,
compared to 27,464 metric tons in 2006.

 

Figure 3. Global CO2 Emission in Metric Tons [35].

However, a growing consciousness is now being witnessed in all parts of the world.
Consequently, the usage of renewable energy for electricity production has gained mo-
mentum. In particular, 2017 was a record-breaking year for renewable energy. This year
witnessed the largest-ever increase in renewable power capacity, as well as increases in
investment and advances in enabling technologies. Figure 4 shows the percentage of
energy shared by different sources throughout the world. Fossil fuels remain one of the
major sources of energy and is a matter of concern [36]. However, with a large investment
inflow in renewable energy sources, this situation can be changed. A comparison of en-
ergy production between 2011 and 2021 indicates a rise in the use of modern renewable
sources throughout the world. Almost 28.3% of electricity produced in 2021 came from
renewable energy sources, which is larger than the renewable energy used in 2011 with
only 20.4% total energy conversion. Among the renewable energy sources, hydropower is
one of the most consistent and efficient electricity-generation sources (shown in Figure 4).
Approximately 15% of global electricity was produced by hydropower plants in 2021 [36].
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Figure 4. Renewable Share of Total Energy Consumption, 2011 and 2021 [36].

Figure 5 shows the details about global electricity production by source and the share
of renewable energy from 2010 to 2020. In this figure, renewable energy is divided into
two parts, i.e., renewable with and without hydropower. Starting from 2010, electricity
production increased day by day with all types of sources, but the most important thing
is that the electricity-generation rate from renewable energy sources increased at the very
firstrate [36]. This happened due to the large involvement of governments regarding the
use of renewable energy sources. Table 4 depicts the renewable energy indicators at the
end of 2020. Approximately USD five billion in new annual investment was observed in
2020 from the immediate previous year (i.e., 2019). The additional investment in renewable
energy directly indicates the motive of several countries toward the renewable dominating
power system [36].

 

Figure 5. Global Electricity Production by Source and Share of Renewable, 2010–2020 [36].

As per the report of ‘Our World in Data’, approximately 11% of the world’s total
power demand has been fulfilled by renewable energy sources. Figure 6 displays the
global renewable-energy-generation status from 1965 to 2019 [37]. From 1965 to date, the
maximum power has been generated by hydropower plants. Due to their dependable
nature and high production capacity, hydropower plantsare the best energy production
option among non-conventional energy sources. Starting with approx. 1000 TWh in 1965,
renewable energy generation reached the maximum capacity of 7625 Twh at the end of 2021.
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Table 4. Renewable Energy Indicators, 2020 and 2021.

Details 2020 2021

New annual investment in renewable power generation along with
fuels (billion USD) 342.7 365.9

Renewable power generation including hydropower (GW) 2840 3146

Renewable power generation excluding hydropower (GW) 1672 1945

Hydropower generation (GW) 1168 1195

Solar PV generation (GW) 767 942

Wind power generation (GW) 745 845

Bio-power generation (GW) 133 143

Geothermal power generation (GW) 14.2 14.5

 

Figure 6. Renewable Energy Generation in World [37].

Annual additions of renewable power by technology from 2014 to 2021 are depicted
in Figure 7. There is a clear indication of growing power generation from all renewable
sources. In 2020, the addition of power from solar PV sources reached a high point of
138 GW (approx.), whereas this capacity was only 40 GW in 2014 [36]. Due to the new
technological accomplishments in wind power generation and solar PV generation, their
production ratesare also very high throughout the world.

 

Figure 7. Annual Additions of Renewable Power by Technology, 2014–2021.
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The world’s top five countries for renewable power generation in 2021 are shown in
Table 5. In the category of annual investment and total capacity addition, China secured the
top position in terms of hydro, solar PV, and wind power generation [36]. In terms of total
capacity addition, India was in the top four ranks in the world for solar PV, hydro, and wind
power. The United States also maintained its progress in all respects of renewable energy
sources. These leading countries have encouraged other countries to develop renewable
power plants.

Table 5. Top Five Countries for Renewable Power Generation in 2021.

Details Related to
Renewable Energy

World Ranking

1 2 3 4 5

Annual Investment/Production/Net Capacity Addition in 2021

Solar PV Capacity China United States India Japan Brazil

Wind power capacity China United States Brazil Vietnam United
Kingdom

Hydropower Capacity China Canada India Nepal Lao PDR

Total Capacity of Generation at the End of 2021

Hydropower capacity China United States Brazil India Germany

Solar PV capacity China United States Japan India Germany

Wind power capacity China United States Germany India Spain

4. Global Renewable Power Scenario

In recent years, the power requirement has increased at a high rate, whereas the
availability of thermal power plants is very limited, which forces power producers to think
about power generation from non-conventional energy sources. This section provides the
detailed status of the global hydro, wind, and solar power scenario.

4.1. Global Hydropower Scenario

Hydropower is one of the oldest and leading sources of environmentally friendly
energy. Carbon production is much lower in hydropower plants. Figure 8 shows the status
of hydropower generation by region from 1965 to 2019 [37]. The entire world is divided into
seven regions, i.e.,the Middle East, Africa, CIS, Europe, North America, South and Central
America, and Asia-Pacific. In Eastern Africa, the hydropower generation increment rate in
2019 was more than 2.5 times that in 1985. The hydropower generation was 19.68 TWh in
1985, reaching 68.85 TWh in 2019 [37].

 

Figure 8. Hydropower Generation by Region [37].
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The same tradition has also been followed by other regions. The increment in the elec-
tricity generation from hydropower plants increased approximately 1.68 times, 4.57 times,
and 1.84 times in 2019 compared to1985 for Africa, Asia Pacific, and Central America, re-
spectively. In Europe, the hydropower-generation capacity was 632.5383 TWh in 2019, and
in North America, the capacity was 676.9256 TWh. According to the ‘Our World in Data’
report, the hydropower-generation capacity is still more than 60% of entirely renewable
energy sources excluding biomass (traditional).

At the end of 2020, China secured the chief position in hydropower generation with
29% of total hydropower generation capacity, followed by Brazil, Canada, the United States,
and India with 9%, 7%, 7%, and 4%, respectively. Figure 9 shows the global hydropower
capacity and the shares of the top countries, as well as the rest of the world, in 2020. Other
countries in the sixth to tenth position in hydropower generation are the Russian Federation,
Norway, Turkey, Japan, and France, respectively [36].

 

Figure 9. Hydropower Global Capacity of Top 10 Countries, 2021.

Figures 10 and 11 display the hydropower capacity and addition of the world’s top
countries [36,37]. The hydropower-generation capacity is increasing for maximum countries
day by day. When looking at the case of China, an increment of 20.6% in hydropower
generation was observed in 2021 from2020. This scenario was followed by some other
countries, such as Canada, India, Nepal, Lao PDR, Turkey, Indonesia, Norway, Zambia,
Kazakhstan, etc.

 

Figure 10. Annual Percentage Change in Hydropower Generation [38].
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Figure 11. Hydropower Capacity and Additions for Top 10 Countries, 2021 [36].

Figure 12 displays the annual change in hydropower generation between 2014 and
2021 [37]. It can be concluded from the graphs that there is a huge change in the capacity
addition in hydropower throughout the world. Hydropower generates electricity at a
lesser rate than conventional sources, as well as at a lesser rate than almost all other
renewable energy sources. Dams built for hydropower generation also help in checking
flood conditions and canals help in irrigation. To sum, hydropower sourcesare not only a
source of power generation, but a gold mine in disguise.

 

Figure 12. Annual Change in Hydropower Generation in 2014 and 2021 in World [37].

4.2. Global Wind Power Scenario

The usage of wind power is rising around the globe as its cost drops. In the past two
decades, a spike of 75% has been reported in offshore and onshore wind-generation capacity,
rising from 7.5 GW in 1997 to 564 GW in 2018. Wind electricity production has doubled
between 2009 and 2013 [37]. Wind turbines were first introduced a century ago, succeeding
the invention of the electric generator in 1830. In 1887 and 1888, wind-power-generation
installation took place in the United Kingdom and the United States, respectively. The first
modern wind power generatorwas developed in Denmark. The volume of power gathered
from the wind depends on the blade’s length and the turbine’s size. Production is directly
related to the rotor’s dimensions and the cube of the wind speed. The capacity of wind
turbines has increased over this period. Previously, the turbine-rated capacity was 0.5 MW,
and the diameter of the rotor was 15 m. Currently, the wind turbine capacity has reached
8 MW, and the rotor diameter is up to 164 m.
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Figure 13 shows the status of wind power generation by region from 1965 to 2021. In
1978, Europe was the first region where wind energy generation was observed. Then in
1989, Europe and North America were the regions that generated around 3 TWh of wind
energy. Gradually, in 2000, the Middle East, Africa, Europe, North America, South and
Central America, and the Asia Pacific generated around 31 TWh. All of the sevenregions
started to generate wind energy in 2010, with a capacity of 346 TWh. In 2021, wind energy
generation increased to 1862 TWh [37].

Figure 13. Wind Power Generation by Region [37].

Figure 14 shows the new offshore and onshore wind power installation in 2021. China,
the United Kingdom, Vietnam, Denmark, and the Netherlands are the world’s top five
countries in terms of offshore wind power markets. Wind power of 21.1 GW was installed
in 2021, of which 99.5% was been installed by these five countries. China made up over
80%, the United Kingdom made up around 10.99%, Denmark made up around 2.9%, and
the Netherlands made up around 1.9%, while the rest of the world installed 0.5%. The top
ten new onshore wind-installed countries are also shown in Figure 14. Total new onshore
wind power of 72.5 GW was installed in 2021. Around 42.34% was installed by China,
making it the highest generating country, followed by the USA at around 17.62%. Brazil
generated 5.31%, Vietnam made up 3.7%, Sweden installed 2.9%, Germany installed 2.7%,
Australia installed about 2.4%, India made up 2%, Turkey installed 1.9%, 1.6% was installed
by France, and the rest of world installed 17.52% [37].

 
Figure 14. New Offshore (21.1 GW) and Onshore (72.5 GW) Global Installation of Wind Power:
Shares of Top 10 Countries and Rest of World, 2021.

The annual percentage change in wind power generation is demonstrated in Figure 15.
The annual changing status of wind generation in comparison to the previous years is
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delivered in this figure. China, India, US, Brazil, and UK are the main contributors to
the generation of wind power, whereas Sweden’s contribution is adverse, so they cannot
achieve the generating demand and are instead lagging behind [37]. From the last consecu-
tive 13th year, the prime regional market of wind power was in Asia. China added 55.9 GW
of wind power capacity in 2021 from the previous year, whereas the rest of the world only
added 15 GW of wind power capacity in 2020 (shown in Figure 16).

 

Figure 15. Annual Percentage Change in Wind Power Generation.

 

Figure 16. Wind Power Capacity and Additions: Top 10 Countries for Capacity Added, 2021 [36].

Figure 17 demonstrates the annual modification in wind power generation between
2014 and 2021 [37]. A massive change in the capacity addition of wind power throughout
the globe can be noticed.

4.3. Global Solar Power Scenario

Solar energy has been used worldwide to generate electricity, purifywater, or for
heating purposes. Solar photovoltaics was invented in 1954 in the United States. They
convert direct sunlight into electricity. Presently, they are the fastest-growing renewable
technology and are prepared to take a key role in the future comprehensive electricity
market. Solar PV materials can be installed to provide configuration for small-scale projects,
personal use, mini-grids, or commercial use. This initiative can also help people who cannot
easilyaccess power transmission lines. Solar panels have become costeffective in the last
few decades, which makes them affordable for the consumer to use and the cheapest form
of electricity [37].
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Figure 17. Annual Change in Wind Power Generation in 2014 and 2021 in World.

The stature of solar power generation by region from 1965 to 2021 is illustrated in
Figure 18 [36,37]. The growth in solar power generation was observed to be than 1 TWh
in the year 1983 in North America. In 2005, South and Central America, North America,
Europe, Asia Pacific, and Africa had a slight growth of around 4 TWh. An amount of
34 TWh generation was noted in 2010. In 2021, a jump of 1033 TWh of solar generation
transformed the scenario of the global solar industry. Figures 18–20 show the performance
of the top countries, where the indication is clear regarding the performance reduction
in 2021 (61%) compared to 2020 (66%). China, India, Japan, Brazil, and the United States
together cover about 61% of recently installed solar power capacity. More players have
entered the market in response to the falling operational and capital costs of solar PV
materials. France, Germany, Spain, the Republic of Korea, and Australia were the next five
countries in 2021. The annual performance of the top ten countries spiked from 3 GW in
2020 to 3.4 GW in 2021.

 

Figure 18. Solar Power Generation by Region.

The top countries according to cumulative solar PV capacity are China, India, United
States, Germany, and Japan, whereas Australia, Germany, and the Netherlands are the
leading countries per capita capacity in solar power. These figures give a clear view of
the solar power capacity; shares of the top ten countries and the rest of the world; annual
percentage change in the solar power sector; and capacity and additions in the top ten
countries for capacity addition around the globe [36].
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Figure 19. Solar Power Global Capacity of Top 10 Countries, 2021.

 

Figure 20. Solar Power Capacity and Additions, Top 10 Countries for Capacity Added, 2021.

Figure 21 illustrates the annual change in solar power generation in 2014 and 2021 [37].
The figure shows the vast changes in the addition of solar power. It can be concluded
that there has been a huge change in the capacity addition of solar power throughout the
globe. Solar energy is limitless. It is a clean source of energy. Its maintenance costs are very
minimal as solar panels last for 20–25 years. The technology in this industry is advancing
very drastically. As such, power producers can easily attract the installation of new solar
power plants.

 

Figure 21. Annual Change in Solar Power Generation in 2014 and 2021 in World.
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5. Renewable Power Scenario in India

Energy generation capacity is one of the main elements for the growth of a country’s
economy. It is a huge challenge for a country such as India, where the population is about
1.46 billion as of 1 July 2022 [38]. The urban population is considered to be the major
consumer of electricity, and the government is expecting urban growth to contribute to
73% of the total population by 2036 [39]. As conventional sources are expected to be
exhausted shortly, the renewable sector needs to receive more attention. The Indian power
sector has begun to set up innovative solutions. India is bounded by a coastline from
three edges, which has good projections for harnessing offshore wind energy. India has
been gifted with huge solar energy potential, which is being used for the installation of
solar panels. According to the speech of the Hon’ble Prime Minister of India at the UN
Conference on climate change (2015), the GoI has engaged in numerous initiatives to reduce
emission levels by 33% to 35% from the year 2005 to 2030. It has similarly set up the target
to generate around 40% of complete power from non-conventional sources by 2030. In
India, the maximum utilization of energy per capita is in the northern region. All India
region-wise energy and power scenarios are shown in Tables 6 and 7 for July 2021 and July
2022, respectively. As per the Ministry of Power figures, at the end of July 2021, the energy
demand was 124,167 MU, while availability remained at 123,720 MU with a shortage rate
of 0.4%.

Table 6. All India Region-Wise Energy Scenarios in July 2021and 2022 (as of 31 July 2022).

Region

Energy (MU)
Deficit (%)

Demand Availability

July 2021 July 2022 July 2021 July 2022 July 2021 July 2022

Northern 45,180 45,049 44,793 44,860 −0.9 −0.4
Western 33,799 35,707 33,796 35,700 0.0 0.0

Southern 28,072 28,777 28,065 28,775 0.0 0.0
Eastern 15,374 16,800 15,325 16,610 −0.3 −1.1

Northeastern 1742 1904 1741 1896 −0.1 −0.4
All India 124,167 128,237 123,720 127,841 −0.4 −0.3

Table 7. All India Region-Wise Power Scenarios in July 2021 and 2022 (as of 31 July 2022).

Region

Power (MW)
Deficit (%)

Peak Demand Peak Availability

July 2021 July 2022 July 2021 July 2022 July 2021 July 2022

Northern 73,305 72,935 72,935 741,413 −0.5 −0.8
Western 59,036 58,995 60,966 53,550 −0.1 0.0

Southern 50,121 50,121 58,430 48,810 0.0 −0.1
Eastern 26,019 25,145 25,145 26,330 −0.34 −1.8

Northeastern 3117 3053 3053 3675 −2.1 −0.6
All India 203,014 200,539 200,539 190,386 −1.2 −0.6

At the end of July 2022, the energy demand increased by 128,237 MU, whereas
127,841 MU was available with a shortage rate of 0.3% [40,41]. As per the statistics, it
can be determined that there is more or less ascarcity of power in the Indian power sector.
Considering this status, many renewable energy projects have been introduced by the GoIto
reduce the power deficit rate. Similar to the energy scenarios, power also experiences the
same scenario in India. At the end of July 2021, the peak power demand was 203,014 MW,
while peak power availability was 200,539 MW with a deficit rate of 1.2%. At the end of July
2022, the peak power demand increased to 200539 MW, while availability was 190,386 MW
with a shortage rate of 0.6%.
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Indian resource-wise, region-wise, and sector-wise power scenarios are shown in
Tables 8 and 9. India has one of the largest power sectors according to number of consumers
and geographical area. The overall installed power capacity in India is 404,132.95 MW
(as of 31 July 2022).The central government power sector has installed 99,004.93 MW,
the state government power sector has installed 104,969.33 MW, and the private power
sector has installed 200,158.70 MW [41]. A huge quota of total installed power capacity is
fulfilled by the private sector. The central sector generates 24%, the state sector generates
26%, and maximum power is generated by the private sector at 50%. Overall power
generation in the Indian power sector and its development is shown in Figure 22 from
2009 to 2020. As the power demand is increasing continuously, this enlargement has
triggered economic development. India is rising as a developing country, and its frequency
of power consumption is drastically growing in every area. To satisfy demand, generation
is increasing progressively. The percentage of growth differs every year as per the sources.
The government of India takes numerous initiatives to move toward renewable power
plants quickly to keep the system stable and enhance grid security due to massive power
shortages in the Indian power sector. For hydropower plant investors, the state government
offers subsidies and make the NOC process considerably easier. The scheme-wise physical
growth in power generation in 2020–2021and the cumulative status up to June 2020 are
shown in Table 10 [42]. Nowadays, people are aware of the importance of renewable power,
and they want to shift toward it to reap the benefitsof this kind of power.

The modern renewable-energy-generation scenario by sources in India is shown in
Figure 23. Hydro, solar, and wind are the leading renewable energy sources that make
India a renewable-commanding country. These statistics illustrate simply the increase in
renewable generation year by year.

Table 8. Region-Wise and Resource-Wise Power Scenarios in India (MW) (as of 31 July 2022).

Region Thermal Nuclear Hydro Renewable Energy Total

Northern 63,702.13 1620.00 20,751.77 29,230.41 115,304.31
Western 86,779.63 1840.00 7562.50 34,760.24 130,942.37

Southern 55,870.76 3320.00 11,827.48 48,137.35 119,155.59
Eastern 27,329.70 0.00 4764.42 1768.28 33,862.40

Northeastern 2343.16 0.00 1944.00 502.66 4789.81
Islands 40.05 0.00 0.00 38.43 78.48

All India 236,065.42 6780.00 46,850.17 114,437.37 404,132.95

Table 9. Sector-Wise and Resource-Wise Power Scenarios in India (MW) (as of 31 July 2022).

Sector Thermal Nuclear Hydro Renewable Energy Total

State 75,261.56 0.00 27,254.45 2453.31 104,969.33
Private 85,875.95 0.00 3931.00 110,351.75 200,158.70
Central 74,927.91 6780.00 15,664.72 1632.30 99,004.93

All India 236,065.42 6780.00 46,850.17 95,012.59 404,132.95

Information regarding the power supply position in India for different regions is
deliberated in the presented statistics. In 2020–2021, the southern region faced a huge
energy deficit, while the total Indian power sector gained some surplus. This was possible
due to the endless promotion activities conducted by the government of India regarding
renewable energy usage.
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Figure 22. Power Generation and Its Growth Rate in the Indian Power Sector Over the Previous Year.

Table 10. Scheme-wise Physical Progress in 2022–2023and Cumulative Status up to July 2022.

Renewable Energy Scheme
Target of Power Generation

during 2022–2023

Achievement in Power
Generation during
(April–July 2022)

Cumulative
Achievements

(as of July 2022)

Grid-Interactive Power (Capacities in MW)

Wind Power 3000.00 535.75 40,893.33

Solar Power 9000.00 3977.26 57,973.80

Small Hydropower 100.00 39.00 4887.90

Total 14,380.00 4552.01 114,437.39

Off-Grid/Captive Power (Capacities in MWEQ)

Waste to Energy 10.00 0.00 253.61

Waste to Power 500.00 0.00 223.14

Total 510.00 191.87 1368.44

5.1. Hydropower Scenario in India

Depending on size, hydropower plants are mainly classified into two types, i.e.,
small hydro and large hydro plants. Every country has a different capacity range for the
classification of a hydropower plant. In India, a capacity of 25 MW or below is considered
for small hydro plants, which is further classified into micro, mini, and small hydro
plants. The range of capacity in micro hydropower plants is between 100 kW or below; mini
hydropower plants are between 101 kW to 2 MW; and small hydropower plants are between
2–25 MW [43]. In the beginning, hydropower was looked after by the Ministry of Power
with the support of the state electricity boards. India’s oldest hydropower plant was built
in 1897 in Darjeeling with an installed capacity of 130 KW [44]. The GoI is playing an active
role in encouraging the development of small hydropower plants in a planned manner
and increasing the quality and reliability of the projects. In India, the public sector has
produced 92.5% of total hydropower. National Hydroelectric Power Corporation (NHPC),
NTPC-Hydro, Northeast Electric Power Company (NEEPCO), THDC, and Satluj Jal Vidyut
Nigam (SJVNL) are the leading public sector companies thatgenerate hydropower in India.
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Figure 23. Modern Renewable Energy Generation by Sources in India [37].

The details regarding the ongoing major hydropower plants in India are as follows [45]:

• Tehri Dam (three stages) with a capacity of 2400 MW is located in Uttarakhand and
operated by THDC Limited, New Tehri, Uttarakhand, India.

• Koyna Hydroelectric Project (four stages) with a capacity of 1960 MW is located
inMaharastra and operated by MAHAGENCO, Maharashtra State Power Generation
Co., Ltd., Mumbai, India.

• Srisailam with a capacity of 1670 MW is located in Andhra Pradesh and operated by
APGENCO, Vijayawada, India.

• NathpaJhakri with a capacity of 1500 MW is located in Himachal Pradesh and operated
by Satluj Jal Vidyut Nigam, Shimla, India.

• Sardar Sarovar Dam with a capacity of 1450 MW is located in Gujarat and operated by
Sardar Sarovar Narmada Nigam Ltd., Gandhinagar, India.

• Bhakra Nangal Dam with a capacity of 1325 MW is located in Himachal Pradesh and
operated by Bhakra Beas Management Board, Chandigadh, India.

• Indira Sagar Dam with a capacity of 1000 MW is located in Madhya Pradesh and
operated by Narmada Valley Development Authority, Bhopal, India.

Some of the other hydropower plants located in several states of India, with a min-
imum generation capacity of 500 MW, include Belimela Dam, Dehar (Pandoh) Power
Project, KarchamWangtoo Hydroelectric Plant, Omkareshwar Dam, Purulia Pass Dam,
Nagarjuna Sagar Dam, Ranjit Sagar Dam Salal I and II, Upper Indravati Dam, and Teesta
Dam. Figure 24 displays the overall target and installed capacity of hydropower in India in
the years 2021 and 2020. The installed capacity was 4.8 GW in 2021 and 4.7 GW in 2020, and
the overall target was 5 GW [46]. From the figure, it can be seenthat the installed capacity
of the hydropower plant increases year by year and is reaching the target.

5.2. Wind Power Scenario in India

Wind power is considered to be a site-specific and discontinuous type of energy
resource. As such, a particular site needs to be selected where extensive wind resource
assessment is possible. India has a coastal boundary on its three sides of around 7600 km,
which is a great scenario for harnessing wind energy. The Indian wind energy sector has
been showing consistent progress as it is led by wind-power-manufacturing industries.
Increasing the number of wind power plants has led to a great ecosystem, development
procedure abilities, and manufacturing. India is ranked 4th according to its wind installed
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capacity with a total installed capacity of 39.25 GW. In 2020–2021, India generated around
60.149 billion units [47].

 

Figure 24. Status of Hydropower Generation in India.

The government of India is also promoting wind power projects across the country. The
private sector is also providing investment for various financial incentives to encourage
customers. Some of the incentives introduced to encourage wind projects across the
country [48] are as follows:

• A guideline has been introduced to permit distribution licensees to acquire wind
power costeffectively.

• To ease interstate wind power transmission and distribution, transmission charges
and losses have been waived for solar and wind projects.

• Proper site-specific identification and technical support are handled bythe National
Institute of Wind Energy.

The wind potential for India’s top seven states at heights of 100 m and 120 m is
displayed in Figure 25. India’s first offshore wind power project with a capacity of 1 GW
was planned in Gujarat to bring the localization of essential ecology and low-cost scaling
for the offshore wind power sector. The details regarding some of the major wind power
plants in India are as follows [49]:

• The Muppandal Wind Farm with a capacity of 1500 MW is located in Tamil Nadu.
• The JaisalmerWind Park with a capacity of 1064 MW is located in Rajasthan.
• The BrahmanvelWind Farm with a capacity of 528 MW is located in Maharashtra.
• The Dhalgaon Wind Farm with a capacity of 278 MW is located in Maharashtra.
• The VankusawadeWind Park with a capacity of 259 MW is located in Maharashtra.

Figure 26 shows the overall target and installed capacity of wind power generation
in India in 2021 and 2020. The installed capacity was 39.2 GW in 2021, whereas 37.7 GW
found in 2020, and the overall target was 60 GW. The figure shows the improvement in the
solar energy sector and display the trend toward reaching its goal.
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Figure 25. Wind Potential for 7 Highest States at 100 m and 120 m [47].

5.3. Solar Power Scenario in India

Around five thousand trillion kWh per year of energy is directly sent across the country
and major parts of it have achieved rates of 4–7 kWh per sq. m per day. Solar photovoltaics
have a vast scope in India. It is chosen as the utmost secure source compared to others as
it is richly available. Over the last few decades, solar energy has shown a visible rise that
is evident in the Indian energy scenario. The distributed and decentralized applications
based on solar energy have benefittedmany people in an eco-friendly manner. The solar
energy sector in India has developed over the years and become a significant player in
generating capacity in the grid-connected system. It has become a vital part that meets the
energy needs of the nation, holds up the government schema of sustainable development,
and plays an important role in energy safety.

 

Figure 26. Status of Wind Power Generation in India [47].

The GoI has introduced several schemes to boost the generation of solar power. Solar
rooftop schemes, bundling schemes, canal bank and canal top schemes, grid-connected
system, defense schemes, VGF schemes, etc., are a few of them. India’s first commercial
solar power plant was inaugurated in the year 2009 with a capacity of 2 MW in Amritsar [50].
Figure 27 depicts the overall target and installed capacity of solar power generation in India
for 2021 and 2020. The installed capacity was 40.1% of the overall target in 2021, whereas it
was 34.6% in 2020.
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Figure 27. Status of Solar Power Generation in India.

India holds the fifth position globally in solar power deployment. In the past five
years, solar power capacity has augmented by more than 11 times from 2.6 GW in 2014 to
30 GW in 2019 [51]. India’s power sector is currently adopting mixed electricity sources,
where the nation can achieve the biggest profit by releasingcarbon emissions. Some of
the biggest public sector companies have also dived into a mix of energy source without
supporting the nation’sconversion, which is hardhitting. The details regarding the ongoing
major solar power plants in India are as follows [52].

� Bhadla Solar Park (10,000 acres) with a capacity of 2245 MW is located in Rajasthan.
� Pavagada Solar Park, covering an area of 13,000 acres and with a capacity of 2050 MW,

is located in Karnataka.
� Kurnool Ultra Mega Solar Park, covering an area of 5932 acres with a capacity of

10,000 MW, is located in Andhra Pradesh.
� NP Kunta Ultra Mega Solar Park, covering an area of 7924 acres with a capacity of

978 MW, is located in Andhra Pradesh.
� Rewa Ultra Mega Solar Plant, covering an area of 1590 acres with a capacity of 750 MW,

is located in Madhya Pradesh.

6. Application of Renewable Sources in the Power Sector: Glimpses from the Review

In the recent past, several researchers have performed their work in the field of
renewable energy sources and their application in the power sector. Ref. [53] illustrated
that the adaptation of huge renewable energy technologies needs vast transmission system
extension. The authors compared two market models to observe social welfare while facing
in wind variability. In a deregulated power market, it is very crucial to pay special attention
to the expansion of renewable energy sources due to socio-economic and environmental
issues of conventional sources. An ideal design for handling congestion in a competitive
electricity market for both renewable and conventional sources was discussed in [54].
Rong-Gang Cong [55] identified and reviewed numerous important aspects influencing
the progress of renewable energy generation in the present research. After a detailed
investigation, an innovative optimization technique to use renewable energy resources
optimally for generation purposes in the future was introduced.

The author of [56] discussed the current scenario of electricity generation using clean
technology with its unpredictable nature and the importance of storage devices in the
electricity network. The joint operation of renewable sources and energy-storage devices,
such as wind farms, solar photovoltaic materials, pump storage, and energy-storage devices,
is deliberated on in terms of ancillary service and the energy market. The uncertain nature
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of solar photovoltaic materials and wind farms and their adverse effects on the power
market was discussed in [57]. Renewable energy sources and energy-coherent models have
numerous benefits, such as mitigating climate change, increasing safety, and increasing
sustainability in the power system [58]. Piyasak [59] illustrated the benefits of renewable
sources with proper storage planning that can decrease instabilities in solar photovoltaic
and wind energy generation. The wind energy sector was broadly discussed in [60].
The author reviewed various facts about designing wind energy systems, i.e., policies,
investments, and socio-economic benefits, for merging into the competitive power market.

The advantages of using variable renewable resources, such as solar photovoltaic
materials and wind power, were discussedby Simon Sinsel et al. [61]. These renewable
sourcesare considered to be the key techniques to achieve the decarbonization of the
electricity market and have significantly different scenarios from conventional sources.
Dalia et al. [62] analyzed several approaches to enriching the performance of power systems
with a huge expanse of power generation from renewable sources. They mainly pointed
to the methodology applied to improve solar PV and wind power with low-voltage ride-
through skills to please grid necessities. The authors of [63] reviewed the hybrid integration
of solar and wind energy systems. The increasing electricity demand is also making the
power market switch toward renewable as they are eco-friendly. Many countries are
installing renewable energy into their existing projects as they natively exist in their nation.
They offer numerous additional benefits compared to other energy resources. The cost of
power generated from renewable energy sources is a vital factor as it is very low, which
subsidizes the penetration of renewables in the deregulated market [64]. Because the
marginal cost of renewable sources is very low or even zero, they negatively affect the
market clearing price by eliminating more expensive generating sources from the dispatch
program [65].

Anuj et al. [66] displayed the energy and operational reserve procurement from renew-
able power plants on an actual time basis in a short-term power market with a sequential
dispatching technique. A deregulated power market aims to deliver excellent quality power
to its consumers, which should be economical and environmentally friendly. Renewable
sources are integrated into the distribution system to complete the inconstant load de-
mand, and the decarbonizing effects are covered in depth by B. Murugananthama et al. [67].
Yin et al. [68] analyzed the current electricity market by integrating solar power and the
global industrial scenario. By using the viable solution model, a detailed investigation was
conductedon solar uncertainty in the short-term electricity market.

Hydropower is not only sustainable energy, but it also has great storage capability
and flexibility, which make it improve the stability of the grid and help other alternating
renewable energy sources, such as wind and solar placement, was further discussed by the
author [69]. The authors of [70] proposed a framework for the ideal generation approach of
a micro grid that integrates solar photovoltaic materials, wind farms, tidal steam turbines,
fuel cells, boilers, and energy-storage devices. The uncertain nature of solar photovoltaic
radiation, wind speed, and tidal steam generation affects the quality and quantity of
power and market pricing. Farzana et al. [71] deliberated an outline to reschedule power
generation with and without integrating renewable energy sources to maintain power flows
in transmission lines within specific limits in a deregulated power market. The authors
of [72] presented a novel framework for combining wind–thermal plants for optimal
investment strategies. Wind forecasting was evaluated using the data mining technique,
and the Monte Carlo technique was used to determine the fuel price and electricity demand
in a deregulated power market. The authors of [73] provided information to researchers,
policymakers, and designers regarding renewable energy production through the potential
of a biomass, wind, and hybrid system. Dey et al. [74] elaborated on the relationship
between renewable sources and sustainable development with their future scopes. The
authors of [75] described the complete structure, lifecycle, and costing model of wind power
from a large-scale point and checked the imbalance cost models and structure between
a variety of wind farms using different economic analysis approaches. An ANN-based
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method was presented in [76] to study the optimal conditions using the load frequency
control method for a distributed power network. A bacterial foraging algorithm was
implemented in [77] to augment learning of the neural network model for automatic
generation.Al-Majidi et al. [78] presented the ANFIS MPPT controller design for a remote
PV system.

The technical efficiency of renewable sources is improving with the modernization
of energy-harnessing methods, as well as the use of efficient energy collectors. The ad-
vancement of the efficiency of renewable energy sources encourages power plant installers,
policymakers, and utility services to go towards renewable sources throughout the world.
The authors of [79] presented a process for cleansing the forecasting of renewable sources
by its intraday tuning and explored the measures for keeping renewable sources with
unbalanced production. Table 11 displays a comprehensive analysis of the literature in the
field of renewable energy sources.

After the comprehensive literature review, it can be concluded that hydropower, wind
power, and solar power are now the leading backup energy sources throughout the world.
However, the day is very close when these sources must act as the foremost and superlative
energy sources. As such, these studies will give a clear-cut idea about the present status
and future perspective to industrialists for their new renewable power plants.

Table 11. Comprehensive Analysis of State-of-the-Art Reviews in Renewable Energy Sources.

Paper
ID

Renewable Energy Sources

Generalized Wind Solar Hydro Biomass Geothermal Remarks

14
√ √ √ √ √ Introduced ultra-modern computational

optimization techniques in the field of
renewable energy

15
√ √ √ √

Renewable energy scenario of India

16
√ Analysis and plan of the end-of-life of wind

power plants

17
√ Optimal location for placing a wind

power plant

18
√ Large-scale offshore wind power plant

operation and project status

19
√ Several regulations are imposed by

government bodies to mitigate the adverse of
CO2 on the environment.

20
√

Evolution of sustainable energy

54
√ Two market models are proposed to observe

the social welfare of the customer while facing
wind variability

55
√ Importance of expanding renewable energy

sources in the deregulated market

56
√ √ √ Important aspects influencing the progress of

renewable energy generation

57
√ Current scenario of electricity generation

using clean technology

58
√ √ √ Renewable energy sources and energy-storage

devices affect the deregulated power market

59
√ √ √ Benefits of renewable energy sources and

energy-coherent models in the power system

60
√ √ √ Renewable energy sources with proper

storage planning can decrease instabilities in
the system

61
√ √ The wind energy sector has been

broadly discussed

62
√ √ Advantages of using variable

renewable resources

63
√ √

Several approaches are suggested for
enriching the performance of power systems

with a huge expanse of power generation from
renewable sources

64
√ √ Hybrid integration of solar and wind

renewable energy systems

65
√ √ √ The benefit of installing renewable energy

sources compared to the other type of sources
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Table 11. Cont.

Paper
ID

Renewable Energy Sources

Generalized Wind Solar Hydro Biomass Geothermal Remarks

66
√ √ MCP of renewable energy sources compared

to other energy sources and its benefit

67
√ √ √ The energy and operational reserve

procurement from renewable power has
been discussed

68
√ √ Economic and environmental benefits of the

renewable source

69
√ The current electricity market by

integrating solar

70
√ √ Pumped hydro energy storage technology has

been thoroughly deliberated

71
√ √

The ideal generation approach of a micro grid,
integrating solar photovoltaic materials, wind

farms, tidal steam turbines, combined heat
and power units, fuel cells, boilers, and

energy-storage devices is discussed

72
√ Reschedule power generation with and

without integrating renewable energy sources
in a deregulated power market

73
√ Combining wind–thermal plants for optimal

investment strategies

7. Technical Advancement in Renewable Energy

In the recent era, renewable energy has developed new and innovative technologies.
Some of them are discussed as follows:

• Solar Power

The demand for solar energy has increased over the past few years due to its several
benefits. The solar photovoltaic effect is the technique of a solar cell that can convert
sunlight into electricity. Solar power has acted an important part in the conversion to
renewable energy so far and there is no chance of it declining. Here are some technologies
related to solar power.

Floating Solar Panels

Floating solar panels are panels that are made up of solar cells and are placed upon a
floating body, such as ponds, lakes, water reservoirs, oceans, etc. They are mounted with
the help of an anchor reaching the bottom of the reservoir bed. The generated power is
transferred to the shore with the help of underwater cables. This technology has achieved
outstanding grip due to its several benefits. They do not take up much space on land,
unlike traditional solar panels. As such, they avoid interrupting the view and densely
populated areas where land is scarce. The placement of the floating solar panel helps in the
reduction in evaporation from the reservoirs.

Perovskite Solar Cells

Perovskite solar cellsare another innovation in solar power. This solar cell uses a
specific material known as perovskite. They have unique crystal structures and are con-
sidered to have low cost and high efficiency compared to traditional silicon ones. These
cells are very flexible and light in weight, which makes them perfect for transportable and
wearable devices.

Solar Windows

This unique innovative idea was designed so that the house windows can supply
electricity. In this, the solar PV cell is integrated into the glass of the window. These cells
can be transparent or semi-transparent, permitting the sun’s rays to pass for generating
power. This idea leads the house owner to avail electricity easily and effectively.
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• Wind Power

Wind energy is a renewable energy source that has the potential to achieve the increas-
ing power demand. It uses the eternal power of the wind to produce electricity without
harming the environment. This technology uses wind turbines to convert kinetic energy
into mechanical energy and then convert it into electricity.

Vertical-Axis Wind Turbines

Vertical-axis wind turbines have a specific structure that helps to catch the wind from
any direction and convert it into wind energy. They are compact in design, which allows
them to be installed in residential as well as commercial buildings. The blades are placed
vertically, and they rotate around the central axis. This makes them convenient to use in
cities and areas where the direction of the wind is unpredictable. They create less noise
compared to traditional horizontal-axis wind turbines.

Offshore Wind Turbines

Offshore wind turbines are placed in water bodies, such as lakes or oceans, where a
consistent flow of wind is available to generate electricity. The primary advantage of them
is that they can avail stronger and more consistent wind flow near the shore. They have a
unique potential to produce huge amounts of energy.

Airborne Wind Energy

Airborne wind energy is a unique innovation of renewable energy technology in
which electricity is generated using wind turbines thatare placed upon flying devices. This
technology uses stronger and more consistent winds thatare found at higher altitudes. They
use airborne devices, such as kites, drones, etc., to use wind energy at elevated places with
robust and consistent winds. The primary advantage of them is that they can be deployed
in such areas where traditional wind turbines are not workable.

• Wave Energy

Wave energy is a power-generating technology that uses kinetic energy from ocean
waves. It uses floating devices that move upward and downward depending on the
waves, which are connected to a generator that converts the energy into electricity. It is a
predictable source that can be used for large-scale power generation.

8. Energy Efficiency in Renewable Sources

Energy efficiency means minimizing the waste of energy. It states that this occurs by
performing the same task by utilizing less amounts of energy. It has a variety of benefits,
such as minimizing the emission of greenhouse gas, decreasing the energy import demand,
and bringing costs to domestic and economic standards. The technologies thatare related
to renewable energy sources help to achieve these objectives, providing efficient energy
economically and immediately. Different scopes exist for efficiency enhancements in each
economic sector, whether it is buildings, transport, commerce, or power generation.

• Buildings

The designers of buildings focus on optimizing building efficiency. They can integrate
renewable-energy-related technologies thatcreate zero-energy buildings. Variations can be
made to the present buildings to decrease the usage of energy and make them economical.
Small efforts can be considered, such as selecting LED light bulbs and energy-efficient
appliances, or huge steps can be taken, such as upgrading the insulation.

• Energy Generation and Distribution

The ‘waste’ heat energy available from the power plant can be used for heating
/cooling purposes or hot water for nearby facilities. This can increase the energy efficiency
of power generation. The smart grid also improves the efficiency of energy generation
and distribution.
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• Community Design

Societies are designed for both development purposes and safety.Having available
choices for hiking, biking, and public transport helps to reduce the requirement for private
automobiles for travel. Energy-efficient automobiles need a small amount of fuel to com-
plete a certain distance. This makes the operation comparatively less expensive and causes
less pollution.
• Freight

Freight movement can be more efficient by improving truck and rail communication.

9. Conclusions

In recent years, the power sector has faced huge issues all over the globe. A major
reason for this is the use of conventional-based power plants as a primary source, which
hurts the environment and causes economic burden due to its scarcity. This inspires the
power industries to shift towards renewable-energy-based plants. It is important to move
over to renewable energy sources as environmental degradation and the lack of availability
of fossil fuels are increasing day by day. In the present scenario, the government has
increased its interest in wind, solar, and hydropower plants as they all have their benefits
with respect to power generation. Wind power plants are considered to be more efficient
when it comes to clean energy. They have the potential to meetincreasing power demands.
They do not depend on daylight or the sun to generate power. They are beneficial on a
utilityscale. Solar is considered to be the most common residential renewable source. It is a
more realistic solution for residential homes looking to tap into greener energy alternatives.
It is a sustainable source of energy and has zero carbon footprint, which alleviates climate
change. Hydropower plants have huge potential around the world; policymakers are
shifting from other energy sources to them. They can be used to produce electricity on a
large scale. They are a type of technology that has remained for decades but keeps evolving.
In this work, the present status of wind, solar, and hydropower plants with background
study has been discussed. The researchers are motivated to discover more by observing the
huge potential of renewable power and will perhaps provide an enhanced structure to the
renewable power sector. It will inspire researchers to discover more by witnessing the huge
potential of wind, solar, and hydropower, possibly giving better shape to renewable power.
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Abstract: The global climate crisis has led society toward cleaner energy sources. Another reason
is the limited reserves of fossil energy resources. Efforts to increase the efficiency of photovoltaic
modules (PVs) have gained momentum. The high temperature is the biggest factor causing a decrease
in the efficiency of PVs. In this study, a commercial PV was cooled with distilled water, a multiwalled
carbon nanotubes (MWCNT)/water mixture, and a graphene nanoplatelets (GNP)/water mixture.
The environmental impact of electricity, total energetic efficiency, energy payback time, energy return
on investment, and embodied energy of the PV/thermal (PV/T) system were compared using life
cycle assessment and cumulative energy demand. The electrical efficiency of the PV/T changed
between 13.5% and 14.4%. The total efficiency of PV/T changed between 39.5% and 45.7%. The energy
returns on investment were 1.76, 1.80, and 1.85 for PV/T-distilled water, the PV/T-MWCNT/water
mixture, and the PV/T-GNP/water mixture, respectively. Moreover, the embodied energy evaluation
values were 3975.88 MJ for PV/T-distilled water, 4081.06 MJ for the PV/T-MWCNT/water mixture,
and 4077.86 MJ for the PV/T-GNP/water mixture. The main objective of this research was to study
the energy and environmental performances of PVs cooled with different nanofluids and draw
general conclusions about the applicability of these systems.

Keywords: cooling PV module; life cycle assessment; cumulative energy demand; total energy
requirement; energy payback time

1. Introduction

In recent years, the use of alternative energy sources has become more important than
using fossil-based fuels due to environmental problems, such as climate change and global
warming. With the advancement of technology, electricity consumption is also increasing
rapidly. Solar photovoltaic (PV) technologies are considered the cleanest alternative source
for electricity generation because their greenhouse gas emissions into the atmosphere are
lower than those of other sources [1,2]. However, a certain amount of energy is consumed
in the production, installation, processing, and maintenance stages of PV technologies.
Life cycle assessment (LCA) is considered an index by which the environmental impacts
of PVs can be calculated throughout the entire life cycle, starting from the acquisition of
raw materials to processing, production, use, end-of-life, and disposal. The environmental
sustainability of PV and its systems can be determined using LCA methodology [3,4].
LCA study is applied in terms of the environment and energy profiles. While different
LCA methodologies are used for environmental profiling, energy profiling is performed
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using the cumulative energy demand (CED). Likewise, embedded energy evaluation is
essential to understanding this energy profile assessment and is determined by the CED
methodology [5].

In the literature, the emission reduction and environmental impact have been exam-
ined for the environmental profiles of PVs, concentrated PVs, PV/thermal (PV/T) systems,
and conventional solar systems. Carnevale et al. [6] compared the environmental profile
of PV modules with solar hot water systems using LCA analysis. The energy payback
times of silicon-based PV modules, thin-film PV modules, and hot water systems are 2.6,
1.0, and 1.2 years, respectively. Ehtiwesh et al. [7] performed an exergetic LCA analysis
of a concentrated solar power plant (50 MWe capacity) from cradle to grave using with
the CED and Eco-indicator 99 methods. The percentages of the Human Health, Resource,
and Ecosystem Quality damage categories were 69% (14.4 MPoints), 24% (5 MPoints), and
7% (1.4 MPoints), respectively. The highest impact between materials was seen in steel, at
9.77 MPoints (46.9%), followed by molten salt at 5.19 MPoints (24.9%) and synthetic oil
at 4.27 MPoints (21%). Santoyo-Castelazo et al. [8] carried out an LCA study of a PV
system with an installed power of 3 kWp connected to the grid. The carbon footprint
was calculated to be 47.156 g CO2.eq/kWh and the estimated normalized greenhouse gas
emissions were between 20 and 90 g CO2.eq/kWh. It was observed that most of the envi-
ronmental loads arose from the manufacture of the materials required for the PV module.
Krebs-Moberg et al. [9] analyzed the effects on the lifetimes of multi-crystalline silicon, or-
ganic thin-film, and perovskite thin-film PV modules. They reported that the manufacture
and use of multi-crystalline silicon PV modules had the greatest impacts across all hazard
categories. The recycling process reduced the environmental impacts of all module types.
Li et al. [10] designed and tested a semi-transparent PV window. An LCA analysis was per-
formed by investigating the energy and environmental benefits of the system. The energy
payback period and greenhouse gas payback period of this system were 13.8 years and
10.4 years, respectively. Rao et al. [11] investigated multi-crystalline PV/T systems in-
stalled at open-field and rooftop locations. The energy payback time was between 6.53 and
11.38 years, with a positive energy yield. For a 2 m2 single-crystalline PV/T system at
1200 W/m2, the energy payback times were 6.93 and 7.59 years for the rooftop and open
field locations, respectively. The embodied energy values for a single-crystalline PV/T
system were 3178 kWh/m2 on a rooftop and 3478 kWh/m2 in an open field for a 25-year
lifetime period with a 5-year battery-replacement cycle. Li et al. [12] used a multi-index
life cycle assessment (LCA) technique that included economic, energy, and environmental
variables for bifacial photovoltaic (BPV) modules installed on buildings. Compared with
the mono-facial PV modules, the BPV module increased the power generation performance
by 10.7–12.7%. The EPBT of the BPV solar house and inclined roof decreased by 5.7%
and 7.4%, respectively, and the GPBT of the BPV solar house and inclined roof decreased
(2.3 and 1.7 years) according to the mono-facial PV module. BPV modules produced more
power and had a higher return on investment (ROI) of more than 10.7%, despite costing 5%
more than a mono-facial PV module. Goel et al. [13] installed a 3.4 kW rooftop stand-alone
photovoltaic system (SAPV) in India and performed life cycle cost and energy analysis
of the system by the present value method and embodied energy basis, respectively. The
internal rate of return (IRR), life cycle cost of energy (LCOE), benefit–cost ratio (BCR), and
energy payback time (EPBT) of the SAPV were 2.02, INR 5.40/kWh, 0.57, and 4.61 years,
respectively. The IRR, LCOE, BCR, and EPBT of the grid-connected PV system were 13.42%,
INR 3.17 per kWh, 1.11, and 3.78 years, respectively. Jurcevic et al. [14] investigated the
performance of a photovoltaic-thermal (PVT) collector. Water was used to cool the PV, and
hot water was stored in a phase-change material (PCM) container, where pork fat was used
as the PCM. In August, cooling increased the PV’s electrical efficiency from 11.7–12.0% to
12.0–12.4%. The increase in the PVT’s electrical efficiency was negligible. The total energy
generated by the PVT collector would have a levelized cost of between EUR 0.056 and
0.083 per kWh.
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The embodied energy of the solar thermal collectors and PVs and/or PV/T systems for
energy profiling has been investigated in the literature. Lamnatou et al. [15] performed the
LCA analysis of building-integrated solar thermal collectors according to the embodied en-
ergy and embodied carbon methodologies. By recycling, the embodied energy values of the
collectors were reduced to around 0.4–0.5 GJ/m2 from 3 GJ/m2 (without recycling). With
recycling, the embodied carbon values were reduced to around 0.02–0.03 t CO2.eq/m2 from
0.16 t CO2.eq/m2. It was seen that recycling led to remarkable reductions in all parameters.
Hassani et al. [16] modeled a PV/T system, theoretically calculated the life cycle exergy
of the nanofluid-based system, and compared it with standard PV and PV/T systems.
The embodied emissions of the PV/T system were between 691 and 896 kg CO2.eq/m2,
and the amount of CO2 emissions prevented was 448 kg CO2.eq/m2/year in a nanofluid-
based PV/T system. The exergy payback time of the PV/T system changed between
2.0 and 2.58 years. Ren et al. [17] assessed the dynamic life cycle cost and environmental
impact of residential PV systems in a real prototype house in Boston. Two systems, such as
grid-connected (GC) and standalone (SA) solar PV systems, were compared according to
their life cycle cost, LCA, and CED. The LCC savings for the SA were $754.9 in 2018 with
18.5 years of investment payback time when 40 panels and 40 batteries were used, and
the LCC savings for the GC were $1739.4 with 16.8 years of investment payback time.
The life cycle reductions in the SA and GC were 2.1 TJ and 2.3 TJ of CED, respectively.
Bahlawan et al. [18] performed the LCA analysis of energy systems for residential ap-
plications. The CEDs of the PV, solar thermal collector, and hot water storage (100 L ca-
pacity) were calculated. Their CED values were 1.53 GJ/m2, 4.69 GJ/m2, and 1.27 GJ,
respectively. The above studies indicate that, despite the advanced development of
PV technology, there has not been much focus on the energy and environmental pro-
files of PV and PV-related systems. Herrando et al. [19] performed a life cycle assess-
ment (LCA) of a solar combined cooling, heating, and power (S-CCHP) system that
provides electricity, domestic hot water, space heating, and cooling. An S-CCHP sys-
tem, PV system, and grid-based system were compared. The environmental impact
of the S-CCHP system was 4.48 kPts and 82.4 tons of CO2.eq, which is equal to half
that of the grid-based system, according to the ReCiPe 2016 Endpoint (H/A) and the
IPCC GWP 100a methods. The environmental impact of the PV system was 30% lower
than that of the grid-based system. Morini et al. [20] investigated the carbon footprint
(CF) and embodied energy (EE) of photovoltaic and wind power plants. The CF and
EE of the photovoltaic plant (monocrystalline silicon cell) were 16.21 gCO2/kWh and
0.0638 kWh/kWh, respectively.

The electrical performance of PV systems can be improved by using nanofluids with
high thermal conductivity for PV module cooling [21]. The nanoparticles dispersed in
the base fluid increase the contact surface area and thermal conductivity of the fluid [22].
According to the literature studies, it can be seen that the use of carbon- and metal-based
nanoparticles in solar collectors and the cooling of PV modules and/or PV/T systems
is common. The effects of cooling on the electrical and thermal efficiencies of PV with
various working fluids have been sought. Fayaz et al. [23] numerically and experimen-
tally investigated the performance of a PV/T panel using multiwalled carbon nanotubes
(MWCNT)/water nanofluid to increase its overall efficiency. An improvement in the elec-
trical efficiency of 10.72% was observed in the PV/T panel using a 0.75% MWCNT/water
mixture with a flow rate of 120 L/h. The thermal efficiency was also calculated to be 79.1%.
In another similar study, Abdallah et al. [24] conducted an experiment in a PV/T system
using MWCNT/water nanofluid. The best system efficiency was obtained at a 0.075%
volume concentration, and a temperature drop of 12 ◦C was achieved in the PV module. As
a result, the total system efficiency was found to be 83.26%. Alous et al. [25] experimentally
investigated the effects of using MWCNT/water and graphene nanoplatelets (GNP)/water
at a 0.5 wt.% concentration on the performance of a PV/T system. They reported that the
overall energy efficiency of PV/T systems increased by 53.4% for distilled water, 57.2% for
MWCNT/water, and 63.1% for GNP/water. Sangeetha et al. [26] experimentally tested
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the effects of three different nanofluids, MWCNT/water, Al2O3/water, and TiO2/water,
on the PV/T system. It was found that the MWCNT/water nanofluid exhibited superior
thermal conductivity and better physical properties than the Al2O3/water and TiO2/water
nanofluids. In the PV/T systems using MWCNT/water, Al2O3/water, and TiO2/water
nanofluids, 47%, 33%, and 27% increases in electrical efficiency and 48%, 37%, and 36% de-
creases in PV temperature, respectively, were obtained. In addition to the positive physical,
thermal, and flow properties of nanofluids, negative effects, such as precipitation, surface
erosion, clogging in narrow passages, and increased pressure drop, make them important
in the design of a PV/T system. Therefore, many studies have been carried out for each
nanoparticle and its concentration.

This study aimed to submit a detailed experimental and environmental study of the
entire lifetime of an energy system consisting of PV modules, the cooling unit behind
the PV module (PV/T), the nanofluid and water storage tanks, and the pump. To the
authors’ knowledge, this is the first study to combine experimental work with energy
and environmental profiles for LCA and CED methodologies for a PV/T system using
nanofluids, such as MWCNT/water and GNP/water. Thus, the gaps in the literature are
filled with the following scientific research innovations:

• A comprehensive LCA analysis from cradle to grave of the PV and PV/T systems
was conducted;

• PV and PV/T experiments were conducted under the same environmental conditions
to understand the differences in total energy efficiency;

• The use of three different working fluids: distilled water, MWCNT/water mixture,
and GNP/water mixture;

• Important indicators, such as the efficiency, energy return factor, energy payback time,
and the environmental impact of electricity generation were presented;

• How energy systems whose environmental impact is thought to be close to zero
increase their environmental impact was demonstrated.

2. Experimental Setup and Experimental Procedure

To achieve the purpose of this study, an experimental setup was developed in the
energy labs of Karabük University, Karabük, Turkey. A schematic representation of the
experimental setup is shown in Figure 1. As can be seen in these figures, the considered
experimental setup consisted of a PV module (reference), a PV/T system, a storage tank
with a spiral-coil heat exchanger (30 L of water), a nanofluid tank (6 L), a pump, a support
system, and other parts.

Figure 1. Flow chart of the experimental setup for the PV module and PV/T collector.

The PV/T system consisted of a mono-crystalline silicon module with 41.2 × 33.6 cm
dimensions and a heat extraction unit laminated with the back surface of the PV module to
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provide thermal contact; two types of experimental setup were investigated accordingly: a
PV/T system (see Figure 1 right) and an only PV module (same features as in the PV/T
system; see Figure 1 left). The flat plate PV modules had the following technical features:
a maximum power of 40 W, an open circuit voltage of 22.1 V, a maximum power voltage
of 18 V, a short circuit current of 2.58 A, a maximum power current of 2.22 A, and a
thermal absorptivity of 0.7. In the PV/T system, the heat extraction unit consisted of a
serpentine heat exchanger, which was produced by soldering a serpentine copper tube
of 1.0 cm and 0.8 cm outer and inner diameter, respectively, to a copper absorber plate of
67.5 × 38 × 0.07 cm. The total length of the copper tube needed was about 302 cm. To
investigate the PV’s electrical performance, the heat extraction unit was assembled on the
back surface of the PV panel.

In the spiral-coil heat exchanger and the heat extraction unit, distilled water, a
multi-walled carbon nanotubes (MWCNT)/water mixture, and a graphene nanoplatelets
(GNP)/water mixture were used as carrying fluids. The selected carrier fluids could work
with a closed circuit flow in forced (pumped) operation, as illustrated in Figure 1. For this
reason, a pump (model: RS25/4G-130, Nova Company) was used for the circulation of
the fluids from the 6 L nanofluid tank to the heat extraction unit of the PV/T system and
then the spiral-coil heat exchanger of the storage tank. The experimental setup requires
approximately 3.5 L of fluid to operate.

GNP and MWCNT nanoparticles were purchased from Nanografi Co., Ltd. and pre-
pared at 0.5% wt. concentrations. The aqueous dispersion of the single-layer graphene
nanoplatelets had more than 99.3% wt. purity, 500–1200 m2/g specific surface area,
1–12 μm diameter, and 0.55–1.2 nm thickness. MWCNTs’ aqueous dispersion had more
than 96% purity and was 8–35 μm in length and 18–28 nm in outside diameter. Transmis-
sion electron microscopy (TEM) images of the GNP and MWCNTs are displayed in Figure 2.
No sedimentation was visually observed throughout and after the experimentation.

Figure 2. TEM images of nanoparticles and the nanofluids: (a) GNP and (b) MWCNT [25].

The experimental setup, consisting of a PV module and PV/T system, was equipped
with measuring devices and was prepared for the separate use of water and nanofluids to
cool the PV/T system. The experiments were conducted at Karabük University, Karabük,
Turkey (41.19◦ N latitude and 32.62◦ E longitude) in August and September, daily, from
9:00 a.m. to 5:00 p.m. For the fixed-position PV module and PV/T system, the tilt angle
was determined to be 30◦ in the south direction. Preliminary studies were carried out using
water for both the stable regime behaviors of the system and the calibration/accuracy of
the measurements. The mass flow rates of water as a carrying fluid were 0.5, 1.0, and
2.0 L/min. In the experimental procedure, the experimental days were also extended as
both water and nanofluids could not be run at the same time. To replace the carrying fluid,
the heat extraction unit of the PV/T system, the nanofluid tank, spiral-coil heat exchanger,
and pipeline were cleaned using water and air. In the process of cleaning with water, the
color of the water was observed. The experiments under similar environmental conditions
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were taken care of. As experiments were repeated, the average values were used for
this study.

3. Analysis Methodology

3.1. Thermal Analysis

The incident current, I in A, and voltage, V in V, values were measured on the system;
multiplying these values equaled the electrical power, P in W, thus, the electrical powers of
the PV module and PV/T system were calculated with Equation (1).

.
P = I × V (1)

The thermal cooling power,
.

Q in W, taken from the PV/T system was determined by:

.
Q =

.
mCp(To − Ti) (2)

where Cp is the coolant-specific heat in J/kgK,
.

m is the mass flow rate of the coolant in
kg/s, and To and Ti are outlet and inlet temperatures of the coolant, respectively.

A PV/T’s energy efficiency indicates the amount of thermal and electrical energy that
the PV/T takes from solar radiation. Thus, the electrical (ηel) and thermal (ηth) efficiencies
are calculated as:

ηel =

.
P

IR × APV
(3)

ηth =

.
Q

IR × Ath
(4)

where APV and Ath are the surface areas of the PV module and PV/T module in m2,
respectively, and IR denotes the total incident solar radiation in W/m2. The total energy
efficiency of the PV/T system can be calculated by Equation (5) [27].

ηtot = ηth + rηel (5)

where r is the packing factor and can be obtained by dividing the surface area of the PV
module by the surface area of the PV/T system as APV/Ath. In this study, r was assumed
to be 1 (actually 0.999) as APV = Ath.

The methodology proposed by Kline and McClintock [28] was used to evaluate the
accuracy of the data collected in the experimental study. The uncertainties in the measured
parameters over the range of experiments were calculated by using the uncertainty data
listed in Table 1. The maximum uncertainties in the thermal and electrical efficiencies were
1.3% and 1.0%, respectively.

Table 1. Experimental uncertainty values of the measurement instruments [25].

Equipment Parameter
Maximum Experimental

Uncertainty

Pyranometer
(MS-602, EKO instruments) Solar irradiance ±5.2 W/m2

K-types thermocouple Temperature ±0.6 ◦C
Flowmeter

(YF-S201, Sea company) Volumetric flow rate ±0.003 L/min

Data collecting board Voltage ±0.06 V
(USB TC-08, Pico) Current ±0.02 A

3.2. Life Cycle Assessment

The main purpose of this study was to obtain a detailed energy and environmental
profile of the solar-focused PV/T system and the use of nanofluids. Therefore, life cycle
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assessment (LCA) and cumulative energy demand (CED) analyses were performed to
quantify the energy consumption and environmental impact from the production, use, dis-
posal, and operational phases of various components of the PV/T system with and without
nanofluid. The system boundaries used for the analyses are illustrated in Figure 3. This
study took the “cradle-to-grave” approach by limiting the analyses to the sub-processes of
construction materials, their weight, and disposal processing. All data sources used in the
analysis were selected according to their reliability. Cutting-edge processes/technologies
were considered for all intermediate production stages of the components of the experi-
mental setup presented in Figure 1, as well as for the raw materials used.

Figure 3. Flow chart of the experimental setup for the PV module and PV/T collector.

The environmental impact of a product (production, processing, maintenance, disposal,
etc.) is considered in LCA analysis, which is a useful tool for evaluating the environmental
impact of a system [29,30]. Different LCA methodologies can be used for environmental
impact assessment. For the environmental profile, in this study, Eco-indicator 99 was
used because it was open to the literature. The data were cross-checked with the data
accompanying the SimaPro software in addition to the tables of the Eco-indicator 99. For
the energy profile, the energy return factor (ERF) and energy payback period (EPT) with
the CED analysis were used.

LCA analysis consists of an inventory analysis in parts, including the scope, target,
assessment of impacts, and interpretation. The collection of inventories of the main flows
was carried out according to the international standard approach [31,32]. It included the
collection of input–output data on material and energy streams about the experimental
setup. It was necessary to collect information about the sizes, weights, core material,
manufacturing process of the system and its components, and scrap output of all of the
components needed to assemble the experimental setup. Thus, the experimental setup,
consisting of a PV module and PV/T system, was basically divided into six components
(e.g., the PV/T system, a water tank, a nanofluid tank, a pump, a support system, and
other parts), as shown in Table 2. Detailed information about the structural materials and
weights of six components is listed in Table 2. In this study, it was assumed that there was
no chemical reaction between the components. For environmental impact evaluation, Eco-
indicator 99 was chosen as a quantitative indicator. The indicator’s results were reported as
eco-indicator points (pts). The points per unit and energies per unit values used in the LCA
and CED analyses for the material, process, and disposal phases, respectively, are given in
Table 3. Using Tables 2 and 3, the environmental impact of the kth component,

.
Yk, can be

calculated by:
.
Yk =

.
Y

CO
k +

.
Y

OM
k +

.
Y

DI
k (6)
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where the subscripts CO, OM, and DI denote construction, operation/maintenance, and
disposal/dismantling, respectively.

Table 2. Components and their material weights of the whole PV/T system.

PV/T System
(0.23146 m2)

Water (Storage)
Tank
(30 L)

Nanofluid Tank
(6 L)

Pump
(2.55 kg)

Support System Other Parts

Material
Mass
(kg)

Material
Mass
(kg)

Material
Mass
(kg)

Material
Mass
(kg)

Material
Mass
(kg)

Material
Mass
(kg)

Solar glass 2.93

Main frame
(galva-
nized
iron)

2.35

Main
frame
(galva-
nized
iron)

2.76 Copper 0.20

Main frame
(galva-
nized
iron)

7.15 Copper 1.25

PV cell 0.02 Insulation
(PUR) 1.03 Insulation

(PUR) 1.23 Steel 0.68 Plastic
tube 2.55

Back sheet 0.13 Water 30.17 Water 5.982 Cast iron 1.63 Insulation
(PUR) 0.97

Only PV module 3.08 Aluminum 0.03
PV frame

(aluminum) 4.32 Plastic
cover 0.01

Tube (copper) 3.525
Sheet (copper) 3.525

Main frame
(galvanized iron) 2.33

Insulation (PUR) 1.73
Water 1.85

Only thermal
system 17.28

Total weight 20.36 33.55 9.97 2.55 7.15 4.77

Table 3. The points and energies per unit in kg used in the LCA and CED analyses.

Components

Indicators for the LCA Analysis
Energy for the
CED Analysis

Processing Details
Material

(mPts/kg)
Process

(mPts/kg)
Disposal
(mPts/kg)

Energy per Unit
(MJ/kg)

PV module
Solar glass (40.4%) 58.00 0.00 2.20 15.00 -

PV cell (2%) 58.00 10.00 2.20 39714.50 Electricity roof, packing
glass

Backsheet (Polyethylene)
(1.2%) 360.00 35.90 −1.00 32.88

Blow foil extrusion,
injection molding,

milling/turning/drilling,
and pressure forming

PV/T system
Tube (Copper) (23%) 1400.00 72.00 0.00 57.00 Extruction

Water (6%) 0.03 0.00 0.00 9.20 -

Insulation (PUR) (5.6%) 420.00 35.90 3.10 101.50

Blow foil extrusion,
injection molding,

milling/turning/drilling,
and pressure forming

Frame (aluminum)
(14.1%) 780.00 74.70 −23.00 218.00

Extruction, bending,
shearing/stamping, spot

welding
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Table 3. Cont.

Components

Indicators for the LCA Analysis
Energy for the
CED Analysis

Processing Details
Material

(mPts/kg)
Process

(mPts/kg)
Disposal
(mPts/kg)

Energy per Unit
(MJ/kg)

Galvanized iron (%0.5
zinc coating steel) (7.6%) 241.70 243.50 −5.61 34.80

Sheet production,
shearing/stamping,

bending, and band zinc
coating

Water tank

Galvanized iron (%0.5
zinc coating steel) 241.70 243.50 −5.61 34.80

Sheet production,
shearing/stamping,

bending, and band zinc
coating

Insulation (PUR) 420.00 35.90 3.10 101.50

Blow foil extrusion,
injection molding,

milling/turning/drilling,
and pressure forming

Water 0.03 0.00 0.00 9.20

Nanofluid tank

Galvanized iron (%0.5
zinc coating steel) 241.70 243.50 −5.61 34.80

Sheet production,
shearing/stamping,

bending, and band zinc
coating

Insulation (PUR) 420.00 35.90 3.10 101.50

Blow foil extrusion,
injection molding,

milling/turning/drilling,
and pressure forming

Water 0.03 0.00 0.00 9.20

Pump
Copper (8%) 1400.00 72.00 −23.00 57.00 Extruction

Steel (26.5%) 86.00 30.00 0.00 35.40
Sheet production,

shearing/stamping, and
bending

Cast iron (64%) 240.00 5.30 0.00 34.80 Heat gas (industrial
furnace)

Aluminum (1%) 780.00 74.70 −23.00 218.00
Extruction, bending,

shearing/stamping, and
spot welding

Plastic cover (0.5%) 380.00 35.90 3.10 77.70

Blow foil extrusion,
injection molding,

milling/turning/drilling,
and pressure forming

Support structure

Galvanized iron (%0.5
zinc coating steel) 241.70 243.50 −5.61 34.80

Sheet production,
shearing/stamping,

bending, and band zinc
coating

Other pieces

Plastic tube (53.5%) 240.00 35.90 3.10 101.50

Blow foil extrusion,
injection molding,

milling/turning/drilling,
and pressure forming

Copper (26.2%) 1400.00 72.00 0.00 57.00 Extruction

Insulation (PUR) (20.3%) 420.00 35.90 3.10 101.50

Blow foil extrusion,
injection molding,

milling/turning/drilling,
and pressure forming

Note: The energies per unit for the graphene nanoplatelets and MCWNT are 260.41 and 295 MJ/kg, respectively.
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The most important parts in the manufacture of the PV/T system are the production
of the monocrystalline silicon module and the heat extraction unit. In the production of PV
modules, silicon, glass, and polyethylene materials are mainly used. In addition, processes
such as blow foil extrusion, injection molding, milling/turning/drilling, and pressure
forming, are performed for silicon production, mono-Si wafer, cell production, and module
assembly operations. The processes performed for other components are described in detail
in Table 3.

3.3. Cumulative Energy Demand

The energy profile was evaluated using the cumulative energy demand (CED) method-
ology for the installation phase. Two indicators were used for energy profile assessment
throughout the entire system’s life cycle: the energy return factor (ERF) and the energy
payback time (EPT). CED is a methodology for measuring indirect and direct energy use in
MJ units throughout the life cycle of a process or product, including the energy consump-
tion during the disposal, production, and extraction of the materials. To evaluate the life
cycle energy of a product, the sum of three energy terms is considered: embodied energy
(consisting of the energy consumed during the production phase and energy used for
maintenance and healing during the operation phase), operational energy, and destruction
energy. The energies per unit for the material, process, and disposal phases in the CED
analysis are provided in Table 3. The CED value for each component was determined by
multiplying the weight of the component material presented in Table 2 and the relevant
energy per unit listed in Table 3. The CED value of the overall system was then found
by summing the CED values obtained for each component. The CED values obtained
for the PV module and the PV/T system were compared with the results obtained from
the SimaPro software. As a result, determining the CED for the whole life cycle energy
assessment of a given system enabled the calculation of the ERF and EPT.

The ERF is defined as the ratio of the energy produced by a system during its entire
life to the CED of the system (see Equation (7)). In other words, it shows how many times
the energy required to produce a system is generated. In the case of electricity generation
technologies, the ERF requires the comparison of the electricity produced with the amount
of primary energy used at different life cycle stages. The ERF (dimensionless) is calculated
as the ratio of supplied energy to the energy costs and is given as follows:

ERF =
EGlobal
CED

(7)

where EGlobal and CED denote the total amount of energy produced over the life of a system
and the energy input (cumulative energy demand) of a system/total energy demand,
respectively. If the ERF value is less than 1, it means that there will be no net energy output
during the life of the system. Generally, it should be greater than 1.

The EPT is described as the duration necessary for a system to produce the same
amount of energy as that used to produce the system itself. It is obtained by Equation (8),
and its unit is years.

EPT =
N

ERF
(8)

where N denotes the lifetime in years. It was assumed to be 25 years at all stages of
the analyses.

4. Results and Discussion

In this study, the performance, energy, and environmental profiles of a PV module and a
PV/T system cooled by nanofluids were evaluated. Therefore, real-time data were collected
from the experimental setup for heat carrier fluids, such as distilled water, multi-walled carbon
nanotubes (MWCNT)/water mixture, and graphene nanoplatelets (GNP)/water mixture in
the PV/T system. Thermal, LCA, and CED analyses were performed using validated data to
compare performance from energetic and environmental perspectives.
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The temperature variations in the environment, PV, and PV/T according to different
flow rates of distilled water are displayed in Figure 4. As shown in Figure 4, the temperature
of the PV/T system with different flow rates was below the PV module temperature
throughout the day. While the ambient temperature was 29.1 ◦C on a daily average,
the temperature in the PV reached a maximum of 55.8 ◦C and an average of 51 ◦C. The
difference between the PV and ambient temperatures was 21.9 ◦C on average. The lowest
PV temperature in the PV/T system occurred at a flow rate of 2 L/min for an average
of 37.9 ◦C. It was followed by the temperature at the flow rate of 1 L/min, which was
almost as high as its temperature (about 38.1 ◦C). However, the highest PV temperature
occurred at a flow rate of 0.5 L/min, with an average value of 39.2 ◦C. It can be seen from
Figure 4 that passing the heat-carrying fluid (here, water) through the heat-extraction unit
of the PV/T system caused the temperature of the PV module to decrease. In addition,
Pantzali et al. [33] reported that the improvement in heat transfer with nanofluids was
clearer at lower Reynolds numbers. Therefore, this article presents the results obtained at a
flow rate of 0.5 L/min.

Figure 4. Changes in temperature at different flow rates for distilled water.

The experiment period was extended because different heat-carrying fluids were
used in the experimental setup. In the experiments, the PV module and the PV/T sys-
tem were placed side-by-side and at the same angle to conduct comparisons under the
same conditions. To observe the performance of the PV/T system, it was very important
that both were exposed to solar irradiance, especially at the same angle. Therefore, the
instantaneous changes in ambient temperature and solar radiation for the most suitable
days when different carrying fluids were used are presented in Figure 5. The average
solar radiation and ambient temperature were, respectively, 727.35 W/m2 and 29.1 ◦C for
the PV/T system with distilled water, 702.06 W/m2 and 28.6 ◦C for the system with the
MWCNT/water mixture, and 693.82 W/m2 and 28.4 ◦C for the system with the graphene
nanoplatelets/water mixture. According to Figure 5, all three experiments were carried
out under similar environmental conditions, as their values were close to each other. The
experiment day was selected when both values of the PV/T system with distilled water
were higher compared with the other two systems. In addition, its radiation value showed
a slight increase after 13:00 pm. In addition, the days when both the ambient temperature
and solar radiation of the PV/T system with the graphene nanoplatelets/water mixture
were lower than those of the system with the MWCNT/water mixture were selected.

The power rate changes generated by the PV module and the PV/T system throughout
the experiments are presented in Figure 6. The average power rates for the PV and PV/T
modules were, in the same order, 22.11 W and 24.33 W for the PV/T system with distilled
water, 22.62 W and 24.84 W for the system with the MWCNT/water mixture, and 23.14 W
and 25.32 W for the system with the graphene nanoplatelets/water mixture. As shown in
Figure 6, the highest power generation rate occurred in the PV/T system with a graphene
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nanoplatelets/water mixture. It was followed by the system with the MWCNT/water
mixture and the system with distilled water. In Figure 6, can be seen that the PV/T systems
with solar radiation from the highest to the lowest were the systems with distilled water,
with the MWCNT/water mixture, and with the graphene nanoplatelets/water mixture.
However, it can be seen from Figure 6 that the reverse order of this situation occurred for
the amount of power produced. The highest power generation rate occurred in the PV/T
system with a graphene nanoplatelet/water mixture.

Figure 5. Changes in solar radiation and ambient temperature in the experiments selected with the
same conditions at a flow rate of 0.5 L/min.

Figure 6. Change in the electrical power rate produced by PV as a module and a system.

Figure 7 illustrates the efficiency changes in the PV module and PV/T system for
different nanofluids. As seen in Figure 7, the highest electrical efficiency of a PV module
according to Equation (8) was obtained in the system with a graphene nanoplatelets/water
mixture (14.6% in the daily average). For the PV/T systems with a MWCNT/water
mixture and distilled water, the average electrical efficiencies of PV were 13.6% and 13.4%,
respectively. However, until 10:20 a.m., the PV electrical efficiency of the PV/T system
with distilled water was higher than that of the others. This was a result of the use of
different carrier fluids in the experimental setup, prolonging the experiment day. Regarding
Figure 7, the carrier fluid order did not change with the total efficiency changes in the
PV/T system according to Equation (5), and it was similar to the change in the electrical
efficiency of the PV module. For example, the overall efficiency values were 45.7%, 42.6%,
and 39.5% as daily averages for the PV/T systems with the graphene nanoplatelets/water
mixture, with the MWCNT/water mixture, and with distilled water, respectively. It can be
reported that the electrical efficiency of the PV module was increased by 2–9% with the
use of PV/T systems and especially nanofluids. In addition, small decreases in electrical

115



Processes 2023, 11, 832

efficiency were observed due to increases in the temperature of the PV module during the
periods of maximum solar radiation (between 11:40 and 15:40). Consequently, the best
performance was obtained by cooling the PV module with a graphene nanoplatelets/water
mixture (Figure 7), despite the special choices made for the environmental conditions of
the experimental days (see Figures 4 and 5).

Figure 7. Changes in efficiency for the PV module and PV/T systems with different nanofluids.

In a study conducted by Shalaby et al. [34], the electrical efficiency of the PV panel
was found to be 13.8% on average by cooling it with water. Additionally, in another
similar study, Zilli et al. [35] obtained an electrical efficiency of 9.09% for a PV/T. Nas-
rin et al. [36] attained an increase in electrical efficiency of 9.2% for MWCNT nanofluid.
Naghdbishi et al. [37] reported that MWCNT nanoparticles in PV/T systems increased the
electrical efficiency by 4.21% compared with pure water. Gundala et al. [38] used 0.05%
by-weight graphene nanoplatelets to cool the PV/T and observed that the electrical perfor-
mance of the PV/T increased by 8.5%. Hassan et al. [39] obtained a maximum electrical
efficiency of 14% by using graphene nanoparticles and phase change material together in the
PV/T system. The results of this study showed that it was comparable with similar studies
in the literature.

The performance evaluation of the above-mentioned PV/T system and nanofluid
usage were discussed in detail. However, there were two major aspects to consider when
evaluating a PV/T system: environmental and energy. The LCA and CED methods were
applied to the experimental setup, which consisted of a PV module and a PV/T system,
to determine the environmental impact of the electricity produced. The analyses were
performed using the Eco-indicator 99 and SimaPro software according to the interna-
tional standard approach [31,32]. Thus, Figure 8 depicts the changes in the environmental
impact and embodied energy based on the system’s components for the experimental
setup. The total environmental impact of the experimental setup was determined to be
178.7 mPts/h (31.3 Pts for lifetime). As can be seen in Figure 8, the component with the
highest environmental impact was the PV/T system, accounting for 51.5% of the total,
followed by the water tank (19.5%), the support system (11%), and the other components
(9.6%). The reason why the PV/T system had such a high environmental impact percentage
was the presence of a copper tube and absorber plate in the heat-extraction unit (shown
as “only thermal” in Figure 8). Similarly, the spiral-coil heat exchanger in the water tank
was made of copper. The PV module accounted for 0.7% of the total (1.3 mPts/h). The
largest percentage of it belonged to solar glass as a sub-component. The most striking issue
in Figure 8 was that the environmental effect of nanofluids could not be observed. In the
experimental setup, there was approximately 7.85 L of water in the nanofluid tank and its
closed-loop line. Approximately 0.5% (by wt.) of water contained nanoparticles. Therefore,
even if the production, use, transport, and disposal phases were taken into account for very
small amounts in the system, the environmental impact could not be shown here.
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Figure 8. Percentage changes in the environmental impact vs. embodied energy in the components
of the experimental setup.

However, in terms of embodied energy, the embodied energies of the experimental
setup were calculated to be 3975.9 MJ, 4077.9 MJ, and 4081.1 MJ, respectively, for the
PV/T systems with distilled water, the graphene nanoplatelets/water mixture, and the
MWCNT/water mixture. In Figure 8, for the PV/T system with distilled water, the highest
embodied energy occurred in the heat extraction unit, with 40.7% of 3975.9 MJ. It was
followed by the PV module (21.2%), water tank (11.7%), other components (10.5%), and
nanofluid tank (6.9%). The high embodied energy of the PV/T system was due to the
following reason: the use of an aluminum frame in the heat extraction unit resulted in
increased embodied energy. In addition, the embodied energy of the PV module had a very
high value of 794.3 MJ. The lowest embodied energy was in the pump (about 2.5%).

The embodied energy percentage of the system components for different nanoparticles
is indicated in Figure 9. The PV/T system with the highest embodied energy was that with
a MWCNT/water mixture. After that came the PV/T systems with distilled water and a
graphene nanoplatelets/water mixture. Similar to Figure 9, for different nanoparticle/water
mixtures, the PV/T system was the most energy-intensive component of the experimental
setup and was followed only by the thermal part (heat-extraction unit), PV module, water
tank, other pieces, nanofluid tank, and support system (see Figure 9). As shown in Figure 9,
there was a difference in the percentage of embodied energy between different heat-carrying
fluids in the nanofluid tank, only the thermal part (heat-extraction unit) and water tank
(spiral-coil heat exchanger), as the heat-carrying fluid of the experimental setup was
circulated in a closed loop between the nanofluid tank, pump, heat extraction unit, and
spiral-coil heat exchanger components. From Figure 9, the lowest and highest percentages
of embodied energy in the nanofluid tank occurred in the distilled water, with 6.9%, and the
MWCNT/water mixture, with 8.9%. In the water tank, the percentage of embodied energy
from smallest to largest was ranked as follows: MWCNT/water mixture (11.3%), graphene
nanoplatelets/water mixture (11.4%), and distilled water (11.7%). For the heat-extraction
unit (only thermal), they were ranked following the same order as that for the water tank,
as 40.2%, 40.3%, and 40.7%.

The general results of the overall analyses conducted for the PV module and PV/T
system are summarized in Table 4. As seen in Table 4, the superiority of the PV/T system
with the graphene nanoplatelets/water mixture for performance, energy, and environ-
mental profiles was reached in all parameters compared with the other two systems. The
average daily electricity production of the PV module was determined to be about 19.7 W.
As a result of the experimental study, it was observed that the daily instantaneous power
and the electrical efficiency increased up to 23.88 W and 14.4%, respectively, when the PV
modules were cooled with a graphene nanoplatelets/water mixture. Similarly, the total
efficiency of the PV/T system scaled up (to 45.7%). For example, the daily average overall
efficiency values were 45.7%, 42.6%, and 39.5% for the PV/T systems with a graphene
nanoplatelets/water mixture, a MWCNT/water mixture, and distilled water, respectively.
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Figure 9. Percentage changes in environmental impact vs. embodied energy in the components of
the experimental setup.

Table 4. General results of the thermal, LCA, and CED analyses for the experimental setup.

Parameters\Nanofluids Distilled Water
MWCNT/Water

Mixture

Graphene
Nanoplatelets/
Water Mixture

Electrical efficiency of PV, % 13.5 13.6 14.4
Total efficiency of PV/T, % 39.5 42.6 45.7

Daily instant power, W 22.13 23.25 23.88
Total embodied energy, MJ 3975.88 4081.06 4077.86
Energy return factor (ERF) 1.76 1.80 1.85

Energy payback time (EPT), year 11.39 11.13 10.83
Environmental impact of electricity

produced (EIE), Pts/kWh 0.046 0.044 0.043

As shown in Table 4, the total embodied energies of the PV/T systems were cal-
culated to be 3975.88 MJ, 4081.06 MJ, and 4077.86 MJ for distilled water, the graphene
nanoplatelets/water mixture, and the MWCNT/water mixture, respectively. The PV/T
system with graphene nanoplatelets/water mixture needed the most energy during in-
stallation. As described in Equations (7) and (8), the energy return factor (ERF) and the
energy payback time (EPT) were 1.76 and 11.39 years for a PV/T system with distilled
water, 1.80 and 11.13 years for a system with a MWCNT/water mixture, and 1.85 and
10.83 years for a system with a graphene nanoplatelets/water mixture, respectively. The
highest ERF value was 1.85 for the PV/T system with a graphene nanoplatelets/water
mixture. This means that 1.85 times the energy (electricity generation) can be produced
from the energy required in the installation phase. In addition, the PV/T system with a
graphene nanoplatelets/water mixture had the lowest EPT value of 10.8 years. This means
that approximately 10.8 years are necessary to recover the energy used to produce the sys-
tem. While the embodied energy of the PV/T system with a graphene nanoplatelets/water
mixture during the assembly phase was higher than that of other PV/T systems, its EPT
value was lower. This was due to the higher energy output produced by the PV/T sys-
tem with a graphene nanoplatelets/water mixture, which compensated for the embedded
energy invested in the assembly phase.

In addition, the environmental impact per unit of electricity generated was calculated
for different PV/T systems, and given in Table 4. From the table, the environmental impact
of electricity produced (EIE) was 0.046, 0.044, and 0.043 Pts/kWh for the PV/T systems with
distilled water, with a MWCNT/water mixture, and with a graphene nanoplatelets/water
mixture, respectively. According to the Eco-Indicator 99 [40], the environmental impact on
electricity generation of the experimental setup in this study was 4.7 times higher (for the
system with distilled water) compared with the environmental impact of electricity genera-
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tion at 0.0097 and 0.0072 Pts/kWh for small installations (3 kWp) with mono-crystalline
cells on a building facade and on a building roof, respectively. Using nanofluid instead of
distilled water, especially a graphene nanoplatelets/water mixture, reduced the EIE value.
Consequently, the results of this study show that the use of nanofluids could both increase
the electrical efficiency of PV/T systems and decrease their environmental effects.

In Table 5, the results of some studies conducted in the literature are compared for the
LCA analysis of the PV module and PV/T systems. The results of this study appear to be
consistent with the results of the studies listed in Table 5.

Table 5. A comparison of the LCA analysis results of the presented study with those of studies in the
literature.

Authors Location
PV

Type—System
Efficiency

%

System
Life-
time
(Year)

Embodied Energy
CED

Energy
Payback

Time (Years)
Other Results

Tiwari et al. [41] New Delhi and
Leh, India

Monocrystalline
silicon

PV–PV/T
system with
and without

glazed

11 - 4968–7480.8 MJ/m2 11.4–14.33

Energy return on
investment

(dimensionless)
2.4–6.6

Chow and Ji [42] Hong Kong
building-

integrated
PV/T system

13 - 4690.8–6220.8 MJ/m2 2.8- 3.8

Energy return on
investment

(dimensionless) 5.9–8
Embodied emissions

297 g CO2.eq/m2

Kim et al. [43] South Korea
Multi-

crystalline
silicon PV

14.91 25 0.44 MJ/kWh 3.68
Global warming
potential 31.5 g
CO2.eq/kWh

Monocrystalline
silicon PV 15.96 30 0.56 MJ/kWh 4.65

Global warming
potential 41.8 g
CO2.eq/kWh

Chen et al. [44] China Monocrystalline
silicon PV 15.7 25 - 0.42–0.91 GHG 5.60–12.07 g

CO2/kWh

Hou et al. [45] Northwest
China and East

China

Monocrystalline
silicon PV 15 25 1123–1186 MJ/m2 1.7–2.3 GHG 65.2–87.3 g

CO2/kWh
Multi-

crystalline
silicon PV

17.5 25 1034–1094 MJ/m2 1.6–2.1 GHG 60.1–80.5 g
CO2/kWh

Sagani et al. [46] Athens, Greece Polycrystalline
silicon PV 14.4 25 - 1.8–4.1

CO2 payback time
1.5–3.5 years

Environmental
benefits of PV are

between
3.85–19.55 tons
CO2.eq/year

compared with the
conventional
technology

This study Turkey

Monocrystalline
silicon

PV–PV/T
system

13.5–
14.4 25

3975 MJ, 4077 MJ, and
4081 MJ for water,

graphene, and MWCNT,
respectively

11.39, 10.83,
and 11.13 for

water,
graphene,

and
MWCNT,

respectively.

Energy return on
investment values

were 1.76, 1.85, and
1.80; environmental
impacts of electricity
produced were 0.046,

0.043, and 0.044
Pts/kWh; and total

efficiencies were
39.5%, 45.7%, and
42.6%, for water,
graphene, and

MWCNT,
respectively
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5. Conclusions

This paper presents a detailed experimental study and a complete environmental
assessment using LCA and CED analyses for the entire lifetime of a PV/T system cooled
with nanofluids, such as a MWCNT/water mixture and a GNP/water mixture. The LCA
and CED analyses enabled detailed evaluations of the energy and environmental profiles
of the PV/T system and its components throughout the manufacturing, installation, and
operation phases. The results of the study yield the general conclusions listed below:

• According to the PV module, electrical efficiency increased in the PV/T system. The
electrical and total efficiencies changed between 13.5–14.4% and 39.5–45.7%, respec-
tively, in the PV/T system. Among the three working fluids, the PV/T system with
the graphene nanoplatelets/water mixture had the highest efficiency values.

• The embodied energy values were 3975.08 MJ for the PV/T with distilled water,
4081.06 MJ for the PV/T with a MWCNT/water mixture, and 4077.86 MJ for the PV/T
system with a graphene nanoplatelets/water mixture. This result relates to the large
amount of silicon, galvanized iron, and aluminum used in the manufacture of the PV
module and PV/T system, respectively.

• The energy payback time was changed between 10.83 and 11.39 years and had the
lowest value in the PV/T system with graphene nanoplatelets/water mixture. The
use of nanoparticles could shorten the energy return time.

• The environmental impact of the produced electricity was 0.046, 0.044, and
0.043 Pts/kWh for the PV/T systems with distilled water, MWCNT/water, and
graphene nanoplatelets/water, respectively. These values were 0.0097 and
0.0072 Pts/kWh for small installations with monocrystalline cells on a façade and
on a building roof, respectively. Thus, although the values of the PV/T system were
very high, the use of nanoparticles decreased the environmental impact somewhat
compared with the use of distilled water.

• Based on the LCA results, it was evident that the PV/T systems were less environmen-
tally friendly compared with PV modules due to the increased amount of copper and
aluminum used during their fabrication.

• The installation and operation of the PV/T systems require less energy-intensive mate-
rials (nanoparticles), resulting in lower environmental impacts during their processing
compared with the PV/T system with distilled water.

• The energy consumed and environmental impacts of all manufacturing, installation,
and operation processes to be followed were increased when the electrical efficiency
of the PV module was increased. Therefore, for even the smallest improvement in
the PV module and/or PV/T system, its energy and environmental impact should
be considered.

• Nanofluids should be used in the cooling of PV/T systems, increasing their electrical
efficiency and decreasing their environmental impact.
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Abstract: The cement industry is an important industrial entity responsible for implementing carbon
emission reduction targets. Considering the carbon trading and green certificate trading mechanisms,
this paper presents a multi-stage planning approach for the constructed Cement-Industrial Integrated
Energy System (Cement-IIES). Carbon reduction technologies represented by low-temperature waste
heat recovery, as well as phased changes in economic and technical parameters, are considered
in the model. The case study shows that the proposed method not only optimizes the design
economy of the Cement-IIES but also achieves a substantial carbon emission reduction in the cement
production process and energy supply system. Compared with the traditional single-stage planning,
the proposed method improves the system’s economic efficiency by 13.88% and flexibly adapts to
changes in policies such as “coal reform”, green certificate trading and carbon quotas. The low-
temperature waste heat recovery technology helps the system energy utilization efficiency in the two
stages increase by 0.45% and 0.86%, respectively, whilst oxygen-enriched combustion and carbon
capture technologies can reduce the total carbon emissions by about 83%. In addition, the negative
carbon emission effect of biomass gives the system access to annual benefits of CNY 3.10 × 107 and
CNY 7.89 × 107 in the two stages, respectively.

Keywords: cement industry; carbon reduction; carbon trading; green certificate trading; integrated
energy system; multi-stage planning

1. Introduction

1.1. Motivation

Electricity and heat, industry and transport sectors are important entities responsible
for global carbon emissions. According to the International Energy Agency (IEA), the
carbon emissions of the global industry sector in 2022 reach 9.15 Gton, accounting for
24.86% of the total [1]. To this end, China [2], the United States [3], the United King-
dom [4], Germany [5] and other countries have formulated industrial low-carbon action
plans, including energy efficiency improvement plans, decarbonization roadmaps and
environmental protection laws.

Meanwhile, low-carbon energy technologies that can improve the sustainability, au-
tonomy and security of energy systems have been extensively studied, thus providing a
theoretical and technical basis for the action plans. Ref. [6] systematically sorted out the
research directions and achievements supporting the sustainable development of energy
systems from the two dimensions of technological and social. Specifically, new forms
of energy utilization (typically hydrogen energy) [7], carbon abatement technology [8],
distributed energy autonomous methods [9] and top-to-bottom energy policies [10] are all
hot topics. In addition, refs. [11–13] and other studies tried to explore the market regulation
potential in guiding renewable energy utilization and low-carbon energy consumption behavior.

It should be noted that carbon emissions in industry sectors come from energy use
and industrial processes. Therefore, it is necessary to explore specialized and customized
carbon reduction paths in combination with the production processes and energy demand
of various industrial sectors.
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1.2. Literature Review

The current research on the Industrial Integrated Energy System (IIES) focuses on
exploring energy efficiency improvement means and low-carbon economic operation
mode from the perspectives of technical and economic analysis, planning, simulation and
operation optimization [14,15].

In terms of technical and economic analysis, scholars have attempted to evaluate the
performance of IIES under new forms of energy utilization and energy system structures. To
satisfy the economy and emission reduction needs of typical iron and steel parks, ref. [16]
analyzed the benefits of building a “green power-hydrogen-industry” coupled energy
system under different hydrogen energy substitution speed scenarios. Ref. [17] considered
the interaction between the multi-energy system and the production process of process
industry users and summarized the means of flexible control of the system from two
aspects: direct regulation of cogeneration units and electrical equipment, and indirect
regulation of non-electrical equipment. Authors of [18] proposed a national-level tool
capable of modeling complex energy systems in the power, heat, transport and industry
sectors, which could calculate the hourly carbon emission information of each sector. Based
on the input of energy material information, the possibility of Kazakhstan in terms of
transitioning to a 100% renewable energy system by 2050 was validated.

The planning and simulation research on IIES formulates planning and design schemes
for industrial parks or enterprises and uses methods including simulation tools to evaluate
the optimality of the schemes. Ref. [19] considered the environmental externality costs of
coal, wind and solar power in the capacity allocation and operation optimization of the
IES in industrial parks. The impact of environmental externality costs on the planning
results was validated through a case study. In the hybrid energy system proposed in [20],
hydrogen produced from nuclear/renewable energy is combined with coal to produce fuel
gas and chemical raw materials. For coal-intensive countries such as China and the United
States, compared with coal gasification to produce syngas, the proposed hybrid energy
system can significantly reduce carbon emissions. Ref. [21] combined two energy analysis
tools, discrete event simulation (DES) and energy system optimization (ESO), to provide
the best operation mode for an iron foundry. To help an IES project in Zhejiang, China,
realize the optimization of system planning and design, an evaluation method based on
modified fuzzy integrals and prospect theory was proposed in [22].

To better coordinate the management of energy equipment in the IIES, many scholars
have carried out operation optimization research to tap the system potential of flexible
adjustment [23]. Authors of [24] incorporated electricity, heating and cooling demands
into generalized demand-side resources, and established a demand response strategy and
optimization model for the IIES. Power companies, CCHP and industrial users could
interact through demand-side resources, and their economic costs of energy consumption
were all significantly reduced. Ref. [25] built a demand response model for IIES considering
the ladder carbon trading mechanism, which utilized the carbon reduction and demand
response potential of industrial users in smart parks. To realize the flexible and economic
dispatch of the industrial park-type regional IES, ref. [26] proposed an energy management
strategy for energy cascade utilization, in which the partial load ratio is considered in
the segmental linear model of the gas turbine, and the thermal energy is divided into
high-, middle- and low-grade. The reinforcement learning method was applied to the
multi-energy flow scheduling of the IIES in [27], and the collaborative management of
multiple energy storage, renewable energy generation, energy conversion and energy
trading was realized.

It can be seen that the existing research has made great attempts to tap the energy-
saving and emission-reduction potential of IIES with high energy demand and tightly
coupled multi-energy utilization. However, the actual production process of the indus-
try to which a certain IIES belongs is seldom considered, and what differentiates IIES
from residential and commercial IES is the interaction between multi-energy systems and
production processes in IIES. Therefore, it is necessary to carry out targeted research in
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combination with specific industrial processes. In this paper, the cement industry with high
energy consumption and high carbon emissions is selected as the research object.

As the third largest source of greenhouse gas emissions after power and the steel
industry, the cement industry should undertake the task of reducing carbon emissions
from now on. Specifically, 561 to 622 kg of carbon dioxide is emitted per ton of cement
produced [28]. In 2022, the world’s total cement production reaches 4.1 billion tons, and
China’s cement production accounts for 51.66% of the total, ranking first in the world [29].
At present, coal is still the main energy consumption of cement production in China. Coal
combustion and limestone calcination produce 95% of the total carbon emissions [30].

Nowadays, the mainstream recognized carbon emission reduction methods for the
cement industry include [31–33]: replacing cement with other additives (reducing cement
demand in construction, water conservancy and other scenarios); improving the thermal
efficiency of cement production; oxygen-enriched combustion; replacing fossil fuels; electri-
fication of cement kilns; carbon capture and storage (CCS) technology. In [34], a cement
kiln waste heat utilization poly generation system with integrated carbon capture was
proposed, and the expensive carbon capture technology was subsidized with the system’s
electricity, heat and cold energy sales revenue. Ref. [35] carried out a coupling study on
oxygen-enriched combustion technology and XDL energy-saving calcination technology,
and the experiment confirmed that oxygen-enriched combustion technology can promote
coal saving and flue gas emission reduction in cement clinker production.

The emergence of the carbon market and green certificate transactions have enriched
the connotation of energy and production raw material consumption in the cement industry.
By the end of 2021, a total of 33 carbon emission trading markets have been put into
operation in the world, including countries or regions such as the European Union, North
America, South Korea and China. Regarding carbon emission trading and carbon price
formulation, each carbon market determines the carbon market participation mechanism,
taxation scope and pricing method based on the needs of the country [36,37]. To solve
the problem of renewable energy consumption, countries including the United States,
Australia and the United Kingdom have successively launched quota-based green certificate
trading systems to convert clean-energy subsidies from government behavior to market
behavior [38]. In addition, some scholars have gradually paid attention to the research
on the electricity-carbon-green certificate joint market [39]. In the context of carbon and
green certificate trading, the cement industry is bound to pursue efficient and clean energy
system structures, as well as planning and operation methods.

1.3. Contribution

In the above context, this paper analyzes the production process of the cement industry,
constructs the basic structure of Cement-IIES and proposes a multi-stage planning method.
The specific contributions are as follows.

(1) Combined with the flow of multi-energy and raw materials of the actual cement pro-
duction line, a Cement-IIES model that comprehensively considers multiple carbon re-
duction technologies is built. Carbon reduction technologies include low-temperature
waste heat recovery, oxygen-enriched combustion, carbon capture, hydrogen/oxygen
production, energy storage and fuel/technology substitution.

(2) Considering carbon and green certificate trading, a multi-stage flexible planning
method for Cement-IIES is proposed. The phased changes in technical and economic
parameters are taken into account, such as energy equipment cost and efficiency and
external energy/carbon/green certificate prices.

(3) The effectiveness of the proposed method is verified based on a cement industrial
park on the southeast coast of China. Comparative analysis reveals the adaptability of
the multi-stage planning method to policies such as “coal reform”, green certificate
trading and carbon quotas, as well as the comprehensive benefits of various carbon
reduction technologies.
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1.4. Organization

The rest of the paper is organized as follows. Section 2 builds the mathematical model
of equipment and technology in Cement-IIES; Section 3 proposes a multi-stage planning
method, including specific expressions of objective functions and constraints. Section 4 is a
case study, and the discussion is given in Section 5. Section 6 presents the conclusion.

2. Cement-IIES Modeling

The power requirement of a cement factory varies depending on the heat treatment
process in use, which can be divided into dry production and wet production according to
the method to prepare the raw material [40]. This paper focuses on using the dry process
with rapid heat transfer and high heating efficiency for cement production. Taking into
account the energy demand and carbon emission during the cement production process, a
Cement Industry Integrated Energy System (Cement-IIES) is proposed and its structure is
shown in Figure 1.
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Figure 1. Structure of Cement Industry Integrated Energy System (Cement-IIES).

As shown in Figure 1, the cement production line mainly composes of raw material
collection and transportation, raw material preparation and homogenization, clinker cal-
cination, clinker cooling and cement grinding and packaging [28]. The carbon dioxide
emitted during the cement production process mainly comes from the limestone calcination
process. More specifically, the limestone calcination for producing quicklime contributes to
55–70% of the total carbon emission. It is worth noting that the high-temperature calcina-
tion process needs to burn fuel, which can emit 25–40% of carbon dioxide. The calcined
clinker needs to be rapidly cooled by a cooler before entering the cement workshop to
complete the grinding and packaging processes. Eventually, the product is transported to
storage facilities or downstream entities.

In this paper, the load demand mainly comes from the raw material mill, rotary
kiln system and cement workshops. The rotary kiln system composes of three sessions
including preheating decomposition, rotary kiln and cooler. The internal structure and
material energy flow will be described in Section 2.8. The load of the cement unit is
mainly attributed to the circulating water pump room, the conveying machinery of the
joint storage and the dust collector of the packaging machine in the packaging unit. In
addition, a Cement-IIES also needs to provide the energy for lighting, heating/hot water
and cooling of each working unit, living area and office area.
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In the proposed Cement-IIES, the energy production equipment includes Combined
Heating and Power (CHP) plant, Fired Boiler (FB) and renewable generation units such
as Wind Turbine (WT) and Photovoltaic (PV). For the energy conversion equipment, the
Electrolyzer (ELZ), Hydrogen Fuel Cell (HFC), Electric Boiler (EB), Electric Chiller (EC),
Absorption Chiller (AC) and Air Separation Unit (ASU) are used. To provide energy storage
capability, equipment including Battery (BT), Hydrogen Storage Tank (HST) and Oxygen
Storage Tank (OST) are deployed. To promote tiered energy utilization and reduce carbon
emissions, various technologies such as low-temperature waste heat power generation,
oxyfuel combustion and carbon capture are also considered in the proposed Cement-IIES.

The detailed mathematical models of the technology and equipment employed in the
Cement-IIES are presented in the following sections.

2.1. Wind Turbine

The output of a Wind Turbine (WT) is affected by factors such as blade radius, wind
speed and energy conversion efficiency [41]. In stage w of a typical day d at time t, the
predicted WT output can be calculated using (1).

Pwdt
wt. f ore = 0.5 × 10−6 × π·ηwtρair ∑

k≤w
Nk

wtR
2
wt·

(
uwdt

)3
(1)

where Nk
wt represents the number of WTs installed in stage k (k ≤ w); ηwt is the energy

conversion efficiency of the WT whilst ρair is the air density (kg/m3); Rwt denotes the
radius (m) of the WT blades and uwdt indicates the wind speed at stage w of a typical day d
at time t.

2.2. Photovoltaic

The output of Photovoltaic (PV) is affected by factors including radiation intensity,
panel area and inclination and energy conversion efficiency. Equation (2) illustrates how
the predicted output is derived [41].

Pwdt
pv. f ore = �wdt· cos θpv·ηMPPT · ∑

k≤w
Ak

pv·ηpv × 10−3 (2)

where Ak
pv is the installed PV area (m2) in stage k (k ≤ w) and �wdt indicates the radiation

intensity (kW/m2) in stage w of a typical day d at time t; θpv denotes the inclination angle
(◦) of the PV panel whilst ηMPPT and ηpv represents the energy conversion efficiency of
MPPT and PV component, respectively.

2.3. Electrolyzer

An Electrolyzer (ELZ) uses water and electricity to produce hydrogen and oxygen [42].
The relationship between the hydrogen generated by the ELZ and the input power is shown
in (3) and the ratio of the flow rate between hydrogen and oxygen is presented in (4).

ηelz·Pwdt
elz = LHVh·Vwdt

elz,h × 10−3 (3)

Vwdt
elz,oxy = λelz·Vwdt

elz,h (4)

where Vwdt
elz,o and Vwdt

elz,h represent the flow rate (m3/h) of the oxygen and hydrogen produced
by the ELZ, respectively; LHVh indicates the calorific value of hydrogen (kWh/m3); λelz
is the ratio coefficient of the hydrogen-oxygen production. In theory, electrolyzing 1 L
water can produce 1234.7 L (111 g) hydrogen and 622 L (889 g) oxygen under standard
atmospheric pressure.

127



Processes 2023, 11, 1219

2.4. Combined Heating and Power Unit

Combined Heating and Power (CHP) units in the cement industry mainly use coal as
fuel, which is called coal-fired CHP. Technologies applying alternative fuels to reduce the
use of coal or increase the efficiency of coal combustion are gaining attention in various
industries including the cement industry. The use of alternative fuels can save the require-
ment of primary fossil resources and reduce carbon emissions whilst maintaining the same
level of energy consumption for clinker production. In the Cement-IIES proposed in this
paper, natural gas and biomass can be used as alternative fuels and the associated system
is referred to as natural gas-Fired CHP (ng-fired CHP) and biomass-Fired CHP (bio-fired
CHP). Assuming that all three types of CHP units are operating in the heat-constant power
mode, there will be differences in the thermoelectric efficiency [43]. The electric power and
heating power output can be obtained using (5) and (6), respectively.

Pwdt
chp = Pwdt

chp,ng + Pwdt
chp,coal + Pwdt

chp,bio⎧⎪⎨⎪⎩
Pwdt

chp,ng = ηchp,ngLHVngVwdt
chp,ng × 10−3

Pwdt
chp,coal = ηchp,coal LHVcoalmwdt

chp,coal
Pwdt

chp,bio = ηchp,bioLHVbiomwdt
chp,bio

(5)

Qwdt
chp = Qwdt

chp,ng + Qwdt
chp,coal + Qwdt

chp,bio⎧⎪⎨⎪⎩
Qwdt

chp,ng = rchp,ng·Pwdt
chp,ng

Qwdt
chp,coal = rchp,coal ·Pwdt

chp,coal
Qwdt

chp,bio = rchp,bio·Pwdt
chp,bio

(6)

where Pwdt
chp,ng, Pwdt

chp,coal and Pwdt
chp,bio represent the output power (MW) of the three types of

CHP units in stage w of a typical day d at time t; ηchp,ng, ηchp,coal and ηchp,coal show the power
generation efficiency of the three types of CHP units; LHVng indicates the calorific value
(kWh/m3) of the natural gas whilst the calorific value (MWh/ton) of coal and biomass
fuel is denoted by LHVcoal and LHVbio, respectively; Vwdt

chp,ng is the input flow rate (m3/h) of

the natural gas to the ng-fired CHP; mwdt
chp,coal and mwdt

chp,bio represent the fuel input volume
(ton/h) of coal and biomass to the coal-fired CHP and bio-fired CHP, respectively; the
output heat power (MW) of the three types of CHP units is indicated by Qwdt

chp,ng, Qwdt
chp,coal

and Qwdt
chp,bio, respectively. Last but not least, rchp,ng, rchp,coal and rchp,bio is the heat-to-power

ratios of the three types of CHP units, respectively.
The electric power output of the CHP unit is also constrained by the ramping capability

as specified in (7).⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

−πchp,ng,max ∑
k≤w

Capk
chp,ng ≤ Pwdt

chp,ng − Pwd(t−1)
chp,ng ≤ πchp,ng,max ∑

k≤w
Capk

chp,ng

−πchp,coal,max ∑
k≤w

Capk
chp,coal ≤ Pwdt

chp,coal − Pwd(t−1)
chp,coal ≤ πchp,coal,max ∑

k≤w
Capk

chp,coal

−πchp,bio,max ∑
k≤w

Capk
chp,bio ≤ Pwdt

chp,bio − Pwd(t−1)
chp,bio ≤ πchp,bio,max ∑

k≤w
Capk

chp,bio

(7)

where Capk
chp,ng, Capk

chp,coal and Capk
chp,bio represent the installed capacity (MW) of the

three types of CHP units in stage k (k ≤ w); πchp,ng,max, πchp,coal,max and πchp,bio,max is the
maximum ramping capability (MW/h) of the three types of CHP units, respectively.

2.5. Fired Boiler

Similar to the CHP unit, the Fired Boiler (FB) can also use a variety of fuels including
coal, natural gas and biomass and these can be categorized as coal-fired FB, ng-fired FB
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and bio-fired FB [44]. The output heating power of these FBs can be calculated using
Equation (8).

Qwdt
f b = Qwdt

f b,ng + Qwdt
f b,coal + Qwdt

f b,bio⎧⎪⎨⎪⎩
Qwdt

f b,ng = η f b,ngLHVngVwdt
f b,ng × 10−3

Qwdt
f b,coal = η f b,coal LHVcoalmwdt

f b,coal
Qwdt

f b,bio = η f b,bioLHVbiomwdt
f b,bio

(8)

where Qwdt
f b,ng, Qwdt

f b,coal and Qwdt
f b,bio denote the output electric power (MW) of the three types

of FBs in stage w of a typical day d at time t, respectively; η f b,ng, η f b,coal and η f b,bio are the
energy conversion efficiency of the three types of FBs, respectively. The input flow rate
(m3/h) of the natural gas to the ng-fired CHP is represented by Vwdt

f b,ng whilst the input
volume (ton/h) of coal and biomass fuel to the coal-fired FB and bio-fired FB is shown by
mwdt

f b,coal and mwdt
f b,bio, respectively.

2.6. Hydrogen Fuel Cell

The Hydrogen Fuel Cell (HFC) uses hydrogen as fuel to achieve combined heat and
power generation and its power generation efficiency is higher than that of the aforemen-
tioned three types of CHP units [45]. The model of the electric heating power output of an
HFC is similar to that of a CHP unit, which can be defined using Equations (9)–(11).

Pwdt
h f c = LHVh·ηh f cVwdt

h f c × 10−3 (9)

Qwdt
h f c = rh f c·Pwdt

h f c (10)

−πh f c,max ∑
k≤w

Capk
h f c ≤ Pwdt

h f c − Pwd(t−1)
h f c ≤ πh f c,max ∑

k≤w
Capk

h f c (11)

where Pwdt
h f c and Qwdt

h f c is the output electric power and heating power (MW) of the HFC
in stage w of a typical day d at time t whilst ηh f c and rh f c represent the power generation
efficiency and heat-to-electricity ratio of the HFC, respectively; Vwdt

h f c is the input flow rate

(m3/h) of hydrogen to the HFC.

2.7. Energy Storage Equipment

The energy storage equipment deployed in Cement-IIES includes the Oxygen Storage
Tank (OST), Hydrogen Storage Tank (HST) and Battery (BT). The mathematical models
of the three types of energy storage are similar and the main differences are the storage
medium and charging/discharging capabilities. Model details of the OST are illustrated in
(12)–(14) [46].

2.7.1. Constraint for Energy Storage State

The gas storage state of the OST at each time interval needs to satisfy the upper
and lower limit of the gas tank, which is generally expressed as the product of the limit
coefficient and the installed capacity. This can be shown in (12).

μost,min ∑
k≤w

Capk
ost ≤ Swdt

ost ≤ μost,max ∑
k≤w

Capk
ost (12)

where μost,min and μost,max indicate the minimum and maximum coefficients, respectively;
the installed capacity (m3) of the OST in stage k (k ≤ w) is denoted by Capk

ost.
It can be observed from (13) that the value of Swdt

ost is related to the gas storage state at

the previous time interval Swd(t−1)
ost and the charging and discharging state at the current

moment in stage w of a typical day d at time t. To ensure that the scheduling instructions
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can be executed periodically, the value of Swdt
ost is fixed at the initial time and end time of

each typical day.⎧⎨⎩
Swdt

ost = 0.5· ∑
k≤w

Capk
ost t = 1, T

Swdt
ost = Swd(t−1)

ost (1 − σost) +
(

Vwdt
ost,ch·ηost,ch − Vwdt

ost,dis/ηost,dis

)
Δt 2 ≤ t ≤ T − 1

(13)

where σost indicates the self-loss coefficient of the OST gas storage; Vwdt
ost,ch and Vwdt

ost,dis
represents the gas inflating and deflating rate (m3/h) in stage w of a typical day d at
time t, respectively; the charge and discharge efficiency of the OST is denoted by ηost,ch
and ηost,dis, respectively.

2.7.2. Constraints for Inflation and Deflation Flow and Electric Power

The inflation and deflation behavior of the OST also needs to satisfy the constraints
specified in (14). ⎧⎪⎪⎪⎨⎪⎪⎪⎩

0 ≤ Vwdt
ost,ch ≤ γost,chxwdt

ost,ch ∑
k≤w

Capk
ost

0 ≤ Vwdt
ost,dis ≤ γost,disxwdt

ost,dis ∑
k≤w

Capk
ost

xwdt
ost,ch + xwdt

ost,dis ≤ 1

(14)

where γost,ch and γost,dis represent the inflation and deflation ratio of the OST, reflecting the
relationship between the inflation and deflation flow rate and the OST capacity; xwdt

ost,ch and
xwdt

ost,dis are binary variables which place a restriction that the OST cannot inflate and deflate
at the same time.

2.8. Power Generation Device Using Low-Temperature Waste Heat

The cement rotary kiln system is the core of cement production and its internal material
balance and heat balance relationship is illustrated in Figure 2 [47].
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Figure 2. Internal Material Balance and Heat Balance of Cement Rotary Kiln System.
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During the calcination process of the clinker within the rotary kiln, the surface tem-
perature of the cylinder body can reach approximately 240–350 ◦C and this amount of the
low-temperature waste heat will be dissipated in the air if not utilized.

Meanwhile, the temperature of the cement clinker produced from the kiln head can
reach 1450 ◦C and it needs to enter the cooler to be cooled down to about 100 ◦C by cold
air. The waste heat from the clinker can heat the cold air to 500–900 ◦C with considerable
recycling potential. The existing three-chamber heat exchange system of the cooler already
utilizes the waste heat of the clinker to heat the secondary air entering the kiln and the
tertiary air entering the furnace, which minimizes the fuel consumption of the rotary kiln
system. However, there is still 200–250 ◦C low-temperature flue gas waste heat in the
secondary air and tertiary air that can be reused.

As a result, the waste heat utilization of the cement rotary kiln considered in this paper
mainly focuses on the waste heat recovery from the Cylinder Waste Heat Recovery System
(CWHC) and the Three Chamber Heat Exchange System of Cooler (TCHE).

2.8.1. Cylinder Waste Heat Recovery System

Taking the cement production line with a daily output of 5000 tons in the existing
cement factory as an example [48], the amount of reusable heating power can be calculated
using Equation (15) when the CWHC adopts convective heat transfer and radiation heat
transfer.

Qwdt
cwhc = hcht·ΔTwdt

cwhc·Sw
cwhc (15)

where hcht represents the convective heat transfer coefficient in W/(m2·K) whilst ΔTwdt
cwhc

indicates the difference between the average surface temperature of the cylinder and the
ambient temperature K. The surface area (m2) of the cylinder is illustrated by Sw

cwhc.

2.8.2. Three-Chamber Heat Exchange System of Cooler

The amount of heating power that can be recovered from the secondary air and tertiary
air by TCHE is calculated using (16).

Qwdt
tche = c f ume,p·ρ f ume·Vwdt

tche ·ΔTwdt
tche (16)

where c f ume,p shows the constant pressure-heat ratio (kJ/(kg·K)) of the flue gas whilst ρ f ume

represents the density (kg/m3) of the flue gas. Vwdt
tche is the flow rate (m3/h) of flue gas

during the waste heat recovery and ΔTwdt
tche is the temperature difference (K) before and after

the flue gas recovery.

2.8.3. Heat Balance during Low-Temperature Waste Heat Recovery

Part of the low-temperature waste heat recovered by CWHC and TCHE can be used for
power generation when applying the Organic Rankine Cycle (ORC) technology. Similarly,
part of the input heat for the Absorption Chiller (AC) can also be used to supply the heating
and hot water demand of cement units, office buildings and dormitory areas. The deficit in
demand for heating and domestic hot water can be covered by high-grade heating energy.
Equation (17) indicates the heat balance relationship during the low-temperature waste
heat recovery, which can also be referred to as the low-grade heating bus balance.

Qwdt
cwhc + Qwdt

tche = Pwdt
orc /ηorc + Qwdt

ac /COPac + Lwdt
heat,low (17)

where Pwdt
orc is the output electric power (MW) of the ORC system and ηorc is the power

generation efficiency of the ORC system; Qwdt
ac denotes the output cooling power (MW)

of the AC whilst COPac is the energy efficiency coefficient of the AC; Lwdt
heat,low indicates

the low-grade heat demand (MW) that needs to be met during the production and living
activities (referred to “non-core activities”) other than the limestone calcination.
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2.9. Oxygen-Enriched Combustion and Carbon Capture Technologies

Major carbon capture technologies include pre-combustion capture technology, post-
combustion capture technology and oxygen-enriched combustion technology. The oxygen-
enriched combustion technology has gained popularity because of its high carbon capture
rate and low investment cost [35]. Its working principle is to replace the air within the
combustion chamber with a mixture of oxygen and circulating CO2 flow to generate a
highly concentrated CO2 flow (unchanged total amount with improved purity), which is
easier to be captured by the carbon capture Compression Purification Unit (CPU) [49].

Carbon capturing is a costly process and cement kilns typically cannot provide all
the required energy. It is a common practice to provide the energy for carbon capture
in cement factories from coal-fired power plants or by burning natural gas after adding
waste heat boilers [34,50]. In this paper, there are multiple approaches to meet the energy
demand of the CPU including the utilization of three types of CHP units and FB, as well as
the low-temperature waste heat recovery of the rotary kiln system, which can effectively
reduce the CPU’s dependence on expensive external energy.

2.9.1. Power Demand of CPU

The power demand of the CPU varies depending on the source of the carbon emission.
Pwdt

cpu,cal , Pwdt
cpu,chp and Pwdt

cpu, f b represent the power demand of CPU for capturing carbon from
limestone calcination, CHP unit and FB and can be derived using Equation (18).

Pwdt
cpu = Pwdt

cpu,cal + Pwdt
cpu,chp + Pwdt

cpu, f b⎧⎪⎪⎨⎪⎪⎩
Pwdt

cpu,cal = κcpuαwdt
cal εcarb

cal mwdt
cal

Pwdt
cpu,chp = κcpu

(
εcarb

chp,ngαwdt
chp,ngPwdt

chp,ng + εcarb
chp,coalα

wdt
chp,coal P

wdt
chp,coal + εcarb

chp,bioαwdt
chp,bioPwdt

chp,bio

)
Pwdt

cpu, f b = κcpu

(
εcarb

f b,ngαwdt
f b,ngQwdt

f b,ng + εcarb
f b,coalα

wdt
f b,coalQ

wdt
f b,coal + εcarb

f b,bioαwdt
f b,bioQwdt

f b,bio

) (18)

where κcpu represents the energy (MWh/ton) required by the CPU to capture one unit
of CO2 whilst αwdt

cal reflects the carbon capture level of the CPU for limestone calcination;
αwdt

chp,ng, αwdt
chp,coal and αwdt

chp,bio show the carbon capture levels of the CPU for three types of

CHP units and αwdt
f b,ng, αwdt

f b,coal and αwdt
f b,bio indicate that of the CPU for three types of FB; εcarb

cal
denotes the carbon emission intensity (ton/ton) during the limestone calcination. The
carbon emission intensity (ton/MWh) of the three types of CHP units are denoted as εcarb

chp,ng,

εcarb
chp,coal and εcarb

chp,bio whilst the intensity (ton/MWh) of the three types of FB are represented

by εcarb
f b,ng, εcarb

f b,coal and εcarb
f b,bio.

It should be noted that the carbon dioxide produced from biomass fuel does not need
to specifically proceed. When considering carbon capture in this paper, it is equivalent that
the bio-fired CHP and bio-fired FB will produce “negative carbon emission” and can obtain
a reward for carbon reduction.

2.9.2. Constraints for CPU Carbon Capture Level

In the CPU model established in this paper, it is assumed that the upper limit of the
CPU’s carbon capture level for the CHP unit and GB relies on whether the CHP unit and
GB use oxygen-enriched combustion. Binary variables ζwdt

chp and ζwdt
gb are introduced to

indicate whether the CHP unit and GB are in the oxygen-enriched combustion state. The
expression (19) defines the relevant constraints.⎧⎪⎪⎨⎪⎪⎩

0 ≤ αwdt
chp ≤ ζwdt

chp α
oxy
chp,max +

(
1 − ζwdt

chp

)
αchp,max

0 ≤ αwdt
f b ≤ ζwdt

f b α
oxy
f b,max +

(
1 − ζwdt

f b

)
α f b,max

0 ≤ αwdt
cal ≤ αcal,max

(19)

where αcal,max is the maximum carbon capture level of the CPU for limestone calcination;
α

oxy
chp,max and αchp,max represent the maximum carbon capture level of the CPU for the
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CHP unit with and without oxygen-enriched combustion. Similarly, α
oxy
f b,max and α f b,max

indicate the maximum carbon capture level of the CPU for the FB with and without
oxygen-enriched combustion.

2.9.3. Net Carbon Emission of Limestone Calcination, CHP Units and FB

When the oxygen-enriched combustion and carbon capture are considered, the net
carbon emissions of the limestone calcination, CHP units and FB can be calculated using (20).⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

Ewdt
cal,carb =

(
1 − αwdt

cal

)
εcal,carbmwdt

cal

Ewdt
chp,carb =

(
1 − αwdt

chp

)(
εcarb

chp,ngPwdt
chp,ng + εcarb

chp,coal P
wdt
chp,coal

)
Ewdt

f b,carb =
(

1 − αwdt
f b

)(
εcarb

f b,ngQwdt
f b,ng + εcarb

f b,coalQ
wdt
f b,coal

)
Ewdt

bio,carb = αwdt
chp εcarb

chp,bioPwdt
chp,bio + αwdt

f b εcarb
f b,bioQwdt

f b,bio

(20)

where Ewdt
cal,carb, Ewdt

chp,carb and Ewdt
f b,carb denote the net carbon emissions of the limestone cal-

cination, CHP units and FB; Ewdt
bio,carb is the “negative carbon emission” of biomass fuel

because of carbon capture.

2.9.4. Oxygen Requirement for Oxygen-Enriched Combustion

The relationship between the amount of oxygen consumed by the CHP unit and FB
when they are in an oxygen-enriched combustion state and the associated output power is
shown in (21) [51]. {

Vwdt
chp,oxy = ζwdt

chp χchp,oxyPwdt
chp

Vwdt
f b,oxy = ζwdt

f b χ f b,oxyQwdt
f b

(21)

where χchp,oxy and χ f b,oxy represent the amount of oxygen required (m3/MWh) to output
unit power when the CHP unit and FB are in the oxygen-enriched combustion state.

3. Problem Formulation

After establishing the model of Cement-IIES in Section 2, this section builds a multi-
stage planning model for the Cement-IIES including the objective function and constraints.

3.1. Objective Function

The system planning aims to minimize the expenditure in the entire planning cycle.
As shown in (22), the expenditure includes initial equipment technology investment cost at
each stage, power grid electricity exchange cost, fuel purchase cost, oxygen selling income,
system equipment operation and maintenance cost, renewable energy curtailment and heat
reduction penalty cost, carbon trading cost/gain and green certificate cost/gain.

minTtot = Cinv + ∑
w∈Nw

∑
j∈Ny

1

(1 + r)(w−1)Ny+j ∑
d∈Nd

n(d)

(
Cwd

grid + Cwd
f uel − Cwd

oxy + Cwd
om+

Cwd
res,curt + Cwd

heat,curt + Cwd
carb + Cwd

gc

)
(22)

where Nw indicates the number of planning stages in the planning cycle and Ny represents
the number of years involved in each stage; Nd is the number of typical days being
considered for each year whilst n(d) is the number of days for each typical day group; r is
the discount rate.

In what follows, the mathematical expressions for each cost/income in Equation (22)
are described in detail in Sections 3.1.1–3.1.9.
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3.1.1. Investment Cost

The investment cost Cinv can be further divided according to the type of equipment,
as shown in (23).

Cinv =

⎛⎝ Cinv,wt + Cinv,pv + Cinv,elz + Cinv,chp + Cinv, f b + Cinv,h f c+
Cinv,eb + Cinv,ec + Cinv,ac + Cinv,ost + Cinv,hst + Cinv,bt+
Cinv,cwhc + Cinv,tche + Cinv,orc + Cinv,cpu + Cinv,asu

⎞⎠ (23)

where the investment cost of WT and PV is indicated by Cinv,wt and Cinv,pv and they can be
calculated by (24) and (25), respectively. The investment cost of other equipment can be
derived using (26).

Cinv,wt = ∑
w∈Nw

kw
inv,wtNlw

wt
1

(1 + r)(w−1)Ny
(24)

Cinv,pv = ∑
w∈Nw

kw
inv,pv Aw

pv
1

(1 + r)(w−1)Ny
(25)

Cinv,ϑ = ∑
w∈Nw

kw
inv,ϑCaplw

ϑ

1

(1 + r)(w−1)Ny
(26)

where kw
inv,ϑ denotes the unit investment cost of the equipment in stage w and the unit can

be CNY/MW, CNY/MWh or CNY/m3 depending on the equipment type.
Except for Cinv, the other costs are related to a typical day which will be described in

the following sections.

3.1.2. Power Grid Electricity Exchange Cost

The power grid electricity exchange cost Cwd
grid consists of two parts including the

electricity purchase fee and electricity sale revenue.

Cwd
grid = ∑

t∈Nt

(
kwdt

grid,buyPwdt
grid,buy − kwdt

grid,sell P
wdt
grid,sell

)
Δt (27)

where Pwdt
grid,buy and Pwdt

grid,sell represent the power (MW) purchased and sold in stage w of
a typical day d at time t. The price (CNY/MWh) of purchasing and selling electricity is
represented by kwdt

grid,buy and kwdt
grid,sell , respectively.

3.1.3. Cost of Purchasing Various Types of Fuel

The purchase cost of fuel includes that for natural gas, coal, biomass fuel and hydrogen
and can be calculated using Equation (28).

Cwd
f uel = ∑

t∈Nt

(
kwdt

ng,buyVwdt
ng,buy + kwdt

coal,buymwdt
coal,buy + kwdt

bio,buymwdt
bio,buy + kwdt

h,buyVwdt
h,buy

)
Δt (28)

where Vwdt
h,buy is the amount (m3/h) of hydrogen purchased for the system; the purchase

price (CNY/m3) of natural gas and hydrogen is denoted by kwdt
ng,buy and kwdt

h,buy. For the

purchase price (MWh/ton) of coal and biomass fuel, they are represented by kwdt
coal,buy

and kwdt
bio,buy.

3.1.4. Cost of Selling Oxygen

The income of oxygen selling can be calculated using Equation (29).

Cwd
oxy = ∑

t∈Nt

(
kwdt

oxy,sellV
wdt
oxy,sell

)
Δt (29)
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where Vwdt
oxy,sell is the amount (m3/h) of selling oxygen from the system; the selling price

(CNY/m3) of oxygen is denoted by kwdt
oxy,sell .

3.1.5. Operation and Maintenance Cost of Equipment

The operation and maintenance cost of the system Cwd
om is shown in (30).

Cwd
om = ∑

t∈Nt

⎡⎢⎢⎢⎢⎣
kom,wtPwdt

wt + kom,pvPwdt
pv + kom,elzPwdt

elz + kom,chpPwdt
chp + kom, f bQwdt

f b +

kom,h f cPwdt
h f c + kom,ebQwdt

eb + kom,ecQwdt
ec + kom,acQwdt

ac + kom,ost

(
Vlwdt

ost,ch + Vlwdt
ost,dis

)
+

kom,hst

(
Vlwdt

hst,ch + Vlwdt
hst,dis

)
+ kom,bt

(
Pwdt

bt,ch + Pwdt
bt,dis

)
+ kom,cwhcQwdt

cwhc+

kom,tcheQwdt
tche + kom,orcPwdt

orc + kom,cpuPwdt
cpu + kom,asuPwdt

asu

⎤⎥⎥⎥⎥⎦Δt (30)

where kinv,ϑ is the unit operation and maintenance cost of the equipment and the unit can
be CNY/MWh or CNY/m3 depending on the type of equipment.

3.1.6. Penalty Fee for Renewable Energy Curtailment

There will be a cost for curtailing wind and solar energy as calculated in (31).

Cwd
res,curt = ∑

t∈Nt

[
kwdt

wt,curt

(
Pwdt

wt, f ore − Pwdt
wt

)
+ kwdt

pv,curt

(
Pwdt

pv, f ore − Pwdt
pv

)]
Δt (31)

where kwdt
wt,curt and kwdt

pv,curt indicate the unit penalty fee (CNY/MWh) for wind and
solar curtailment.

3.1.7. Penalty Fee for Heating Supply Reduction

If the total heat supply exceeds the heat demand of the system, a penalty fee needs to
be paid to reduce the heat supply, as shown in (32):

Cwd
heat,curt = ∑

t∈Nt

kwdt
heat,curt

(
Lwdt

heat,low + Lwdt
heat,high − Lwdt

heat

)
Δt (32)

where kwdt
heat,curt indicates the unit penalty fee (CNY/MWh) to reduce the heat supply; Lwdt

heat
is the total heat demand (MW) of non-core activities; the high-grade heat demand (MW) of
non-core activities is denoted by Lwdt

heat,high.

3.1.8. Carbon Trading Cost/Gain

The operating mechanism of the carbon market can be summarized into four parts:
total amount setting, allowance allocation, trading and penalty for breach of contract [52].
Among them, the setting of the total amount, the allocation of carbon allowance and the
filing of certified emission reductions are mainly completed in the primary market, and the
transactions of carbon allowance and certified emission reductions are mainly carried out
in the secondary market.

In this paper, the baseline method is adopted to determine the carbon allowance of the
generator set in Cement-IIES. When the amount of carbon emission exceeds the free carbon
allowance, expense needs to be paid and it can be calculated by (33) [53].

Cwd
carb = ∑

t∈Nt

kw
carb,tax

(
Ewdt

cal,carb + Ewdt
chp,carb + Ewdt

f b,carb − Ewdt
bio,carb+

εw
grid,carbPwdt

grid,buy − EAw
chp,ng − EAw

chp,coal

)
Δt (33)

where εw
grid,carb is the carbon emission factor (ton/MWh) of the external power grid power

in stage w whilst EAw
chp,ng and EAw

chp,coal represents the carbon allowance (ton/h) of the
ng-fired CHP and coal-fired CHP, respectively.
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The carbon allowance is calculated using (34).{
EAwdt

chp,ng = Pwdt
chp,ngbw

e,ng fr,ng + Qwdt
chp,ngbw

h,ng × 3600 × 10−3

EAwdt
chp,coal = Pwdt

chp,coalb
w
e,coal fl,coal fr,coal f f ,coal + Qwdt

chp,coalb
w
h,coal × 3600 × 10−3 (34)

where bw
e,ng is the power supply reference value (ton/MWh) of the gas-fired unit and

fr,ng ( fr,ng = 1 − 0.6rchp,ng) is the heat supply correction coefficient of the gas-fired unit;
bw

h,ng represents the heat supply reference value (ton/GJ) of the gas-fired unit whilst bw
e,coal

indicates the power supply reference value (ton/MWh) of the coal-fired unit. The correction
coefficient of the cooling mode of the coal-fired unit can be denoted as fl,coal and will take
the value 1; fr,coal( fr,coal = 1 − 0.22rchp,coal) is the correction coefficient of the heat supply
of the coal-fired unit and f f ,coal is the correction coefficient of the output of the coal-fired
unit whose value is 1; bw

h,coal indicates the heat supply reference value (ton /GJ) of the
coal-fired unit.

It is worth noting that, in China, there is no carbon allowance for pure heating facilities
without power generation capability such as FB. In addition, the planning work for Cement-
IIES in this paper does not consider dynamic carbon trading, but only sets the carbon price
according to the current situation of China’s carbon trading market.

3.1.9. Green Certificate Cost/Gain

Green certificate is a certificate issued by the national energy authority to renewable
energy power generators, which proves that the generator has generated a portion of its
electricity from renewable sources [54]. The green certificate mechanism is a supporting
measure to ensure the effective implementation of the Renewable Portfolio Standard (RPS),
and the purpose of implementing the RPS and green certificate trading mechanisms is to
gradually transition renewable energy generation from government subsidies to market-
based subsidies.

When the weight of the renewable energy power consumption is lower than the
required value, the entity which is responsible to consume renewables can purchase green
certificates from the market to compensate for the deficit. By contrast, the green certificate
can be sold to earn a profit if the weight of the renewable consumption is higher than the
target value [39]. Equation (35) shows how the green certificate cost and gain are derived.

Cwd
gc = ∑

t∈Nt

kw
gc

[(
Pwdt

chp + ξchpQwdt
chp

)
βw

ge −
(

Pwdt
wt + Pwdt

pv

)(
1 − βw

ge

)]
Δt (35)

where ξchp is the conversion coefficient of power-heat supply of CHP; βw
ge represents the

required value for the weight of renewable energy consumption in stage w whilst kw
gc

denotes the price (CNY/MWh) of the green certificate.

3.2. Constraints
3.2.1. Balance of Multi-Energy Flow Buses

There are power, heat, cooling, hydrogen and oxygen buses in the system.

(1) Power Bus

The power bus balance is shown in (36).(
Pwdt

grid,buy + Pwdt
wt + Pwdt

pv + Pwdt
chp + Pwdt

h f c + Pwdt
bt,dis + Pwdt

orc =

Pwdt
grid,sell + Pwdt

elz + Qwdt
eb /ηeb + Qwdt

ec /COPec + Pwdt
bt,ch + Pwdt

cpu + Vwdt
asu κasu + Pwdt

raw + Lwdt
elec

)
(36)

where Qwdt
eb represents the output heating power (MW) of the EB with ηeb indicating the

energy conversion efficiency of the EB. Qwdt
ec is the output cooling power (MW) of the EC

with COPec denoting the energy efficiency coefficient of EC. The amount of oxygen (m3/h)
produced by the ASU is represented by Vwdt

asu whilst κasu is the energy (MWh/m3) required
for ASU oxygen production. Lwdt

elec indicates the power demand (MW) of non-core activities.
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(2) Heating Bus

In addition to the low-grade heating bus balance defined in (17), the system also needs
to satisfy the high-grade heating bus balance constraints, as shown in (37).

Qwdt
chp + Qwdt

f b + Qwdt
h f c + Qwdt

eb = Qwdt
cal + Lwdt

heat,high
Qwdt

cal = κcalmwdt
limeθcal

(37)

where Qwdt
cal indicates the heat demand (MW) during the limestone calcination process; κcal

is the heat demand (MWh/ton) to calcine limestone; mwdt
lime denotes the amount (ton/h)

of cement produced; θcal represents the proportional coefficient between the amount of
limestone calcined and the amount of cement produced and the typical value is 1.31.

The high-grade and low-grade heat demands of non-core activities also need to satisfy
the conditions specified in the expression (38).

Lwdt
heat,low + Lwdt

heat,high ≥ Lwdt
heat

Lwdt
heat,high ≥ γheat·Lwdt

heat
(38)

where γheat shows the requirement for the minimum proportion of high-grade heat demand
within the total heat demand.

(3) Cooling Bus

The cold energy demand of the system is provided by both the EC and AC and the
constraint for cooling bus balance is illustrated by (39).

Qwdt
ac + Qwdt

ec ≥ Lwdt
cool (39)

where Lwdt
cool is the cold energy demand (MW) of non-core activities.

(4) Oxygen Bus

From (40), the oxygen is supplied by the ELZ and ASU and consumed by the CHP
unit, the FB where oxygen-enriched combustion occurs and the oxygen trading with
external systems. It is also worth noting that the OST participates in the peak-shaving and
valley-filling of the oxygen bus.

Vwdt
elz,oxy + Vwdt

ost,dis + Vwdt
asu = Vwdt

ost,ch + Vwdt
chp,oxy + Vwdt

f b,oxy + Vwdt
oxy,sell (40)

where Vwdt
oxy,sell is the volume (m3/h) of oxygen being sold.

(5) Hydrogen Bus

The balance of the hydrogen bus is depicted by (41).

Vwdt
elz,h + Vwdt

hst,dis + Vwdt
h,buy = Vwdt

hst,ch + Vwdt
h f c (41)

where Vwdt
h,buy is the amount (m3/h) of hydrogen purchased from the hydrogen suppliers.

3.2.2. Constraint for Equipment Installed Capacity

The installed capacity of the WT and PV in each stage also needs to meet the upper
and lower capacity limit, as shown in (42) and (43), whilst other equipment needs to satisfy
the constraints defined in (44).

0 ≤ π·(5Rwt)
2·Nw

wt ≤ Aw
wt,max (42)

0 ≤ Aw
pv ≤ Aw

pv,max (43)
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0 ≤ Capw
ϑ ≤ Capw

ϑ,max (44)

where Aw
wt,max and Aw

pv,max represent the maximum construction area (m2) of the WT and
PV in stage w, respectively. Capw

ϑ,max is the maximum installed capacity of the equipment
in stage w and the unit can be CNY/MW, CNY/MWh or CNY/m3 depending on the
equipment type.

3.2.3. Constraint for Equipment Operating State

The actual electric power used by the WT and PV should be less than the associated
predicted values, as shown in expression (45) and (46). The electrical output or heating
output of other equipment needs to meet the constraints defined in (47).

0 ≤ Pwdt
wt ≤ Pwdt

wt. f ore (45)

0 ≤ Pwdt
pv ≤ Pwdt

pv. f ore (46)

⎧⎪⎨⎪⎩
μχ,min ∑

k≤w
Capk

χ ≤ Pwdt
χ ≤ μχ,max ∑

k≤w
Capk

χ

μχ,min ∑
k≤w

Capk
χ ≤ Qwdt

χ ≤ μχ,max ∑
k≤w

Capk
χ

(47)

where μχ,min and μχ,max represent the minimum and maximum values of the proportional
coefficients between the equipment output and capacity.

3.2.4. Constraint for Grid Power Exchange

Electricity will be purchased from the external grid when there is an insufficient power
supply in the system. By contrast, the system will sell electricity when there is excess power.
The electricity exchange needs to satisfy the constraints shown in (48).⎧⎪⎨⎪⎩

xwdt
grid,buy·Pw

grid,buy,min ≤ Pwdt
grid,buy ≤ xwdt

grid,buy·Pw
grid,buy,max

xwdt
grid,sell ·Pw

grid,sell,min ≤ Pwdt
grid,sell ≤ xwdt

grid,sell ·Pw
grid,sell,max

xwdt
grid,buy + xwdt

grid,sell ≤ 1
(48)

where Pw
grid,buy,min and Pw

grid,buy,max denote the minimum and maximum amount (MW) of
purchased electricity in stage w. Pw

grid,sell,min and Pw
grid,sell,max represent the minimum and

maximum amount (MW) of sold electricity. xwdt
grid,buy and xwdt

grid,sell are binary variables which
are used to indicate that the system cannot simultaneously purchase and sell electricity.

3.2.5. Constraint for Fuel Purchase and Selling

The amount of purchased and sold natural gas, coal, biomass fuel, hydrogen and
oxygen need to satisfy the constraints specified in (49).⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

Vwdt
ng,buy = Vwdt

chp,ng + Vwdt
f b,ng, Vw

ng,buy,min ≤ Vwdt
ng,buy ≤ Vw

ng,buy,max
mwdt

coal,buy = mwdt
chp,coal + mwdt

f b,coal , mw
coal,buy,min ≤ mwdt

coal,buy ≤ mw
coal,buy,max

mwdt
bio,buy = mwdt

chp,bio + mwdt
f b,bio, mw

bio,buy,min ≤ mwdt
bio,buy ≤ mw

bio,buy,max
Vw

h,buy,min ≤ Vwdt
h,buy ≤ Vw

h,buy,max
Vw

oxy,sell,min ≤ Vwdt
oxy,sell ≤ Vw

oxy,sell,max

(49)

where Vw
ng,buy,min and Vw

ng,buy,max show the minimum and maximum amount (m3/h) of
natural gas being purchased in stage w. The minimum and maximum purchased amount
(ton/h) of coal in stage w is represented by mw

coal,buy,min and mw
coal,buy,max. mw

bio,buy,min and
mw

bio,buy,max depict the minimum and maximum purchased amount (ton/h) of biomass
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fuel in stage w whilst Vw
h,buy,min and Vw

h,buy,max denote the minimum and maximum volume

(m3/h) of hydrogen purchased in stage w. The minimum and maximum volume (m3/h) of
oxygen sold in stage w is Vw

oxy,sell,min and Vw
oxy,sell,max.

4. Case Study

Considering the current production situation of the cement factory production line, the
planning of Cement-IIES is carried out in an industrial park in the southeast coastal area of
China. Figure 3a shows the production characteristics of typical days in the spring-autumn
transition season, summer and winter. In addition to the core production activities, the
characteristics of the electric heating and cooling demand of the cement workshops, office
buildings and dormitory areas are presented in Figure 3b–d. On the summer typical day in
Figure 3b, the electric load is dominant while the heating load is at its trough throughout
the year. When it comes to the winter typical day in Figure 3c, the system’s heating load
other than the lime production line exceeds the cooling load because of low temperature.
The load characteristics of spring/autumn typical days in Figure 3d are between summer
and winter typical days.

(a) (b)

(c) (d)

Figure 3. Characteristics of Cement Production and Seasonal Load of Cement Factory: (a) Cement
Production; (b) Summer Load; (c) Winter Load; (d) Transition Season Load (Spring–Autumn).

4.1. Case Design

The planning cycle of the cement factory energy system is 20 years and it is intended to
expand the production line to increase cement production in the later stage of the planning
cycle. The multi-stage planning model proposed in this paper is applied to conduct multi-
stage flexible planning research on the cement factory with a planning cycle divided into
two stages and each stage is 10 years long. In the planning model, the influence of various
technical, economic, political and environmental factors is considered when setting the
parameters. More specifically, these factors include the resource characteristics of the area,
the policy environment for carbon trading and green certificate trading, the efficiency of
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energy production, cost changes, price trends of external energy market transactions and
constraints such as available construction area.

To evaluate the performance of the proposed planning method, four sub-cases are
compared. Case 1 is configured as the base case and uses the phased implementation
method which is the modeling and planning method proposed in this paper. For Case
2, the traditional single-stage planning method (i.e., one-step-reach) is applied without
considering the phased changes in the load and complex parameters. Different from Case 1,
Case 3 does not consider the recycling of low-grade waste heat from the rotary kiln system
whilst Case 4 does not involve the use of oxygen-enriched combustion and carbon capture
technologies. The parameter configuration of the test system can be seen in Appendix A.

4.2. Comparison of Case Results

The case study is run on a desktop computer with an i7-9700KF processor and 32 GB
memory. The program is written in Matlab R2022a and solved by Yalmip + Gurobi (Version
9.5.1). Table 1 shows the results of Cases 1–4.

Table 1. Comparison of Case Results: Cost and Benefit.

Case 1
Case 2

Case 3 Case 4

Stage I Stage II Stage I Stage II Stage I Stage II

Total cost (CNY 1010) 1.11 1.29 1.13 1.33
Total cost by stages (CNY 109) 7.29 3.78 - 7.43 3.85 8.36 4.97
Initial devices investment cost

(CNY 108) 12.42 3.61 12.30 12.51 3.58 10.92 3.30

Annual green certificate trading cost
(CNY 107) −1.36 −2.65 −1.26 −1.36 −2.65 −1.40 −2.71

Annual natural gas purchasing cost
(CNY 108) 2.53 3.34 2.90 2.56 3.39 2.18 2.73

Annual coal purchasing cost (CNY 108) 3.17 4.73 4.73 3.17 4.74 3.15 4.67
Annual biomass purchasing cost

(CNY 108) 1.22 2.28 1.90 1.22 2.28 1.22 2.28

Annual hydrogen purchasing cost
(CNY 106) 0.00 0.00 0.00 0.00 0.00 5.25 0.00

Annual electricity trading cost
(CNY 107) 11.68 9.58 12.83 12.35 10.87 5.11 0.57

Annual oxygen trading cost (CNY 107) 2.99 3.58 3.58 2.99 3.58 2.99 3.58
Annual maintenance cost (CNY 107) 4.34 5.41 5.07 4.21 5.28 4.04 5.01

Fuel carbon cost (CNY 107) 2.59 1.48 2.69 3.21 1.60 20.03 32.17
Electricity carbon cost (CNY 107) 1.40 1.28 1.38 1.47 1.48 0.59 0.32
Limestone calcination carbon cost

(CNY 107) 1.70 0.52 2.10 1.90 0.52 8.89 14.94

Biomass carbon income (CNY 107) 3.10 7.89 4.91 3.05 7.92 0.00 0.00
Annual fuel CO2 emission (105 ton) 3.59 2.23 3.96 4.11 2.30 18.07 20.46

Annual electricity CO2 emission
(105 ton) 1.17 0.76 1.15 1.22 0.88 0.49 0.19

Annual limestone calcination CO2
emission (105 ton) 1.42 0.31 1.75 1.58 0.31 7.41 8.89

Penalty fee for wind/solar power
curtailment (CNY) 0.00 0.00 0.00 0.00 0.00 0.00 0.00

Penalty fee for heating power
curtailment (CNY) 0.00 0.00 0.00 0.00 0.00 0.00 0.00

Energy utilization efficiency (%) 68.24 70.18 69.52 67.79 69.32 69.89 71.91

In terms of economy, the total cost of Case 1 in the entire planning cycle is lower than
that of the other three cases and accounts for 86.12% of the cost of Case 2, 98.16% of the
cost of Case 3 and 83.02% of the cost of Case 4. Case 2 does not consider the development
of energy equipment technology, the available area for renewable energy construction and
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the energy demand of cement factories in various stages, resulting in excess requirements
for traditional energy equipment in the early stage of planning and insufficient utilization
of renewable resources including WT and PV in the later stage. Meanwhile, carbon capture
reduces the cost of the carbon emission and increases income via the “negative carbon
emission” of biomass fuel. Furthermore, the reuse of low-temperature waste heat reduces
the system’s reliance on the external energy source. All of the aforementioned factors
improve the economic performance of the system.

From the perspective of environmental protection, Case 1 has the lowest amount of
total carbon emission from limestone calcination, fossil fuel use and electricity consumption
because the carbon emitted from the combustion of coal and natural gas is captured and
stored by the CPU. Compared with Case 4, the carbon emission of Case 1 is approximately
17% of that in Case 4. In addition, there are gains of CNY 3.10 × 107 and CNY 7.89 × 107

from the “negative carbon emission” of biomass fuel after using oxygen-enriched combus-
tion and carbon capture.

Concerning energy efficiency, the energy utilization efficiency of Case 1, Case 3 and
Case 4 in the second stage is higher than that in the first stage due to the improvement in
the energy conversion efficiency of the WT, PV, ELZ, HFC and other equipment. It can be
observed that the energy efficiency of Case 2 where single-stage planning is applied is not
the lowest and the energy efficiency ratio in both stages of Case 4 is higher than that of Case
1. This is because the cost of oxygen storage and energy loss during carbon capture can
slightly lower the system’s energy efficiency even though the oxygen-enriched combustion
and carbon capture technologies deployed in Case 1 and Case 3 can significantly improve
the environmental performance of the system. Moreover, the energy efficiency ratios of
the two stages in Case 1 are higher by 0.45% and 0.86% compared to Case 3 because of the
reuse and utilization of low-grade waste heat from the rotary kiln system.

4.3. Capacity and Investment Costs of Equipment in Various Stages

The results of Case 1 will be comprehensively analyzed in the following sections. The
installed equipment capacity is shown in Figure 4 whilst the investment cost proportion for
the two stages is presented in Figure 5. It should be noted that the meanings of the upper
and lower case abbreviations for the equipment or technologies in Figures 4 and 5 are given
in the Nomenclature.

Figure 4. Installed Capacity of Equipment in Two Stages of Case 1.

Since cement production requires a massive amount of heat energy, the installed
capacity of the FB and EB used to provide the heat load of calcination is significantly higher
than other energy-producing and consuming equipment. In the first stage, the eight types
of equipment with the highest investment cost proportion are the WT, PV, ELZ, FB, HFC,
CHP, EB and CPU. In the second stage, the ranking slightly changes but the renewable
units, FB and CHP still account for the major portion of the cost.
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Figure 5. Proportion of Equipment Investment Cost in Two Stages of Case 1.

The total installed capacity of WT and PV is 69.5 MW and 38.5 MW. Due to the high
construction and maintenance cost of new energy units, WT and PV account for 49.25% of
the total investment in the first phase and reaches 68.19% in the second stage.

CHP has installed a capacity of 22 MW and 5.4 MW in two stages, accounting for
7.19% and 7.97% of the total investment. Although the installed capacity of the bio-fired
CHP is not large, it accounted for 6.02% of the total investment in the second stage due
to its relatively high investment cost (around 6.3 times coal-fired CHP and 3.7 times ng-
fired CHP).

The total investment in FB accounted for 8.25% and 7.35% in the first and second
stages, respectively. The coal-fired FB in the first stage has 240 MW capacity and accounts
for 4.06% of the investment. Limited by the “coal reform” policy, the newly installed
capacity of the bio-fired FB in the second stage exceeds that of the coal-fired FB, which
accounts for 2.78% of the total investment.

The EB can perform as an alternative source of heat and its installed capacity is
91.99 MW and 4.71 MW in the first and second stages, respectively. The corresponding
investment cost accounts for 6.34% and 1.18%, and the EB achieves partial electrification
replacement of FB.

The CPU can significantly reduce carbon emission during limestone calcination and
fuel combustion and its investment cost accounts for 5.25% of the total cost in the first stage
and 4.85% in the second stage.

Compared with the heat demand for limestone calcination, the demand for heat
and cold energy in the non-core activities of the industrial park is relatively low. There-
fore, the installed capacity and investment proportion of the AC and EC equipment are
relatively small.

4.4. System Operation Analysis

In the previous subsections, the overall configuration results of planning schemes
for Cement-IIES have been presented and compared. This section focuses on the detailed
operation status of Cement-IIES in Case 4, which adopts the proposed modeling and
planning method. To be specific, multi-energy flow balance, key equipment operation
output and combustion and carbon capture state are analyzed in sequence.

4.4.1. Multi-Energy Flow Balance

The system energy demand at terminals and the energy flow balance are shown in
Figure 6. The energy flow relationship of electricity, high-grade heating, low-grade heating
and cooling is given in Figure 6a–d, respectively.

As shown in Figure 6a, the power of the system is mainly provided by the renewable
units, purchased electricity and CHP unit whilst most of the power is consumed by the
EB, ELZ and CPU. It can be observed that the system will have two power demand peaks
on different typical days, which is mainly affected by the output state of the EB. To fill the
peak power demand, the BT will switch to the discharging state and the HFC will generate
full power during the peak hours. The peak of electrical load for non-core activities occurs
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between 8:00 and 16:00, which coincides with the peak output of WT and PV. Hence, there is
no large amount of renewable energy available to be used by the ELZ to produce hydrogen
and oxygen in this period.

(a)

(b)

(c)

(d)

Figure 6. Multi-Energy Flow Bus Balance in Two Stages of Case 1: (a) Electrical Power; (b) High-Grade
Heat Demand; (c) Low-Grade Heat Demand; (d) Cooling Energy.

The high-grade heating energy in the cement industrial park is mainly used for
limestone calcination and simultaneously satisfies the high-grade heating demand of non-

143



Processes 2023, 11, 1219

core activities. The low-grade heating energy is mainly used for low-temperature waste
heat power generation and meets the low-grade heating demand of non-core activities.
In the case study, the high-grade heat demand of non-core activities accounts for at least
70% of the total heat demand. Based on Figure 6b, most of the high-grade heating energy
is consumed by limestone calcination, accounting for approximately 99.45% of the total
high-grade heating energy demand. This high-grade heating energy is mainly supplied by
the FB with the CHP, EB and HFC used as the supplementary heating providers.

By contrast, the low-grade heating demand of the system is covered by the low-
temperature waste heat recovered from the rotary kiln system, as shown in Figure 6c. It can
be seen that the surplus low-temperature waste heat is used to drive ORC power generation
and supply AC refrigeration.

In Figure 6d, the cooling energy demand of the system is mainly provided by the
AC and EC acts as the supplementary source for the cooling demand peak on a typical
summer day.

4.4.2. Operation Output of Key Equipment

Based on the energy flow balance analysis in Section 4.4.1, Figures 7 and 8 further
illustrate the output of the CHP and FB. More specifically, the coal-fired CHP and bio-fired
CHP keep generating at full power and this is because the CHP discussed in this paper
operates in the heat-constant power mode which means the heat-to-power ratio of the
coal-fired CHP (rchp,coal in Equation (6)) and bio-fired CHP (rchp,bio in Equation (6)) is higher
than that of the ng-fired CHP (rchp,ng in Equation (6)). To satisfy the high heat demand, the
former two CHPs have a higher priority to generate than the ng-fired CHP.

Figure 7. CHP Output in Two Stages of Case 1.

Figure 8. FB Output in Two Stages of Case 1.

Regarding FB, the heating efficiency of bio-fired FB (η f b,bio in Equation (8)) can reach
0.9 which is higher than 0.6 for coal-fired FB (η f b,coal in Equation (8)). In addition, biomass
fuel can be used in conjunction with CPU to achieve “negative carbon emission” so that
carbon trading subsidies can be obtained. Consequently, the bio-fired FB has the highest
output priority and it typically keeps generating at full power.
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Figure 9 depicts the relationship between the supply and demand of hydrogen and
oxygen relationship, as well as the operating status of the HST and OST.

(a)

(b)

Figure 9. Relationship between Oxygen/hydrogen Input and Output in Two Stages of Case 1:
(a) Hydrogen; (b) Oxygen.

Figure 9a presents the relationship between oxygen input and output in two stages
of Case 1. It can be seen that the HST installed capacity in the first stage is 1.63 × 105 m3

and it is expanded to 1.87 × 105 m3 in the second stage. The HST is mainly used to store
the hydrogen produced by the ELZ during the low power demand period and supply
hydrogen when the HFC is dispatched to shave the peak demand. In addition, the hydrogen
supply in the system is sufficient, so there is no need to purchase additional hydrogen from
external suppliers.

Concerning the OST, the installed capacity in the first stage is 1.50 × 105 m3, which is
expanded to 2.00 × 105 m3 in the second stage, as shown in Figure 9b. The oxygen discussed
in this paper is the by-product when the ELZ electrolyzes water to produce hydrogen and
can satisfy the oxygen demand of the CHP and FB to achieve oxygen-enriched combustion.
The relationship between the oxygen input and output in Figure 9b is more complex than
that of hydrogen, where most of the oxygen is injected into the FB and CHP. Due to the
high market price of oxygen, the system keeps selling 5 × 103 m3/h and 6 × 103 m3/h of
oxygen to external parties in the first and second stages, respectively. It is worth noting
that the OST has a relatively weak capability for peak-shaving and valley-filling because of
limited construction capacity.

4.4.3. State of Oxygen-Enriched Combustion and Carbon Capture

Since the oxygen-enriched combustion and carbon capture technologies have a signifi-
cant influence on the system’s environmental performance, this subsection analyzes their
operation status in detail. The hourly carbon emission and capture during the limestone
calcination process on each typical day are shown in Figure 10. The dark blue part of the
stacked histogram represents the amount of carbon emission from the limestone calcination
process after applying the carbon capture technology whilst the light blue session indicates
the amount of reduced carbon emissions by using carbon capture technology. A large por-
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tion of CO2 is produced during the limestone calcination process with the carbon emission
peaking at 118.11 ton/h and 136.81 ton/h in the first and second stages, respectively. In
certain cement production peak periods in the first stage, the capture level of CPU is 0 but it
typically can reach the highest value of 98% during other peak periods. In the second stage,
the installed capacity of the CPU is further expanded and 98% of the carbon emissions are
captured most of the time.

Figure 10. Carbon Emission and Capture during Limestone Calcination in Two Stages of Case 1.

The application of oxygen-enriched combustion in the CHP and FB can affect the
upper limit for the carbon capture level of the CPU. More specifically, the carbon capture
level can reach 98% if oxygen-enriched combustion is employed. Otherwise, the upper
limit of the carbon capture level will be 90%. The state of oxygen-enriched combustion and
carbon capture of the three types of CHP and FB under the aforementioned condition is
shown in Figure 11. When the carbon capture level is higher than the red dotted line (90%),
it means the CHP/FB has implemented oxygen-enriched combustion.

(a)

(b)

Figure 11. State of Oxygen-Enriched Combustion and Carbon Capture of CHP and FB in Two Stages
of Case 1: (a) CHP; (b) FB.
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The CHP in Figure 11a and FB in Figure 11b operate in the oxygen-rich combustion
state mostly at night, that is, 0:00–6:00. In this period, the green power is abundant while
the power load is low, so the surplus renewable generation can be used to drive the ELZ
and produce hydrogen and oxygen. The oxygen is then supplied to the CHP and FB
to support oxygen-rich combustion. This finding is consistent with the trends shown in
Figures 6a and 9b.

Comparing Figure 10 with Figure 11, it can be observed that the moment when CHP
and FB are in the state of oxygen-enriched combustion misalign with the moment when
the carbon capture level of limestone calcination reaches the upper limit. This is because of
the upper limit on the total amount of carbon that can be captured by the CPU.

This paper also considers the “negative carbon emission” effect of biomass fuel, and
the carbon emission of bio-fired CHP and bio-fired FB after carbon capture is illustrated in
Figure 12.

Figure 12. “Negative Carbon Emission” Effect of Biomass Fuel Equipment in Two Stages of Case 1.

In Figure 12, the dark green and dark purple parts of the stacked histogram repre-
sent the carbon emission from the bio-fired CHP and bio-fired FB when carbon capture
technology is applied whilst the light green and light purple session indicates the amount
of reduced carbon emission by using carbon capture technology. It can be seen that the
maximum income of 4.41 × 103 CNY/h and 9.66 × 103 CNY/h can be obtained in the
first and second stages if carbon capture is implemented on biomass fuel equipment. With
the potential economic benefits of “negative carbon emission” from biomass fuels, among
the three types of CHP and FB, bio-fired CHP and bio-fired FB are optimized to operate
more in the oxygen-rich combustion state, so as to achieve a higher level of carbon capture,
which can also be found in Figure 11.

5. Discussion

This paper effectively addressed the lack of IIES planning methods that combine
specific industrial processes. Taking the cement industry as an example, we focus on the
massive carbon emissions caused by lime calcination and skillfully couple the production
process with the multi-energy system to convert low-temperature waste heat dissipated
in the air into useful energy for production and living needs. Especially, the integration
of oxygen-enriched combustion and carbon capture technology can help cement plants
improve their environmental performance at the source of carbon emissions.

In addition to the comprehensive utilization of carbon reduction technologies, the
multi-stage planning method proposed in this paper can overcome the inflexibility issue
of traditional single-stage planning, and help the cement industry achieve optimal perfor-
mance in terms of environmental protection, economic efficiency and energy efficiency,
which have been validated in the above case study.

Although a series of valuable qualitative and quantitative findings have been obtained,
there are still some shortcomings or areas for further research.
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From a technical perspective, the impact of oxygen-enriched combustion on generation
set operating conditions outside of carbon emissions, especially the emissions characteristics
of SO2 and NOx, has not been considered. In addition, the next step in dealing with
CO2 after the compression and purification by the CPU has not been fully explored. If
underground storage is considered, issues such as requirements on geological conditions
and transportation, as well as impacts on the surrounding environment need to be analyzed.

The planning approach and method proposed in this paper can be applied to other
energy-intensive and carbon-intensive industries. In China, although pilot carbon markets
in some regions have covered some industrial and transportation sectors, the national
carbon market currently only includes the power generation sector, and the carbon al-
lowance in this paper only considers power generation units. If heating systems, cement
and other industries’ production processes can be included in the national carbon market
in the future, the planning model in this paper can be further improved.

Due to the long-term nature of planning issues, the carbon trading and green certificate
trading mechanisms and prices are relatively simple in this paper, with fixed carbon
prices and green certificate prices at specific stages. It will be meaningful to further
conduct research on real-time or intra-day optimal operation strategies for Cement-IIES
and analyze the system’s potential of flexibly adjusting to the dynamic carbon price and
green certificate price. In particular, it is meaningful to analyze the sensitivity of low-carbon
energy technologies to incentive signals such as carbon price, green certificate price and
external system flexibility requirements.

6. Conclusions

This paper focuses on the modeling and multi-stage planning of the Cement-IIES with
high energy consumption and carbon emission. Combined with the energy flow and mate-
rial flow of the actual cement production line, a Cement-IIES considering multiple carbon
reduction technologies including low-temperature waste heat recovery, oxygen-enriched
combustion, carbon capture, hydrogen and oxygen production using electrolysis, energy
storage and fuel/technology substitution is proposed. Furthermore, a multi-stage flexible
planning method for the Cement-IIES with consideration of green certificate trading and
carbon trading is proposed by examining the periodic changes in technical and economic
parameters. The case study demonstrates that the economic efficiency of the proposed
planning method improves by 13.88% when compared with the traditional single-stage
planning method. Meanwhile, it can flexibly adapt to changes in various policies including
the “coal reform”, green certificate trading and carbon allowance and thus allocate rea-
sonable investment in equipment in different stages. The application of low-temperature
waste heat recovery technology can increase the system energy efficiency ratio by 0.45%
and 0.86% in the first and second stages whilst the oxygen-enriched combustion and carbon
capture technology can reduce the total carbon emission of the system by approximately
83%. In addition, the “negative carbon emission” effect of the biomass fuel equipment
can help the system earn 3.10 × 107 CNY/year and 7.89 × 107 CNY/year in the first and
second stages, respectively. In addition, the limitations of this work and our future research
directions are discussed.
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Nomenclature

WT, wt Wind turbine
PV, pv Photovoltaic
ELZ, elz Electrolyzer
CHP, chp Combined heat and power
FB, fb Fired boiler
HFC, hfc Hydrogen fuel cell
EB, eb Electric boiler
EC, ec Electric chiller
AC, ac Absorption chiller
OST, ost Oxygen storage tank
HST, hst Hydrogen storage tank
BT, bt Battery
CWHC, cwhc Cylinder waste heat recovery system
TCHE, tche Three chamber heat exchange system of cooler
ORC, orc Organic rankine cycle
CPU, cpu Compression purification unit
ASU, asu Air separation unit

Appendix A

Table A1. Values of fixed technical and economical parameters in Case study.

No. Name
Value

(Stage I/
Stage II)

Unit No. Name
Value

(Stage I/
Stage II)

Unit

1 ηwt 0.55/0.572 - 45 ρ f ume 0.748 kg/m3

2 ρair 1.23 kg/m3 46 Vtche 387,000/464,400 m3/h
3 Rwt 40 m 47 ηorc 0.12 -
4 θpv 23 ◦ 48 COPac 1.5 -
5 ηMPPT 0.75 - 49 κcpu 0.0893 MWh/ton
6 ηpv 0.16/0.1664 - 50 εcarb

cal 0.4043 ton/ton
7 ηelz 0.64/0.672 - 51 εcarb

chp,ng 0.3904 ton/MWh
8 λelz 8.01 - 52 εcarb

chp,coal 1.08 ton/MWh
9 LHVh 2.792 kWh/m3 53 εcarb

chp,bio 0.864 ton/MWh
10 LHVng 9.886 kWh/m3 54 εcarb

f b,ng 0.234 ton/MWh
11 LHVcoal 8.141 MWh/ton 55 εcarb

f b,coal 0.83 ton/MWh
12 LHVbio 4.652 MWh/ton 56 εcarb

f b,bio 0.664 ton/MWh
13 ηchp,ng 0.45 - 57 αcal,max 0.98 -
14 ηchp,coal 0.3 - 58 α

oxy
chp,max 0.98 -

15 ηchp,bio 0.3 - 59 αchp,max 0.9 -
16 rchp,ng 0.8 - 60 α

oxy
f b,max 0.98 -

17 rchp,coal 1.9 - 61 α f b,max 0.98 -
18 rchp,bio 1.7 - 62 χchp,oxy 600 m3/MWh
19 πchp,ng,max 100% - 63 χ f b,oxy 600 m3/MWh
20 πchp,coal,max 100% - 64 be,ng 0.3901/0.3121 ton/MWh
21 πchp,bio,max 100% - 65 bh,ng 0.0557/0.0446 ton/GJ
22 η f b,ng 0.9 - 66 be,coal 0.8729/0.6983 ton/MWh
23 η f b,coal 0.6 - 67 bh,coal 0.1104/0.0883 ton/GJ
24 η f b,bio 0.9 - 68 fl,coal 1 -
25 ηh f c 0.5/0.52 - 69 f f ,coal 1 -
26 rh f c 0.65 - 70 ηeb 0.95
27 πh f c,max 100% - 71 COPec 5
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Table A1. Cont.

No. Name
Value

(Stage I/
Stage II)

Unit No. Name
Value

(Stage I/
Stage II)

Unit

28 μost,min 0.075 - 72 κasu 3.03 × 10−4 MWh/m3

29 μost,max 0.9 - 73 εgrid,carb 0.5810/0.5229 ton/MWh
30 σost 0.001 - 74 ξchp 0.3
31 ηost,ch 0.95 - 75 βge 0.18/0.252
32 ηost,dis 0.95 - 76 kgc 100/140 CNY/MWh
33 γost,ch 0.08 h−1 77 κcal 1.4162 MWh/ton
34 γost,dis 0.08 h−1 78 θcal 1.31
35 μhst,min 0.075 - 79 γheat 0.7
36 μhst,max 0.9 - 80 kgrid,sell 300/360 CNY/MWh
37 σhst 0.001 - 81 kng,buy 3.5/4.2 CNY/m3

38 ηhst,ch 0.95 - 82 kh,buy 6.5/5.2 CNY/m3

39 ηhst,dis 0.95 - 83 kcoal,buy 734/954 MWh/ton
40 γhst,ch 0.042 h−1 84 kbio,buy 900/1080 MWh/ton
41 γhst,dis 0.042 h−1 85 koxy,sell 0.682 CNY/m3

42 hcht 23.44 W/(m2·K) 86 kwt,curt 40 CNY/MWh
43 Scwhc 1006/1207.2 m2 87 kpv,curt 40 CNY/MWh
44 c f ume,p 1.097 kJ/(kg·K) 88 kheat,curt 50 CNY/MWh

Table A2. Values of time-varying electricity purchasing price in Case study.

Time Pgrid,sell (CNY/MWh)

0:00–1:00 0.0259
1:00–2:00 0.0259
2:00–3:00 0.0259
3:00–4:00 0.0259
4:00–5:00 0.0259
5:00–6:00 0.0259
6:00–7:00 0.0259
7:00–8:00 0.0259
8:00–9:00 0.1035
9:00–10:00 0.1035

10:00–11:00 0.1035
11:00–12:00 0.1035
12:00–13:00 0.0607
13:00–14:00 0.0607
14:00–15:00 0.0607
15:00–16:00 0.0607
16:00–17:00 0.0607
17:00–18:00 0.1035
18:00–19:00 0.1035
19:00–20:00 0.1035
20:00–21:00 0.1035
21:00–22:00 0.0607
22:00–23:00 0.0607
23:00–24:00 0.0607

Table A3. Values of time-varying wind speed and radiation intensity in Case study.

Time
u (m/s) � (kW/m2)

Spring Summer Autumn Winter Spring Summer Autumn Winter

0:00–1:00 5.54 4.50 4.58 5.17 0.000 0.000 0.000 0.000
1:00–2:00 5.38 4.33 4.42 5.00 0.000 0.000 0.000 0.000
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Table A3. Cont.

Time
u (m/s) � (kW/m2)

Spring Summer Autumn Winter Spring Summer Autumn Winter

2:00–3:00 5.23 4.17 4.25 4.83 0.000 0.000 0.000 0.000
3:00–4:00 5.15 4.08 4.17 4.75 0.000 0.000 0.000 0.000
4:00–5:00 5.08 4.00 4.08 4.67 0.000 0.006 0.000 0.000
5:00–6:00 5.00 3.92 4.00 4.58 0.015 0.018 0.012 0.000
6:00–7:00 4.96 3.88 3.96 4.54 0.045 0.054 0.036 0.026
7:00–8:00 4.92 3.83 3.92 4.50 0.113 0.135 0.091 0.065
8:00–9:00 4.92 3.83 3.92 4.50 0.279 0.334 0.224 0.160
9:00–10:00 4.92 3.83 3.92 4.50 0.430 0.515 0.345 0.246
10:00–11:00 5.08 4.00 4.08 4.67 0.528 0.632 0.424 0.302
11:00–12:00 5.23 4.17 4.25 4.83 0.559 0.668 0.448 0.320
12:00–13:00 5.46 4.42 4.50 5.08 0.566 0.677 0.454 0.324
13:00–14:00 5.69 4.67 4.75 5.33 0.551 0.659 0.442 0.315
14:00–15:00 5.85 4.83 4.92 5.50 0.476 0.569 0.381 0.272
15:00–16:00 6.00 5.00 5.08 5.67 0.340 0.406 0.272 0.194
16:00–17:00 6.08 5.08 5.17 5.75 0.189 0.226 0.151 0.108
17:00–18:00 6.15 5.17 5.25 5.83 0.068 0.081 0.054 0.000
18:00–19:00 6.08 5.08 5.17 5.75 0.000 0.018 0.000 0.000
19:00–20:00 6.00 5.00 5.08 5.67 0.000 0.000 0.000 0.000
20:00–21:00 5.85 4.83 4.92 5.50 0.000 0.000 0.000 0.000
21:00–22:00 5.77 4.75 4.83 5.42 0.000 0.000 0.000 0.000
22:00–23:00 5.62 4.58 4.67 5.25 0.000 0.000 0.000 0.000
23:00–24:00 5.54 4.50 4.58 5.17 0.000 0.000 0.000 0.000

Table A4. Values of time-varying parameters related to low-temperature waste heat in Case study.

Time
ΔTcwhc (◦C) ΔTtche (◦C)

Spring Summer Autumn Winter Spring Summer Autumn Winter

0:00–1:00 166.79 164.81 166.79 178.16 48.28 47.71 48.28 51.57
1:00–2:00 159.01 156.13 159.01 170.36 46.03 45.19 46.03 49.31
2:00–3:00 165.77 183.42 165.77 160.04 47.99 53.10 47.99 46.33
3:00–4:00 168.33 164.44 168.33 181.98 48.73 47.60 48.73 52.68
4:00–5:00 158.40 160.19 158.40 161.67 45.85 46.37 45.85 46.80
5:00–6:00 173.23 182.68 173.23 161.45 50.15 52.88 50.15 46.74
6:00–7:00 243.41 324.56 243.41 180.42 70.46 93.95 70.46 52.23
7:00–8:00 351.45 366.82 351.45 321.39 101.74 106.19 101.74 93.03
8:00–9:00 363.29 368.73 363.29 369.29 105.16 106.74 105.16 106.90
9:00–10:00 363.02 367.44 363.02 373.95 105.08 106.36 105.08 108.25
10:00–11:00 358.35 352.11 358.35 364.56 103.73 101.93 103.73 105.53
11:00–12:00 304.05 264.79 304.05 348.73 88.01 76.65 88.01 100.95
12:00–13:00 254.10 269.66 254.10 258.86 73.55 78.06 73.55 74.93
13:00–14:00 318.94 281.13 318.94 347.69 92.32 81.38 92.32 100.65
14:00–15:00 380.00 380.00 380.00 374.23 110.00 110.00 110.00 108.33
15:00–16:00 370.63 356.78 370.63 380.00 107.29 103.28 107.29 110.00
16:00–17:00 346.41 359.37 346.41 350.92 100.28 104.03 100.28 101.58
17:00–18:00 319.27 351.46 319.27 272.66 92.42 101.74 92.42 78.93
18:00–19:00 266.60 277.46 266.60 258.64 77.17 80.32 77.17 74.87
19:00–20:00 306.11 352.27 306.11 286.71 88.61 101.97 88.61 83.00
20:00–21:00 326.79 336.70 326.79 341.46 94.60 97.47 94.60 98.84
21:00–22:00 300.21 242.98 300.21 341.82 86.90 70.34 86.90 98.95
22:00–23:00 247.84 253.51 247.84 250.19 71.74 73.38 71.74 72.42
23:00–24:00 211.29 177.25 211.29 243.42 61.16 51.31 61.16 70.47
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Carbon Capture and Utilization technologies in future energy systems and the utilization pathways of captured CO2. Renew.
Sustain. Energy Rev. 2019, 114, 109338. [CrossRef]

9. Weinand, J.M.; Scheller, F.; McKenna, R. Reviewing energy system modelling of decentralized energy autonomy. Energy 2020,
203, 117817. [CrossRef]

10. Kabeyi, M.J.B.; Olanrewaju, O.A. Sustainable Energy Transition for Renewable and Low Carbon Grid Electricity Generation and
Supply. Front. Energy Res. 2022, 9, 1032. [CrossRef]

11. Drosos, D.; Kyriakopoulos, G.L.; Arabatzis, G.; Tsotsolas, N. Evaluating Customer Satisfaction in Energy Markets Using a
Multicriteria Method: The Case of Electricity Market in Greece. Sustainability 2020, 12, 3862. [CrossRef]

12. Van den Bergh, J.; Botzen, W. Low-carbon transition is improbable without carbon pricing. Proc. Natl. Acad. Sci. USA 2020, 117,
23219–23220. [CrossRef]

13. Guo, H.; Chen, Q.; Xia, Q.; Kang, C. Modeling Strategic Behaviors of Renewable Energy with Joint Consideration on Energy and
Tradable Green Certificate Markets. IEEE Trans. Power Syst. 2020, 35, 1898–1910. [CrossRef]

14. Liang, Z.; Zhangyi, L.; Wei, P.; Hao, X.; Rui, S.; Jun, H.; Xuefeng, L. Tie-line power control method for an industrial park based on
integrated demand response. Electr. Power Eng. Technol. 2021, 40, 106–113.

15. Yue, Q.; Shuai, L.; Hai, L.; Enbo, L.; Wei, G.; Wennan, Z. Flexibility of Integrated Energy System: Basic Connotation, Mathematical
Model and Research Framework. Autom. Electr. Power Syst. 2022, 46, 16–43.

16. Pengcheng, Z.; Jian, X.; Yuanzhang, S.; Deping, K.; Siyang, L. Low-carbon development mode for energy system of iron and steel
park driven by hydrogen energy. Autom. Electr. Power Syst. 2022, 46, 10–20.

17. Xiandong, X.; Wenliang, S.; Yunfan, C.; Xiaodan, Y.; Hongjie, J. A perspective on electricity flexibility of integrated energy systems
in processing industries. J. Tianjin Univ. Sci. Technol. 2021, 54, 1212–1220.

18. Bogdanov, D.; Gulagi, A.; Fasihi, M.; Breyer, C. Full energy sector transition towards 100% renewable energy supply: Integrating
power, heat, transport and industry sectors including desalination. Appl. Energy 2021, 283, 116273. [CrossRef]

19. Sun, J.; Ruze, N.; Zhang, J.; Shi, J.; Shen, B. Capacity planning and optimization for integrated energy system in industrial park
considering environmental externalities. Renew. Energy 2021, 167, 56–65. [CrossRef]

20. Chen, Q.; Lv, M.; Gu, Y.; Yang, X.; Tang, Z.; Sun, Y.; Jiang, M. Hybrid Energy System for a Coal-Based Chemical Industry. Joule
2018, 2, 607–620. [CrossRef]

21. Mardan, N.; Klahr, R. Combining optimisation and simulation in an energy systems analysis of a Swedish iron foundry. Energy
2012, 44, 410–419. [CrossRef]

22. Yuan, J.; Li, Y.; Luo, X.; Zhang, Z.; Ruan, Y.; Zhou, Q. A new hybrid multi-criteria decision-making approach for developing
integrated energy systems in industrial parks. J. Clean. Prod. 2020, 270, 122119. [CrossRef]

23. Siyun, Y.; Chen, W.; Dengji, Z. Optimization of integrated electricity and gas system considering hydrogen-natural-gas mixture
transportation. Electr. Power Eng. Technol. 2021, 40, 10–16+49.

24. Jiang, Z.; Hao, R.; Ai, Q.; Yu, Z.; Xiao, F. Extended multi-energy demand response scheme for industrial integrated energy system.
IET Gener. Transm. Distrib. 2018, 12, 3186–3192. [CrossRef]

25. Aidong, Z.; Yuhang, Z.; Sipeng, H.; Jia, N.; Lianghua, N. Comprehensive demand response strategy of industrial users in the park
considering the stepped carbon trading mechanism. High Volt. Eng. 2022, 48, 4352–4363.

26. Zhu, X.; Yang, J.; Pan, X.; Li, G.; Rao, Y. Regional integrated energy system energy management in an industrial park considering
energy stepped utilization. Energy 2020, 201, 117589. [CrossRef]

27. Xu, Z.; Han, G.; Liu, L.; Martinez-Garcia, M.; Wang, Z. Multi-Energy Scheduling of an Industrial Integrated Energy System by
Reinforcement Learning-Based Differential Evolution. IEEE Trans. Green Commun. Netw. 2021, 5, 1077–1090. [CrossRef]

28. Fennell, P.S.; Davis, S.J.; Mohammed, A. Decarbonizing cement production. Joule 2021, 5, 1305–1311. [CrossRef]

152



Processes 2023, 11, 1219

29. Statista. Cement Production Worldwide from 1995 to 2022. 2023. Available online: https://www.statista.com/statistics/1087115/
global-cement-production-volume/#:~:text=Feb%203%2C%202023,industry%20has%20grown%20since%20then (accessed on 23
January 2023).

30. Woetzel, J.; Xu, H.; Wang, X.; Liao, X. China Accelerates towards Carbon Neutrality: Pathways to Carbon Reduction in the Cement
Industry; McKinsey&Company: Atlanta, GA, USA, 2021.

31. Rissman, J.; Bataille, C.; Masanet, E.; Aden, N.; Morrow, W.R.; Zhou, N.; Elliott, N.; Dell, R.; Heeren, N.; Huckestein, B.; et al.
Technologies and policies to decarbonize global industry: Review and assessment of mitigation drivers through 2070. Appl.
Energy 2020, 266, 114848. [CrossRef]

32. Ali, M.B.; Saidur, R.; Hossain, M.S. A review on emission analysis in cement industries. Renew. Sustain. Energy Rev. 2011, 15,
2252–2261. [CrossRef]

33. Madlool, N.A.; Saidur, R.; Rahim, N.A.; Kamalisarvestani, M. An overview of energy savings measures for cement industries.
Renew. Sustain. Energy Rev. 2013, 19, 18–29. [CrossRef]

34. Decao, X.; Xiantao, L.; Nan, L.; Yihan, W.; Heng, C.; Peiyuan, P. Performance analysis of waste heat deep utilization of cement
plant based on carbon dioxide capture. Clean Coal Technol. 2023, 1–18.

35. Yonghua, D. Theoretical and Experimental Study on Oxygen Enriched Combustion Technology in Cement Industry; Xi’an University of
Architecture and Technology: Xi’an, China, 2015.

36. Teixidó, J.; Verde, S.F.; Nicolli, F. The impact of the EU Emissions Trading System on low-carbon technological change: The
empirical evidence. Ecol. Econ. 2019, 164, 106347. [CrossRef]

37. Wang, H.; Chen, Z.; Wu, X.; Nie, X. Can a carbon trading system promote the transformation of a low-carbon economy under
the framework of the porter hypothesis?—Empirical analysis based on the PSM-DID method. Energy Policy 2019, 129, 930–938.
[CrossRef]

38. Li, X.; Wang, W.; Wang, H.; Wu, J.; Fan, X.; Xu, Q. Dynamic environmental economic dispatch of hybrid renewable energy systems
based on tradable green certificates. Energy 2020, 193, 116699. [CrossRef]

39. Yu, X.; Dong, Z.; Zhou, D.; Sang, X.; Chang, C.T.; Huang, X. Integration of tradable green certificates trading and carbon emissions
trading: How will Chinese power industry do? J. Clean. Prod. 2021, 279, 123485. [CrossRef]

40. Moya, J.A.; Boulamanti, A. Production Costs from Energy-Intensive Industries in the EU and Third Countries; The European Commis-
sion: Brussels, Belgium, 2016.

41. Qiu, Y.; Zhou, S.; Gu, W.; Ding, S.; Han, G.; Zhang, K.; Lv, H. Multi-stage flexible planning of regional electricity-HCNG-integrated
energy system considering gas pipeline retrofit and expansion. IET Renew. Power Gener. 2022, 16, 3339–3367. [CrossRef]

42. Marocco, P.; Ferrero, D.; Martelli, E.; Santarelli, M.; Lanzini, A. An MILP approach for the optimal design of renewable
battery-hydrogen energy systems for off-grid insular communities. Energy Convers. Manag. 2021, 245, 114564. [CrossRef]

43. He, T.; Cao, Y.; Si, F. Thermodynamic analysis and optimization of a compressed carbon dioxide energy storage system coupled
with a combined heating and power unit. Energy Convers. Manag. 2023, 277, 116618. [CrossRef]

44. Zhang, Y.; Hao, J.; Ge, Z.; Zhang, F.; Du, X. Optimal clean heating mode of the integrated electricity and heat energy system
considering the comprehensive energy-carbon price. Energy 2021, 231, 120919. [CrossRef]

45. Samy, M.M.; Mosaad, M.I.; Barakat, S. Optimal economic study of hybrid PV-wind-fuel cell system integrated to unreliable
electric utility using hybrid search optimization technique. Int. J. Hydrogen Energy 2021, 46, 11217–11231. [CrossRef]

46. Hemmati, M.; Mirzaei, M.A.; Abapour, M.; Zare, K.; Mohammadi-Ivatloo, B.; Mehrjerdi, H.; Marzband, M. Economic-
environmental analysis of combined heat and power-based reconfigurable microgrid integrated with multiple energy storage
and demand response program. Sustain. Cities Soc. 2021, 69, 102790. [CrossRef]

47. GB/T 26281-2021; Methods for the Calculation of Heat Balance, Heat Efficiency and Comprehensive Energy Consumption of
Cement Rotary Kiln. State Administration for Market Regulation; Standardization Administration of the People’s Republic of
China: Beijing, China, 2021.

48. Fan, Y.; Liu, E.; Pan, J.; Qiao, J.; Li, W.; Zhang, W.; Liu, C. Waste heat recovery and utilization system of cement clinker production
line and energy saving analysis. Energy Conserv. 2020, 39, 101–103.

49. Laribi, S.; Dubois, L.; De Weireld, G.; Thomas, D. Study of the post-combustion CO2 capture process by absorption-regeneration
using amine solvents applied to cement plant flue gases with high CO2 contents. Int. J. Greenh. Gas Control 2019, 90, 102799.
[CrossRef]

50. Yihan, W. Integration and Optimization of Deep Waste Heat Utilization Systems in Cement Plants Based on System Coupling and Carbon
Dioxide Capture; North China Electric Power University: Beijing, China, 2022.

51. Yang, C.; Peng, Z.; Wuzhi, Z.; Zheng, W.; Peng, Z.; Yuting, Z. Low-carbon economic dispatch of electro-gas-thermal integrated
energy system based on oxy-combustion technology. Proc. CSEE 2021, 41, 592–608.

52. Liu, X.; Zhou, X.; Zhu, B.; He, K.; Wang, P. Measuring the maturity of carbon market in China: An entropy-based TOPSIS
approach. J. Clean. Prod. 2019, 229, 94–103. [CrossRef]

153



Processes 2023, 11, 1219

53. Chun, Q.; Zhanfeng, Y.; Yi, F.; Jianhu, Y. Optimal operation of hybrid energy storage integrated micro-energy network considering
carbon quote. Electr. Power Eng. Technol. 2022, 41, 119–127.

54. Zhao, L.; Hongzhi, L.; Weijie, Z.; Xin, S.; Xin, L.; Yunrui, L. Collaborative operation optimization of cross-border integrated energy
system considering joint trading of carbon and green certificates. Electr. Power Autom. Equip. 2023.

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

154



Citation: Hernández-Magallanes,

J.A.; Domínguez-Inzunza, L.A.;

Lugo-Loredo, S.; Sanal, K.C.;

Cerdán-Pasarán, A.; Tututi-Avila, S.;

Morales, L.I. Energy and Exergy

Analysis of a Modified Absorption

Heat Pump (MAHP) to Produce

Electrical Energy and Revaluated

Heat. Processes 2022, 10, 1567.

https://doi.org/10.3390/pr10081567

Academic Editors: Ferdinando Salata

and Virgilio Ciancio

Received: 7 July 2022

Accepted: 9 August 2022

Published: 10 August 2022

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2022 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

processes

Article

Energy and Exergy Analysis of a Modified Absorption Heat
Pump (MAHP) to Produce Electrical Energy and
Revaluated Heat

Javier Alejandro Hernández-Magallanes 1,*, L. A. Domínguez-Inzunza 2, Shadai Lugo-Loredo 1, K. C. Sanal 1,

Andrea Cerdán-Pasarán 1, Salvador Tututi-Avila 1 and L. I. Morales 3

1 Facultad de Ciencias Químicas, Universidad Autónoma de Nuevo León,
San Nicolas de los Garza 66455, Mexico

2 Tecnológico Nacional de México/I.T. Culiacán, Culiacán Rosales 80220, Mexico
3 Facultad de Ciencias Químicas e Ingeniería, Universidad Autónoma del Estado de Morelos,

Cuernavaca 62209, Mexico
* Correspondence: javier.hernandezmg@uanl.edu.mx

Abstract: The novel modified absorption heat pump (MAHP) with the H2O-LiBr working mixture
for cogeneration applications is introduced. The MAHP can simultaneously produce electric energy
and heat revaluation. The proposed system has the particularity that it can be powered by alternative
thermal sources (such as solar energy, biomass, geothermal) or industrial waste heat, thus promoting
the production and efficient use of clean energy. The effects of pressure ratio (RP), source or supply
temperature (TGH), and the energy revaluation gradient (GTL) are analyzed. The critical parameters
of the proposed system are evaluated, including thermal efficiency (ηTh), exergetic efficiency (ηEx),
revaluated heat (

.
QA), as well as net power produced (

.
Wnet). For the MAHP analysis, RP and TGH

operating ranges were chosen at 1.1–15.0 and 100–160 ◦C, respectively. The results show that ηEx of
87% can be obtained, having the maximum performance in TGH of 120 ◦C, RP of 1.1, and GTL of
35 ◦C. The ηTh varies between 51% and 55%, having a maximum GTL of 45 ◦C. On the other hand,

.
Wnet achieves values between 260 and 582 kW, depending on the defined operating conditions.

Keywords: cogeneration; absorption; heat pump; power; revaluated heat; H2O-LiBr

1. Introduction

Industrial development worldwide has generated a growing energy demand, bringing
an energy crisis and damage to the environment, having fossil fuels as the principal
sources [1]. It is estimated that world energy consumption will continue increasing in the
coming decades due to the forecast projected economic growth. In 2018, the economic
growth rate was 3.7%, exceeding the 3.5% average annual growth since 2010. However,
this also reflected a 2.3% increase in global energy consumption, nearly twice the average
growth rate since 2010, driven by more significant heating and cooling needs in some parts
of the world [2]. In this context, electricity plays a vital role in human life due to the gradual
demand for energy, the accelerated increase in population, and new lifestyle trends [3].

Regarding the 2015 Paris Agreement, the urgency of the climate change challenge is
highlighted [4], trying to keep the global temperature increase below 2 ◦C by reducing
CO2 production [5]. Therefore, several countries worldwide have adopted ambitious
targets to reduce their carbon footprint [4]. An alternative is using a sustainable energy
system, which implies achieving adequate energy efficiency and the potential use of
renewable energies; both can achieve industrial development while maintaining care for
the environment and social welfare [6]. In this background, more than 50% of the energy
used worldwide is wasted as heat [7]. Currently, technological developments are based
on promoting sustainable energy systems and where various thermal supply sources are
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used. Renewable energies and industrial waste heat have enormous potential for action to
address the problems caused by climate change.

Solar thermal energy can significantly boost renewable energy development. In turn,
it can largely offset the adverse effects of climate change and improve the world’s energy
supply. For example, solar thermal energy is used in industrial, commercial, and residential
applications through different technologies, including steam, heating, cooling, and even
electricity generation. Temperatures can be produced from 45 ◦C to over 300 ◦C, making
it potentially helpful energy for many sectors. By 2021, the annual solar thermal energy
yield amounted to 425 TWh, which correlates to savings of 45.7 million tons of oil and
147.5 million tons of CO2 avoided [8].

Fan et al. [9] presented a bibliographic review of the state of the art of solar sorption
systems (absorption and adsorption). The analysis shows that solar-powered sorption
technologies are attractive alternatives to demand energy conservation and environmental
protection. Ayou et al. [10] and López-Villada et al. [11] presented various systems for
simultaneous electrical energy and cooling production. They obtained high first and second
law efficiencies due to the greater internal use of the thermal resource, guaranteeing that
the absorption systems have a broad spectrum of applications. Arabkoohsar et al. [12,13]
analyze the effect of employing parabolic through solar collectors-Powered absorption
chiller for co-supply in heating and cooling systems. The results demonstrate that the sys-
tem feeds district heating with a heat supply rate of over 1 MW for about three months, and
the internal rate of return of the system is 5.7% for 8 years of operation. Rahman et al. [14]
implemented a simulation model of a solar absorption cooling system for air conditioning
in Pakistan. The evacuated glass tube collectors use R-410A as heat transfer fluid. The
system has successfully provided the desired room temperature of 26 ◦C with total reliance
on solar thermal energy. Düzcan et al. [15] analyze the usage potential of the evacuated
tube collectors (ETCs) and the flat plate collectors (FPCs) for assisting an absorption chiller
with the H2O-LiBr pair. Through the tests carried out, the evacuated tube collector obtained
the best results. Ali et al. [16] show the design and performance of an absorption system
using a non-tracking semi-circular trough (SCT) solar collector. The experimental results
show that a chilled water output temperature of around 10–15 ◦C, with a record 3.3 ◦C, was
achieved when the chiller reached an operating temperature of 120 ◦C. Behzadi et al. [17]
propose a novel hybrid renewable-based cold production system consisting of evacuated
solar collectors integrated with a biomass heater, thermal storage tanks, and an absorption
machine. The system’s performance is simulated and assessed for a study case hospital
in India. Nami et al. [18] propose a modeling and analysis of biomass- and solar-driven
combined cooling, heating, and power system. Results showed that the designed system
could feed 1241 kW of space heating, 101.5 kW of domestic hot water, and 55.35 kW of
chilled water as space cooling, besides delivering 1 MWe power. Nasir et al. [19] present
an assessment of a trigeneration system powered by biomass. The system analyzed was
designated to provide 250 kW of electricity, cooling values between 19 and 22 kW, and
heating values ranging from 879 to 1255 kW. Furthermore, the second law efficiency of
the system was found to be approximately 56%. Siddiqui et al. [20] present a new solar
and geothermal-based integrated system developed for electricity, fresh water, hydrogen,
and cooling. The system’s overall energy efficiency obtained was 42.3%. Chen et al. [21]
analyze a system for the combined production of heat and power (CHP), taking advantage
of a geothermal energy source. The results demonstrate that the increased allocation ratio
of mixed water for the heat pumps raised the output and coefficient of performance (COP).

On the other hand, many industries worldwide reject this energy into the atmosphere
at temperatures close to 230 ◦C. In addition, residual heat can produce helpful energy
products, reduce CO2 emissions, and create sustainable systems and efficiency. Waste heat
recovery systems are a promising group of technologies that can take energy wasted from
a process and transform it into usable thermal, electrical, or mechanical energy. Today,
conventional waste heat recovery technologies operate mainly with different systems
based on thermodynamic cycles, which can work with cleaner/sustainable sources such as
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solar thermal energy [22]. For the latter, the most suitable are the organic Rankine cycle
(ORC), the Kalina cycle (KC), the Goswami cycle (GC), absorption heat pump (AHP), and
cogeneration cycles to obtain energy, calefaction, and refrigeration [23]. KC is another
thermodynamic cycle for low and medium-temperature heat recovery. Unlike a pure
organic fluid, such as the one used in the ORC, it has the main characteristic of a non-
constant temperature during vaporization and condensation. Compared to its competitors,
it translated into better performance under the same operating conditions [24]. The GC
combines the power cycle with the absorption refrigeration cycle and thus provides various
operating conditions where the system offers both power and sensible cooling [25].

Regarding the implementation of sorption systems in cogeneration applications, a
detailed bibliographic review carried out by Kumar et al. [26] establishes that one of the
main advantages of using these systems is the low temperatures that are needed for their
operation, which can range between 50 and 95 ◦C, with applications in refrigeration, desali-
nation, and air conditioning. Köse et al. [27] conducted a theoretical comparison through
simulations between the KC and ORC, considered the most critical low-temperature energy
conversion systems in industrial waste heat utilization. The most attractive design for using
residual heat was ORC, obtaining a thermal efficiency of 25.95%, operating with the work-
ing fluid n-pentane. Nevertheless, KC was more economically viable, with an estimated
payback period of 3.93 years. Akimoto et al. [28] propose an analysis of the combined per-
formance of power generation and economic evaluation for integrating a system composed
of AHP coupled to KC, operating with a low-temperature heat source of approximately
100 ◦C. The conclusions showed that the system comprising KC + AHP + KC generally
delivers the best results, with a power generation between 10 and 25 kW, a thermal effi-
ciency of 1.2–2.9%, and an exergetic efficiency of around 10%. Aksar et al. [29] designed,
analyzed, and compared the KC, the Rankine cycle, and the simple cycle of pure ammonia
with residual gases at 350 ◦C. The results showed that the KC with cogeneration reported a
maximum thermal and exergetic efficiency of 72.13% and 78.60%, respectively. Marshall
et al. [30] performed a techno-economic evaluation of multi-cycle organic Rankine-assisted
heat pumps (AHP-ORC). The maximum values of COP and efficiency were obtained with
R161/n-pentane, with values of 13.2% and 4.1%, respectively. Liu et al. [31] proposed
the theoretical evaluation of a system composed of KC coupled to an H2O-LiBr absorp-
tion refrigeration system. The power generation was improved by 45% compared to the
conventional KC, and the COP increased from 0.1158 to 0.1678. Cao et al. [32] used a
thermodynamic analysis establishing a mathematical model for a simultaneous cooling
and power generation cycle based on an absorption refrigeration cycle coupled to KC,
driven by a low-temperature heat source between 100 and 135 ◦C. The results obtained
were that the exergetic efficiency increases with the expander inlet temperature, as well as
with the concentration of the basic NH3-H2O solution. Wang et al. [33] suggested a new
combined refrigeration and energy production at a maximum temperature of 200 ◦C. The
output power of the turbine, the cooling power, and the thermal and exergetic efficiency of
the system had their maximum values of 37.63 kW, 75.12 kW, 13.72%, and 5.40%, respec-
tively. Padilla et al. [34] present a parametric analysis of the GC using the binary mixture
NH3-H2O. The heat source temperature was selected between 90 and 170 ◦C, finding the
maximum theoretical energy and exergy efficiencies of 21% and 92%, respectively. To im-
prove the performance of the Goswami cycle, multiple researchers such as Zare et al. [35],
Xu et al. [36], and Demirkaya et al. [37] proposed the use of internal rectification, which
consists of dividing the flow at the outlet of the pump in such a way that one current goes
to the economizer. In contrast, the other goes directly to the rectifier.

As seen in the theoretical framework, alternative energy sources have a vast applica-
tion, coupled with a wide variety of systems that can take advantage of these resources.
For example, solar thermal energy and biomass can meet urban and rural needs. The waste
heat recovery systems are mainly used to meet industrial needs, and geothermal energy
can offer a wide range of possible applications in geographical areas where the resource is
available [38].
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Based on the bibliographic review, a novel modified absorption heat pump (MAHP)
study is presented for cogeneration applications. The system can simultaneously produce
electrical energy and revalued heat. The proposed method has the peculiarity that it can
be powered by alternative thermal sources (such as solar energy, biomass, or geothermal
energy) or industrial waste heat. In both cases, it is intended to produce clean energy to
promote the use of sustainable processes that are friendlier to the environment. For this
reason, it is essential to analyze the operating conditions, the amounts of energy, and the
energy performance achieved with the MAHP.

2. Description of the MAHP

The MAHP cycle is composed of the union of a type I heat pump, a type II heat pump,
and a turbine to take advantage of the pressure gradient in the system [39,40] (see Figure 1).
In the case of MAHP, the maximum pressure and temperature of the system are used to
provide mechanical energy for generating electricity. The expansion in the turbine is carried
out using the maximum and minimum pressure of the system, PH and PL, respectively,
to ensure higher power output. In addition, the revalued thermal energy or

.
QA from the

absorption process can be used in secondary subsystems [39], offering greater versatility in
operations and a higher performance system.

Figure 1. The modified absorption heat pump (MAHP).

The system operates on three pressure and four temperature levels (two temperatures
from a thermal source, a revalued energy temperature, and a thermal sink). The external
source (

.
QGH) exchanges heat in the high-pressure generator (GH) to produce refrigerant at

a high temperature and pressure (state 17). The water vapor is expanded in the turbine
(T), producing mechanical energy (

.
WT). The refrigerant leaves the turbine at low pressure

and temperature (state 18) and goes toward the condenser (C), where the water vapor is
condensed, extracting a quantity of heat (

.
QC).

A second heat source is supplied at an intermediate temperature to the evaporator (E)
and the low-pressure generator (GL). The heat provided to the GL is used to heat the dilute
solution (weak solution state 6) that arrives from the absorber to have a second production
of the refrigerant vapor (state 7). The concentrated solution (strong solution) leaving the GL
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is pumped (state 2) and preheated (state 3) in the heat exchanger (EcL) before entering the
absorber (A). The steam produced in the GL (state 7) passes to the condenser, which joins
with the current that leaves the turbine (state 18) and condenses. The liquid refrigerant
that exits the condenser (state 8) is pumped to the evaporator (state 9), where it receives
heat from the second heat source (

.
QE) to evaporate the refrigerant again. Subsequently, the

vapor refrigerant is sent to the absorber (state 10), where it is absorbed by the concentrated
solution that comes from the GL (state 3) and GH (state 16). As a result of the absorption
process, the available heat (

.
QA) is released, which is considered revalued because it is at

higher energy levels than the thermal loads supplied in the GL and E. The weak solution, a
product of the refrigerant absorption process, is divided into two streams (states 4 and 11).
Finally, flow 4 is sent to the GL and flow 11 to the GH to restart the thermodynamic cycle of
refrigerant production.

As mentioned above, the MAHP needs four energy levels to function correctly. First,
the high-temperature thermal source (between 100 and 160 ◦C [39,40]) has the enormous
potential of using various power sources, such as solar energy with evacuated tube col-
lectors or concentration systems [13–16], biomass [17–19], geothermal energy [20,21], or
industrial waste heat [1,3,4]. The medium-temperature thermal source (60–100 ◦C [39,40])
has excellent versatility in using different energy sources due to its low and easily at-
tainable temperature range [12]. Therefore, in both cases, it is preponderant to promote
renewable energies.

3. H2O-LiBr Work Solution Mixture

Absorption is a mass transfer process in which a substance can capture and hold
another substance within itself at low pressures and temperatures. In absorption cooling,
the property of a liquid substance (absorbent) is used to absorb into itself a gas vapor
(refrigerant) and thus form a solution (binary mixture) [41]. The gas vapor previously
absorbed can be separated by supplying thermal energy to the solution by increasing its
temperature and pressure [42]. Absorption systems and conventional ones use the latent
heat from the liquid-vapor phase change of the refrigerant to remove or transfer heat to
the environment. However, absorption systems use two working fluids: the refrigerant
responsible for removing and releasing heat and the absorbent that helps the movement
of the refrigerant within the cycle [43]. There are many binary mixtures for absorption
cycles. However, two of the most common mixtures are NH3-H2O (where NH3 is the
refrigerant and H2O is the absorbent) and H2O-LiBr (where H2O is the refrigerant and
LiBr is the absorbent) [44]. In the latter, the concentration of the LiBr solution is a ratio
between the constituent’s mass and the mixture´s mass [44]. H2O-LiBr is the only binary
mixture in which water is the refrigerant. The formation of solids due to their melting point
at 0 ◦C limits their application in conventional compression systems. LiBr is a chemical
compound of lithium and bromine that is hygroscopic, has the appearance of a white
crystalline powder, and its solubility in water is 177 g/100 mL. In absorption refrigeration
systems, there are two concentrations of LiBr, the concentrated (strong solution) that comes
out of the generator and the diluted (weak solution) that comes out of the absorber. Strong
concentrations of the solution range from 50% to 70% for normal operating conditions, as
can be seen in Figure 2.

As shown in Figure 2, the most significant limitation of the H2O-LiBr working solution
is the crystallization zone, an area where the absorption system will not operate. The
formation of solids begins when the solubility limit is exceeded, which would cause a pipe
to be blocked entirely or decrease the heat exchange power.
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Figure 2. Pressure-temperature diagram for water-lithium bromide [45].

4. MAHP Performance Parameters

This section presents the performance parameters used to carry out the thermodynamic
analysis of MAHP operating with the H2O-LiBr working mixture.

4.1. Thermal Efficiency (ηTh)

Thermal efficiency can be expressed as the ratio of helpful energy produced to the
energy supplied from the process. The thermal efficiency parameter can be applied to an
absorption machine and is calculated based on the primary or secondary fluids. For the
present study, the primary fluids or “internal flows” are considered, which are those used
internally by the absorption machine (in this case, the solution H2O-LiBr) [40].

ηTh =
Useful energy output

Total energy input
=

.
Wnet +

.
QA

.
Qsupply

, (1)

where
.

QA is the revalued heat (useful heat) by the MAHP, the
.

Wnet represents the net power
produced (power produced by the turbine minus the power consumed by the pumps).
Both terms describe the helpful energy obtained by the MAHP. On the other hand,

.
Qsupply

represent the thermal energy supplied to the MAHP to get the desired products. In this
case, the thermal loads supplied in the generators and evaporator (

.
QGL,

.
QGH and

.
QE).

4.2. Exergetic Efficiency (ηEx)

Exergy refers to the maximum work achievable from a particular form of energy
transformed from one thermodynamic state in equilibrium to another. Hence, it is possible
to infer the true potential of different types of energies. However, due to thermodynamic
irreversibility, the exergetic efficiency indicates the degradation of the quality of different
energies [46].

ηEx =

.
Wnet +

.
QA

(
1 − T0

TA

)
∑

.
Qin

(
1 − T0

Tin

) , (2)

Using the thermodynamic states of Figure 1, Equation (2) can be expressed as:

ηex =

.
Wnet +

.
QA

(
1 − T0

TA

)
.

QGL

(
1 − T0

TGL

)
+

.
QE

(
1 − T0

TE

)
+ QGH

(
1 − T0

TGH

) , (3)
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The ambient temperature (T0) is equivalent to the sink temperature used for con-
densing the refrigerant (state 8). In this way, the four thermal levels of the MAHP
are contemplated.

4.3. Gross Temperature Lift (GTL)

This parameter illustrates the increase or gains in temperature depending on the
supply source. It represents the revaluation of energy obtained through the absorption
of refrigerant in the solution, starting from the established operating conditions. GTL is
defined as the temperature difference between the absorption temperature (revaluated
thermal energy) and the evaporation temperature (thermal source at medium temperature)
of MAHP [47].

GTL = TA − TE, (4)

Therefore, the higher the GTL, the higher the TA, which means that the MAHP can
produce a better revalued thermal load (

.
QA). The higher the

.
QA, the MAHP is expected to

perform better. In addition, there is more significant potential to use the thermal load in
secondary processes.

5. Mathematical Modeling

The thermodynamic simulation of the MAHP was carried out using the Engineering
Equation Solver (EES) software [48]. Different relevant assumptions were established for
the simulation:

• The system is in thermodynamic equilibrium and a steady state [31–33,49,50];
• Thermal losses to the surroundings are not considered, just as friction losses are

not [32,33,51];
• The H2O-LiBr solution at the generator/absorber outlet is saturated liquid [49];
• The coolant is water, and there is no carry-over of lithium bromide during the process;
• The processes in expansion valves are isenthalpic [32,33,49];
• The pumps and turbine’s isentropic efficiencies of 0.80 [10] and 0.85 [11] were consid-

ered, respectively;
• The thermal efficiency for the economizer is 0.7 [42].

The mass and energy balances for each component of the MAHP, supported by the
thermodynamic states of Figure 1, are shown below.

High-pressure generator (GH):

.
m13 =

.
m14 +

.
m17, (5)

.
m13x13 =

.
m14x14 +

.
m17x17, (6)

.
QGH =

.
m14h14 +

.
m17h17 − .

m13h13, (7)

Absorber (A):
.

m3 +
.

m16 +
.

m10 =
.

m11 +
.

m4, (8)
.

m3x3 +
.

m16x16 +
.

m10x10 =
.

m11x11 +
.

m4x4, (9)
.

QA =
.

m3h3 +
.

m16h16 +
.

m10h10 − .
m11h11 − .

m4h4, (10)

Low-pressure generator (GL):

.
m6 =

.
m1 +

.
m7, (11)

.
m6x6 =

.
m1x1 +

.
m7x7, (12)

.
QGL =

.
m1h1 +

.
m7h7 − .

m6h6, (13)

Turbine (T):
.

m17 =
.

m18, (14)
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.
m17x17 =

.
m18x18, (15)

.
WT =

.
m17(h17 − h18), (16)

ηT =
h17 − h18

h17 − h18s
, (17)

Evaporator (E):
.

m9 =
.

m10, (18)
.

m9x9 =
.

m10x10, (19)
.

QE =
.

m10(h10 − h9), (20)

Condenser (C):
.

m8 =
.

m7 +
.

m18, (21)
.

m8x8 =
.

m7x7 +
.

m18x18, (22)
.

Qc =
.

m18h18 +
.

m7h7 − .
m8h8, (23)

Pump 1 (P1):
.

m1 =
.

m2, (24)

WP1 = V1(P2 − P1), (25)
.

WP1 =
( .
m1WP1

)
/ηp, (26)

Pump 2 (P2):
.

m11 =
.

m12, (27)

WP2 = V11(P12 − P11), (28)
.

WP2 =
( .
m11WP2

)
/ηp, (29)

Pump 3 (P3):
.

m8 =
.

m9, (30)

WP3 = V8(P9 − P8), (31)
.

WP3 =
( .
m8WP3

)
/ηp, (32)

Net power (
.

Wnet): .
Wnet =

.
WT − .

WP1 −
.

WP2 −
.

WP3. (33)

6. MAHP Operating Variables

As mentioned in Section 3, solution concentration performs a fundamental role in the
design and operation of heat pumps. Primarily due to the operating variables range (T and
P) that can move concentrations into no-go zones (zones where the system cannot work
due to crystallization). The MAHP consists of two solution circuits, see Figure 1 (loop 1:
states 1–2–3–4–5–6, loop 2: states 11–12–13–14–15–16). These conditions determine two
concentration gradients: ΔX1 = X4 − X1 (between the absorber and low-pressure generator)
and ΔX2 = X11 − X14 (between the absorber and high-pressure generator). It is essential
to have a concentration gradient greater than zero so that the system has the potential to
produce refrigerant and can obtain the desired products (

.
Wnet y

.
QA). Figure 3a shows the

variation of the concentration gradients and mass flows of the MAHP for a particular study
case (RP = 1.3, TC = 30 ◦C, TGL = 60 ◦C, TGH = 140 ◦C). In Figure 3a, as the GTL increases
(higher GTL equals higher energy revalued by the MAHP), the concentration gradients
gradually decrease until ΔX1 and ΔX2 tend to 0 and 0.17, respectively (at a GTL of 34 ◦C).
The system operation stops at 34 ◦C because the ΔX1 = 0. This condition means no longer
a concentration gradient that allows the continuous production of refrigerant. For the
defined conditions, ΔX2 has concentration gradients far from zero. This condition allows
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the solution mass flow of the upper sub-cycle (states 11 –12 –13 –14 –15 –16) to be low
and stable. For example,

.
m11 reaches values below 5 kg/s, which guarantees low energy

consumption for pumping and, therefore, a better system’s net power. For its part, when
the GTL exceeds 24 ◦C, ΔX1 has concentration gradients close to zero. Moreover, as the GTL
continues to increase, ΔX1 tends to zero. This scenario makes the mass flows of the lower
sub-cycle (states 1 –2 –3 –4 –5 –6) increasingly larger, showing an exponential behavior.
The mass flow

.
m4 reaches values of up to 844 kg/s for a GTL of 34 ◦C. These results show

that it is essential to establish an adequate balance between obtaining revalued energy
(higher GTL) and high pumping consumption without sacrificing the overall efficiency of
the MAHP.

 
(a) (b) 

 
(c) (d) 

Figure 3. Cont.
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(e) 

Figure 3. Concentration gradients and mass flow ratio of the MAHP. (a) Case study: RP = 1.3,
TC = 30 ◦C, TGL = 60 ◦C, TGH = 140 ◦C; (b) TGH effect; (c) TC effect; (d) TGL effect; (e) RPTGH effect.

Figure 3b shows the effect of the TGH variation compared to the case study. As can
be seen, TGH directly affects the conditions of the upper sub-cycle (ΔX1 and

.
m4 remain

constant). By reducing the supply power from 140 to 120 ◦C, the high-pressure generator
has fewer resources to produce refrigerant. For this reason, ΔX2 is smaller, slightly raising
.

m11 up to values of 7.5 kg/s. Figure 3c shows the effect of the TC variation compared to the
case study (going from a TC of 30 to 35 ◦C). In this case, ΔX1 starts from 0.35, a value 9%
lower than in the case study. This reduction is mainly because the TC is closely linked with
the PL of the system. Increasing the TC, PL also increases, modifying the ΔX1 and limiting
the cycle operation. In other words, the system loses its ability to absorb the refrigerant.
The higher the temperature in the refrigerant, the less efficient the absorption process is.
Therefore, the energy revaluation capacity is reduced (GTL is reduced from 34 to 28 ◦C).

Figure 3d shows the effect of the TGL variation compared to the case study (the TGL is
increased from 60 to 70 ◦C). In this scenario, a combined behavior is presented because a
medium-temperature thermal source is supplied both in the low-pressure generator and
in the evaporator. In the first part, the increase in TGH allows the system to have a greater
refrigerant production capacity and to operate with better versatility since a higher GTL
range can be achieved (from 34 to 46 ◦C of revalued thermal energy). Secondly, increasing
TE also increases the system’s PM, gradually reducing ΔX2. Under these conditions, ΔX1
continues to be the limiting gradient in the operation of the MAHP, reaching mass flows of
.

m4 of up to 513 kg/s.
Finally, Figure 3e shows the effect of the RP variation compared to the study case

(the RP is increased from 1.3 to 3.0). Although the PL and PM are defined by the phase
change in the condenser and evaporator, PH is determined by the solution concentrations
outside the crystallization range. As expected, changes in PH directly affect ΔX2, reducing
its value and thus the operating range of the cycle (the lower sub-cycle remains intact).
In addition to the above, it is expected that by increasing the system’s PH, there will be
a greater capacity to produce

.
Wnet. However, this same increase reduces the operating

range. In conclusion, the thermodynamic conditions of operation of the MAHP establish
concentration gradients that depend on the desired applications, the levels of the thermal
sources, and the environment.

7. Thermodynamic Simulation and Results

To evaluate the results of the proposed model, different operating conditions where the
MAHP can work were varied. The operating ranges are based on the choice of pressures and
temperatures outside the crystallization zone of the H2O-LiBr working solution. Therefore,
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the RP (to define the concentrations of the solution), TGH (sources temperatures that feeds
the generators), and the TA were varied (this temperature is related to the GTL or revaluated
thermal gain). The ranges of operating conditions are defined in Table 1. In addition, the
TGH and TGL temperature ranges are achievable with renewable energy or industrial
waste heat. On the other hand, TE = TGL; this consideration is relevant to improving the
absorber’s energy recovery. Therefore, it is convenient to supply the medium-temperature
thermal source in the evaporator and low-pressure generator in parallel [39,40]. Finally,
the condensation temperature (TC) was established as constant, which depends on the
requirements of the environment where the system will be installed.

Table 1. Operating conditions of the MAHP.

Operating Parameters Range Unit

Condenser temperature (TC) 30 ◦C
Evaporator and low-pressure generator temperature

(TE–TGL) 70 ◦C

High-pressure generator temperature (TGH) 100–160 ◦C
Low pressure (PL) 4.3 kPa

Medium pressure (PM) 31.2 kPa
Pressure ratio (RP = PH/PM) 1.1–15 -

Refrigerant mass flow
( .
m7 ,

.
m17) 1 kg/s

Table 2 shows a MAHP case study where the system operates at 140 ◦C (40 ◦C as
energy revaluation) and with an RP of 1.1. For these conditions, the MAHP reaches the
highest exergetic performance. That is, the operating conditions of the case study offer the
best relationship between the products obtained concerning the sources supplied in the
MAHP. As seen in Table 2, the MAHP can produce 4762 kW of

.
QA and 265 kW of

.
Wnet,

getting 0.509 and 0.865 energy and exergetic performance in the system, respectively. The
RP variable is vital in the operating conditions of the cycle. Although expansion work is
expected to be high at high RP, it is a variable that cannot be deliberately increased, as
seen below.

Table 2. Thermodynamic simulation of the MAHP. Case study: TC = 30 ◦C, TGL = 70 ◦C, TGH = 120 ◦C,
RP = 1.1.

Thermodynamic
State

Ti

[◦C]
Pi

[kPa]
Xi

[-]
hi

[kJ/kg]
mi

[kg/s]

.
Wnet

[kW]

.
QA

[kW]

ηTh

[-]
ηEx

[-]
GTL
[◦C]

1 70.0 4.2 0.583 167.4 19.9 265 4762 0.509 0.865 40
2 70.0 31.2 0.583 167.5 19.9
3 100.9 31.2 0.583 229.6 19.9
4 110.0 31.2 0.556 241.7 20.9
5 82.0 31.2 0.556 182.6 20.9
6 64.2 4.2 0.556 182.6 20.9
7 70.0 4.2 0 2631.0 1
8 30.0 4.2 0 125.7 2
9 30.0 31.2 0 125.7 2

10 70.0 31.2 0 2626.0 2
11 110.0 31.2 0.556 241.7 17.9
12 110.0 34.3 0.556 241.7 17.9
13 116.3 34.3 0.556 255.2 17.9
14 120.0 34.3 0.589 270.0 16.9
15 113.0 34.3 0.589 255.7 16.9
16 117.4 31.2 0.589 255.7 16.9
17 120.0 34.3 0 2723.0 1
18 30.0 4.2 0 2457.0 1
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7.1. MAHP Products

The main products obtained from MAHP are shown in Figure 4. In each section
of Figure 4, the evolution of net power

( .
Wnet

)
and revaluated heat

( .
QA

)
is revealed

concerning the effect of TGH (in decreasing order from 160 to 100 ◦C). The system’s net
power is directly proportional to the TGH and RP, the latter variable affecting the most.
This behavior is expected because, at higher TGH, a refrigerant with a higher degree of
overheating is supplied at the turbine inlet. In addition, at higher RP, the net power
increases due to the pressure gradient between the high and low-pressure zone of the
MAHP, obtaining higher expansion power. As expected, by setting the TC and TGH (the
sink temperature and the source temperature, respectively), the pressure gradients remain
fixed, which causes the powers produced by the turbine to be constant throughout its
range of operation. Regarding the revalued thermal load, as the MAHP obtains a higher
GTL, the system shows a slight increase during the first 35 ◦C. However, as mentioned in
Section 5, concentration gradients limit the functioning of the cycle. For this reason, above
35 ◦C of GTL,

.
QA decreases abruptly, reducing its operating performance and reaching

a maximum GTL of 45 ◦C. Figure 4a shows variations in net power and revalued heat
between 283–582 kW and 2500–5100 kW, respectively. Furthermore, with a TGH of 160 ◦C,
the system can operate with a maximum RP of 15. As expected, increasing RP offers better
net power output. However, RP cannot be deliberately increased because it limits the
operation of the thermodynamic cycle (as explained in Figure 3e). For example, with RP
of 1.1, 45 ◦C of GTL is achieved, while with RP of 15, 7 ◦C is barely reached (having little
operating margin). Regarding Figure 4b–d, the source temperature gradually reduces from
160 to 100 ◦C. As expected, having the less thermal resource, the MAHP has less capacity
to produce

.
Wnet and

.
QA. The RP operating range is also reduced (to operate in areas far

from solution crystallization). For a TGH of 140, 120, and 100 ◦C, maximum RPs of 9, 5, and
3 are reached, with net powers of 515, 441, and 375 kW, respectively.

 
(a) (b) 

Figure 4. Cont.
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(c) (d) 

Figure 4. Net power (
.

Wnet) and revaluated heat (
.

QA) as a function of GTL. (a) TGH = 160 ◦C;
(b) TGH = 140 ◦C; (c) TGH = 120 ◦C; (d) TGH = 100 ◦C.

7.2. Thermal Efficiency (ηTh)

The thermal efficiency of the MAHP, as observed in Figure 5, is directly related to the
pressure ratio (RP) and the changes in the temperature of the high-pressure generator (TGH).
As previously observed in Figure 4, reducing the source temperature can considerably
reduce the net power produced, not the revalued heat. These factors cause the thermal
efficiency of the system to show slight changes. However, the most noticeable effect on
the MAHP is the reduction in the RP’s operating ranges, mainly shortening the maximum
achievable GTL. For example, in Figure 5a, heat is supplied at 160 ◦C; with the energy level
of 160 ◦C, the MAHP reaches values of ηTh between 0.51 and 0.55 (for the first 35 ◦C of GTL,
the thermal efficiency varies very little). In addition, the MAHP can operate in a greater
range of operation between the RP of 1.1 and 3, reaching 45 ◦C of GTL. In addition, for RP
of 5, 7, 9, 11, 13, and 15, the GTL went reduced to 34, 22, 15, 11, 7, and 4 ◦C, respectively. The
maximum values of GTL are compared with poor thermal performances (tending to zero).
A better GTL point would be around 30–35 ◦C without sacrificing the ηTh and without
the need to operate outside the thermodynamic limit of the system. A more significant
pressure gradient serves to produce greater power in the turbine. Nevertheless, the system’s
thermal efficiency does not change significantly, mainly because the thermal supplies in
both generators and evaporators also increase, thus compensating for the output produced
concerning the required input of the MAHP. For example, in Figure 5b–d, the thermal
efficiencies achieved remain almost constant. Only the RP range and GTL reduction are
sacrificed with less thermal supplied. Having a greater thermal source, the MAHP operates
with greater fluidity.

7.3. Exergetic Efficiency (ηEx)

The exergetic efficiency, as already mentioned in Section 4, is related to the amount
of thermal energy that will be usable (it is a better way of equating the revalued thermal
load with the power produced). Finally, in Figure 6, the exergetic efficiency of MAHP is
observed as a function of GTL for different temperatures of the supply source.
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(a) (b) 

 
(c) (d) 

Figure 5. Thermal efficiency (ηTh) as a function of GTL at different pressure ratios (RP).
(a) TGH = 160 ◦C; (b) TGH = 140 ◦C; (c) TGH = 120 ◦C; (d) TGH = 100 ◦C.

For example, in Figure 6, unlike Figure 5, more marked behaviors are shown for what
has been explained above. For a fixed source temperature and RP, increasing TA favors
exergetic efficiency as

.
QA continues to increase (

.
Wnet remains constant during operation).

The thermodynamic limit operative abruptly reduces the revalued heat of the system
(Figure 4), which directly affects the exergetic efficiency of the cycle (Equation (3)). For this
reason, efficiencies are constantly growing as GTL increases. Subsequently, a maximum
value is reached, and finally, there is an abrupt reduction in the efficiencies in the maximum
values of GTL. By increasing the RP, the pressure gradient of the MAHP is improved,
which benefits the

.
Wnet production of the system. Through the exergetic efficiency, it is

deduced that the RP cannot be increased without any control. For each condition, there
is an appropriate relationship between

.
Wnet and

.
QA that offers the best use of the energy

supplied concerning that produced. For each section of Figure 6, at the same RP (for
example, RP = 1.1), the exergetic efficiencies increase as there is a minor thermal supply
source (or at least for low RP). This behavior is to be expected because the exergy supplied
in the high-pressure generator has a more significant influence than that achieved with
the desired products. Secondly, operating at higher supply temperatures means higher
environmental thermal losses. Figure 6a shows that maximum ηEx (between 32 and 40 ◦C
of GTL) of 76%, 83%, 84%, and 80% are reached, for the RP of 1.1, 3, 5, and 7, respectively,
further reducing its exergetic efficiency for higher RP (0.72 with RP of 15). Figure 6b
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achieves its best performances for RP between 1.1 and 3, GTL between 30 and 35 ◦C, and
maximum ηEx of 0.86. Figure 6c achieves its best performances for RP between 1.1 and 2,
GTL between 30 and 39 ◦C, and ultimate ηEx of 0.87. Finally, Figure 6d is considered the
worst operating condition since the MAHP works with the least thermal resource. In this
case, it is only possible to operate between 1.1 and 2 RP and 27 ◦C of GTL. However, it is
essential to mention that despite the extreme conditions of the last scenario, the MAHP
continues to function and produce the desired outputs, greatly favoring its application in
various sustainable processes.

 
(a) (b) 

 
(c) (d) 

Figure 6. Exergetic efficiency (ηEx) as a function of GTL at different pressure ratios (RP).
(a) TGH = 160 ◦C; (b) TGH = 140 ◦C; (c) TGH = 120 ◦C; (d) TGH = 100 ◦C.

As seen in Section 7, the MAHP is a novel system with high efficiencies compared
to the systems presented in the introduction. The proposed configuration of nested heat
pumps coupled with a turbine provides enormous versatility of operation. On the one hand,
MAHP can operate with various sources of supply; on the other, working conditions can be
sought to produce high revalued thermal loads or better expansion power. Otherwise, these
characteristics allow the MAHP to have an important field of development for applications
in the industrial and renewable energy sectors.
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8. Conclusions

The analysis of a modified absorption heat pump (MAHP) for cogeneration applica-
tions has been made. The MAHP works with the binary solution H2O-LiBr and simultane-
ously produces expansion work (

.
Wnet) and the revaluation of a thermal source (

.
QA). The

working mixture presents enormous potential for development in these new cogeneration
systems. However, operating the cycle in regions far from the crystallization zones is essen-
tial. In this way, the thermodynamic operation will not be affected. Instead, it will have a
more significant margin of process and obtain the expected products in a versatile way. In
addition to the problem of crystallization, it is essential to have operating conditions that
guarantee gradients greater than zero in the nested sub-cycles of the MAHP. This condition
can be fulfilled when there are three levels of pressure and four temperatures. For the
simulation conditions, the TGH (100 to 160 ◦C), the TA (to improve the degree of revalued
heat, GTL), and RP (1.1 to 15) were varied. The results showed that

.
Wnet increases with

TGH and RP and decreases with absorber temperature when maximum GTLs are reached.
Regarding the revalued thermal load, as the MAHP produces higher TA,

.
QA presents a

sustained increase grade by grade until the most restricted zone of operation is reached.
Therefore, above 35 ◦C GTL,

.
QA decreases sharply, reaching a maximum of 45 ◦C GTL. The

maximum
.

Wnet and
.

QA produced were 582 and 5100 kW, respectively. These significant
potencies were obtained for a TGH of 160 ◦C, RP of 15, and a GTL of 8 ◦C. The ηTh of the
MAHP is not significantly affected by the TGH and RP variables. However, for moderate
GTL gradients, the thermal efficiencies differ very little, reaching values between 51% and
55%. Secondly, rises above 35 ◦C cause a drop considerably in the thermal efficiency to
36% (this applies to TGH of 160, 140, and 120 ◦C). Finally, the maximum ηEx of 87% was
reached for a TGH of 120 ◦C and an RP of 1.1. Therefore, it is essential to mention that for
each TGH supply temperature, an optimal RP favors the relationship between the desired
products and energy consumption. The ηEx presents a behavior composed mainly of

.
Wnet

and
.

QA. Accordingly, low increases in GTL are accompanied by constant increases in ηEx
And for high increases in GTL, ηEx reaches a maximum value and subsequently has an
abrupt decay. The MAHP is presented as a versatile system with high performance to
improve the efficient use of energy, promote the use of alternative energy sources, and use
industrial waste heat.
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Nomenclatures

1,2, . . . , 18 thermodynamic state points
A absorber
AHP absorption heat pump
AHT absorption heat transformer
C condenser
CHP combine heat and power
COP coefficient of performance
E evaporator
EC economizer
EES engineering equation solver
ETC evacuated tube collectors
FPC flat plate collectors
G generator
GC Goswami cycle
GTL gross temperature lift [◦C]
h enthalpy [kJ/kg]
KC Kalina cycle
LiBr lithium bromide
H2O water
MAHP modified absorption heat pump
.

m mass flow rate [kg/s]
ORC organic Rankine cycle
P pressure [kPa]
.

Q thermal capacity [kW]
RP pressure ratio [PH/PM]
SHE solution heat exchanger
SRC steam Rankine cycle
T temperature [◦C]

.
W mechanical power [kW]
X concentration of the solution [-]
Subscripts

A absorption
C condensation
E evaporation
Ex exergetic
G generation
H high
L low
M medium
net net
0 ambient temperature
P pump
T turbine
Th thermic
Greek Symbols

η efficiency [-]
v specific volume [m3/kg]
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Abstract: The use of electric vehicles (EVs) has recently increased in a smart city environment. With
this, the optimal location of the charging station is a great challenge and, hence, the energy efficiency
performance (EEP) of an electrical system is important. Ideally, the EEP is realized through passive
energy boosters (PEBs) and active energy boosters (AEBs). PEBs require no external resources, and
EEP is achieved through altering the network topology and loading patterns, whereas, in AEBs,
integrating external energy resources is a must. The EEP has also become dynamic with the integration
of an energy storage system (ESS) in a deregulated environment. Customer energy requirement varies
daily, weekly, and seasonally. In this scenario, the frequent change in network topology requires
modifying the size and location of AEBs. It alters the customers’ voltage profile, loadability margin,
and supply reliability when the EV works differently as a load or source. Therefore, a comprehensive
EEP analysis with different probabilistic loading patterns, including ESS, must be performed at
the planning stage. This work uses a harmony search algorithm to evaluate EEP for AEBs and
PEBs, in coordination, when ESS works as a load or source, at four locations, for customers’ and
utilities’ benefits.

Keywords: probabilistic loading patterns; energy efficiency performance; distribution systems;
passive energy boosters; active energy boosters; energy storage system; harmony search algorithm;
sustainable energy and society

1. Introduction

Technological development paves the way to modernization with significant enhance-
ments in energy consumption, where electricity plays a crucial role. In this scenario,
sustainable energy is the primary requirement for a sustainable society. Though energy
resources are depleting day by day, it is necessary to explore the ever-best approach for
energy efficiency while generating, distributing, and utilizing electricity. In the current
scenario, societal development mainly depends upon the availability of energy resources.
Conversely, the consumers’ energy demand has grown unexpectedly, and agencies are
working tirelessly to explore various energy resources. The availability of the resources is
limited. Therefore, the smart systems for energy efficiency in generation, distribution, and
utilization can be considered alternatives to the resources for sustainable energy and society.

A smart energy system has two aspects: namely, (a) realization of technical parameters
for energy efficiency and (b) bidirectional communication with power components for their
control and monitoring. The first part is more critical to developing a smart infrastructure
for operation and control. In the present scenario, the loading pattern varies with the state
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of the economy and system voltage profile. The involvement of smart devices encompasses
power electronic devices and converters; the loading pattern has become highly non-linear
and needs to be managed on an hourly basis [1]. It further alters the loadability margin
and reliability of power supply, at respective load points, during power delivery. However,
in recent years, the technological evolution in electric vehicles has introduced a new scope
of research for energy efficiency in smart energy systems.

Further, in a smart city environment, the EEP of a distribution system depends upon
several parameters. It changes with the representation of loads, network topology, inte-
gration of DGs and shunt capacitors, and the implementation of various DSM approaches
during power delivery. In addition, in recent years, the integration of EVs has evolved
the new research challenges for energy efficiency. In this work, EEP is realized with and
without external energy resources to benefit utility and consumers. The approach for
EEP without external energy resources is defined as a passive energy booster, whereas
the approach for EEP with external energy resources is the active energy booster. In the
past, the researchers have presented several approaches, with slight modifications, based
on PEBs and AEBs, exclusively. From consumers’ perspectives, in this work, the EEP is
realized by PEBs and AEBs in coordination with ESS, and a comprehensive evaluation is
presented based on several operating parameters.

Several approaches exist for the EEP of the distribution system, and using single and
multi-objective functions, with line losses, are a significant concern. Ideally, it is beneficial
for utilities, whereas it has little significance in consumers’ interests. Ali et al. [2] have
presented several indices-based approaches for the comprehensive evaluation of EEP of
the distribution system. Here, the authors considered different combinations of the load
models, and EEP is realized with and without the integration of external energy resources
exclusively. A heuristic approach is developed, and the weightage of different indices is
varied to show their effects on EEP. However, in this approach, the loads are represented
with fixed weightage to the particular load class or type, as well as under fixed weightage
to the energy parameters. As an extension to the method presented in [2], it is required
to evaluate the system performance for a possible number of customers, as well as the
reliability of power supplies under different probabilistic loading patterns, including ESS.

Authors in [3,4] have developed a heuristic approach, for improving a system’s voltage
profile and EEP, by considering a different objective in optimization that allows the more
significant number of customers to be supplied at a particular time instant. However,
authors in [5] have developed the DSM approach under different loads, such as electric
vehicles, mobile charge, and energy storage devices, for smart grid systems with fixed
network topology. Habeeb et al. [6] have presented the energy management system, with
local generation and energy storage, for domestic applications. Conversely, in [7], authors
have developed schemes for the operation of different power equipment throughout
the day. The real-time implementation of these approaches tends to alter the loading
patterns hourly. In this scenario, the representation of loads in power system operation
and stability studies plays an important role. Bin et al. [8] have presented a multi-objective
optimization problem in a hybrid microgrid environment, where power generation from
the PV system, windmills, and ESS is simulated using fuzzy techniques. Here, the authors
have also considered the static loading patterns, and no emphasis has been laid on the
voltage dependency of loading patterns during a change in network topology. In [9],
the integration of these power generating systems has been simulated with DSM, for an
agriculture farm, to reduce the energy demand of the power grid.

With the implementation of the DSM approach, the load demand was found to be
varying significantly in [10], where the energy demand of the commercial building is
evaluated for the intensification of energy efficiency. However, Asrari et al. [11] and
Dorostkar et al. [12] have presented the impact of DER on the electrical system during
network reconfiguration for EEP. Similarly, in [13,14], the reconfiguration is performed
to improve the reliability of supplying power, with a vehicle, to grid and DG allocation
in an active distribution system, respectively. Conversely, Fu et al. [15] revealed that the
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reconfiguration is limited due to switching loss. Therefore, it requires development of a
timeframe for a particular configuration for the capacity enhancement of existing networks.
Ali et al. [16] have also presented the reconfiguration, in the presence of ESS, considering
static loads. In [17], reconfiguration is performed under an unbalanced distribution system
to coordinate voltage regulators and renewable resources. Song et al. [18] considered the
voltage volatility due to DER, and reconfiguration is performed to minimize it, but in [19],
DG allocation is presented in the presence of ESS for energy performance.

Naguib et al. [20] conferred that environmental uncertainty can affect the system
performance during reconfiguration and DG allocation. Cattani et al. [21] addressed the
distribution system planning by using reconfiguration, and in [22], an AC-DC hybrid dis-
tribution system is developed for the customer’s energy management. Takenobu et al. [23]
presented the annual energy consumption, based on the reconfiguration of the distribution
system, under different operating conditions. This allows system operation flexibility, and
it benefits both the customer and the utility. Conversely, Arsari et al. [24] presented a new
framework of DG allocation, based on time management, hourly—ahead of the system’s
decision making—to reduce the necessity of reconfiguration. In [25], the authors emphasize
the short-term improvement in the voltage profile when using network reconfiguration.
However, in [26,27], the process of reconfiguration is highlighted, and heuristic approaches
are developed for single or multilevel switching operations, whereas in [28–30], network
reconfiguration is performed for loss reduction under a fixed loading scenario.

The above literature has revealed that network reconfiguration and DG allocation play
crucial roles in the EEP of an electrical system. However, in these approaches, the impact of
ESS on EEP has not been considered; instead, they focused on the conventional approach of
network reconfiguration and DG allocation. These approaches can be realized in two ways:
namely, (i) the approaches in which no external energy resource is required to improve
the EEP and (ii) the approach in which external source is a must to improve the EEP. The
former is called a passive energy booster, and later, is an active energy booster. Further, in
recent years, the new type of load, featured with ESS, can be recognized as a dynamic load
since it can work as a load or source, while charging or discharging, respectively.

The performance of the electrical power system with ESS has been presented in [31–33].
However, in these studies, the representation of physical loads and network reconfiguration
have not been considered; instead, results are demonstrated under constant power loads
only. However, in smart energy infrastructure, the voltage dependency of these loads
cannot be ignored. An extensive review presented in [34] has emphasized the need of ESS
for a sustainable microgrid. Considering the above facts, this work intended to develop
a probabilistic loading pattern for the comprehensive evaluation of EEP of the electrical
systems in a smart energy system’s environment. Moreover, in this work, DG allocation
and network reconfiguration are performed, in coordination, under different loading
patterns, including ESS, which is beneficial for the customer and utilities in a sustainable
city and society.

The organization of the paper is as follows: The extensive literature review is presented
under the introduction in Section 1. The mathematical formulations, with operating
constraints, load modeling, and EEP parameters, are described in Section 2. However,
Section 3 presents a detailed description of the harmony search algorithm, whereas Section 4
presents the procedural steps involved in the proposed algorithm. Section 5 describes the
test system and the case study cases. Section 6 presents the test results and discussion, and
finally, the results and findings are concluded in Section 7.

2. Mathematical Formulations for Energy Efficiency

2.1. Problem Formulation

With the involvement of smart devices in energy systems, the operation and control
has become fast. As a result, it has improved the decision-making capacity under the
frequent change in operating conditions for energy efficiency, which involves the reduction
in power loss, improvement in voltage profile, and loadability margin—exclusively or in
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coordination—with certain weightage of each parameter. However, the change in working
conditions may compromise one parameter over another. In this scenario, the primary
function of PEBs and AEBs is to deal with the constraints, such as active and reactive power
demand, voltage limits, line capacity, and network radiality. Therefore, the optimization
problem is formulated as follows:

Minimize → f(x) (1)

The above problem is subject to the following constraints:

a. Active and reactive power limit: The algebraic sum of all the generations, power de-
mands, and power losses should be zero, and it is defined as:

∑n
i=1 PGi − ∑n

i=1 PDi − ∑n
i=1 PLi = 0 (2)

∑n
i=1 QGi − ∑n

i=1 QDi − ∑n
i=1 QLi = 0 (3)

Here, in (2) and (3), the PGi and QGi are the generated power at the ith node, PDi and QDi
are the demands at the ith node, and PLi and QLi is the power losses beyond ith node.

b. Voltage limit: The PEBs and AEBs are responsible for improving the system voltage
profile. However, PEBs can improve up to a certain extent, whereas AEBs can im-
prove the voltage profile even beyond 1.0 pu. Therefore, voltage limit restrains the
overcompensation due to AEBs, and it is defined in (4):

Vi,min ≤ Vi ≤ Vi,max (4)

c. Capacity limit: In power distribution, the lines have their capacity to transfer power
and, hence, the loadability. The line capacity is usually evaluated with current limits,
and the maximum load that can be connected at a particular node is defined with kVA
loading. These limits are described in (5).

Ii < Ii, max
kVAi < kVAi, max

]
(5)

d. Network radiality limit: A distribution system is generally operated as radial to coordi-
nate protecting devices. The branches are arranged in a downward stream. In a set
of branches, the index value kij is equal to ‘1′ for all connected branches between the
‘ith’ and ‘jth’ nodes; otherwise, it is zero if that branch is considered as a tie-line in the
configuration. In a radial network,

kij = 1 → → for all connected branches

kij = 0 → → for tie-lines

Therefore, for network radiality the following is to be satisfied.

∑ kij = n − 1 (6)

Here, in (6), ‘n’ is the total number of nodes in a radial path, including the substation.

e. State of charge limit: An energy storage system (ESS) in electrical power distribution
can work as a load, as well as an energy resource, depending on its state of charge
during operation. ESS below its lower limit of SOC tends to work as load, whereas
it can meet load demand under peak loading conditions when SOC is above the
prescribed limit.
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SOCb,min ≤ SOCb < SOCb,max (7)

f. AEB’s limit: The external DGs are the source of AEBs. If AEBs are operated below their
minimum prescribed limit, they become uneconomical. The lower limit is taken as
0.3 times of its full capacity in this work. Therefore, the following limits are imposed
for AEBs for the energy-efficient operation of the power system.

0.3 × AEBi,max ≤ AEBi < AEBi,max (8)

2.2. Energy Efficiency Analysis

In the deregulated competitive energy market, the energy efficiency is not limited to
a mere single parameter, such as the reduction in power loss. Rather, it depends upon
several other parameters, such as time of operation, loading patterns, state of the economy,
environmental conditions, and the number of customers to be supplied, i.e., loadability
limit, voltage profile at the customer end, reliability of supplying power, as well as the
quantity and quality of supplying power. To improve the EEP, utilities usually implement
energy boosters during operation. These energy boosters can be classified as PEBs and
AEBs. The effect of various PEBs and AEBs on the EEP is summarized in Table 1.

Table 1. Parameters for energy efficiency performance.

S. No. Parameters Significance in EEP

1 kW demand (Psi)
The integration of PEBs and AEBs improves the voltage profile, altering the
loading pattern.

2 kVAr demand (Qsi)
The reactive power flow in the system directly affects the voltage profile. The
higher the reactive power lower will be the voltage and hence the poor
energy efficiency.

3 kVA demand (Ssi)
The number of customers to be supplied depends upon the kVA rating of
transformer at load point.

4 Node voltage profile (Vi)
The loads are voltage-dependent, and hence, the voltage profile can alter the
loading pattern and the operating efficiency of the connected loads.

5 Loadability index (f si)
Loadability margin limits the maximum number of customers supplied at a
particular node.

6 Power loss (PL) PEBs and AEBs reduce the power loss by improving voltage profile and
local generation.

7 Margin of Reliability (MR)
The reliability of supplying power is influenced by the possible number of
consumers, voltage limit, and thermal limit. The PEBs and AEBs improve
these aspects and hence the reliability.

2.3. Load Representation and Modeling

Practical loads are the combination of several types of loads having different charac-
teristics [35]. The operating characteristics of these loads may change with time and the
system voltage profile. Depending on their voltage profile sensitivity, loads are classified as
residential, commercial, and industrial loads. Conversely, the operating characteristics can
be represented as constant power, constant current, and constant impedance for individual
loads. In practice, these loads act together, and therefore, it is required to consider the
various combinations of different load classes and types, as shown in Table 2.
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Table 2. Load type and load class with their voltage exponents.

Load Type
Voltage Exponents

Load Class
Voltage Exponents

α β α β

Constant power 0 0 Industrial 0.18 6.0

Constant current 1 1 Commercial 0.99 3.5

Constant impedance 2 2 Residential 1.2 2.9

In this work, based on the above representation, the loads are modeled as follows:

a. Load model-1 (LM-1): In LM-1, the load at each node is considered to be a constant
power type and represented as

Pi = a ∗ Pi0

[
Vi
Vi0

]α

Qi = a ∗ Qi0

[
Vi
Vi0

]β (9)

b. Load model-2 (LM-2): In LM-2, the loads are considered as the combinations of various
load types, such as constant power, constant current, and constant impedance loads,
and it is represented as

Pi = Pi0

(
a
[

Vi
Vi0

]α1
+ b

[
Vi
Vi0

]α2
+ c

[
Vi
Vi0

]α3
)

Qi = Qi0

(
a
[

Vi
Vi0

]β1
+ b

[
Vi
Vi0

]β2
+ c

[
Vi
Vi0

]β3
) (10)

c. Load model-3 (LM-3): In LM-3, the loads are considered as the combinations of var-
ious load classes, such as residential, commercial, and industrial loads, and it is
represented as

Pi = Pi0

(
x
[

Vi
Vi0

]α1
+ y

[
Vi
Vi0

]α2
+ z

[
Vi
Vi0

]α3
)

Qi = Qi0

(
x
[

Vi
Vi0

]β1
+ y

[
Vi
Vi0

]β2
+ z

[
Vi
Vi0

]β3
) (11)

In (10), voltage exponents α1 = β1 = 0, α2 = β2 = 1, and α3 = β3 = 2, as well as
‘a’, ‘b’, and ‘c’ are the fractional contributions in the LM-2. Conversely, in (11), the voltage
exponents α1 = 0.18, β1 = 6.0, α2 = 0.99, β2 = 3.5, and α3 = 1.2, β3 = 2.9, as well as
‘x’, ‘y’, and ‘z’ are the fractional contributions in LM-3. In various LMs, the fraction ‘a’,
‘b’, ‘c’ and ‘x’, ‘y’, ‘z’ are obtained using (21), where it varies at random as a function of
probabilistic constant factor (PCF).

Considering the above formulation, the node voltage and loadability are calculated
using equivalent radial network between two nodes, as shown in Figure 1:

Figure 1. Representation of radial network between two nodes.

Let the receiving-end power factor angle (θ), sending-end voltage angle (δ), and
Ψ = θ + δ, so the following equations can be written:

Vicos Ψ = Vjcos θ + Iijrij ; (12)

Visin Ψ = Vjsin θ + Iijxij ; (13)
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V2
i =

(
Vjcosθ + Iijrij

)2
+
(
Vjsinθ + Iijxij

)2 (14)

Equation (14) can be written as (15), in terms of load demand, as follows:

V2
i = V2

j + 2rijPsj + 2xijQsj +
(

r2
ij + x2

ij

)[P2
sj + Q2

ij

V2
j

]
(15)

Further re-arranging (15) gives receiving-end voltage, represented, as follows, by (16):

Vj =

⎡⎢⎣V2
i

2
−
(

rijPsj + xijQsj

)
±
⎡⎣{V2

i
2

−
(

rijPsj + xijQsj

)}2

−
(

r2
ij + x2

ij

)(
P2

sj + Q2
sj

)⎤⎦
1
2
⎤⎥⎦

1
2

; (16)

The loadability limit is the maximum volt-ampere capacity of a radial feeder. Equation (16),
for receiving-end node voltage, is used to find the loadability limit. The following inequality
constraint is to be satisfied for the feasible solution of (16){

V2
i

2
− (

rijPsj + xijQsj
)}2

−
(

r2
ij + x2

ij

)(
P2

sj + Q2
sj

)
≥ 0. (17)

In order to define the maximum load that can be connected at the respective nodes,
the existing load is replaced by fsj × (Psj + jQsj), and (17) is further modified as a quadratic
form of ‘fsj’. On solving, it yields

fsj =

V2
i

[
−(rijPsj + xijQsj

)
+

√(
r2

ij + x2
ij

)(
P2

sj + Q2
sj

)]
2
(
xijPsj − rijQsj

)2 (18)

Here, ‘fsj’ is the factor that describes the possible additional load that can be connected
at respective nodes before voltage collapse. The value of ‘fsj’ may vary differently at each
node in different configurations. To show the effect of improvement in the voltage profile
at respective nodes, in a reconfigured network, the sending-end node voltage is assumed
constant for the calculation of loadability factor at any subsequent node. The total power
losses in the system are calculated as follows in (19) and (20):

PLT = ∑

(
P2

sj + Q2
sj

)
V2

j
rij ; (19)

QLT = ∑

(
P2

sj + Q2
sj

)
V2

j
xij ; (20)

Equations (19) and (20) show the voltage profile dependence of power losses in
the system.

2.4. Probabilistic Loading Patterns (λ) and Cases of Study

In practice, the loading pattern, at a particular node or load point, varies at random,
depending on the contribution of a specific load type or class. Equations (21) and (22)
describe different loading patterns.

λ1 = 1 − PCF × rand( ) (21)

λ2 =
1 − λ1

2
(22)
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The value of PCF is operator-dependent, and it can lie between 0 and 1. Here, in (21),
the ‘0′ value of PCF means the contribution of ‘λ1’ is 100%. It is independent of random
function, whereas if PCF > 0, then the loading pattern ‘λ1’ will depend upon the random
function at that moment, e.g., if PCF is 0.6 and rand() is obtained as ‘1′ at any moment, then
‘λ1’ will be 40%, which is its minimum value. Similarly, at any other moment, if rand() is
‘0′, then the loading pattern (λ1) will be 100% again. This allows the selection of ‘a’, ‘b’, ‘c’
and/or ‘x’, ‘y’, ‘z’, as well as the corresponding study cases for EEP, of a power distribution
system under consideration.

Considering the above formulation, the three different cases of probabilistic loading
patterns (PLP), under LM-2 and LM-3, are studied and described in Table 3.

Table 3. PLP under LM-2 and LM-3.

LP LM-2 LM-3

PLP-1 a = λ1 and b = c = λ2 x = λ1 and y = z = λ2

PLP-2 b = λ1 and a = c = λ2 y = λ1 and x = z = λ2

PLP-3 c = λ1 and b = a = λ2 z = λ1 and y = x = λ2

The selection of ‘a’, ‘b’, ‘c’ and/or ‘x’, ‘y’, ‘z’ is such that

a + b + c = 1 (23)

x + y + z = 1 (24)

Therefore, with one component known, the others are equally divided using (22).
In LM-2 and LM-3, the fractional values ‘x’, ‘y’, and ‘z’ are the same as ‘a’, ‘b’, and ‘c’.
However, in the analysis, they may be taken differently for the comprehensive evaluation
of EEP during power delivery.

2.5. Representation of Energy Storage System

The state of charging and discharging the battery defines the behavior of the energy
storage system (ESS) to be worked as a load or source. However, all the ESS may not be
fully charged or discharged simultaneously. In this scenario, the representation of the ESS
can be modeled with the help of a random distribution function. The ESS, under charging
state, works as a load, whereas it will work as a source under discharge state. The modeling
of ESS is represented as follows

ESS = ± ESSin(1 − PCF × rand( )) (25)

In (25), plus and minus represent the behavior of ESS as a load or source, respectively.
ESSin is the initial state of ESS that may be fully charged or discharged, as per ESS operation,
of load or source. PCF is the probabilistic constant function that is taken as 0, 0.25, and
0.5 for constant power loads. In contrast, for voltage-dependent loads, PCF is taken as 0.4
under different cases of PLPs shown in Table 3. It means, if the value of rand() is ‘1′, the
minimum or maximum state of charge or discharge of ESS depends upon the PCF.

2.6. Margin of Reliability

During operation, the reliability of supplying power depends upon the connected
loads and time of operation. In this scenario, the loading patterns play an important role
since, under different circumstances, the behavior of voltage-dependent loads are found
to be different, contributing to the reliability of supplying power and energy efficiency at
that instant. From [2], it can be observed that the relative value of reliability can exceed the

181



Processes 2022, 10, 1593

unity since it is the indexed value. Considering the indexed value of reliability of supplying
power, the variation in the margin of reliability (MR) can be evaluated as follows:

%MR =
RIbase − RIRecon f iguration

RIbase
× 100 (26)

In (26), the margin of reliability can be plus or minus, depending upon the indexed
value of the reliability index (RI), in reconfigured networks. Therefore, if MR is positive,
the reliability of supplying power in the reconfigured network will improve and vice-versa,
as compared to the base or original configuration.

3. Harmony Search Algorithm

The improvisation of musical harmony inspires the harmony search algorithm. HSA
gives a set of solutions where the best solution is a near-optimum solution. The important
feature of HSA is that it can independently consider each component variable in a single
solution vector while it generates a new vector. This feature can accelerate the convergence
rate of the HS algorithm by imposing constraints in the process of harmony improvisation (i.e.,
pitch adjustment, memory consideration, and random selection) for selecting a new decision
variable. In HSA, discrete and continuous variables are managed together [3,4,35–38].

In the optimization process, HSA performs three functions described as:

a. Initialization of harmony memory
b. Improvisation of harmony memory
c. Updating the harmony memory

The harmony memory (HM) is a collection of possible solutions, depending upon
the nature of the problem. Initially, HM is selected at random and/or based on prior
information. The size of HM is operator-dependent, which further varies with the number
of solution vectors and the complexity of the problem. Conversely, ‘HM’s improvisation can
be achieved by selecting a new solution vector, at random, from either the initial solution
space or the HM. The selection of a new solution vector from HM is decided based on
the harmony memory considering rate (HMCR). Later, the pitch and bandwidth of such a
selection is adjusted with a certain probability. Finally, the new harmony is evaluated, and
the HM is updated based upon the audience response, i.e., improvement in the objective
function corresponding to that selection.

A detailed explanation of HSA parameter selection is given in [3,4,35–38]. In Table 4,
the effect of HSA parameters is summarized in the optimization function. Here, it can be
noticed that the minimum power loss is obtained when HMCR is 0.85, PAR is 0.35, and
HMS is 12 for the system under consideration. Therefore, with the change in HMCR, there
is a significant change in the objective function.

Table 4. Results based on various HSA parameters for a 33-node radial distribution system.

Cases
HAS Parameter Objective Function as

Power Loss (kW)HMCR PAR HMS

1

0.90 0.25 12 147.63

0.70 0.25 12 143.44

0.45 0.25 12 144.35

0.35 0.25 12 155.73

2

0.85 0.35 12 139.55

0.85 0.45 12 140.02

0.85 0.55 12 139.97

0.85 0.65 12 140.65
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Table 4. Cont.

Cases
HAS Parameter Objective Function as

Power Loss (kW)HMCR PAR HMS

3

0.80 0.40 5 159.81

0.80 0.40 20 147.90

0.80 0.40 25 162.68

0.80 0.40 35 163.82

3.1. Harmony Improvisations

In HSA, the critical aspect is harmony improvisation. In harmony improvisation, there
are three rules: namely, (a) random selection, (b) harmony memory consideration, and
(c) pitch adjustment.

In the case of random selection, the new solution vector is selected from the global
solution space with a probability of ‘1-HMCR’. Initially, with lower HMCR, the possibility
of selection from global space is high. This is to explore the possible solution and to generate
a solution vector in HM.

HMCR (t) = HMCRmin +
(HMCRmax − HMCRmin)× t

Tmax
(27)

From (27), it can be observed that, with the increase in iteration, the HMCR increases,
which, in turn, allows the higher probability of selection of a new solution vector from the
HM. Further, the solution vector selected from HM has to be adjusted with the neighbor
solution vector with PAR probability. The PAR increases with iteration and finally reaches
‘1′, which means every solution vector needs to be pitch adjusted. The new vector, at this
stage, is further modified with bandwidth. The PAR and bandwidth are defined using
the following:

PAR (t) = PARmin +
(PARmax − PARmin)× t

Tmax
(28)

BW(t) = BW ∗ e− ln (
BWmin
BWmax )

t
Tmax (29)

In (28) and (29), the PAR increases linearly, whereas BW decreases exponentially with
an increase in iteration. This allows for the increase in probability for pitch adjustment with
every increase in iteration, but it reduces the requirement of change in bandwidth at the
same solution.

3.2. Solution Vector for PEBs

In the case of PEBs, the solution vector stored in the HM is limited to the tie-lines only.
Therefore, in this case, the HM can be defined as

HSV1 =
[

TL1
1 TL1

2 TL1
3 TL1

4 TL1
5 . . . . . . . . . . . .

]
(30)

In (30), each solution vector is defined corresponding to the respective tie-lines, and
there may be any number of tie-lines in the sample system. Therefore, for a large network,
it is required to generate a single solution vector in HSA.

3.3. Solution Vector for AEBs

In the case of AEBs, the solution vector stored in the HM is limited to twice the number
of AEBs. Therefore, in this case, the HM can be defined as

HSV1 =
[

DG1
1 DG1

2 DG1
3 . . . . . . . . . ND1

4 ND1
5 ND1

6 . . . . . . . . . . . .
]

(31)
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In (31), DG1
1 DG1

2 DG1
3 . . . represents the solution vector, corresponding to the size of

AEBs, and ND1
4 ND1

5 ND1
6 . . . represents the solution vector, corresponding to the locations

of AEBs.

3.4. Solution Vector for PEBs and AEBs in Coordination
In the case of coordinated operation, the solution vector stored in the HM is the tie-

lines, DG size, and its location at a particular node. Therefore, in this case, the HM can be
defined as

HSV1 =
[

TL1
1 TL1

2 TL1
3 TL1

4 TL1
5 . . . . . . DG1

6 DG1
7 DG1

8 . . . . . . ND1
9 ND1

10 ND1
11 . . . . . .

]
(32)

In (32), the solution vectors are represented, in coordination, for PEBs and AEBs, which
were defined exclusively in (30) and (31), respectively.

4. Proposed Algorithm and Flowchart

Figure 2 shows the flow chart of the proposed algorithm. The steps involved in the
proposed algorithm are described as follows:

 
Figure 2. Flowchart of the proposed algorithm.

Step-1: Read the line and load data.
Step-2: Set LMs, PLPs, and cases of study
Step-3: Run the load flow for initial configuration and save the result as reference.
Step-4: Read the HSA parameters and generate HM, as per the solution vector described

in Section 3.
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Step-5: Set iteration counts = 1.
Step-6: Calculate the solution after each iteration and apply HSA rules for HM improvisation.
Step-7: If the new HM is better than the old, update HM, or else set counts = count + 1.
Step-8: In case-1, consider the following:

a. run the load flow for LM-1, LM-2, and LM-3 under light, normal, and overloading
scenario and find optimal configuration.

b. run the load flow for LM-1, LM-2, and LM-3 with 1DG, 2DG, and 3DG allocation
in base configuration.

c. run the load flow for LM-1, LM-2, and LM-3 with 1DG, 2DG, and 3DG allocation
in optimal configuration, which is obtained in (a).

Step-9: In case-2, consider the following:

a. run the load flow for LM-1 under normal loading scenario for 0%, 25%, and 50%
SOC, with 1EV, 2EV, 3EV, and 4EVs as a load and find optimal configuration.

b. run the load flow individually for LM-2 and 3 under normal loading scenario for
PLP-1, PLP-2, and PLP-3, with 1EV, 2EV, 3EV, and 4EVs as a load and find
optimal configuration.

Step-10: In case-3, consider the following;

a. run the load flow for LM-1 under normal loading scenario for 0%, 25%, and 50%
SOC, with 1EV, 2EV, 3EV, and 4EVs as a source and find optimal configuration.

b. run the load flow individually for LM-2 and 3 under normal loading scenario for
PLP-1, PLP-2, and PLP-3, with 1EV, 2EV, 3EV, and 4EVs as a source and find
optimal configuration.

Step-11: In case-4, consider the following;

a. run the load flow for LM-1 under normal loading scenario for 0%, 25%, and
50% SOC, with 1EV, 2EV, 3EV, and 4EVs as a load, at the most occurred loca-
tion obtained in case 2 and 3, and find optimal configuration and DG allocation
in coordination.

b. run the load flow individually for LM-2 and 3 under normal loading scenario for
PLP-1, PLP-2, and PLP-3, with 1EV, 2EV, 3EV, and 4EVs as a load, at the most
occurred location obtained in case 2 and 3, and find optimal configuration and DG
allocation in coordination.

Step-12: In case-5, consider the following;

a. run the load flow for LM-1 under normal loading scenario for 0%, 25%, and
50% SOC, with 1EV, 2EV, 3EV, and 4EVs as a source, at the most occurred
location obtained in case 2 and 3, and find optimal configuration and DG allocation
in coordination.

b. run the load flow individually for LM-2 and 3 under normal loading scenario for
PLP-1, PLP-2, and PLP-3, with 1EV, 2EV, 3EV, and 4EVs as a source, at the most
occurred location obtained in case 2 and 3, and find optimal configuration and DG
allocation in coordination.

Step-13: Print the EEP under different LMs for different SOC, PLP, EVs, and DG allocations,
as the case may be, of energy efficient configuration.

5. Test System, Assumptions and Cases of Study

5.1. Test System

In this work, a sample 33-node radial distribution system, as shown in Figure 3, is
considered, and the proposed algorithm is demonstrated in the MATLAB environment.
In this network, the branches or lines are divided into two parts, such as tie-lines and
connected branches. The tie-lines are the branches made OFF from the network during
operation, whereas the connected branches are the branches that remain in operation.
Here, the base configuration is represented when tie-lines 33–37 are opened, and the other
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configurations are obtained by changing the status of the switch from ON to OFF in other
branches during optimization. The first node is the substation, and the voltage at that node
is maintained as 1.0 pu.

 

Figure 3. A sample 33-node radial distribution system.

5.2. Assumptions

The following are the assumptions while performing optimization in this work:

(a) The substation can meet the power demand of the system
(b) The maximum voltage at the substation is 1.0 pu.
(c) The minimum and maximum voltage, at respective nodes, are 0.90 pu and 1.05 pu.
(d) The maximum capacity of a single AEB is 1 MW at one location.
(e) The switching loss is negligible.
(f) The appropriate size of AEBs is available at the optimal location and can operate at

their maximum capacity.

5.3. Energy Efficiency Analysis under Different Cases of Study

Table 5 shows the five different study cases for EEP analysis of the distribution system.
However, these cases can be redefined as EEP evaluation when ESS works as a load or
source. In the case-1, the EEP is analyzed without ESS. EEP realization of the network
under consideration is presented in the following sections, from 6.1 to 6.5, exclusively, for
all cases.
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Table 5. The cases of study for EEP evaluation with PLP under different LMs.

Cases Description Remarks

Case-1 EEP evaluation of new configuration
with PEBs and AEBs exclusively

This allows the EEP evaluation of reconfigured network and AEBs
allocation in the original network and reconfigured network under
different LMs without ESS.

Case-2 EEP evaluation with PEBs
This allows the change in a network topology for single/multi objectives
and the EEP evaluation of the resulting configuration under different
LMs with ESS as a LOAD.

Case-3 EEP evaluation with PEBs
This allows the change in a network topology for single/multi objectives
and the EEP evaluation of the resulting configuration under different
LMs with ESS as a SOURCE.

Case-4 EEP evaluation with PEBs and AEBs
in coordination

This allows EEP evaluation in the coordination of PEBs and AEBs for
energy-efficient operation under different LMs with ESS as a LOAD.

Case-5 EEP evaluation with PEBs and AEBs
in coordination

This allows EEP evaluation in the coordination of PEBs and AEBs for
energy-efficient operation under different LMs with ESS as a SOURCE.

6. Test Results and Discussions

6.1. Case-1: EEP Realization in Original and Reconfigured Topology (without ESS)

Table 6 shows the test result of the 33-node electrical system under different LMs
for case-1. Here, the tie-lines in the original configuration are 33, 34, 35, 36, and 37,
fixed, and the EEP is evaluated under light, normal, and overloading scenarios. Part-A
of Table 6 shows that the optimal configuration obtained under the overloading scenario
is different from the light and normal loading scenario in LM-1. However, in LM-2, the
optimal configuration under light loading is different from the normal and overloading
scenario. Conversely, in LM-3, the optimal configuration is the same under light, normal,
and overloading scenarios.

The power loss under LM-2 and 3 is less than the LM-1 because the load profile in
LM-1 is fixed, whereas it is voltage-dependent under LM-2 and 3, which draws less power
if the voltage profile is lower than their nominal voltages at the load bus. As a result,
the loadability margin has improved in the case of LM-2 and 3. Here, the %MR has been
reduced over the various loading scenario, as shown in Part A of Table 6.

Similarly, Part B of Table 6 shows the EEP analysis of the original configuration
when 1DG, 2DG, and 3DGs are placed at optimal locations under different LMs. All EEP
parameters vary with the DG placement, but %MR in LM-1 is found unchanged. This
is because the system’s reliability depends upon the network configuration and loading
patterns, which, in this case, are fixed. However, MR has increased in LM-2 and 3 with DG
placements. Part-C of Table 6 shows the EEP analysis of reconfigured networks, obtained in
Part-A, with optimal 1DG, 2DG, and 3DG placement. Here, it can be noticed that the power
losses have reduced, and MR has increased under all LMs. When DGs are placed in the
optimal configuration, obtained in Part-A, the reduced DG size can significantly improve
the EEP compared to the original configuration’s DG allocation.

6.2. Case-2: EEP Realization with PEBs (ESS Works as a Load)

Table 7 shows the test result of the 33-node electrical system under different LMs for
case-2. The original configuration, with tie lines as 33, 34, 35, 36, and 37, is fixed, and the
EEP is evaluated under different LMs. In LM-1, three different cases are developed where
PCF is taken as 0.0, 0.25, and 0.50 when ESS works as a load. The EEP of an electrical
system is also evaluated for single, two, three, and four ESS.
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The location of ESS, in these cases, is found to be different under different LMs, as
shown in Table 7. The 0% SOC means ESS is wholly discharged and acts as a load of its total
capacity, similar to 25% and 50%. Since ESS works as a load, the overall loading patterns
of the system will increase, and as a result, the power loss may increase under different
LMs. Here, the optimization is performed for ESS locations under different LMs. Part A of
Table 7 shows the optimal location of ESS when it works as a load, found at node numbers
24, 2, and 5 in LM-1, with SOC as 0, 25, and 50%, respectively.

The optimal location of ESS varies with LMs and is found at 18, 33, and 32 in LM-2, as
well as 31, 16, and 16 in LM-3 for one EV station, as shown in Part B and C of Table 7. Here,
it can also be noticed that the optimum location of ESS and the resulting configurations
are found to be different for 2EV, 3EV, and 4EVs under different LMs. However, the MR is
increased compared to the original configuration in these configurations.

Here, it can also be observed that the optimal configuration, under different loading
patterns, is found to be different. The variation in the resulting configuration and the ESS
location may further alter the %MR for 1EV, 2EV, 3EV, and 4EVs. Though ESS works as a
load, the power loss in the resulting optimal configuration is slightly greater compared to
the optimal configurations obtained in case-1, as shown in Table 6.

6.3. Case-3: EEP Realization with PEBs (ESS Works as a Source)

Table 8 shows the test result for EEP realization with PEBs for case-3 when ESS works
as a source. In this case, the EVs location was found to be different in comparison with
the previous case. Additionally, the optimal configuration and other EEP parameters vary
significantly. The optimal configuration, with tie-lines 7, 9, 14, 23, and 27, is obtained for
LM-1 with 1EV under 0% SOC. Similarly, the optimal configuration is the same for 25%
and 50% SOC, whereas the other EEP parameters are different.

The optimal configuration under the same EVs may be different. It can be noticed that
the optimal configuration with 2EV, 3EV, and 4EVs under 50% SOC are found to be 7, 9, 14,
32, 37, 7, 9, 14, 32, 28, as well as 7, 9, 14, 32, and 37. The difference in optimal configuration
can also be observed under 0% and 25% SOC. EVs work as a source to alter the load profile
and relieve the demand at that node. Here, the system losses have been reduced, and the
loadability margin has improved because of the improvement in voltage profile. From the
results, it can be observed that the margin of reliability has also been improved.

However, under LM-1, the power loss across 1EV, 2EV 3EV, and 4EVs varies slightly,
whereas the reduction in loss, in the case of LM-2 and LM-3, is found to be very significant.
These losses are 135.47, 134.25, 132.47, and 126.48, in the case on LM-2, and 126.26, 123.84,
121.60, and 119.77 kW in the case of LM-3, respectively. The reduction in power loss and
improvement in the voltage profile further help improve the loadability margin and MR.
For example, with 1EV, the fsi for 0% SOC in LM-1 is 14.74, whereas, for LM-2 and LM-3,
they are 15.05 and 15.46, respectively.

6.4. Case-4: EEP Realization with PEBs and AEBs in Coordination (ESS Works as a Load)

Unlike the above two cases, case-4 considers the PEBs and AEBs in coordination,
where optimization is performed when ESS works as a load. The coordinated operation of
PEBs and AEBs allows for finding the optimal configuration and DGs allocation with 1EV,
2EV, 3EV, and 4EVs under different loading patterns, as shown in Table 9. Part A of Table 9
offers the EEP evaluation under LM-1. Here, three different cases are considered, such as
0%, 25%, and 50% SOC in the case of LM-1, as well as PLP-1, PLP-2, and PLP-3 in the case
of LM-2 and LM-3. The optimal location of EVs is decided based on their locations in case-2
and 3, as shown in Tables 7 and 8. Here, the most occurred site of EVs is identified, and
later, with their fixed location, the optimization is performed for coordinated operation. In
LM-1, with 1EV, the most occurred site is at node 18, and for 2EVs, it is at node 2 and 19. A
similar check is performed for 3EVs and 4EVs across all cases under LM-2 and LM-3.
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As shown in Part-A of Table 9, the optimal configuration with 1EV for 0% SOC is 7, 14,
10, 28, 31, for 25% SOC is 9, 28, 31, 33, 34, and for 50% SOC is 7, 9, 13, 28, 31. The location of
EVs is the same across PLPs, whereas the optimal configuration is found to be different.
The DG allocations vary differently, and they are 632 kW at 9th node, 947 kW at node 25,
and 610 kW at node 33 for PLP-1, whereas, for PLP-2, the DGs are 957 kW at node 25,
920 kW at node 8, and 741 kW at node 18 in the case of LM-3, as shown in Part C of Table 9.
In these cases, the reduction in power loss is found significantly improved compared to the
original configuration, as shown in Table 6. Here, it can also be observed that improvement
in node voltage increases the loading profile at respective nodes with the DG placement.
Compared to the original configuration, some configurations can reduce the MR.

6.5. Case-5: EEP Realization with PEBs and AEBs in Coordination (ESS Works as Source)

Table 10 shows the EEP realization of the sample distribution system, with PEBs and
AEBs in coordination, when ESS works as a source. Here, three different cases are also
considered for EEP evaluation.

Part-A of Table 10 shows the EEP analysis with LM-1 under different cases of SOC.
Similar to case-4, the most occurred location of EVs is identified, and later, with their fixed
location, the optimization is performed for a coordinated operation. In LM-1, with 1EV, the
most occurred location is at node 32, and for 2EVs, it is at node 18 and 32. A similar check
is performed for 3EVs and 4EVs across all cases under LM-2 and LM-3.

As shown in Part-A of Table 10, the optimal configuration with 1EV for 0% SOC is 10,
27, 30, 33, 34, for 25% SOC is 7, 8, 12, 26, 31, and for 50% SOC is 7, 10, 14, 28, and 30. In
these configurations, the EEP is found to be different.

6.6. Comparative Analysis of EEP with PEBs and AEBs across All the Cases

In a smart city environment, the EEP varies differently in the presence of ESS. In recent
years, the use of electric vehicles has increased manifold, which demands smart operation,
control, and monitoring. The smart process does require realizing the EEP from different
perspectives. Sections 6.1–6.5 present the EEP realization in five separate cases. As described
in Section 5, ESS is involved in all the cases except case-1. Therefore, case-1 represents the
generalized EEP under different loading scenarios, whereas, in other cases, the ESS either
works as a load or source depending upon their charging or discharging states. Table 6
presents the EEP of distribution with three loading scenarios: light, normal, and overload.
With LM-1, under normal loading, as shown in Part-A of Table 6, the optimal configuration
is 7, 9, 14, 32, 37, whereas, for overloading, it is 7, 9, 14, 28, 32. It shows that the optimal
configuration is different when loading patterns change, even in the absence of ESS.

Conversely, integrating ESS with the existing system, as a load or source, can signifi-
cantly affect the loading patterns. Therefore, EEP of the distribution network needs to be
realized at the planning stage to identify the most economical location may not be optimal
for EV stations. This aspect has been realized, in this work, through four different cases
where EEP is evaluated with PEBs and AEBs when ESS works exclusively as a load or
source. However, case-2 and 3 present the EEP with PEBs and ESS. In these cases, the
optimal configuration under LM-1 (with 50% SOC) is found to be 7, 9, 14, 32, 37 and 7, 9, 14,
23, 37, respectively. Here, it can be noticed that, in case-2, the ESS works as a load, whereas
case-3 works as a source. On comparing case-2 and 3 with case-1, the EEP is found to vary
differently. The third aspect of the proposed approach, i.e., case-4 and 5, is EEP realization
with PEBs, AEBs, and ESS in coordination. EEP, in cases 2 and 3, varies with ESS as a load
or source; therefore, in cases 4 and 5, the coordinated operation is realized accordingly. In
these cases, the optimal location of DGs and the ESS differ. Here, some locations are found
repeatedly across different LMs in case-4 and 5. From across four cases, the optimal location
of ESS is identified: node 18 for 1EV, nodes 2 and 19 for 2EVs, nodes 2, 19, and 23 for 3EVs,
and nodes 2, 19, 23, and 30 for 4EVs when ESS works as a load. On the other hand, the
optimal location of EV stations when ESS works as a source is node 32 for 1EV, nodes 18
and 32 for 2EVs, nodes 17, 18, and 32 for 3EVs, and nodes 17, 18, 30, and 32 for 4EVs.
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Table 11 shows the comparative statement of various techniques available in the
literature for network reconfiguration and DG allocation. The test results show that the
optimal configuration and DG allocation are found to be different using different techniques
with the marginal difference between the power losses in the resulting configuration.
Conversely, the proposed approach is demonstrated for the coordinated operation of DG
allocation and reconfiguration in the presence of ESS, as a load and source, exclusively.
Here, it can be noticed that the existing approaches are tested for constant power load, i.e.,
LM-1, across all cases. In contrast, the proposed approach is tested for LM-1, LM-2, and
LM-3, which are formulated using several load combinations in a practical scenario. On
comparing the DG allocation and network reconfiguration without ESS, and for constant
power load, the power loss in [28], using the TLBO approach, is found to be 58.08 kW with
DG allocation as 1329 (8), 1172 (24), and 726 (31), which offers the total size of 3227 kW.
On the other hand, under identical operating conditions, the power loss in the proposed
approach is 58.10 kW with DG allocation as 890 (25), 856 (9), and 792 (31), which is in a total
size of 2538 kW. Here, it can be noticed that the optimization, performed using existing
approaches, may not yield energy-efficient operation during power delivery in the present
competitive energy market scenario.

The results show that the integration of electric vehicles in the existing network affects
the EEP when ESS works as a load and or source differently. Therefore, it further requires
investigating the ideal location of EV stations before their installation because the location
of ESS, as a load, may not offer the optimal results when ESS works as a source. Further,
the proposed approach performs better with enhanced EEP in terms of voltage profile,
loadability, power loss, DG size, and margin of reliability, which is beneficial for both
utilities and customers.

Table 11. Comparison of different approaches for 3-DG allocation and power loss reduction.

Case/Methods Configuration EV Power Loss (kW) DG Size DG Location

Location

Base Configuration 33, 34, 35, 36, 37 – 202.67 – –

Optimal configuration 7, 9, 14, 32, 37 – 139.5 – –

DG allocation in base Configuration under, –
LM-1
LM-2 78.25 652, 999, 656 14, 26, 32
LM-3 33, 34, 35, 36, 37 76.78 781, 991, 407 32, 7, 18

69.72 970, 542, 505 29, 9, 14

DG allocation in optimal configuration under,
LM-1
LM-2 7, 9, 14, 32, 37 – 72.19 968, 780, 997 23, 16, 27
LM-3 75.05 419, 408, 653 6, 18, 28

65.07 680, 828, 622 12, 7, 30

DG allocation and Reconfiguration under,
LM-1
LM-2 7, 13, 11, 36, 27 – 58.10 890, 856, 792 25, 9, 31
LM-3 7, 12, 10, 32, 25 56.39 984, 811, 754 25, 15, 31

7, 12, 10, 31, 27 52.18 892, 967, 780 29, 9, 16

DG allocation and Reconfiguration with EVs
as a load
LM-1
LM-2
LM-3 9, 28, 31, 33, 34 18 55.64 933, 885, 990 15, 7, 30

9, 14, 28, 30, 33 18 53.37 977, 699, 930 25, 17, 7
9, 27, 30, 33, 34 18 54.99 957, 920, 741 25, 8, 18
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Table 11. Cont.

Case/Methods Configuration EV Power Loss (kW) DG Size DG Location

Location

DG allocation and Reconfiguration with EVs
as a source
LM-1
LM-2
LM-3 10, 27, 30, 33, 34 32 54.94 904, 767, 833 18, 7, 29

7, 10, 14, 28, 30 32 53.02 594, 831, 985 32, 22, 25
10, 28, 31, 33, 34 32 55.88 878, 979, 714 16, 6, 31

Ref. [28]
IPSO 33, 34, 9, 32, 28 – 59.63 557, 922, 931 18, 7, 30
TLBO 6,14, 10, 32, 37 58.08 1329, 1172, 726 8, 24, 31
PSO 7, 13, 11, 32, 27 59.37 1732, 809, 550 29, 16, 7
Jaya 33, 13, 9, 28, 30 58.49 801, 1215, 745 18, 25, 9

Ref. [29] 7, 14, 10, 31, 28 – 73.05 526, 559, 584 28, 31, 33

Ref. [30] 7, 9, 14, 17, 37 – 92.98 55, 151, 103 18, 31, 32

7. Conclusions

In this paper, the energy efficiency performance (EEP) of the distribution system is
realized through passive energy boosters (PEBs) and active energy boosters (AEBs), exclu-
sively and in coordination, during power delivery in the presence of energy storage devices
(ESS). The electric vehicles are the movable ESS that can work as load or source and are
considered a significant constituent of ESS. For load representation, several combinations
of voltage-dependent loads are modeled using a random distribution function to show
the contribution of different loading patterns under various operating conditions. Here,
the optimization results are obtained using the harmony search algorithm for the 33-node
radial distribution system. From the test results, it has been observed that the EEP of the
distribution system varies differently under different load models in the base and optimal
configurations. However, the variation in power loss is slight, using various optimization
techniques, but other parameters, such as the voltage profile, loadability, and DG size, are
found to be significantly varying. The test results show that the optimal location of EVs, as
a load and source, is not the same and can affect the EEP differently.

Considering the present scenarios of the integration of EVs at different locations, this
work performs optimization. The EEP of the power distribution system under consideration
has improved significantly, and it is beneficial for both utilities and customers. This work
emphasizes the technical aspects of a smart energy system; however, in the future, the
impact of renewable energy resources and ESS on EEP needs to be considered with hourly
loading patterns by developing a bidirectional communication framework for control and
monitoring. The optimal location of EVs is realized when ESS works as a load or source
independently, whereas the common location requires further investigations.
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Abstract: Wind generators have attracted a lot of attention in the realm of renewable energy systems,
but they are vulnerable to harsh environmental conditions and grid faults. The influence of the manta
ray foraging optimizer (MRFO) on the dynamic performance of the two commonly used variable
speed wind generators (VSWGs), called the permanent magnet synchronous generator (PMSG) and
doubly-fed induction generator (DFIG), is investigated in this research article. The PMSG and DFIG
were exposed to identical wind speed changes depending on their wind turbine characteristics, as
well as a dangerous three-phase fault, to evaluate the durability of MRFO-based wind side controllers.
To protect VSWGs from hazardous gusts and obtain the optimum power from incoming wind speeds,
we utilized a pitch angle controller and optimal torque controller, respectively, in our study. During
faults, the commonly utilized industrial approach (crowbar system) was exclusively employed to
aid the studied VSWGs in achieving fault ride-through (FRT) capability and control of the DC link
voltage. Furthermore, an MRFO-based PI controller was used to develop a crowbar system. The
modeling of PMSG, DFIG, and MRFO was performed using the MATLAB/Simulink toolbox. We
compared performances of PMSG and DFIG in reference tracking and resilience against changes in
system parameters under regular and irregular circumstances. The effectiveness and reliability of the
optimized controllers in mitigating the adverse impacts of faults and wind gusts were demonstrated
by the simulation results. Without considering the exterior circuit of VSWGs or modifying the original
architecture, MRFO-PI controllers in the presence of a crowbar system may help cost-effectively
alleviate FRT concerns for both studied VSWGs.

Keywords: crowbar system; DFIG; FRT; PMSG; manta ray foraging optimizer (MRFO); wind energy

1. Introduction

The International Energy Agency (IEA) report released in 2020 to address electrical
power systems (EPSs) security concerns states that, until 2040, the average yearly contri-
bution of renewable energy sources (RESs) will reach 45% of all generations. The security
of EPSs is jeopardized by the changeable nature of RESs [1]. EPS security procurement is
now much more essential in light of recent pandemics, such as COVID-19 [2]. To make
EPSs resilient to grid faults and the fluctuating power output of RESs, security considera-
tions must be incorporated into their operation [3]. One of the RESs that has been rapidly
expanding as a source of power in recent years is wind energy (WE), which is used to
contribute to the demand side of the electricity supply chain. This RES is used to address
issues such as global CO2 emissions, inadequate load demands, and fossil fuel shortages [4].
Global installed WE capacity will continue to increase due to the decreased costs and high
reliability of these systems [5]. WE generation from on- and off-shore wind turbines (WTs)
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has gained pace, and is currently the cheapest kind of energy in many major markets,
signaling that WE is a viable option [5,6]. During electricity transition, the most critical
challenges are cost, efficiency, supply security/timing, and wind integration [7–9].

WGs in WE markets these days are based on fixed or variable speed concepts in the
market [9]. In the past, WGs were based on fixed concepts due to their features such as
simplicity and low cost; however, the main drawback was its need for reactive power (Q) to
assist voltage support. The latest standard for installed WE is variable-speed wind generators
(VSWGs). VSWGs efficiently capture energy and have good voltage control [9,10]. Widely
used VSWGs include the doubly-fed induction wind generator (DFIWG) and permanent
magnet synchronous wind generator (PMSWG), with a back-to-back (BTB) power converter
strategy [8,11,12]. The DFIWG contains a gearbox, and only 20–30% of its BTB converter
rating is needed for its working speed range of 0.7–1.3 pu; however, the PMSWG has a high
initial cost due to its use of full-rated BTB power converters [13]. Due to features such as
gearless design, minimal maintenance, decreased losses, strong controllability, realized MPPT,
new grid code requirements, and high efficiency, the PMSWG is recommended [14].

Utilizing the greatest amount of WE possible is crucial given the growing uptake of
WE in the power grid. To do this, the WE system must monitor the maximum power point.
There is a respectable range of publication reports on maximum power point tracking
(MPPT) algorithms for WE systems. However, selecting the precise MPPT algorithm for a
given situation requires considerable expertise because each method has its own advantages
and disadvantages. In [15], various MPPT algorithms that could be used to extract the
most power were discussed. These techniques were categorized based on whether they
use a direct or indirect power controller to monitor power. The benefits, drawbacks, and
a thorough comparison of the various MPPT algorithms were also described in terms of
their complexity, required wind speed, prior training, speed responses, etc., as well as
their capacity to obtain maximum energy production. The presented study in [16] used
a control method called Kalman MPPT for the extraction of maximum power from grid-
connected wind systems under speed variations; moreover, the pitch angle control (PAC)
effect was negligible. To achieve faster convergence and less oscillation when used with
variable power sources, the golden section search (GSS), perturb and observe (P&O), and
incremental conductance (INC) approaches for MPPT were combined in [17]. The results
demonstrate the viability and efficacy of the suggested MPPT technique, but harmonic and
fault analyses were not conducted. The work in [18] used a real-time fuzzy-based MPPT
controller to provide the extremely efficient operation and step-up power conversion of
a standalone PV system under low voltage penetration. Grid-connected PV using FLC
has major limitations that are not demonstrated. In order to gain quick and maximum PV
power with no oscillation tracking, Ref. [19] offered an adaptive neuro-fuzzy inference
system–particle swarm optimization (ANFIS–PSO)-based hybrid MPPT method. However,
the suggested ANFIS–PSO continues to introduce greater power oscillations over a longer
length of time.

In the DFIWG, the BTB power converter lies between the rotor and the grid side. The
DFIWG may run at various speeds depending on the incoming wind speeds, allowing for
improved WE harvesting [20]. Due to the PAC and dynamic slip management methods
of the DFIWG, rebuilding the terminal voltage after a grid disruption is considerably
simpler [21]. Furthermore, with the DFIWG, controlling active power (P) and Q using
decoupling principles is significantly easier. When the power converters of the DFIWG are
exposed to lower voltages, they fall into standby mode [22]. However, during grid faults
over threshold voltages, the DFIWG quickly synchronizes with the electricity grid [22]. In
comparison with the DFIWG, the PMSWG provides more flexibility [23,24]. As a result,
while employing the PMSWG, P and Q regulation is more successful.

Under fault conditions, WTs may be disconnected from the grid, necessitating the
use of new grid codes to improve fault ride-through (FRT) capabilities. FRT has two
requirements: WTs must remain connected to the grid even if the voltage is above or
below the rated value, and Q injections must occur under abnormal situations such as
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faults [25,26]. DFIWG stator terminals are directly connected to the grid and their rotor
terminals are connected to the grid via a BTB converter. Its smaller size converter leads to
reduced power losses and is cost-efficient, although Q supply capability is small due to its
size. FACTS devices are equipped with the DFIWG to increase Q supply. Grid faults lead
to oscillations in rotor speed and electromagnetic torque, which is transferred to the grid
voltage. The rotor side converter (RSC) is deactivated with only a conventional crowbar,
and this leads to a reduction of injected Q [27,28]. The PMSWG is directly connected to the
power grid through a full-scale BTB converter. This converter decouples the PMSWG from
the grid, making it less sensitive to grid faults compared with the DFIWG. It is capable of
injecting the rated Q to fully meet grid code requirements for voltage support [29].

For improving the transient stability of the DFIWG and PMSWG, different FRT control
strategies have been presented in the literature, such as fault current limiters (FCLs), a
crowbar switch, DC chopper circuitry, a parallel capacitor, energy storage systems, FACTS,
and sliding mode controls (SMC) [30–37]. Different studies evaluated the DFIWG utilizing
various control techniques [38], with a focus on the usage of MPPT and PAC using different
algorithms [39], whereas peak current limiting and MPPT were used by [40,41], respectively.
For augmentation of the FRT capability of the DFIWG, a series of FCL was combined with
a metal oxide varistor [42]. The use of a multistep bridge-type FCL for the PMSWG was
reported by [43] to increase its FRT performance. The FRT capability of a wind farm
(WF) constituting of DFIWGs was improved using a neuro-fuzzy-logic-controlled (FLC)
parallel-resonance-type FCL scheme by [44], whereas complete power systems utilizing
an FLC capacitive-bridge-type FCL scheme were examined by [45]. An SMC based on
the bridge-type FCL was employed in [46] for the FRT-improved DFIWG performance,
whereas another way of employing a dynamic multi-cell FCL was reported to enhance the
FRT performance of the WF, based on DFIWG control [47]. FRT capability enhancement
methods for WGs are summarized in the literature [30].

By providing a comparative analysis between the proposed work for the PMSWG and
DFIWG with recently published methods based on FLC, model predictive controller (MPC),
SMC, and optimization concepts, we demonstrate the role of MRFO. Table 1 presents and
summarizes a comparison of the results between the proposed and previously published
techniques in the PMSWG. Furthermore, this comparison is performed for the DFIWG
in Table 2.

To resolve thought-provoking engineering challenges in geometry, a wide variety of
algorithms motivated by societal, cosmological, and animal behavior have been suggested.
The manta ray foraging optimizer (MRFO) technique is applied to optimal controller design
(PI) to enhance the dynamic performance of the PMSWG and DFIWG under regular and
irregular conditions. As PMSWGs and DFIWGs are widely used and account for the
biggest proportion of WE markets, we were interested in investigating their impact on
power systems. In light of the earlier discussion, this comparative study presents the
effects of wind gusts and grid faults on the dynamic performance of the PMSWG and
DFIWG, considering FRT capability, MPPT operation, and PAC issues. Previous research
investigations did not include the application of the MRFO technique for the operation
of optimum controllers based on the PMSWG and DFIWG. Furthermore, gathering the
three issues for the two investigated renewable generators has not appeared in any single
research article. As a result, our research aims to fill the gap in the literature. The DFIWG
and PMSWG are discussed in terms of their properties, modeling, and control systems. The
PMSWG and DFIWG that were tested had the same capacity and were subject to identical
wind gusts and severe faults. Furthermore, both VSWTs operated at their rated speed
under the assumed fault state (85% voltage dip), depending on their MPPT characteristics.
The main benefit of this control technique is its high effectiveness, small overshoot, quick
dynamic response, and successful handling of three critical issues in dominant VSWGs.
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Table 1. Comparison of the proposed work with previously published works on PMSWG.

Refs. Publisher Year
Developed Controllers Contribution of Study

Remarks
MSC GSC MPPT PAC FRT

[13] Elsevier 2017

Three different control systems (PI,
ISMC, and FCS-MPC) were provided,
and their effectiveness was evaluated.
Outcome: FCS-MPC was the fastest
controller, whereas ISMC had the

best performance.

[23] Springer 2020

A PSO, WOA, and GWO-based PI
controller was given. GWO performed

more smoothly and quickly than the
other approaches that were

being compared.

[48] IEEE 2018

The system was improved by figuring
out the PI controller optimum gain

values using the GWO, GA, and simplex
methods. The GWO method was

reported to have the best convergence to
the minimal value, as well as the finest

reaction to faults.

[49] MDPI 2021

The variable switching frequency issue
in the traditional FCS-MPC was fixed by
a unique MMPC, which also resulted in

decreased THD in stator current and
shorter simulation times. A coordinated

LVRT was used under faults, and the
MMPC operated smoothly and with a

quick dynamic response.

[50] MDPI 2022

Adjusted the machine and GSC to
follow the MPPT-established standard

for wind speed and to address the
chattering issue brought on by the

traditional SMC. It was superior to five
modern controllers under

wind variations.

[51] Springer 2022

OTC along with an FLC was
implemented to decrease installation

costs and improve the system’s overall
efficiency. FLC was superior to PI under

two wind profiles.

[52] Taylor &
Francis 2022

Optimized PI controller with WHO was
presented. WHO was superior to the

Ziglar–Nicolas method in terms of fast
transient response and

smooth operation.

[53] SAGE 2021

In addition to backing choppers, FLC
was employed to enhance system

performance in the event of three-phase
faults. In terms of quick transient

reaction and lag-free operation, FLC
outperformed PI.

Current study

With the MRFO-PI control of MSC and
BC, the three issues are realized. This is
the first study that considers the three
issues. The optimized controller has a
fast response and smooth operation
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Table 2. Comparison of the proposed work with previously published works on DFIWG.

Refs. Publisher Year
Developed Controllers Contribution of Study

Remarks
RSC GSC MPPT PAC FRT

[54] IEEE 2018

Applied feed-forward current control
that reduced the transient current in the

rotor circuit when a fault
quickly occurred.

[55] IET-Wiely 2018

The overcurrents in the stator and rotor
were decreased, and Q was quickly

injected during voltage dips, using a
combined vector and direct

power controller.

[56] IEEE 2021

In order to mitigate (malfunctioning of
sensors and parameter fluctuations) and
assure acceptable performance during

faults or wind speed conditions, a
modified adaptive control architecture
was added to the existing conventional

vector control and was effective.

[47] Hindawi 2020

To improve system performance, a
nonlinear SMC-based FCL was linked at
the POCC. The results showed that SMC
performs well with nonlinear dynamics

and unanticipated voltage dip levels.

[46] MDPI 2020

The dynamic adaptive multi-cell FCL
topology was coupled at the POCC,

which significantly improved system
performance and offered an adaptable
voltage dip compensation mechanism

depending on the level of voltage.
Comparison assessment with the

single-cell FCL verified the suggested
scheme’s efficacy.

[57] Elsevier 2021

Performance comparisons between the
FLC, H infinity (H∞), and PI controllers
were conducted, and H∞ was shown to
be the best. Mixed controllers, calledthe
FL-H∞, and PI- andPID-filter derivative
(Fd)-H∞ gave better performance and

resulted in decreasing harmonics.

[58] MDPI 2022

The precision of the three controllers
(SM, PI, and advanced backstepping

(AB)), which provided the lowest
tracking error, was studied and assessed.

The ABC’s benefits included target
monitoring, current waveform

compatibility, quick response times, and
robustness.

[59] MDPI 2022

The MPC system was utilized to
maximize the amount of wind energy
extracted, even when the wind speed
was erratic or the WT was uncertain,

and it was more efficient than the
PI type.

Current study

With the MRFO-PI control of RSC and
crowbar, the three issues were realized.
This is the first study that considers the

three vital issues. The optimized
controller had a fast response and

smooth operation.

This paper is prepared as follows: The introduction, relevant literature, and purpose
are described in Section 1 of this work, which is divided into six parts. Modeling, develop-
ment, and the failure ratio of VSWGs and basic concepts of the investigated WE systems
are presented in Section 2. In Section 3, the application of the MRFO method is discussed
in detail. In Section 4, control of the crowbar system with MRFO-PI is studied for solving
FRT issues in the investigated VSWGs. A discussion of simulated results is described in
Section 5. Finally, concluding remarks are found in Section 6.
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2. Modeling of the Studied WE Systems

Kinetic energy is converted into mechanical energy with a WT. The modeling of WT is
discussed in detail [30,34].

PM = 0.5Cp(λ.β) ρAνW
3 (1)

Cp (λ.β) = 0.5176
(

116
λi

− 0.4β− 5
)

exp− 21
λi +0.0068λ (2)

1
λi

=
1

λ+ 0.08β
− 0.035

β3 + 1
(3)

λ =
ωr R
VW

(4)

From Equation (4), we can obtain the value of ωr at optimal λ and operated VW :

Tm =
PM

ωr
(5)

Tm = Jeq
dωr

dt
+ Beqωr + Te (6)

where the variables Tm, Jeq, Beq, and Te are the turbine torque, total equivalent inertia of tur-
bine, generator, damping coefficient, and electromagnetic torque of the generator, respectively.

Modeling of WT was performed according to Equations (1)–(6), as shown in Figure 1.
The WE power capture is maximized at different wind speeds; the VSWG has the capability
to do this for a wide speed range. PAC, one of the software solutions, assists in FRT by
keeping the generator operating at rated wind speeds. When a WT is exposed to wind
gusts, PAC increases to reduce Cp by controlling the yaw mechanism, and therefore, output
power decreases where PA equals zero at normal wind speeds are shown in Figure 2. A
variety of MPPT control strategies have been developed, thence MPPT with optimal torque
control (OTC) is proposed to be applied due to its merits, such as its power smoothing
capability. Figure 3 shows the OTC-MPPT algorithm of WECS.

Figure 1. Modeling of a WT.
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Figure 2. PAC system.

Figure 3. OTC method for MPPT operation.

2.1. Modeling of the PMSWG

The PMSWG model was run using a d-q equivalent electrical circuit. A full description
of the proposed PMSWG with its control system is shown in Figure 4. The parameter
definitions are found in [60]. Dynamic equations of the mathematical model are as fol-
lows [13,52]:

Vds = RsId + λ.
d −ωeψq (7)

Vqs = RsIq + λ.
q −ωeψd (8)

ψd = LdId +ψpm (9)

ψq = LqIq (10)

λd = LdId + ψpm (11)

Te =
3
2

np

(
ψpmIq

)
(12)

C
dVdc

dt
=

PMSC

Vdc
− PGSC

Vdc
(13)

Vgd
∗ = Vid − Rg Igd − Lg

d
dt

Igd − Lgωe Igq (14)

Vgq
∗ = Viq − Rg Igq − Lg

d
dt

Igq − Lgωe Igq (15)

Pg =
3
2

Vgd Igd (16)

Qg =
3
2

Vgd Igq (17)
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Figure 4. PMSWG with its proposed control system.

Equations (16) and (17) indicate that Pg and Qg are controlled by controlling Igd and
Igq currents, respectively. To transfer all of the Pg generated from the wind turbine, DC-bus
voltage must be constant, according to Equation (13). PGSC and PMSC are the active power
to the grid and from the WG, respectively.

2.2. Modeling of the DFIWG

The DFIWG is represented through a fifth-order model [30,61]. This model consists of
four electrical differential equations (two equations for both the stator and rotor voltages).
The electrical equations, expressed in the direct-quadrature (dq) reference frame rotating at
synchronous speed (ωS), are given by Equations (18)–(26). The DFIWG with its proposed
control configuration is depicted in Figure 5.

Vds = RS Ids − dψds
dt

− ωS ψqs (18)

Vqs = RS Iqs +
dψqs

dt
+ ωS ψds (19)

Vdr = Rr Idr +
dψdr

dt
− (ωS − ωr)ψqr (20)

Vqr = Rr Iqr +
dψqr

dt
+ (ωS − ωr) ψdr (21)

ψds = Ls Ids + Lm Idr (22)

ψqs = Ls Iqs + Lm Iqs (23)

ψdr = Lr Idr + Lm Idr (24)

ψqr = Lr Iqr + Lm Iqs (25)

Te =
3
2

P
(
ψds Iqs − ψqs Ids

)
(26)
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where V denotes voltage, ψ represents magnetic flux, R denotes resistance, I denotes current, L
denotes inductance, the index m denotes magnetization, Te is the electromagnetic torque of the
generator, P is number of pole pairs, and indexes s and r refer to stator and rotor, respectively.

 

Figure 5. DFIWG with its proposed control system.

2.3. Development and Failure Ratio of Wind-Driven Power Generators

The failure ratio in WG components is shown in Figure 6 [62–64]. PAC systems and
power converters represent a high ratio of failure for these components, and this is due to
the mechanical stress that happens due to the nature of wind speed and faults, where faults
lead to an increase in the speed of WG. Thus, protection topologies have great importance,
and aid in decreasing the failure ratio [60,65,66]. Manufacturers and technologies for the
top five WTs are shown in Table 3. From this table, it can be deduced that the PMSWG and
DFIWG are produced by dominant manufacturing companies. With the fastest growth
rate in WE between 2009–2018, full-scale power converter WGs, such as the PMSWG, have
become dominant in the WE market. Table 4 indicates the top ten biggest turbines [8,9].

Figure 6. Failure in WE system components.
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Table 3. Top 5 WT manufacturers and technologies.

Manufacturer Concept Rotor Diameter (m) Power Range (MW)

Vestas (Denmark)
DFIG 90–120 2.0–2.2
PMSG 105–162 3.4–9.5

Siemens Gamesa (Spain)
SCIG 154–167 6.0–8.0
DFIG 120–142 3.5–4.3
PMSG 114–145 2.1–4.5

Gold wind (China) PMSG - 2.0–6.0

GE (USA)
DFIG 116–158 2.0–5.0
PMSG 150 6.0

Enercon (Germany) WRSG 82–138 2.0–4.2

Table 4. Top 10 biggest WTs.

Manufacturer Power Rating (MW) Rotor Diameter (m) Drive Train IEC Class

MHI Vestas 9.5 164 Medium-speed geared S
Siemens Gamesa 8 167 Direct drive S (IB)

Gold wind 6.7 154 PM direct drive I
Senvion 6.15 152 High-speed geared S

GE 6 150 Direct drive IB
Ming Yang 6 140 Medium-speed geared IIB

Doosan 5.5 140 High-speed geared I
Hitachi 5.2 126–136 Medium-speed geared S

Nbjj 5 151 High-speed geared IIB
Adwen 5 135 Low-speed geared IA

3. MRFO Algorithm

(a) MRFO mathematical model

A novel meta-heuristic technique called MRFO is motivated by the smart and strate-
gic behavior of manta rays (MRs) when they are looking for prey. It has already been
demonstrated that using this approach to solve engineering challenges yields remarkably
positive outcomes. Chain foraging, cyclone foraging, and somersault foraging are the three
processes that the MRFO mimics in the MR eating technique, as depicted in Figure 7 [67–69].

Figure 7. MRFO strategy.
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Step 1: chain foraging

MRs move in a foraging chain by swimming together to an area with more plankton.
The other MRs track the first as it goes toward the meal, each moving in the same direction
as the first. At every time point, an MR adjusts its place with the best option that is open to
both it and the one in front of it. Equation (27) provides the mathematical formulation of
this circumstance [68,69].

Xi
d(t + 1) =

{
Xi

d(t) + (Xbest
d(t)− Xi

d(t)) (r + α) i f i = 1
Xi

d(t) + r
(

Xi−1
d(t)− Xi

d(t)
)
+ α(Xbest

d(t)− Xi
d(t)) else

}
(27)

where Xi
d(t) and Xbest

d(t) are the place of the ith individual and the finest solution, respec-
tively, in the t iteration. The random vector (r) ranges from [0–1]. The weighting coefficient
(α) is presented in Equation (28).

α = 2r|log(r)|0.5 (28)

Step 2: cyclone foraging

Each MR in the second step tracks the one next to it while also pursuing the meal by
spinning its body around. The scenario’s model is provided in Equation (29) [67].

Xi(t + 1) = Xbest + r(Xi−1(t)− Xi(t)) + ebw cos(2πω)(Xbest − Xi(t))
Yi(t + 1) = Ybest + r(Yi−1(t)− Yi(t)) + ebw sin(2πω)(Ybest − Yi(t))

(29)

where ω is a random number ranging from [0,1]. If the motions made by MRs are enlarged
in the d space, its model can be written as in Equation (30).

Xi
d(t + 1) =

{
(Xbest

d(t) + (Xbest
d(t)− Xi

d(t)) (r + β) i f i = 1
(Xbest

d(t) + r
(

Xi−1
d(t)− Xi

d(t)
)
+ β(Xbest

d(t)− Xi
d(t)) else

}
(30)

where β denotes the weighting factor, as seen in Equation (31).

β = 2e
r1(T−t+1)

T sin(2πr1) (31)

In this case, T stands for the total number of iterations, and r1 is a random number
between [0, 1]. At this point, the MRs leave the area and assume new places, aiding in the
search method. Consequently, a thorough global investigation is carried out. The following
is the plot’s mathematical formula [67,69].

Xrand
d = Lbd + r

(
Ubd − Lbd

)
(32)

Xi
d(t + 1)

=

{
(Xrand

d(t) + (Xrand
d(t)− Xi

d(t)) (r + β) i f i = 1
(Xrand

d(t) + r
(

Xi−1
d(t)− Xi

d(t)
)
+ β(Xrand

d(t)− Xi
d(t)) else

}
(33)

where Xrand
d is an arbitrary number in the search planetary. The Lbd and Ubd are the upper

and lower limits of the dth dimension, respectively.
Step 3: somersault foraging

The third step is where the meal is noticed as the key element. Each MR now usually
swims back and forth to the center, changing positions. As a result, each MR’s location is
constantly changed to be at the ideal location. This group’s model is described in Equation (34).

Xi
d(t + 1) = Xi

d(t) + S
(

r2 Xbest
d(t)− r3Xi

d(t)
)

(34)
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where S refers to the MR somersault factor value, and r2 and r3 are two randomly selected
values between [0, 1]. Each MR can therefore go to any position between their current
location and the search space. As a result, the change in individuals’ present positions
becomes increasingly smaller as they eventually get closer to the ideal answer. The actions
taken are shown in Figure 8.

(b) Application of MRFO

MRFO is applied on the machine side controllers of the PMSWG and DFIWG to
fine-tune the PI controllers’ gains. This tuning is performed to improve the dynamic
performance of the investigated systems during normal and abnormal conditions. The
optimization of the systems under study (taking control cost (CC) into account) can be
formally represented in Equation (35). Tables 5 and 6 list the findings of controller gain
calculations based on the MRFO approach. Furthermore, the other controller system gains
used in grid-side controllers are presented in these tables. The objective function for CC
that is employed is written as follows: Minimize F(x)

=

T∫
0

W1|P − P∗|+ W2|ωm − ω∗
m|+ W3|Qs − Q∗

s|+ W4|Vdc − V∗
dc|+ W5|CP − C∗

P|

(35)
where W1, W2, W3, W4, and W5 are constants used for the estimation of the CS function,
which is 4 × 105 here. T denotes the average time and 100 and 6 are the number of iterations
and agents, respectively.

Table 5. Data of converter controller for PMSWG.

Technique
Optimized MSC Controller Gains GSC Controller Gains

Gain Value Gain Value

M
R

FO

Kp1 2.8971 Kp3 0.83
Ki1 199.7842 Ki3 5
Kp2 2.8971 Kp4 8
Ki2 199.7842 Ki4 400

- - Kp5 0.83
- - Ki5 5

Table 6. Converter controller data for DFIWG.

T
e
ch

n
iq

u
e

Optimized RSC Controller Gains GSC Gains

Voltage Regulator Torque Regulator Voltage Regulators Voltage Regulator Torque Regulator Voltage Regulators

M
R

FO

K
p

=
7.9712

K
i =

0.0319

K
p

=
2.7839

K
i =

0.0937

K
p

=
0.2981

K
i =

97.278

K
p

=
3

K
i =

0.02

K
p

=
8

K
i =

500

K
p

=
1.2

K
i =

5
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Figure 8. MRFO flowchart.

211



Processes 2022, 10, 2723

4. Crowbar Control System for Improving FRT Capability

Faults on the grid have an adverse effect on the dynamic performance of WGs. These
faults lead to generator speed-ups, oscillations in electromagnetic torque, overcurrents,
overvoltages at the DC link, and reduction of the output P from the VSWG [25,30]. Power
electronic converters are exposed to damage due to current limitations of the converters,
and these converters are the highest cost of the system; thus, hardware and software
solutions have been implemented by researchers to protect the VSWGs from all mentioned
bad results. Reliability/security of supply, efficiency, cost, volume, protection, control
of P and Q power electronics-enabling technology, and ride-through operation are the
important issues for the converters used in WECS [70].

A braking chopper/crowbar is chosen as a hardware solution to successfully protect
the DC capacitor from overvoltages by dissipating the surplus energy during abnormal
conditions. It has been inserted with the PMSWG to enhance its dynamic performance
during grid faults, as seen in Figure 4. It is only inserted during voltage sag [31]. An
active crowbar is used to protect the RSC of the DFIWG and improve its dynamic behavior
during grid faults, as depicted in Figure 5. Utilizing a crowbar allows the DFIWG to ride
through the fault and continue the power supply, even during grid faults. The optimized
values of Kp and Ki are 0.06993 for the PMSWG. The optimized values of Kp and Ki are
0.05417 for the DFIWG. The monitored and referenced values are the controller’s inputs,
and the controller’s output determines how to operate the system while taking into account
the sawtooth signal. The proposed control strategy of the crowbar for both investigated
VSWGs is depicted in Figure 9. Hence, a comparison between different hardware protection
apparatuses used for FRT enhancement based on cost is shown in Table 7 [29]. A comparison
of FRT strategies of different crowbar protection circuits is shown in Table 8 [27].

Figure 9. Control of crowbar system based on MRFO.

Table 7. Comparison of different hardware systems used for FRT enhancement based on cost.

Hardware Protection Device Price (US$)

Classical DVR 67,229.99
Low-cost DVR 36,778.79

STATCOM 200,000.00
Conventional crowbar 5.00–75.00

Active crowbar 85.00
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Table 8. Comparison of FRT strategies of different protection circuits for DFIWG.

Protection Scheme Rotor Current Limit (pu) Status of RSC VDC Limit (pu) Remarks

Crowbar circuit with
resistances only <2.4 Blocked <1.25 Useful for symmetrical faults only

Crowbar with DVR <2.0 Partly maintained <1.25 Useful for all fault types
Crowbar with chopper <2.4 Blocked <1.25 Useful for all fault types

Crowbar with R–L <2.4 Partly maintained <1.25 Useful for all fault types
ACB_P <2.0 Partly maintained <1.08 Useful for all fault types

5. Simulation Results and Discussion

Simulation for the investigated WGs is carried out by using MATLAB/Simulink
to verify the aforementioned analysis and the effectiveness of proposed schemes which
are PAC and OTC. Models’ solutions are tested on a detailed model and in MW class-
based WECS. The point of common coupling (POCC) is a significant point in which a
bolted fault occurs to evaluate FRT capability. To validate the simulation models, the
crowbar parameters are listed in Table 9 [29] and the PMSWG and DFIWG data are listed
in Table 10 [13,27]. Furthermore, the impact of the inertia of the dynamic systems is
deliberated on in the Appendix A.

Table 9. Crowbar resistance parameters.

Resistance 1.5 Ω

Rated power 12 kW
Maximum temperature 150 ◦C
Thermal time constant 4 min

Weight 30 kg
Dimensions (750.330.150) mm

Table 10. Simulated WG data.

PMSWG Parameters Value DFIWG Parameters Value

Rated power 1.5 MW Rated power 1.5 MW
Rated stator voltage 575 V Rated stator voltage 575 V

Rated frequency 60 Hz Rated frequency 60 Hz
DC-link voltage 1150 V DC-link voltage 1150 V

Pole pairs 40 Pole pairs 3
Generator inductance in the d frame 0.7 pu Stator resistance 0.023 pu
Generator inductance in the q frame 0.7 pu Rotor leakage inductance 0.16 pu

Generator stator resistance 0.01 pu Mutual inductance 2.9 pu
A flux of the permanent magnets 0.9 pu Stator leakage inductance 0.18 pu

Line inductance 0.3 pu Rotor resistance 0.016 pu
Line resistance 0.003 pu Inertia constant 0.685 pu

5.1. Impact of Wind Speed Variation under Regular Grid Conditions

The studied system is illustrated in Figure 4, where the wind speed profile is applied to
two worst case scenarios. In the former, a lower wind speed is applied to verify the system
in extracting MPPT, and in the other case, the system is exposed to wind gusts to verify the
effectiveness of PAC, as depicted in Figure 10a. If the PA equals zero, this signifies MPPT
realization; if it is bigger than zero, this means the WG does not operate at MPPT to prevent
the WT from wind gusts that may cause a failure in the system components. Figure 10b,c
show both λ and Cp, where they quickly track the wind speed profile and achieve optimal
values, respectively. Cp is affected by the step change in wind speed that is due to changes
in λ and the earliest operator change, according to Equation (4). Figure 10d depicts the
PAC response where the PA increases to reach 2.9740. Figure 10e,f display the changes
in both Te and ωr as a result of wind speed changes, respectively. Figure 10g depicts the
injected P and Q to the grid as a result of wind speed changes. The Q is kept at zero because
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the system operates at unity power factor (UPF). Equations (1), (13), (14), and (15) give a
strong explanation for Te, ωr, and the P and Q responses, respectively. Figure 10h depicts
that the VDC is constant, indicating that all generated power is transferred into the grid.
Oscillations that occur in the simulated parameters are very small and indicate the success
of PAC and OTC in the presence of MRFO-PI controllers.

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 10. Cont.
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(g) 

 
(h) 

Figure 10. PMSWG system parameter responses as a result of wind speed changes: (a) wind speed
profile; (b) tip speed ratio; (c) power coefficient; (d) pitch angle; (e) angular speed; (f) electromagnetic
torque; (g) injected active and reactive power to the grid; and (h) DC-link capacitor voltage.

5.2. Realization of FRT under 85% Voltage Dip

Transient response enhancement during and after clearing the fault becomes a crucial
requirement for new grid codes. The fault is assumed to occur at 3 s and cleared at 3.15 s in
the grid voltage, as seen in Figure 11a, and wind speed is constant at 12 m·s−1. During the
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fault period, both P and Te decrease, as seen in Figure 11c,f, respectively, but an increase
occurs in I, Q, VDC, and ωr, as seen in Figure 11b,d,e,g, respectively, because of this voltage
dip. The braking chopper gets rid of surplus power by dissipating it in the form of thermal
power to keep VDC in the whole rated range. The proposed technique is successful in
this issue where the overshoot of P, oscillations in ωr, and all parameters are damped.
Injection of Q after clearing the fault and the PMSWG maintaining grid connection shows
FRT capability realization.

 
(a) 

 
(b) 

 
(c) 

Figure 11. Cont.
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(d) 

(e) 

 
(f) 

 
(g) 

Figure 11. PMSG system parameter responses as a result of an 85% voltage dip: (a) system voltage;
(b) system currents; (c) injected active power to the grid; (d) injected reactive power to the grid;
(e) DC-link voltage; (f) electromagnetic torque; and (g) angular speed.
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5.3. Impact of Wind Speed Variation under Regular Grid Conditions

The investigated wind system is shown in Figure 5. Figure 12a shows the variations in
the studied wind speed profile. Both λ and Cp are depicted in Figure 12b,c, respectively,
and they quickly track the wind speed profile and achieve their desired values. In response
to a step change in wind speed, Cp is impacted by λ. Figure 12d depicts the PAC response
where the PA increases to reach 9.8740. The PAC successfully prevents the DFIWG from
overwinding speeds by increasing PA from when PA is larger than zero. The parameters
λ and Cp decrease to reduce output power until this gust disappears to keep the WT
working. Figure 12e,f display the changes in both Te and ωr as a result of wind speed
changes, respectively. P and Q are shown in Figure 12g as a function of changing wind
speeds. Due to the UPF operation, Q is maintained at zero. The unchanging VDC in
Figure 12h implies that all produced electricity is transmitted to the power grid. Very minor
oscillations in the simulated parameters show the effectiveness of PAC and OTC in the
presence of MRFO-PI controllers. The findings of the simulation indicate that the DFIWG
has more variability than the PMSWG.

 
(a) 
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Figure 12. Cont.
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(d) 
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Figure 12. DFIWG system parameter responses as a result of wind speed changes: (a) wind speed
profile; (b) tip speed ratio; (c) power coefficient; (d) pitch angle; (e) angular speed; (f) electromagnetic
torque; (g) delivered active and reactive powers to the grid; and (h) DC-link voltage.
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5.4. Realization of FRT at 85% Voltage Dip

The performance of the DFIWG with a proposed active crowbar and optimized con-
trollers under an 85% voltage dip on the grid, as seen in Figure 13a, is evaluated in this
section. The duration of the fault period is assumed to be 150 ms, according to the worst
case in new grid codes, to test the efficacy of the proposed schemes. During the fault, both
P and Te decrease, as seen in Figure 13c,f, but an increase occurs in I, Q, VDC, and ωr, as
seen in Figure 13b,d,e,g, respectively, because of the drop in the grid voltage. In order
to keep VDC within the specified range, the braking chopper dissipates excess power as
thermal energy, as seen in Figure 13e. The suggested method works well in this case, where
all parameters, including oscillations in ωr and overshoot of P, are damped. When Q is
injected after a fault has been repaired and the DFIWG is still tied to the grid, FRT capability
is achieved. The observed simulated results show that the DFIWG continues to operate
appropriately, even in the face of serious failures. All the studied systems’ parameter
fluctuations for the cases under study are summarized and listed in Table 11.

Table 11. All investigated systems’ parameter changes for the scenarios under study.

Studied Cases
Parameters

DFIWG PMSWG

W
in

d
sp

ee
d

sc
en

ar
io

Cp change (0.2 → 0.48)
VDC ripple (±14 V)
λ change (8.7 → 12.9)
P change (0.3 → 0.97)
Te change (0.3 → 0.8)

ωr change (1.03 → 1.24)

Cp change (0.18 → 0.44)
VDC ripple (±9 V)
λ change (7 → 16)

P change (0.27 → 1.03)
Te change (0.28 → 0.93)
ωr change (0.72 → 1.19)

Vo
lt

ag
e

di
p

sc
en

ar
io

Overvoltage at VDC 1.0783 pu
P change ≈ (0.17 → 1.28)

Te change ≈ (−0.53 → 1.63)
ωr change ≈ (1.15 → 1.22)

Q change ≈ (−0.54 → 0.61)
I change (−2.27 → 2.27)

Overvoltage at VDC 1.0584 pu
P change ≈ (0.64 → 0.965)

Te change ≈ (0.889 → 0.894)
ωr change ≈ (1.087 → 1.095)

Q change ≈ (−0.001 → 0.005)
I change (−1.2→ 1.2)

(a) 

(b) 

Figure 13. Cont.

220



Processes 2022, 10, 2723

(c) 

(d) 

(e) 

(f) 

(g) 

Figure 13. DFIWG system parameter responses as a result of 85% voltage dip: (a) system voltage;
(b) system current; (c) supplied active power to the grid; (d) supplied reactive power to the grid;
(e) DC-link voltage; (f) electromagnetic torque; and (g) angular speed.
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6. Conclusions

We investigated the dynamic performances of the DFIWG and PMSWG with MRFO
support during wind speed fluctuations (8–15 ↑↓ ) and an 85% grid voltage decrease while
taking advantage of MPPT, PAC, and FRT capability. MRFO-based wind side controllers
and a chopper controller was designed and implemented for the optimum performance
of both the PMSWG and DFIWG. The DFIWG’s performance during regular grid and
transient operation was significantly enhanced and the VDC was maintained below the per-
mitted limits when using optimized controllers. Simulated results of the DFIWG’s system
parameters showed that the system successfully operated at MPPT and PAC regions and
realized an enhanced FRT capability. When the PMSWG operated with optimized con-
trollers, its performance during normal grid and transient operation was greatly improved
and the VDC was kept below its allowable limits. Simulated results of the PMSWG’s system
parameters showed that the system successfully operated at MPPT and PAC regions and
realized an enhanced FRT capability. With the proposed control schemes, the obtained
results indicate that:

• Both WGs are able to function in the PAC zone, have FRT capabilities, and have
optimized controllers, all of which have a significant impact on how well they perform
in the instances under study.

• The FRT issues may be made easier with an appropriate choice of controller gains
based on the WT design. Compared with the majority of current FRT methods for WTs,
this may be a more affordable method without taking external circuitry into account.

• Blocking of converters for the DFIWG was eliminated with the proposed technique,
which is the main problem for DFIWGs.

• The change in the parameters of the studied wind systems was evident due to the
violent change in wind speed and three-phase fault. The change was smaller in the
PMSWG in the case of wind speed because it contained more poles; the change was
smaller in the case of the fault due to the direct connection of the DFIWG to the
network. Table 11 summarizes all the events and changes in parameters.

• The simulation results showed that the PMSWG was able to track the reference wind
speed faster than the DFIWG, where the settling time for CP was found to be 0.784 s
with the PMSWG compared with 1.248 s with the DFIWG.

• The results showed that, with the prosed schemes, the VDC was below limits (1.02 un-
der regular conditions and below 1.1 pu under faults).

• A small oscillation in the PMSWG, compared with the DFIWG, reveals that it has more
power-smoothing capability.

• The simulation results showed the superiority of the PMSWG over the DFIWG, especially
in the event of large disturbances due to the latter’s direct connection to the grid.
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PMSWG: Permanent magnet synchronous wind generator dq: Direct quadrature
DFIWG: Doubly-fed induction wind generator BTB: Back-to-back
PIC: PI controller PAC: Pitch angle control
MPPT: Maximum power point tracking RSC: Rotor side converter
OTC: Optimal torque control WF: Wind farm
Q: Reactive power P: Active power
MRFO: Manta ray foraging optimizer FCLs: Fault current limiters
FLC: Fuzzy logic control SMC: Sliding mode control
CC: Control cost MRs: Manta rays
FACTS: Flexible AC transmission systems PSO: Particle swarm optimization
ANFIS: Adaptive neuro-fuzzy inference system P&O: Perturb and observe
POCC: Point of common coupling GSS: Golden section search
INC: Incremental conductance MPC: Model predictive controller

Appendix A

Influence of inertia on electromagnetic torque [51].

Te ± Tm = f ωm + Jω.
m (A1)

(−) and (+) signs represent acceleration and deceleration modes, respectively.
Acceleration mode (Δω/Δt > 0)

Te − Tm = f ωm + Jω.
m (A2)

In step change, Δt → 0 is a very small value, so that

Te ↑↑ αJ ↑ dωm

dt ↓↓ αJ
Δωm

Δt
(A3)

Deceleration mode (Δω/Δt < 0)

Te + Tm = f ωm + Jω.
m (A4)

Moreover,

Te ↓↓ αJ ↑ dωm

dt ↓↓ αJ
Δωm

Δt
(A5)

where Δω = ωnew − ωold
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Abstract: Currently, reducing energy consumption and fossil fuel emissions are key factors placed
in the first position on the European agenda. District heating technology is an attractive solution,
able to satisfy the energy and environmental goals of policymakers and designers. In line with
this, a different approach to planning a district heating grid based on the optimization of building
clusters is presented. The case study is Wilhelmsburg, a district of Hamburg city. This approach also
investigates the usage of industrial waste heat as the grid’s heat source, which is CO2-neutral. First,
the data acquisition regarding the buildings’ location and heat demand are described in detail. Based
on the derived data and the source of the industrial waste heat, the district heating grid is created
by clustering the buildings and connecting the obtained nodes. Furthermore, the grid’s efficiency
is improved by eliminating nodes, which are too distant from the heat source, or have lower heat
demand. Finally, a single building is simulated in Matlab/Simulink, showing the energy-savings and
ecological results. The usage of the district heating grid saves 97.32 GWh annually, which results in
financial savings of €5.83 million, and avoided CO2 emissions of 19,585 tCO2.

Keywords: district heating; industrial waste heat; optimization; building clustering; GIS

1. Introduction

The building sector is one of the largest energy consumers in Europe today, therefore
the identification of appropriate measures to reach the European reduction target is a
current challenge for policymakers and designers [1]. As a result, many interventions
and measures are now forecasted using planning tools and methods [2,3]. Local energy
planning has therefore gained popularity in recent years, as geographic information sys-
tem (GIS) applications spread and computing power has increased [4,5]. Recently, there
have been numerous strategies proposed for conserving energy in the building sector,
including thermal insulation, double and triple glazing, solar shadings [6,7], the efficient
usage of HVAC equipment [8], hybrid energy system [9] and using renewable energy
sources [10,11]. As well as these technologies, district heating systems are another viable
solution for improving energy efficiency [12] and sustainable assessment [13] in buildings.
Consequently, this technology is ideal for urban areas with high thermal demand densities.
Heat sources, users, and distribution networks constitute the general components of DHSs.
The complexity of a DHS depends on various factors [14,15]. Starting from the beginning
of this technology, it was not easy to obtain proper and coherent results in line with the real
problems of a district network [14].

Many advantages of this energy system are well-known, starting from the renewable
energy source inclusion [16] to positive environmental impacts, also for improving the
outdoor comfort for citizens [17,18]. Due to its relevant benefits, different works were
developed during the last years to improve its capabilities, such as optimizing the operation
of the thermal plants [19] and the supply temperature [20] or the settings of the pumping
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system [21]. Those approaches are often focused on specific components or issue of the DH,
missing a global approach to plan the entire network. Therefore, there is still an urgent call
to develop and investigated affordable approach to design the district heating in different
urban areas [22–24]. The two most famous planning methods available in literature are the
Danish method [25] and the German method [26]. In both methods, smaller branches are
merged into bigger branches and the heat loads of the removed branches are incorporated
into the preserved branches. Among this, Guelpa et al. [27] proposed a method to increase
the performance of district heating minimizing the thermal peaks. A clustering approach
is also involved to optimize the pipe grid. Results demonstrate an average reduction of
the thermal peak load up to 14% thanks to this optimization. Another work [28] is focused
on optimizing the multi-source energy plant sizing using different climatic scenarios,
using Matlab for modelling the environment understudy. As well, Widen and Aberg [29]
developed a fixed model structure (FMS) that requires only general information about DH
systems for cost-optimization studies. The results demonstrate the usefulness of the FMS
for DH system optimisation studies, and that increased building energy efficiency leads to
a reduction in fossil fuel and biomass consumption.

A few papers have been published on multi-source production plants or distribution
hubs and how to expand or redesign a distribution hub to connect new consumers to it.
Among this, biomass-based district-heating networks, which represents the basis of Italian
industry’s successful production, are designed using a system optimisation approach [30].
Instead, Burer et al. [31] proposed an optimized district heating and cooling plant pro-
viding heat and power to a small number of residential buildings, to minimize cost and
CO2 emissions. According to Corrado et al. [32], heat pumps, wood boilers, condensing
boilers, and solar energy (thermal and photovoltaic) can be combined to generate energy.
Cogeneration with solar energy and wind energy was combined by Sontag et al. [33]. An
interesting study developed by Trillat et al. [34], integrated CHP with an absorption chiller
and desiccant cooling; while Lee et al. [35] studied the integration of solar water heating,
solar photovoltaic, ground source heat pumps, electric chillers, and gas boilers into an
integrated renewable energy system.

In this framework, this study aims to fulfill this field of research proposing a different
approach to connect existing district heating with new one, optimizing the building cluster-
ing. In fact, few papers explore the issue of expanding or redesigning a DHS to connect new
consumers to multi-source production plants. The developed method is applied to a district
of Hamburg, named Wilhelmsburg. Industrial waste heat is used as heat source, which is
CO2-neutral. Based on the data acquisition, the district heating grid is created by clustering
the buildings and connecting the obtained nodes, also using GIS technology. The grid of
the network is improved, cleaning and reducing the branches and nodes wherein the heat
demand is not so relevant. To show the advantages of this approach, a single building is
simulated with Matlab/Simulink. Results underlined the financial and ecological benefits
not only for the building case study, but for the entire district heating network.

2. Materials and Methods

2.1. Building Location and Heat Demand Data

Firstly, the data acquisition and allocation regarding the buildings’ location and heat
demand are presented in detail. It is necessary to acquire detailed information on the
buildings’ location, area, and heat demand in the district, to model a realistic heating
grid. The averaged and assumed building properties are not sufficient, since the location
and heat demand determine the characteristics of the heating grid. Furthermore, yearly
averaged heat demand data cannot take the essential seasonal differences in the heating
behavior into account. The buildings’ location and area are acquired from the open-source
project OpenStreetMap [36], where a polygon spanning the district, or an arbitrary area
can be selected and exported. The data file contains information on buildings, land use,
natural objects, places, points, railways, roads, and waterways in the selected area. The
land use highlights the usage of the area within the polygon. This land use is of varying
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types, e.g., residential, commercial, but also grass or farmland. For this project, only the
buildings and the land use are considered. The data is imported into the software QGIS,
where the geoinformation is stored and viewed, and new variables are calculated.

Table 1 shows exemplary fictional building data, here for a house and a commercial
building. Each building has a unique ID, a type, an area, and a longitudinal and latitudinal
coordinate. Here, the variable x_value denotes the longitude of the building’s center,
and y_value the latitude. In Wilhelmsburg, the longitude ranges from xmin = 9.9707◦ to
xmax = 10.0610◦, and the latitude ranges from ymin = 53.4615◦ to ymax = 53.5239◦. The type of
a building is often not declared, and hence the land use is considered. For that, the buildings’
information is intersected with the land use data and hence each building is assigned its
land use type, which is used whenever the building’s type is unknown. Subsequently,
the types are matched to their corresponding categories, i.e., the category accommodation
contains, amongst others, the types of houses, apartments, and residential. Thereby, the
buildings can be summarized more broadly. Figure 1 shows real exemplary building data
from Wilhelmsburg. Here, accommodational buildings are indicated in red and commercial
buildings in blue. The extracted data contains the information on 6.129 buildings in
Wilhelmsburg. In this manuscript, only accommodation and commercial buildings are
considered, because the other categories, such as civic or religious, are miscellaneous and
can hence not be easily considered regarding their heat demand.

Table 1. Exemplary, fictional building data extracted in QGIS.

Id [-] Type [-] Area [m2] X_Value [◦] Y_Value [◦]

1 house 100.123 10.0100 53.4900
2 commercial 200.456 10.0200 53.5100

Figure 1. Exemplary building data for an apartment (red) and a commercial (blue) building.

The heat demand for the accommodational and commercial buildings is obtained from
the Wärmekataster Hamburg (heat registry Hamburg) [37]. The registry provides the heat
demand and geoinformation of accommodational and commercial buildings in Hamburg.
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For data security reasons, the buildings are allocated in clusters of minimum 5 buildings.
Hence, the heat demand cannot be matched to a single, unique building, though applying
the same intersection as used for the land use matches the heat demand to each building.
Some buildings are not listed in the registry and are thus outside any cluster, so the broader
block of buildings is used. The available information contains:

• The specific annual heat demand for accommodational buildings in the cluster [kWh/(y m2)]
• The absolute annual heat demand for all buildings in the cluster [kWh/y]
• The area of accommodational buildings in the cluster [m2]
• The area of commercial buildings in the cluster [m2]

To calculate the absolute heat demand of each building, the specific heat demand
for accommodational and commercial buildings is needed. The specific heat demand for
accommodational buildings qspec,acc is already listed in the registry’s data, whereas the
specific heat for commercial buildings qspec,com can be calculated using qspec,acc, the total
absolute heat demand qabs,tot, the area of accommodational buildings Aacc and the area of
commercial buildings Acom:

qabs,tot = qspec,acc Aacc + qspec,com Acom → qspec,com =
1

Acom

(
qabs,tot − qspec,acc Aacc

)
(1)

If the specific heat demand cannot be retrieved for a building, the heat demand of the
building from the same category with the closest area is used. Since the information on
the heat demand is only available for the building categories accommodation and com-
mercial, the number of buildings is reduced to those buildings that can be unambiguously
matched to these categories. Furthermore, outliers are ignored by allowing only those
buildings with an area smaller than 3000 m2 and a specific annual heat demand lower than
250 kWh/(a m2). Thereby, the number of considered buildings is reduced to 4884 buildings,
which will be considered in the district heating grid.

So far, only the information on the annual heat demand is available, but for a detailed
analysis and the subsequent dimensioning of the heating grid, a more detailed allocation is
desired. The BDEW [38] propose generic heat load profiles as a function of the ambient
temperature ϑ = Tamb. Each building type is matched to a sigmoid equation h = f (ϑ) with
the building type specific parameters A, B, C, D and ϑ0:

h =
A

1 +
(

B
ϑ−θ0

)C + D (2)

The parameters for the building types of single-family household, multi-family house-
hold, commercial, and industrial are listed in Table 2, whose evolution over the ambient
temperature are presented in Figure 2. Note that the accommodational buildings have a
flatter curve than the commercial buildings and are hence not as sensitive to a change in
temperature. It is assumed that the h-values of accommodational buildings do not depend
on the day of the week, whereas the commercial buildings have a higher heat demand on
weekdays and a lower demand on weekends. The correction factors FWD for the h-values of
commercial buildings are listed in Table 3. Since the h-values of accommodational buildings
are independent of the day, FWD = 1 is set for each day and building type [38].

Table 2. Parameters for sigmoid equations for different building types [38].

Building Type A B C D ϑ0

Single-family household 3.0722215 −37.1842844 5.6975234 0.0904188 40
Multi-family household 2.4207684 −34.7277917 5.7668252 0.1082275 40

Commercial 3.5811214 −36.9650065 7.2256947 0.0448416 40
Industrial 3.7882424 −34.8806130 6.5951899 0.0540329 40
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Figure 2. Sigmoid equations for different building types over ambient temperature.

Table 3. Daily correction factors FWD for h-values of commercial buildings [38].

Building Type FMon FTue FWed FThu FFri FSat FSun

Commercial 1.0358 1.0232 1.0252 1.0295 1.0253 0.9675 0.8935
Industrial 1.0699 1.0365 0.9933 0.9948 1.0659 0.9362 0.9034

The ambient temperature data Tamb for the year 2019 is obtained from the DWD
(German Meteorological Service), which provides the data in an hourly resolution [39].
Hence, the hourly heat demand qhourly can be calculated for each of the 8760 h of the year:

qhourly(t) = α h(ϑ(t))FWD(t) (3)

The multiplication factor α is different for each building and is calculated with the
annual heat demand qannual, derived from the heat registry Hamburg:

qannual =
8760h

∑
t=1

qhourly(t) =
8760h

∑
t=1

αh(θ(t))FWD(t) (4)

Figure 3 shows the load duration curve for total heat demand in all considered build-
ings in Wilhelmsburg. The peak load is 64 MW, which corresponds to an ambient tem-
perature of −7.8 ◦C. The higher the ambient temperature, the lower is the heat demand,
whose minimum value is 1.9 MW. Here, the ambient temperature is 35.5 ◦C. In conclusion,
utilizing the building data from OpenStreetMaps, the heat data from the heat registry
Hamburg [36], the sigmoid equations from the BDEW [26] and the temperature data
from the DWD [37], the hourly heat demand for each of the 4884 considered buildings in
Wilhelmsburg is calculated.

2.2. Building Clustering and Grid Improvement

Based on the derived data and the source of the industrial waste heat, the district
heating grid is created by clustering the buildings and connecting the obtained allocated
nodes. Furthermore, the grid’s efficiency is improved by eliminating nodes, which are too
distant from the heat source or have too little heat demand.
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Figure 3. Heat load duration curve for total heat demand, and corresponding ambient temperature.

To reduce the computational load, the buildings are allocated into clusters, which then
represent the buildings’ heat demand. The general idea is to create 15 bins in x-direction
and 10 bins in y-direction, resulting to 150 clusters, which are equidistantly distributed.
Subsequently, the size of the clusters is adjusted in order to level the heat demand between
clusters, i.e., seeking an equal heat demand in each cluster. The clusters with no buildings
within are dropped and not considered any further. Hence, the number of clusters is
reduced from 150 to 123. Afterwards, the cluster centers are calculated as the heat weighted
mean coordinates of the buildings, which are located within the cluster. The calculation is
heat weighted, so that the center of the cluster is closer to the buildings with the highest
heat demand. Subsequently, the buildings are allocated to the closest cluster center. Hence,
the clusters lose their rectangular shape for a polygonal boundary, and buildings change
clusters. The center coordinates are not reevaluated.

Figure 4 shows the final clusters with their cluster centers and boundaries. The size of
the buildings’ markers correlates with their heat demand, i.e., larger circles mean higher
heat demands. The clusters vary in shape and size, and as desired the clusters in denser
areas are smaller than the clusters in the outskirts. Each cluster with all its buildings and
the center node is transformed into a graph object using the graph function in Matlab,
which creates a connection between each pair of buildings. Subsequently, the minspantree
function is applied to the graph to find the shortest connection of all buildings, starting
from the center node. The length of the connections is saved as the internal pipe length of
the cluster.

The connection of the cluster nodes depends on the root node, i.e., the location where
the heat is supplied to the grid. In this model it is assumed that only one heat source is
present. Most district heating grids are supplied by a heating plant or a combined heat
and power (CHP) plant, which burn fossil fuels to generate heat—and in the case of CHP
additionally power. The usage of fossil fuels emits CO2, and it must hence be critically
discussed whether that can provide a more sustainable alternative for domestic gas boilers.
Alternatively, biomass can be used to power the heating plant, which is then carbon-neutral,
but the amount of bioenergy necessary to supply an entire district with heat exceeds any
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feasible scale. On the other hand, the largest share of Hamburg’s energy-intensive industry
is located in the port and is hence close to Wilhelmsburg.

 
Figure 4. Clustering of accommodational (red) and commercial (blue) buildings. Centers (x) and
boundaries of clusters in green.

As is common for heating systems, the base load provider is only designed for the
base load and not the peak load, because otherwise the system would be oversized for the
few moments in which the peak load is demanded. Hence, the 18 MW are an appropriate
base load. Furthermore, it is assumed that the temperatures at the root node are constantly
90/60 ◦C, and the maximum supplied heat power

.
Qsup,max is constant and amounts to

18 MW.
Analogous to the connections in each cluster, the general heating grid is derived by

applying Matlab’s minspantree function to the nodes, transformed into a graph object. The
123 nodes are hence connected by 122 connections, because each node needs exactly one
connection leading to it. The root node however does not have a connection, because the
grid starts there. The initial heating grid is depicted in the upper plot in Figure 4. The
nodes are numbered from 1 to 123, beginning in the bottom left corner and ending in the
upper right corner. The root node is node 111. Note that the heating grid is finely branched,
with long distances to the end nodes, e.g., node 1 in the bottom left corner or node 10 in
the bottom right corner. Longer distances evidently result in higher heat losses, which
lower the efficiency of the heating grid. It is hence desired to balance the delivered and lost
heat. Consequently, the connectivity density rcon,node is calculated as the ratio between the
supplied heat Qsup,node and the distance to the node Snode [40]:

233



Processes 2022, 10, 1575

rcon,node =
Qsup,node

Snode
=

Qsup,node

2(Sroot,node + Sin,node)
(5)

The distance to the node Snode is composed of the distance from the root node Sroot,node
and the distance of the grid within the cluster Sin,node, multiplied by 2 to account for
the return flow. Hence, to discard the least efficient nodes, the nodes with the worst
connectivity density are iteratively eliminated from the graph. Afterwards, the minspantree
is reevaluated for the new, smaller grid. Thereby, less heat is supplied, but on the other
hand, the heat losses are simultaneously reduced. This elimination is continued until the
supplied heat falls below 85% of the initially demanded heat.

2.3. Building Location and Heat Demand Data

In the next step, the properties of the heating grid, including especially the diameter
of the pipes, are calculated. This determines the heat loss along the edges of the grid, as
shown below. Consequently, the lost heat reduces the feed temperature and raises the
return temperature. It is still assumed that the first node has the supplied feed and return
temperatures of 90 ◦C and 60 ◦C.

The cumulated heat flow on each edge in hourly resolution
.

Qcum,edge, i.e., the total
heat flow on this edge which supplies all subsequent nodes, is the product of the mass
flow on the edge

.
medge, the heat capacity of water cw, and the difference of the feed and the

return temperature on this edge Tin,edge and Tout,edge:

.
Qcum,edge = cw

.
medge

(
Tin,edge − Tout,edge

)
→ .

medge =

.
Qcum,edge

cw

(
Tin,edge − Tout,edge

) (6)

It is assumed that the temperatures remain constant on each edge, and are equal to the
temperatures of the previous node. Thus, for example, the two edges leading away from
the root node have the same temperature as the root node.

The diameter of an edge Dedge is a function of the maximum mass flow on the edge
.

medge,max. With a fixed specific pressure loss of R = Δp/l = 300 Pa/m, the flow coefficient λ,
the density of water ρw and

.
medge,max, Dedge is calculated as [40]:

Dedge =
5

√√√√8λ
.

m2
edge,max

�wπ2R
(7)

For high enough Reynold numbers, λ depends on Dedge and the roughness height k,
which is set to 0.01 mm [28]:

λ =
0.25[

log10

( 3.715Dedge
k

)]2 (8)

The two equations for Dedge and λ are iteratively repeated until the relative change in
λ is Δλrel < 10−3. The calculation converges after 4 iterations. With Dedge, the specific heat
loss coefficient Uedge is calculated. The Planungshandbuch Fernwärme (planning manual
district heating) [40] proposes empirical values for Uedge, which are then logarithmically

approximated. The heat loss in feed direction
.

Qloss,in,edge and in the return flow
.

Qloss,out,edge
are subsequently calculated with the edge length ledge as:

.
Qloss,in,edge = ledgeUedge

(
Tin,edge − Tamb

)
(9)

.
Qloss,out,edge = ledgeUedge

(
Tout,edge − Tamb

)
(10)
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The ambient temperature Tamb is the ground temperature in Wilhelmsburg for the year
2019 at a depth of 1 m [39]. Hence, the flow into a node or from a node loses heat, which
can be translated in a lost temperature difference ΔTin,edge and ΔTout,edge:

ΔTin,edge =

.
Qloss,in,edge

.
medgecw

(11)

ΔTin,edge =

.
Qloss,out,edge

.
medgecw

(12)

As before, the edge corresponding to a node is the edge leading to the root node. The
node temperatures Tin,node and Tout,node are then calculated as:

Tin,node = Tin,prev − ΔTin,edge (13)

Tout,node = Tout,prev − ΔTout,edge (14)

The index prev denotes here the previous node connected by the edge, which is
assumed to have the same temperature as the edge.

As seen above, the heat loss determines the temperatures, which in return determine
the heat loss. Thus, the calculation is started at the root node where the temperatures are
set as a boundary, and subsequently the heat loss on the adjacent edges is calculated. The
temperatures on the then adjacent nodes are calculated next. This procedure is continued
until the end nodes. The problem with this procedure is that the physicality of the solution
cannot be guaranteed because the feed and return flows are calculated separately. Hence,
at the furthest nodes, the temperatures can change places. The reason for this behavior is
that far nodes with relatively little heat demand have a higher heat loss than heat demand,
which is not physical. Hence in this project, the nodes’ heat demand is iteratively increased.
The new cumulated heat demand

.
Qcum,node,new is the sum of the previous heat demand

.
Qcum,node,prev and the heat losses which occur in both flows until the node

.
Qloss,node:

.
Qcum,node,new =

.
Qcum,node,prev +

.
Qloss,node (15)

But a higher heat demand leads to a higher mass flow, which leads to a larger diameter,
which itself leads to a higher heat loss coefficient. Hence, the heat losses themselves are
higher as well. Thus, the recalculation of the heat demand is iteratively repeated until
the change in heat demand is lower than 0.1%. The result, which converges after three
iterations, can be seen in the bottom plot of Figure 5.

2.4. Numerical Model

This chapter described the heating circuit of one building as an example for the reader.
The Simulink model is split into three parts: first the calculation of the necessary feed and
return temperatures of the heating circuit, second the partial supply of heat by the district
heating, and third the peak load boiler.

Figure 6 depicts the general structure of the heating in the building. The cold heating
water temperature Treturn is increased by the provided heat from the district heating

.
Qprov

to a medium temperature TDH, which varies dependent on the demanded feed temperature
Tf eed and the provided heat. If the district heating can supply the entire heat demand, the
boiler is not used and TDH = Tf eed. The peak load boiler then burns gas represented by the

chemical power
.

Qgas to supply the rest of the demanded heat
.

Qboiler:

.
Qboiler =

.
Qdemand −

.
Qprov (16)
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Figure 5. Mean feed and return temperature of nodes before and after iterative improvement.

Figure 6. Schematic heating circuit with district heating and boiler.

236



Processes 2022, 10, 1575

First, the heating temperatures Tf eed and Treturn are calculated. Assuming a constant
mass flow in the heating circuit

.
mw,heat, the load ratio mdemand between current demand

.
Qdemand and nominal, i.e., maximum possible demand

.
Qdemand,0 is:

mdemand =

.
Qdemand
.

Qdemand,0

=

.
mw,heatcw

(
Tf eed − Treturn

)
.

mw,heatcw

(
Tf eed − Treturn

)
0

=

(
Tf eed − Treturn

)
(

Tf eed − Treturn

)
0

(17)

The nominal temperatures are Tfeed,0 = 70 ◦C and Treturn,0 = 55 ◦C. Derived from the
thermodynamic characteristics of radiators, the mean water temperature Tw = 1/2(Tfeed + Treturn)
is [41]:

Tw = Tl + (Tw − Tl)0m1/n
demand (18)

with the room temperature Tl = 20 ◦C and the exponent n = 1.3. Tf eed and Treturn are then
calculated as [41]:

Tf eed = Tw + 1/2
(

Tf eed + Treturn

)
0
mdemand (19)

Treturn = Tw − 1/2
(

Tf eed + Treturn

)
0
mdemand (20)

Note that the temperature difference increases for higher loads. Figure 7 shows the
Simulink subsystem to calculate the feed and return temperatures. Most of the inputs are
constants, whereas

.
Qdemand is variable and hence passed to the model as a timeseries object

through a “From Workspace” block. Subsequently, the provided heat
.

Qprov is translated
into a temperature difference ΔTDH in the heating circuit with the

.
mw,heat and cw (21):

ΔTDH =

.
Qprov

.
mw,heatcw

(21)

Figure 7. Simulink subsystem of feed and return temperature calculation. Constants (blue), outputs
(red) and From Workspace blocks (green).

Thus, the temperature after the district heating TDH is calculated, as seen in Figure 8.
.

Qprov is variable and hence passed as a timeseries object. The heat transfer from the district
heating grid to the domestic heating circuit is not modeled in detail. Furthermore, the
Boolean benableDH sets whether the district heating is used in the simulation. To calculate
.

Qboiler and the boiler efficiency ηboiler, Tf eed and TDH are passed to the subsystem “Boiler”.
In the subsystem “Boiler” (Figure 9), the toolbox Carnot is used to simulate the boiler

operation with the Condensing Boiler block, as seen in Figure 8. Furthermore, a PID
controller is used to control Tf eed. The controller manipulates the supplied chemical energy
to the boiler. Inherently, the integral behavior of the PID controller ensures no steady-state
control error in Tf eed. The fuel block is set to gas, and the water temperature entering the
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boiler is set to TDH. The efficiency ηboiler,
.

Qboiler and the load factor βboiler =
.

Qboiler/
.

Qdemand,0
are passed back to the workspace.

Figure 8. Simulink connection of the two subsystems calculation of heating temperatures and
boiler, and calculation of temperature after district heating. Constants (blue) and From Workspace
blocks (green).

Figure 9. Simulink subsystem to calculate the boiler power and efficiency. Usage of toolbox Carnot
and PID controller. Constants (blue), inputs (grey), Condensing Boiler block (red) and To Workspace
blocks (green). The block to calculate THD concatenate the mass flow and temperature information
to be passed to the boiler block.

ηboiler is calculated as (22):

ηboiler =

.
Qboiler

.
Qgas

(22)

The Carnot toolbox works on a seconds-based time scale, and the variable input
signals

.
Qprov and

.
Qdemand are therefore interpolated from an hours-based to a seconds-

based time scale. Furthermore, a simulation interval of two days is selected where the
district heating can sometimes provide the entire heat, and sometimes cannot. Figure 10
shows the results of the two simulated days. The district heating provides the base load,
while the boiler provides the peak load. In the afternoon of both days, the district heating
covers the entire heat demand, and the boiler is off. The extracted variables ηboiler and βboiler
are used to calculate a generic fit of ηboiler as a function of βboiler. Since it is assumed that
this characteristic is the same for each building and boiler, the load factor and subsequently
the efficiency are calculated for each building.
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Figure 10. Power results from simulation of median building, shared supply between district heating
(blue) and boiler (orange).

2.5. Building Location and Heat Demand Data

Wilhelmsburg is located south of the northern main river branch on the largest river
isle, as depicted in Figure 11. It is Hamburg’s largest district by area (35.4 km2) and its
fifth largest district by population (53,519), according to the Statistikamt Nord (census
bureau north) [42]. Historically, the southern districts were closely interlinked with the
port, the second largest port in Europe. Due to its location close to the port and south of
the Elbe, Wilhelmsburg traditionally offered low priced housing and hosted low-income
workers who were employed at the port or the adjacent industry. As in all of Germany,
after the second World War, many immigrant families came to Hamburg to work in the
industry and hence lived predominantly in districts like Wilhelmsburg [43,44].

Hamburg has a widespread district heating grid, which satisfies circa 22% of the
city’s heat demand, and is hence Germany’s second largest district heating grid. As of
1 December 2020, more than 500,000 households are connected to the heating grid [45].
Though, this heating grid is only placed north of the Elbe, i.e., in the districts adjacent to
the city center. Wilhelmsburg is not part of this heating grid, even though it is close to the
heating plants supplying the grid.

Figure 11. Schematic map of Hamburg, the river Elbe and Wilhelmsburg.
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3. Results

The goal of district heating is to substitute the usage of conventional heating partially
or entirely, which are mainly domestic gas boilers in each building. Hence, the previous
results of the district heating grid are used to calculate the saved gas in Wilhelmsburg. The
boiler efficiency is derived by implementing the district heating connection and the boiler
in Simulink for the median building of the district. Afterwards, the calculated efficiency
characteristics are applied to all buildings to calculate the saved gas. Figure 12 depicts the
elimination of nodes, beginning with the upper plot with the initial nodes, to the lower
plot, where the remaining 77 nodes after the elimination are shown. Note that the nodes
and connections close to the root node remain the same, since their distance to the root
node is small and thus their connectivity density is high.

Figure 12. District heating grid with nodes and connection before (top) and after (bottom) node
elimination. Reduction from 123 to 77 nodes.

Figure 13 shows the resulting heat demand at each node and hence the necessary heat
flow along the connections of the heating grid. The heat is supplied at the root node 68
and distributed across the grid to each node. In summary, by allocating the buildings to
clusters, the computational load can be reduced. Hence, the 4884 buildings are condensed
to 123 clusters, which then incorporate the heat demand of the buildings in each cluster.
The clusters are connected to a heating grid by utilizing the graph theory functions in
Matlab, especially minspantree, to calculate the shortest connection between the nodes.
Furthermore, to increase the overall connectivity density and hence efficiency of the heating
grid, the 46 nodes with the lowest connectivity density are eliminated from the grid.
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Figure 13. Annual heat demand in district heating grid at each node and connection (logarith-
mic scale).

All feed temperatures are higher than the return temperatures, even though the
furthest nodes still have the lowest temperature difference. In practice, the temperature
difference at node 1 might be too small to be technically feasible, which is neglected in
this article. Figure 14 depicts the load duration curves of the heat demand before node
elimination (compare Figure 3), the heat demand after node elimination, the provided heat
at the buildings

.
Qprov,buildings, and the provided heat with losses, which is equivalent to

the effectively supplied heat from the energy provider at the root node
.

Qsup,root. There is

an almost constant offset of roughly 2.5 MW between
.

Qsup,root and
.

Qprov,buildings, which
indicates the overall heat loss. This results in an average efficiency of the district heating
grid ηgrid of (23):

ηgrid =
∑8760h

t=1

.
Qprov,buildings

∑8760h
t=1

.
Qsup,root

= 83.54% → ΔQloss,rel = 1 − ηgrid = 16.46% (23)

Thus, the overall relative heat loss amounts to ΔQloss,rel = 16.46%, which is undistin-
guishably similar to the benchmark of ΔQloss,rel,bm = 16.5% of a real district heating grid
presented by the Planungshandbuch Fernwärme [40]. Aurubis provides a maximum heat
power of 18 MW and an annual amount of energy of 120 GWh [46]. Applying the same
maximum heat power to the model in this article as seen in Figure 14, the provided annual
energy amounts to 119.63 GWh. That shows that the assumptions made in this project
hold and thus the model represents the behavior of real heating grids well. In summary,
in this project a district heating grid is developed based on openly accessible data for the
buildings in Wilhelmsburg and their heat demand, which are then allocated in clusters.
Subsequently, the clusters are connected to a heating grid starting from the root node. In
the last step, the least efficient nodes are eliminated and the heat loss along the edges is
calculated. The heat loss is then iteratively added to the supplied heat.
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Figure 14. Load duration curves of heat demand before node elimination (orange), heat demand after
node elimination (light blue), provided heat at buildings (red) and provided heat with losses (blue).

As seen in Figure 14, the supplied heat is lower than the overall heat demand, first
due to the elimination of nodes in the grid and second due to the maximum heat power
of 18 MW. The remaining heat is thus still supplied by domestic gas boilers, which are
then used as peak load boilers. Hence, the cold heating water is first heated by the
district heating and then—if necessary—heated further by the boiler to the desired feed
temperature. It is assumed that each building shows the same boiler properties, i.e., the
boiler efficiency characteristics are the same for every building. Thus, a single building
is selected, and the boiler efficiency is calculated. To select a building which shows an
appropriate characteristic, the median heat demand of all accommodational buildings is
selected and matched to its building. Then, the building’s heat demand

.
Qdemand and the

provided heat
.

Qprov are extracted and fed into the Simulink model.
The amount of consumed gas is characterized by the consumed chemical energy

Qgas = Qboiler⁄ηboiler(βboiler). With the previous calculations, the chemical energy is derived for
each building and summed up for all 4884 buildings. Due to the different load factors—and
hence efficiencies—for when the district heating is used and when it is not, Qgas is evalu-
ated for both cases Qgas,noDH and Qgas,DH. The entire consumption is Qdemand = 182.59 GWh,
while the provided heat by the district heating grid is Qprov = 99.91 GWh. Without district
heating the consumed amount of gas is Qgas,noDH = 186.49 GWh, while this is reduced to
Qgas,DH = 89.17 GWh when the district heating is used. Hence, by utilizing the district
heating, a total amount of gas of ΔQgas = 97.32 GWh per year is saved. The Bundesnet-
zagentur (Federal Network Agency of Germany) lists an average domestic gas price in
Hamburg for the year 2019 of kgas = 0.0599 €/kWh [47]. The CO2 emissions of domestic gas
are egas = 0.2012 kgCO2/kWh according to the Umweltbundesamt (German Environment
Agency) [48,49]. Hence, by saving ΔQgas = 97.32 GWh of gas annually, CO2 emissions of
ΔmCO2 = 19,585 tCO2 are avoided, and the customers save ΔKgas = €5.83 mil annually. In
the existing project by Aurubis and Enercity, the benchmark use of the district heating grid
avoids ΔmCO2,bm = 20,000 tCO2 annually [46]. As before, the model presented in this article
tracks the benchmark project well in terms of CO2 avoidance.
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In summary, the simulation of the heating circuit in an exemplary median build-
ing yields the boiler efficiency as a function of the boiler’s load, which is then used to
calculate the saved gas of every building. The usage of the district heating grid saves
ΔQgas = 97.32 GWh annually, which results in financial savings of ΔKgas = €5.83 mil and
avoided CO2 emissions of ΔmCO2 = 19,585 tCO2.

4. Discussions and Conclusions

In this paper, a different approach is presented to plan a district heating grid based on
the optimization of building clusters with the aim of improving the nodes of the grid. GIS
technology was also employed to collect and group data of the buildings, from geometrical
to heat demand. In the literature, few works described in detail those approaches, therefore
this research wants to fill this gap. A case study is chosen to validate the method proposed,
in the district of Hamburg city, Wilhelmsburg. The scope is to connect this district with
the existing thermal network of the city. Moreover, this approach investigates the usage of
industrial waste heat as the grid’s heat source, which is CO2-neutral. Most of Hamburg’s
energy-intensive and high-temperature industry is located at the port, which spans across
the islands in the river. To simulate the model, Matlab/Simulink is used. After the data
collection, the district heating grid is created by clustering the buildings and connecting the
obtained nodes. A single building is modelled to investigate the benefit in terms of energy
saving due to the replacement of gas boilers with DH systems. As a result, the usage of
the district heating grid saves 97.32 GWh annually, which provides financial savings of
€5.83 million, and avoided CO2 emissions of 19,585 tCO2. Last but not least, the proposed
method allows other designers and practitioners to adapt it to different urban settlements;
this issue is also the core of this research. Future developments will be involved for the
investigation of the substations of the buildings connected to the grid, being an essential
key for the economic and environmental assessment of users.
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Nomenclature

q annual heat demand [kWh/yr] e Emission factor [kgCO2/kWh]
A Area [m2] K Gas expenditure [€]
ϑ Temperature [◦C] Subscripts
F Correction factor [-] spec specific
Q Heat Power [MW] abs absolute
r connectivity density [] acc accommodational buildings
.

Q Heat flow [kW/m2] tot total
c Heat capacity [kWh/kg K] com commercial buildings
.

m Mass flow [kg/s] amb ambient
D Diameter [m] w water
R specific pressure loss [Pa/m] prov provided
λ flow coefficient [-] Abbreviations
ρ Density [kg/m3] GIS Geographic information systems
k roughness height [mm] DH District Heating
U specific heat loss coefficient [W/m K] DWD German Meteorological Service
β load factor [-] CHP Combined Heat and Power
η Efficiency [-]
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Abstract: With the large-scale integration of new energy generation, represented by wind and
photovoltaic power, into the power grid, the intermittency, randomness, and fluctuations of their
output pose significant challenges to the safe and stable operation of the power system. Therefore, this
paper proposes a control method for electrode boiler systems participating in rapid grid frequency
response based on a fuzzy control strategy. This method improves the traditional electrode boiler
control strategy, giving it characteristics similar to those of synchronous generators in terms of active
power–frequency droop, allowing it to actively adjust active power based on system frequency
disturbances. Furthermore, it optimizes its control performance indicators using fuzzy algorithms.
The simulation results on the Matlab/Simulink platform demonstrate that the modified electrode
boiler control system, when applying this method, can effectively address power disturbances in
the system, reduce system frequency deviations, and contribute to enhancing the grid frequency
regulation capability and system stability.

Keywords: primary frequency control; electrode boiler; fuzzy control; clean heating; frequency
stability

1. Introduction

In recent years, new energy generation technologies represented by wind power
and photovoltaics have rapidly developed, and the installed capacity has been increasing
year by year. As of 2022, China’s newly added installed capacity of wind power and
photovoltaic power generation reached 125 million kilowatts, breaking through 100 million
kilowatts for three consecutive years, reaching a historical high. The electricity generation
from wind power and photovoltaics reached 11.9 trillion kilowatt-hours, an increase of
207.3 billion kilowatt-hours compared to 2021, representing a year-on-year growth of 21%.
This accounted for 13.8% of the total electricity consumption in the entire country, an
increase of two percentage points compared to the previous year.

However, due to the random, intermittent, and fluctuating nature of renewable energy
generation, there has been a significant increase in the need for flexible adjustments in the
power system. This has led to a substantial occurrence of the curtailment of wind and solar
power in some regions. At the same time, with the large-scale development of renewable
energy, a significant number of conventional power generation units have been replaced by
renewable energy units. However, these renewable energy units, when connected to the
grid through power electronic components, cannot provide effective rotational inertia. This
results in a decrease in the overall system inertia, leading to a deterioration in the system’s
frequency and voltage regulation capabilities. This situation presents a serious challenge to
the safe and stable operation of the power system [1].
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To enhance the integration capacity of high proportions of renewable energy, clean
heating has been vigorously promoted in northern China, implementing electricity substi-
tution to increase the space for accommodating renewable energy generation. Researchers
have conducted extensive studies on this topic. In [2], a dynamic optimization scheduling
method was proposed for an electric–thermal combined heat and power system that consid-
ers the optimal control of combined heat and power units along with electric boilers. This
method aims to reduce the thermal–electric coupling and enhance the system’s regulation
capability. By establishing models for the electric and thermal output of combined heat
and power units that consider the optimal control process, the impact of load variations
on the thermal–electric characteristics and unit pressure safety was analyzed. Based on
this analysis, optimization scheduling was carried out with the constraint of minimiz-
ing the system’s operational cost. The article demonstrated that considering the optimal
control of combined heat and power units and the optimal scheduling of electric boilers
can promote wind power consumption and improve the overall economic performance
of the system. In [3], an optimal economic scheduling model for a cogeneration energy
system was proposed to minimize the total operating cost and the amount of abandoned
air of an electric boiler. The proposed model considers the thermal characteristics of the
building and the constraints of electrothermal balance, cogeneration units, heat storage
tanks, electric boiler power, and wind power generation. Based on this model, a linear
optimization model was established to analyze the different scheduling strategies under
three working conditions: cogeneration; cogeneration and heat storage; and cogeneration,
a heat storage unit, and an electric boiler. Taking a six-node cogeneration system as an
example, the effectiveness of the model and the solution method was verified, and the
influence of the heat storage tank and the electric boiler on wind abandonment and coal
consumption was illustrated. In [4], a multisource system unit combination model consid-
ering high wind power penetration with thermal storage electric boilers was presented.
This model harnesses the energy storage capabilities of thermal storage electric boilers to
perform load shifting, thereby improving the wind power integration capacity and the
economic operation of the system. In [5], a scheme for accommodating excess wind power
using energy coupling devices in a comprehensive energy system was studied. The use of
thermal storage electric boilers as energy coupling devices decouples the heating network
from the electrical grid. Models for energy storage electric boilers and control strategies
were established to support combined heat and power plants in meeting their heat demand
while reducing their electrical output, thus increasing the utilization of wind power. In [6],
to address the issue of challenging wind power integration in China’s Three-North region,
a multiobjective optimization model for wind power regulation was established, based
on a wind power–thermal storage electric boiler heating system. The objectives of this
model were to maximize wind power regulation capacity while minimizing the number of
electric boiler regulation events and operational costs. An optimized solution was designed
using an improved multiobjective particle swarm algorithm. This proposed approach was
validated based on real engineering data and demonstrated its ability to reduce operational
costs and enhance the capacity for wind power integration. In [7], in order to improve the
acceptability of curtailment, a scheduling model of indirect heating coordination between
a regenerative electric boiler and energy storage battery was established. The selection
process of the electric boiler electrode was optimized according to the characteristics of
curtailment, and the optimal operation strategy of the hybrid energy storage system was
proposed. Based on the operation data of a real wind farm, different control methods were
compared and analyzed. The results show that the ability of the power system to accept
wind power can be further improved under the requirement of meeting heating demand
and reducing the amount of electric boiler electrode regulation.

The abovementioned studies primarily focus on using electrode boilers for heating to
increase the integration capacity of renewable energy generation. However, they do not
address the active participation of electrode boilers in power system frequency response
and control. At the same time, in view of the frequency stability of the power system under
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the high proportion of new energy access, researchers try to transform the power electronic
converter to give it a certain frequency support ability. In [8], an improved differential sag
plus damping control strategy based on an island microgrid was proposed. The dynamic
sag mechanism was established to realize the flexible sharing of transient power among
distributed generation, so that the response of the distributed generation to disturbance
is flexible and stable. In [9], an optimal droop control of an H-Infinity controller based
on an improved artificial bee colony algorithm was proposed, which improves power
sharing among parallel inverters, realizes power response optimization and the voltage and
frequency stability of a microgrid, and makes the performance of the network more robust
to external interference. Compared with traditional droop control and the traditional
particle swarm optimization algorithm, the improvement and accuracy of the method
were verified.

Based on the above ideas, this paper further studies the feasibility and technical scheme
of using the electrode boiler to rapidly adjust the control characteristics and participate in
the fast frequency response of the power system. By applying fuzzy control to enhance
the control performance of electrode boilers, this paper aims to imbue them with active
power–frequency droop characteristics under certain control strategies. This enables them
to actively adjust active power based on system frequency deviations, thereby supporting
the safe and stable operation of the power system with a high proportion of renewable
energy integration.

2. Principle of Operation and Response Characteristics of Electrode Boiler Primary
Frequency Control

2.1. The Working Principle of Electrode Boiler Primary Frequency Control

Primary frequency control in a power system refers to the automatic operation of
the governing systems of generating units when the system’s frequency deviates from its
rated frequency. This automatic operation adjusts the active power output of generators
to keep the system frequency within an acceptable range. Primary frequency control in a
power system is characterized by its rapid response and proportional control, primarily
addressing short-term power fluctuations with quick response times. Electrode boilers, as
large-capacity loads, can exhibit adjustable droop characteristics through specific control
strategies, allowing them to participate in primary frequency control and contribute to
frequency stabilization within the system. The working principle of their involvement in
primary frequency control is illustrated in Figure 1.

Figure 1. Principle of electrode boiler participation in primary frequency control.

In Figure 1, fa is the upper limit of the system frequency adjustment dead zone; fb is
the lower limit of the system frequency adjustment dead zone; fN is the rated frequency; fL
is the minimum frequency that the electrode boiler power can support; fH is the maximum
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frequency that the electrode boiler power can support; PN is the normal operating power
of the electrode boiler; and Pmax is the maximum power of the electrode boiler.

The relationship between the electrode boiler power response and frequency deviation
is shown in Equation (1):

ΔPB = Δf·KD, (1)

where Δf represents the frequency deviation; KD is the frequency regulation effective-
ness coefficient of the electrode boiler; and ΔPB represents the change in power of the
electrode boiler.

From the above figure, it can be seen that when fa < f < fb, the system assumes
that the frequency deviation is within the normal range. The electrode boiler operates
in a conventional state and does not participate in system frequency regulation. When
fL < f < fa, according to Equation (1), the power setpoint is obtained, and the electrode
boiler reduces its corresponding power, delivering power to the grid. When fL > f, the
electrode boiler stops working, and the heating is supplied by hot water stored in the heat
storage tank, with all the power previously supplied by the electrode boiler now directed to
the grid. When fb < f < fH, based on Equation (1), the power set-point is obtained, and the
electrode boiler increases its corresponding power, absorbing power from the grid. When
f > fH, the electrode boiler operates at maximum power, absorbing power from the grid.
If there is excess heat, it can be stored in the heat storage tank. During this time, it can be
used in conjunction with market bidding strategies to lower heating prices, incentivize heat
consumption by users, and enhance response flexibility [10].

2.2. The Rapid Response Characteristics of Electrode Boilers

The power of the electrode boiler is primarily influenced by the electrical conductivity
of the water and the water level inside the boiler. When the electrical conductivity of the
water in the boiler is constant, the power can be controlled through water level adjustments.
Based on the deviation between the power and the setpoint, a controller acts on the valve
after the circulation pump, regulating the makeup water flow to control the water level
inside the inner drum. This achieves the goal of power control. The formula for calculating
the power of the electrode boiler is as follows [11]:

P =
3I2 × (R0 + R1)

2 × L

0.1835 × 10−3 × ρ × lg
√

3×b×(1+ b2

4×R4 )

d×(1− b2

R4 )

(2)

where P represents the power of the electric boiler; I represents the input current of the
electric boiler; L represents the length of the cylindrical electrode in water; ρ represents the
resistivity of the solution; b represents the distance from the electrode axis to the center;
d represents the diameter of the electrode cross-section; R represents the radius of the
cylindrical container; R0 represents the constant resistance value in the entire circuit; and
R1 represents the resistance of the solution.

By optimizing the control parameters of the electrode boiler, the system can reach the
frequency-stable state at about 17 s. According to the “Implementation Rules for Power
Grid Operation and Management in the East China Region”, in systems primarily consisting
of thermal power units, the response time for primary frequency control, i.e., the time it
takes for the primary frequency control power increase to reach 90% of the target power
increase, should be less than 30 s. Therefore, it can be inferred that the power response time
of the electrode boiler meets the timeliness requirements for primary frequency control.

Due to the inherent time lag in thermal systems, when the frequency fluctuations
cross the frequency control dead band, making short-term adjustments to the power of the
electrode boiler to participate in frequency control does not significantly impact the heating
supply of the thermal system. This capability allows the electrode boiler to possess primary
frequency control characteristics while still meeting the constraints of the thermal system.
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3. Control Strategy of Electrode Boilers Based on Fuzzy Control

3.1. Fuzzy Controller

Fuzzy control is a control method based on fuzzy logic designed to address the
complexity, uncertainty, and vagueness in systems. It does not rely on precise mathematical
relationships between system inputs and outputs. Instead, fuzzy control defines fuzzy
control sets, fuzzy relations, and fuzzy rules to simulate the process of fuzzy reasoning,
thereby achieving control over the system. In this paper, the fuzzy control method is
employed to achieve the online tuning of control parameters for electrode boilers, enhancing
the dynamic performance indicators of the response.

The algorithm flowchart of the fuzzy controller is illustrated in Figure 2.

Figure 2. Fuzzy control flowchart.

In Figure 2, it can be seen that the control process of the fuzzy controller mainly
includes fuzzification, fuzzy inference, and defuzzification.

This paper takes power deviation e and the rate of change in deviation ec as inputs.
The output variable is obtained through quantification factors, fuzzy processing, and
de-fuzzification processing by a fuzzy controller, along with a proportional factor. The
calculation formulas for the adjusted KP, KI, Kd are as follows [12]:⎧⎨⎩

KP = KP + ΔKP
KI = KI + ΔKI
Kd = Kd + ΔKd

⎫⎬⎭, (3)

where KP is the proportionality coefficient; KI is the integral coefficient; and Kd is the
differential coefficient. ΔKP is the value of the proportional coefficient modification; ΔKI is
the value of the integral coefficient modification; and ΔKd is the value of the differential
coefficient modification. Power deviation and its rate of change are divided into different
fuzzy sets, and the membership functions are used to calculate the degree of membership
of the input variables to each fuzzy set. The finer the fuzzy set division, the more precise
the control. Therefore, variables can be divided into the following levels of fuzzy sub-
sets: {NB, NM, NS, ZO, PS, PM, PB}. Among them, NB represents strongly negative, NM
represents moderately negative, NS represents slightly negative, ZO represents zero, PS
represents slightly positive, PM represents moderately positive, and PB represents strongly
positive [13]. Their membership functions are Gaussian-type.

Fuzzy control rules are typically summarized based on expert knowledge, with the
aim of ensuring a high level of control accuracy. For electrode boiler power control, this
paper adopts a total of 49 rules based on expert experience [14,15]. The fuzzy control rules
are shown in Table 1.
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Table 1. Regulation patterns for ΔKP, ΔKI, ΔKd [16].

E
Ec

NB NM NS ZO PS PM PB

NB PB, NB, PS PB, NB, NS PM, NM, NB PM, NM, NB PS, NS, NB ZO, ZO, NM ZO, ZO, PS

NM PB, NB, PS PB, NB, NS PM, NM, NB PS, NS, NM PS, NS, NM ZO, ZO, NS NS, ZO, ZO

NS PM, NB, ZO PM, NM, NS PM, NS, NM PS, NS, NM ZO, ZO, NS NS, PS, NS NS, PS, ZO

ZO PM, ZM, ZO PM, NM, NS PS, NS, NS ZO, ZO, NS NS, PS, NS NM, PM, NS NM, PM, ZO

PS PS, NM, ZO PS, NS, ZO ZO, ZO, ZO NS, PS, ZO NS, PS, ZO NM, PM, ZO NM, PB, ZO

PM PS, ZO, ZB ZO, ZO, NS NS, PS, PS NM, PS, PS NM, PM, PS NM, PB, PS NB, PB, PB

PB ZO, ZO, PB ZO, ZO, PM NM, PS, PM NM, PM, PM NM, PM, PS NB, PB, PS NB, PB, PB

By using the maximum membership degree method to defuzzify this control rule
table, precise control parameter variation values can be obtained. The control parameter
modification values are calculated using scaling factors and then combined with the initial
parameters to obtain the final control parameters.

3.2. Control Strategy for Electrode Boiler Based on Fuzzy Control

The use of fuzzy control algorithms allows for the rapid adjustment of the power
output of an electrode boiler, enabling a quick frequency response. The specific idea behind
this is as follows: when a power disturbance occurs, leading to a frequency deviation in the
system, the first step is to determine whether the frequency deviation exceeds the system’s
frequency control dead band. Then, the deviation and the frequency control coefficient
KD are used to calculate the power setpoint value. The electrode boiler takes the power
setpoint value as a control signal, and finally, the electrode boiler’s rapid action, using the
fuzzy control algorithm, balances the system’s active power fluctuations in a short time.

The specific process of the electrode boiler control strategy based on fuzzy control is
shown in Figure 3.

 
Figure 3. Control flowchart for electrode boiler.
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4. System Frequency Response Model

4.1. Electrode Boiler Power Response Model

When an electrode boiler participates in the primary frequency regulation of the
system, it rapidly adjusts its output based on the frequency deviation occurring in the
system, balancing the active power fluctuations in the power grid to stabilize the frequency
within a reasonable range.

Currently, modeling of the electrode boiler mainly involves the study of temperature
and power [17]. Since the stable control of temperature takes a long time and cannot
meet the time requirement of primary frequency modulation, this study models the power
response of electrode boiler. The power simulation model of the electrode boiler can be
approximated using a pure lag element and a first-order inertia element, represented by a
transfer function as follows:

G(s) =
k

1 + Ts
e−τs, (4)

where k represents the relationship between the electrode boiler’s power and frequency
deviation, T represents the inherent characteristics of the electrode boiler, and τ represents
the system delay effect. According to the literature [18], the amplification factor is set as
k = 0.8, the time delay is T = 15 s, and τ = 2.

During the frequency regulation process, the grid frequency deviation Δf is used as
the control signal, and the active power output ΔP of the electrode boiler is the output
signal, as shown in Figure 4.

Figure 4. Transfer function diagram of the electrode boiler.

4.2. System Frequency Response Model

The fundamental reason for the frequency deviation in the power system is the mis-
match between the active power output of generation units in the system and the power
demand on the load side. Power systems experience relatively small power disturbances
during stable operation; so, linearization is performed near the system’s stable operating
point to construct a linear model for dynamic analysis. Following the modeling approach
proposed in the literature [19], the dynamic model of the power system, including the
electrode boiler, is established as shown in Figure 5. Because the new energy generation
with power electronic converters as the interface does not have the ability to participate
in primary frequency modulation without an additional control strategy transformation,
it is assumed in this paper that the primary frequency modulation of the whole system is
mainly provided by the conventional synchronous unit and the modified electrode boiler.
In Figure 5, Tg represents the governor’s frequency control time constant, Tt represents the
boiler’s reheating time constant, TR represents the reheater’s time constant, M represents
the inertia of the generation unit, D represents the load damping coefficient, Δf represents
the frequency deviation, ΔPB represents the electrode boiler’s power variation, ΔPW repre-
sents the load disturbance, KD represents the frequency regulation effect coefficient of the
electrode boiler, and R represents the droop coefficient.

252



Processes 2023, 11, 3098

Figure 5. Frequency-response-equivalent model of the power system including the electrode boiler.

5. Simulation Analysis

To validate the impact of a high proportion of new energy sources on the grid frequency
stability and the supporting effect of the fast-frequency-response control method based on
fuzzy control for electrode boilers in the context of new energy integration, a simulation
example system considering different proportions of new energy and electrode boiler
frequency regulation is established in Matlab/Simulink-R2022a. The system includes a
synchronous generator model, a photovoltaic model, a wind power model, and an electrode
boiler model. Nodes 2 and 3 are, respectively, connected to photovoltaic and wind power;
node 1 is connected to the synchronous motor and electrode boiler device; and nodes 5, 6,
and 8 are connected to the load. Among them, the installed capacity of the synchronous
generator is 80 MW, the wind power installed capacity is 10 MW, the photovoltaic installed
capacity is 10 MW, it is equipped with a 15 MW electrode boiler, and the maximum heat
storage capacity of the heat storage tank is 150 GJ. The operating parameters of the system
are shown in Table 2. The system’s base frequency is set to 50 Hz. To minimize unnecessary
actions of the electrode boiler, the frequency control dead band is set to 50 ± 0.03 Hz. The
model in Figure 6 is subjected to unit scaling, and the parameter selection is as follows:
M = 10, Tg = 0.08 s, Tt = 0.3 s, TR = 8 s, KD = 5, and D = 2.

 
Figure 6. Example simulation system.
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Table 2. Running parameters.

Bus Name Value

2
Photovoltaic active power 8.7 MW

Photovoltaic reactive power 2 Mvar

3
Wind active power 9.6 MW

Wind reactive power 1.5 Mvar

1

Active power of synchronous generator 73.5 MW

Reactive power of synchronous generator 30 Mvar

Electrode boiler active power 10 MW

Electrode boiler reactive power 0 Mvar

5
Load active power 10 MW

Load reactive power 30 Mvar

6
Load active power 36 MW

Load reactive power 18 Mvar

8
Load active power 28.7 MW

Load reactive power 38 Mvar

5.1. Frequency Response Characteristics of Systems with Different Shares of Renewable Energy

According to the method proposed in reference [20] for calculating the penetration
rate of renewable energy, different generator inertial constants M can be used to simulate
the proportion of renewable energy in the system. It can be calculated that in the model
described in this paper, when M = 8 and M = 6 are used, they can simulate the cases
where renewable energy accounts for 20% and 40%, respectively. To analyze the frequency
response characteristics of systems with different proportions of renewable energy, a step
power disturbance of 0.01 p.u. is introduced into the system, and the system’s frequency
response characteristics are shown in Figure 7.

Figure 7. Frequency response characteristics of systems with different renewable energy proportions.

In Figure 7, it can be observed that when a 0.01 p.u. power disturbance occurs in the
system, with a 0% proportion of renewable energy, the maximum frequency deviation is
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0.06 Hz. With a 20% proportion of renewable energy, the maximum frequency deviation
is 0.064 Hz, and with a 40% proportion of renewable energy, the maximum frequency
deviation is 0.069 Hz. Moreover, as the proportion of renewable energy increases, the
slope of the frequency response curve becomes steeper. It is evident that as the penetration
rate of renewable energy increases, the system’s frequency rises more rapidly and reaches
higher peaks. The frequency response to the same level of power disturbance is more
pronounced in high-renewable-energy penetration grids. Therefore, power systems need
to have corresponding primary frequency control capabilities to support the continuous
integration of renewable energy.

5.2. Frequency Control Characteristics of Electrode Boilers under Step Power Disturbance

In order to analyze the role of the fast frequency response of the electrode boiler and
the frequency dynamic response of the system, a power generation disturbance with a
duration of 40 s and an amplitude of 0.01 p.u. is added to the frequency simulation model
with a new energy penetration rate of 20% in Section 5.1, as shown in Figure 8. The power
system frequency and power response curves are shown in Figures 9 and 10 respectively.
At the same time, to analyze the optimization effect of the fuzzy control of electrode boiler
power, the power response curve of traditional control methods is compared with that
of fuzzy control electrode boilers, as shown in Figure 11. The controller parameters for
traditional electrode boiler control are selected as follows: KP = 4173, KI = 290, and
Kd = 4390.

 
Figure 8. Power disturbance of renewable energy.

When a power disturbance of 0.01 p.u. occurs in the power system, the comparison of
the system response characteristics when electrode boilers participate in frequency control
or when they do not is shown in Table 3. It can be observed that the participation of
electrode boilers in system frequency regulation rapidly provides active support within
a short time, suppressing continuous frequency fluctuations. This leads to a reduction in
the peak value of system frequency deviation by 0.003 Hz, a 5% decrease; the steady-state
value of frequency deviation decreases by 0.005 Hz, a 19% decrease; and the system power
deviation decreases by 0.0011 p.u., an 11% decrease. As shown in Figure 11, the overshoot
of electrode boiler conventional control is 67%, with a settling time of 20 s. For the fuzzy
control of electrode boilers, the overshoot is 64%, with a settling time of 17 s. It is evident
that the application of fuzzy control reduces the overshoot of the electrode boiler power
response by 3% and reduces the settling time by 3 s, making the response process faster
and smoother and causing a lower power impact on the grid.
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Figure 9. Frequency response of the whole system.

 
Figure 10. Active power response of the whole system.

 

Figure 11. Active power response of electrode boiler.
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Table 3. Comparison of electrode boiler participation in frequency control before and after step power
disturbance.

Electrode Boilers Are Not
Involved in Frequency

Regulation

Electrode Boilers Participate
in Frequency Regulation

Percentage Improvement in
Performance

maximum frequency
deviation 0.061 Hz 0.058 Hz 5%

frequency steady-state value 0.026 Hz 0.021 Hz 19.2%
maximum power deviation 0.0096 p.u. 0.0085 p.u. 11.5%

5.3. Frequency Control Characteristics of Electrode Boilers under Time-Sequential Random Power
Disturbance

To validate the rapid frequency response method of electrode boilers in supporting the
intermittent output of renewable energy, this section introduces a time-sequential random
power disturbance with a maximum amplitude of 0.015 p.u. and a duration of 10 min [21]
into the frequency simulation model with a renewable energy penetration rate of 20%,
as shown in Figure 12. The grid frequency and power response curves are presented in
Figures 13 and 14 respectively. Additionally, the power response curves of electrode boilers
with and without the application of fuzzy control algorithms are compared in Figure 15.

 

Figure 12. Time-sequential random disturbance.

Figure 13. Frequency response of the whole system.
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Figure 14. Active power response of the whole system.

Figure 15. Active power response of electrode boiler.

As shown in Figure 13, the system frequency substantially fluctuates when there is a
random power disturbance in the new energy generation. The comparison of the system
response characteristics when electrode boilers participate in frequency control or when
they do not is presented in Table 4. It can be observed that the application of electrode
boilers in frequency control reduces the maximum system frequency deviation by 0.003 Hz,
a decrease of 4.2%, and it decreases the active power fluctuation by 0.002 p.u., a reduction of
16.7%. As shown in Figure 15, the power response curve of electrode boilers indicates that
the maximum power response of conventional control electrode boilers reaches 0.0031 p.u.,
while the maximum power response of electrode boilers with fuzzy control is 0.0028 p.u.
This suggests that the oscillation amplitude is lower, allowing for more flexible adjustment
of the power in response to fluctuations in renewable energy generation.
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Table 4. Comparison of electrode boiler participation in frequency control before and after time-
sequential random disturbance.

Electrode Boilers Are Not
Involved in Frequency

Regulation

Electrode Boilers Participate
in Frequency Regulation

Percentage Improvement in
Performance

maximum frequency
deviation 0.071 Hz 0.068 Hz 4.2%

maximum power deviation 0.012 p.u. 0.001 p.u. 16.7%

6. Conclusions

In this work, considering the impact and challenges brought by the high proportion
of new energy access to the power grid on the safe and stable operation of the power
system, the fast frequency response control method of the electrode boiler to support the
new energy consumption is studied. The improved sag control strategy is applied to the
electrode boiler so that it can adjust the output power independently according to the
frequency deviation and cope with the fluctuation in the power generated by new energy
sources; meanwhile, the fuzzy algorithm is applied to the electrode boiler to optimize
the control parameters to shorten the power response time and improve the frequency
response performance index. This study shows that the electrode boiler can not only heat
the excess power generated by the new energy for heating, increasing the space for new
energy consumption, but it can also quickly respond to the instantaneous fluctuation in
the power system frequency under the high proportion of intermittent new energy access
based on the control method in this paper to provide fast power support and improve
the primary frequency regulation support capability of the power system. The follow-up
work of this paper is the multipoint distribution of the electrode boiler aggregation control
method to meet the high proportion of intermittent new energy access under the secondary
frequency regulation needs of power system AGC.
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Nomenclature

[fa, fb] Acceptable frequency deviation range Hz
fN Rated frequency Hz
fL The lowest frequency that the electrode boiler can afford Hz
fH The highest frequency that the electrode boiler can afford Hz
PN Rated power of electrode boiler MW
Pmax Maximum power of electrode boiler MW
Δf Frequency deviation Hz
KD Frequency response coefficient of electrode boiler MW/Hz
ΔPB Electrode boiler power change value MW
P Electrode boiler power MW
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I Electrode boiler input current Ampere
L Electrode length in water m
ρ Solution resistivity Ω/m
b Distance from electrode axis to center m
d Electrode cross-sectional diameter m
R Boiler shell radius m
R0 Constant internal resistance of the circuit Ω
R1 Solution resistance Ω
KP Proportionality coefficient --
KI Integral coefficient --
Kd Differential coefficient --
ΔKP Value of the proportional coefficient modification --
ΔKI Value of the integral coefficient modification --
ΔKd Value of the differential coefficient modification --
k Relationship between power and frequency of the electrode boiler --
T Inherent characteristics of the electrode boiler s
τ Time delay coefficient s
Tg Governor’s frequency control time constant s
Tt Reheating time constant s
TR Reheater’s time constant s
M Inertia of the generation unit --
D Load damping coefficient --
ΔPW New energy power disturbance MW
R Droop coefficient Hz/MW
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Abstract: This study focuses on a renewable energy power plant equipped with electrolytic hydrogen
production system, aiming to optimize energy management to smooth renewable energy generation
fluctuations, participate in peak shaving auxiliary services, and increase the absorption space for
renewable energy. A multi-objective energy management model and corresponding algorithms
were developed, incorporating considerations of cost, pricing, and the operational constraints of
a renewable energy generating unit and electrolytic hydrogen production system. By introducing
uncertain programming, the uncertainty issues associated with renewable energy output were
successfully addressed and an improved particle swarm optimization algorithm was employed for
solving. A simulation system established on the Matlab platform verified the effectiveness of the
model and algorithms, demonstrating that this approach can effectively meet the demands of the
electricity market while enhancing the utilization rate of renewable energies.

Keywords: electrolytic hydrogen; power fluctuation smoothing; peak shaving auxiliary services;
fuzzy chance constraints; improved particle swarm algorithm

1. Introduction

China’s “3060 Dual Carbon” target, announced in 2020, has led to a consistent rise in
the installed capacity of renewable energy generating units, specifically wind power and
photovoltaic systems. As of the end of 2022, China’s wind power and photovoltaic capacity
reached 7576.1 MW, representing 26.7% of the total installed power capacity. However, the
variability of renewable energy output, including intermittency, randomness, and fluctua-
tion, has posed challenges to the stable operation and reliability of the power grid. The lack
of dynamic regulation ability of the power system and the issue of growing challenges in
renewable energy consumption are becoming more prominent [1,2]. Electrolytic hydrogen
production technology, as a flexible resource that can be adjusted, has advantages such as
fast response speed and zero carbon emissions [3,4]; moreover, compared with traditional
energy storage media, hydrogen energy offers benefits such as high energy density and
extended storage duration [5]. The grid-connected operation of the electrolytic hydrogen
production system (EHPS) not only helps to improve the fluctuation of wind and solar
power output and reduce the rate of wind and solar abandonment (WSA) caused by insuf-
ficient power grid consumption capacity but also can participate in peak shaving auxiliary
services (PSAS), enhance the dynamic regulation capability of the system, and ensure
the secure, stable, and cost-effective operation of the power grid with a high penetration
of renewable energy. Therefore, how to effectively use electrolytic hydrogen production
technology, enhance the flexibility and regulation capabilities of renewable energy power
plants, meet the demand of multiple target scenarios such as smoothing power fluctuation,
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increasing renewable energy consumption space, and participate in PSAS have emerged as
a pressing issue in need of urgent solutions.

There has been a certain research foundation at home and abroad in the coordinated
operation of electrolytic hydrogen production systems and renewable energy generating
units. The literature [6] investigates a hybrid renewable energy system incorporating
hydrogen energy, proposing an efficient hydrogen production system energy management.
It considers two different hydrogen production methods and establishes a mathematical
model for energy conversion between hydrogen and electricity. The literature [7] explores
potential opportunities and risks associated with hydrogen storage systems, assesses the
feasibility of using hydrogen storage technology to address the issue of wind and solar
energy curtailment in Western China, and proposes two solutions based on fuel cell hydro-
gen storage systems and hydrogen–natural gas blending. The literature [8] investigates an
isolated DC microgrid with a combined electricity–hydrogen storage system. It proposes
a cost-minimizing hybrid storage charging and discharging strategy that ensures voltage
and power balance within the microgrid. The literature [9] aims to maximize system ben-
efits and reduce environmental costs, constructs a wind–solar complementary hydrogen
production system scheduling model, and uses a multi-objective golden eagle algorithm
to solve the model. The literature [10] explores refined modeling of hydrogen storage
systems and power-to-gas equipment, effectively enhancing the economic performance of
integrated energy systems incorporating hydrogen storage. The literature [11] addresses
the optimization and scheduling of hybrid systems with hydrogen storage by considering
detailed models of flexible loads and hydrogen storage, aiming for an efficient solution.
The objective of [12] is to optimize the net income of the microgrid within the service area,
with the power balance of the microgrid system as a constraint, construct an optimized
dispatching model of the wind and solar power generation service area microgrid including
battery and hydrogen energy storage units, and the results show the effectiveness of the
optimized dispatching strategy. The literature [13] delves into the capacity configuration of
photovoltaic systems combined with hybrid battery–hydrogen storage systems, catering to
both electrical and hydrogen loads. It introduces an optimization framework for the energy
system servicing the hydrogen load and proposes two energy management strategies to
ensure the stable supply of both electricity and hydrogen to the loads. The study in [14]
presents an optimized configuration scheme for a wind–solar–hydrogen storage integrated
energy system, considering both economic factors and system output fluctuations. The
literature [15] studies the control mode of the hydrogen production system, proposes an
optimization model of the integrated energy system with hydrogen production, and verifies
the role of hydrogen production in system economy and renewable energy consumption
in simulation software. The literature [16] based on the wind–hydrogen coupling system
develops a capacity optimization model to maximize the revenue of the system and consid-
ers the possibility of the system participating in the auxiliary service market to improve
system economy. The literature [17] studies integration of the hydrogen production system
into the auxiliary peak shaving service of the thermal power unit and proposes a strategy
for its participation. The literature [18] investigates integrated electric–gas energy systems
incorporating green hydrogen, considering their participation in ancillary services and
support for high-proportion renewable energy integration.

The aforementioned research mainly focuses on the operation optimization under a
single scenario. However, a single objective is insufficient to meet the demands of the power
system; hence, multi-objective optimization scheduling is necessary. The literature [19]
proposes a day-ahead optimization scheduling strategy for wind–solar–hydrogen systems,
targeting the system’s curtailment rate of wind and solar, power deficit rate, and economic
efficiency. The feasibility of its day-ahead optimization scheduling strategy was verified
through simulation software. The literature [20] crafted an adaptable optimization algo-
rithm focused on reducing expenses and enhancing battery storage capacity. Through
the creation and testing of a power flow optimization framework, it facilitated increased
adoption of photovoltaic power in standalone microgrids, alleviating the difficulty of
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managing operational expenses alongside microgrid dependability. The literature [21]
proposes an optimized operation focusing on Battery Energy Storage Systems (BESS) and
Power-to-Gas (P2G) technologies, aiming to maximize the benefits of Renewable Energy
Sources, P2G, and BESS while minimizing facility costs. Optimization is conducted through
Mixed-Integer Linear Programming (MILP), and Stochastic Programming (SP) is employed
to manage the uncertainty of renewable energy output.

The aforementioned literature discusses multi-objective energy management in mi-
crogrid applications and does not focus on renewable energy power plants as the research
objective. The multiple objectives in renewable energy power plants mentioned in this
paper and the multiple objectives in a microgrid are not the same, but such objectives are
necessary for the electricity market and the power system and demonstrate potential in
energy management for renewable energy power plants with electrolyte hydrogen units,
such as smoothing renewable energy output fluctuations, participating in PSAS. Mean-
while, the random changes in the output of a renewable energy-generating unit make it a
random optimization problem under uncertain conditions, requiring special quantification
of the randomness of renewable energy output. This paper quantifies the uncertainty of
renewable energy output in the form of fuzzy chance constraints and adopts the method of
crisp equivalent classes to convert fuzzy chance constraints into deterministic constraints
during the solution process.

This paper considers the use of an electrolytic hydrogen production system to smooth
the power fluctuations of renewable energy power generation, participate in PSAS, in-
crease the space for renewable energy consumption, reduce the amount of wind and solar
discarded, and other application target scenarios, while considering the uncertainty in re-
newable energy output. It proposes a multi-objective energy management model based on
the coordinated optimization of an electrolytic hydrogen production system and renewable
energy power generation, and a particle swarm algorithm based on piecewise mapping
and improved Levy flight algorithm has been introduced. Finally, the proposed algorithm
and model’s effectiveness is validated through case simulations. As a whole, the main
contributions of this paper are as follows:

1. Multi-objective energy management: this paper presents a multi-objective energy
management strategy that utilizes electrolysis hydrogen production technology to
mitigate the adverse effects caused by renewable energy generation. This strategy
enhances the stability of the power system, improves energy utilization, and offers a
viable solution to address the challenges of renewable energy generation.

2. Economic and operational efficiency: this paper’s simulation findings deliver an
in-depth assessment of the economic and operational advantages associated with a
renewable energy power plant including an electrolytic hydrogen production system.
It highlights the potential for considerable progress in energy management for renew-
able energy generation through the optimization of energy usage, involvement in
peak-load adjustment services, and participation in carbon trading activities.

3. Uncertain programming: this paper quantifies the uncertainty of renewable energy
output in the form of fuzzy chance constraints and adopts the method of crisp equiva-
lent classes to convert fuzzy chance constraints into deterministic constraints during
the solution process. The issue of unpredictability in renewable energy generation’s
output has been addressed, offering a dependable framework for the enhancement of
renewable energy systems.

4. Improved particle swarm algorithm: in this paper, the adoption of the particle swarm
algorithm based on piecewise mapping and improved Levy flight algorithm is intro-
duced for achieving comprehensive and effective optimization of the proposed model.
This technique contributes to the improvement of the precision and dependability of
the energy management approach.

264



Processes 2024, 12, 541

2. Basic Principles of Hydrogen Production from Renewable Energy

The renewable energy power-generating system with an electrolytic hydrogen produc-
tion system mainly uses the EHPS and the surplus power in the grid-connected consump-
tion process of wind power and photovoltaic power generation to store and utilize in the
form of hydrogen energy and chemical energy. Its typical structure is shown in Figure 1.

Figure 1. Renewable energy power plant with electrolytic hydrogen production system.

This plant consists of wind power generation, photovoltaic power generation, EHPS,
and related power electronic interface equipment. Normally, wind power and photovoltaic
power are directly consumed by the grid. However, the intermittent, random, and fluctuat-
ing nature of wind power and photovoltaic power generation, influenced by the natural
environment, poses challenges, when the flexible regulation ability of the power grid is
insufficient, it is necessary to use the EHPS to smooth the output power fluctuations of
the renewable energy-generating unit, store the surplus output power of the renewable
energy-generating unit, and participate in PSAS under certain price incentives.

The EHPS consists of an electrolyzer, a hydrogen compressor, and a hydrogen storage
tank. The EHPS is an important device for electricity conversion and energy storage. It
receives direct current from the renewable energy-generating unit and converts electrical
energy into chemical energy through the electrolysis process. This conversion process
allows the electrolyzer to store electrical energy when the demand of the power system is
lower than the supply and to release the stored chemical energy for power supply when
the demand is higher than the supply.

3. Technical and Economic Characteristics of Hydrogen Production from Renewable
Energy

3.1. Characteristics of Renewable Energy-Generating Unit
3.1.1. Characteristics of Wind Power Generation

The output power Pwt of the wind turbine is shown in Equation (1):

Pwt =
1
2

Cp(λ, β)ρπR2v3 (1)
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In the equation, CP is the wind energy utilization coefficient; λ is the tip speed ratio; β
is the pitch angle; ρ is the air density; R is the radius of the wind turbine rotor; and v is the
wind speed.

The output power of the fan can be calculated according to Formula (1). This relation-
ship can be described by the operating parameters of the fan. Commonly used parameters
include cut-in wind speed, rated wind speed, cut-out wind speed, and rated power.⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

0 0 ≤ v < vin

n(A + Bv + Cv3)PwtN vin ≤ v ≤ vN

nPwtN vN ≤ v ≤ vout

0 vout < v

(2)

where:

A =
1

vin − vN

[
vin(vin + vN)− 4(vin × vN)

(
vin + vN

2vN

)2
]

(3)

B =
1

(vin − vN)
2

[
4(vin + vN)

(
vin + vN

2vN

)3
− (3vin + vN)

]
(4)

C =
1

(vin − vN)
2

[
2 − 4

(
vin + vN

2vN

)3
]

(5)

When approximated by linearization curve, the piecewise function expression of fan
output power characteristics can be written as:⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

0 0 ≤ v < vin

nPwtN(v3 − v3
in)/(v

3
N − v3

in) vin ≤ v ≤ vN

nPwtN vN ≤ v ≤ vout

0 vout < v

(6)

In the equation, vin and vout are the cut-in and cut-out wind speeds of the fan, respec-
tively; n is the number of wind turbines; and PwtN is the rated power of the wind turbine.

3.1.2. Characteristics of Photovoltaic Power Generation

The power output of photovoltaic can be calculated using an engineering approxima-
tion formula, as shown below:

Ppv = PSTCGAC[1 + k(Tc − Tr)]/GSTC (7)

In the equation, Ppv is the output power of photovoltaic power generation; GAC is the
irradiance; PSTC is the maximum output power under standard test conditions; GSTC is the
solar intensity under standard test conditions; k is the power temperature coefficient; Tc is
the working temperature of the photovoltaic module; and Tr is the reference temperature.

3.2. Characteristics of Electrolytic Hydrogen Production and Hydrogen Usage
3.2.1. Electrolytic

The electrical model of electrolytic water hydrogen production can be represented
as follows:

Uele = Ur +
r1+r2Tel

S Iel

+Kel ln

(
kt1+

kt2
Tel

+
kt3

Tel
2

S Iel + 1

)
(8)
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In the equation, Uele is the working voltage of the electrolyzer; Ur is the reversible
voltage of the electrolyzer that varies with temperature; Iel is the working current of the
electrolyzer; r1, r2 is the ohmic resistance parameter of the electrolyte; Tel is the working
temperature of the electrolyzer; Kel , kt1, kt2, and kt3 are the voltage parameters on the
electrode of the electrolyzer; and S is the surface area of the electrolyzer motor.

The electrolyzer’s hydrogen production rate model is described by the following equation:

Vch
ele(t) = ηelePele(t) (9)

In the equation, Vch
ele(t) is the amount of hydrogen output; ηele is the hydrogen produc-

tion efficiency of the electrolyzer; and Pele is the output power of the electrolyzer.

3.2.2. Hydrogen Storage Tank

According to the different forms of hydrogen, hydrogen storage technology mainly
includes solid, gaseous, and liquid hydrogen storage. Industrial hydrogen storage uses
gaseous hydrogen storage. The gas pressure PHT(t) in the hydrogen storage tank at time t is
related to the amount of hydrogen storage nHT(t), calculated using the ideal gas equation.⎧⎨⎩ PHT(t) =

nHT(t)RTH2
VHT

nHT(t) = nHT(t − 1) + (nEL(t)− nFC(t))Δt
(10)

In the equation, TH2 is the temperature of the hydrogen gas; VHT is the volume of
the hydrogen storage tank; and nHT(t − 1) is the amount of hydrogen gas in the tank at
time t − 1. The hydrogen storage status of the hydrogen storage tank can be calculated
as follows:

SOHT(t) =
PHT(t)

PN
(11)

In the equation, PN is the maximum pressure of the hydrogen storage tank.

3.2.3. Fuel Cell

A fuel cell is similar to the reverse process of hydrogen production in an electrolytic
cell. The output voltage can be represented as follows:

ucell = unernst − uact − uohm − ucon (12)

In the formula, ucell is the output voltage; unernst is the thermodynamic electromo-
tive force; uact is the activation polarization overpotential; uohm is the ohmic polarization
overpotential; and ucon is the concentration difference overpotential.

4. Optimization Model of Multi-Objective Energy Management

4.1. Optimization Objectives of Energy Management
4.1.1. Smoothing of Power Fluctuations

The integration of renewable energy with significant fluctuations into the grid can
cause harm to the grid; thus, certain requirements need to be proposed for the grid-
connected renewable energy:

|Pnet(t)− Pnet(t − 1)| ≤ Det (13)

Pnet(t) = Pwt(t) + Ppv(t) (14)

In the formula, Pnet represents the actual output of renewable energy; Det represents
the fluctuation range that the power grid can withstand, calculated as 10% of the total in-
stalled capacity of the plant’s renewable energy generating units; Pwt represents the output
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power of wind power generation; and Ppv represents the output power of photovoltaic
power generation.

4.1.2. Participation in Peak Load Regulation Auxiliary Services

Energy storage facilities absorb power during off-peak periods or during periods
of wind, solar, and nuclear power curtailment and release power at other times, thereby
providing peak load regulation auxiliary services.

According to the “Compensation Management Method” in the “Operating Rules of the
Northeast China Power Auxiliary Service Market” released by the Northeast China Power
Auxiliary Service Market, a “step-by-step” compensation strategy is proposed. Peak load
regulation pricing details are shown in Table 1. The energy storage facilities built within
the metering export of the thermal power plant, in conjunction with the unit, participate
in peak shaving and are managed, cost-calculated, and compensated according to the
“Compensation Management Method”.

Table 1. Peak load regulation pricing details.

Period Quotation File
Load Rate of Thermal

Power Plant
Lower Quotation
Limit (CNY/kWh)

Upper Quotation
Limit (CNY/kWh)

non-heating season first gear 40% < load rate ≤ 48% 0 0.4
second gear load rate ≤ 40% 0.4 1

heating season first gear 40% < load rate ≤ 50% 0 0.4
second gear load rate ≤ 40% 0.4 1

Due to the current rules and regulations regarding energy storage participation in
peak shaving not being fully developed or comprehensive, the energy storage facilities built
within the metering export of renewable energy power stations participate in PSAS. The
“Compensation Management Method”, in which the energy storage facilities are established
within the metering export of thermal power plants, is used as a reference to establish a
compensation strategy:

Esup = λsup∑ Qsup (15)

λsup =

⎧⎪⎪⎨⎪⎪⎩
1000 0 < fi ≤ 40%

400 40% < fi ≤ 50%

0 50% ≤ fi

(16)

In the formula, Esup represents the compensation for participating in peak load regula-
tion auxiliary services; λsup represents the subsidized electricity price; Qsup represents the
amount of electricity for output peak shaving; and fi represents the average load rate of
the energy storage facilities. The average load rate is calculated as the power generated by
the operating unit divided by the capacity of the operating unit, multiplied by 100%.

4.1.3. Increasing the Absorption Space for Renewable Energy

For renewable energy power plants, there are three factors that cause the system to
abandon wind and solar. First, the installed capacity of the electrolytic cell is limited.
Second, the capacity of the hydrogen storage tank is limited. Third, the installed capacity
of electrochemical energy storage is limited.

The power quantity of the plant’s abandoned wind and solar is:

Qloss(t) = [Pnet,theory(t)− Pnet(t)− Pele(t)|VH<Vmax
H

− Pch
bat(t)]Δt (17)

In the formula, Qloss represents the amount of electricity discarded from wind and
solar; Pnet,theory represents the theoretical output of renewable energy; Pnet

ele (t)
∣∣
VH<Vmax

H
represents the operating power of the electrolyzer when absorbing the surplus output
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of renewable energy and when the storage volume of the hydrogen storage tank is less
than the maximum storage volume; Pch

bat represents the charging power of electrochemical
energy storage; Δt represents the time interval; and Δt equals 15 min.

4.2. Objective Function
Total Benefit Model

Max f = Esup + Eco2 − Kloss − Kbuy (18)

In the formula, Esup represents the revenue from participating in peak load shift-
ing auxiliary services; Eco2 represents the revenue from carbon emission reduction; Kloss
represents the cost of wind and solar power curtailment; and Kbuy represents the cost of
purchasing electricity.

1. Revenue of peak load shifting auxiliary services:

Esup = λsup∑ Psup(t)Δt (19)

2. Revenue of carbon emission reduction:

Eco2 = Aco2(Bq − Bp) (20)

Bp = λp

T

∑
t=1

Pbuy(t)Δt (21)

Bq = λq

T

∑
t=1

(Pwt + Ppv − Ploss)Δt (22)

In the formula, Aco2 represents the carbon trading price; Bp represents the plant carbon
emissions; Bq represents the allocated carbon emission quota; λp represents the equivalent
carbon emission coefficient of purchasing electricity from the grid [22]; T represents the
optimization period (one day is divided into 96 time periods, that is, T = 96); Pbuy represents
the power of purchasing electricity; and λq represents the carbon emission quota per unit
of electricity generation.

3. Cost of purchasing electricity:

Kbuy =
T

∑
t=1

AbuyPbuy(t)Δt (23)

In the formula, Abuy represents the time-of-use electricity price and Pbuy represents
the power of purchasing electricity.

4. Cost of wind and solar power curtailment:

Kloss = γloss

T

∑
t=1

Qloss(t) (24)

Qloss(t) = [Pnet,theory(t)− Pnet(t)− Pele(t)|VH<Vmax
H

− Pch
bat(t)]Δt (25)

In the formula, γloss represents the penalty for the unit amount of wind and solar
power curtailment.

4.3. Constraint Conditions
4.3.1. Overall Operational Constraints of Renewable Energy Power Stations

1. Power and energy balance constraints:

Pwt(t) + Ppv(t) = Psell(t) + Pele(t)− Pbuy(t)− Psup(t)− Pf c(t) + Pch
bat(t)− Pdisch

bat (t) + Ploss(t) (26)
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In the formula, Psell represents the power of selling electricity; Pele represents the
operating power of the electrolytic cell; Psup represents the power involved in peak shifting;
and Pch

bat and Pdisch
bat represent the charging power and discharging power, respectively.

2. Hydrogen energy supply and demand balance constraints:

Vhs(t + 1) = Vhs(t) + Vch
ele(t)− Vdisch

f c (t) (27)

Vch
ele(t) = ηelePele(t)Δt (28)

Vdisch
f c (t) = η f cPfc(t)Δt (29)

In the formula, Vhs represents the storage of hydrogen in the hydrogen storage tank;
Vdisch

f c represents the amount of hydrogen used by the fuel cell per unit time; η f c represents
the hydrogen utilization efficiency of the fuel cell; and Pf c represents the operating power
of the fuel cell.

3. Power fluctuation constraints:

|Pnet(t)− Pnet(t − 1)| ≤ Det (30)

4.3.2. Operational Constraints of Each Subsystem

1. Operational constraints of renewable energy-generating unit:

Pmin
wt (t) ≤ Pwt(t) ≤ Pmax

wt (t) (31)

Pmin
pv (t) ≤ Ppv(t) ≤ Pmax

pv (t) (32)

In the formula, Pmin
wt and Pmax

wt represent the minimum and maximum output power
of wind power, respectively; and Pmin

pv and Pmax
pv represent the minimum and maximum

output power of photovoltaic power, respectively.

2. Operational Constraints of Hydrogen Energy Systems

• Operational constraints of electrolytic cell:

Pmin
ele ≤ Pele(t) ≤ Pmax

ele (33)

In the formula, Pmin
ele represents the lower limit of the power consumed by the elec-

trolytic cell during normal operation, and there is a risk of explosion when the operating
power of the electrolytic cell is below 20~25% of the rated power for a long time [23];
Pmax

ele represents the upper limit of the power consumed by the electrolytic cell during
normal operation.

•
Operational constraints of fuel cells:

0 ≤ Pf c(t) ≤ Pmax
f c (34)

In the formula, Pmax
f c represents the upper limit of the power consumed by the fuel

cell during normal operation.

•
Capacity constraints of hydrogen storage tanks:

0 ≤ Vhs(t) ≤ Vmax
hs (35)

In the formula, Vmax
hs represents the maximum hydrogen storage capacity of the

hydrogen storage tank.

3. Operational Constraints of Electrochemical Energy Storage Systems

• Charging and discharging power constraints:
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⎧⎪⎪⎨⎪⎪⎩
0 ≤ Pch

bat(t) ≤ Prated
bat

−Prated
bat ≤ Pdisch

bat (t) ≤ 0

Pch
bat(t) · Pdisch

bat (t) = 0

(36)

In the formula, Prated
bat represents the rated power of the electrochemical energy storage.

•
Energy storage state constraints:

Considering that overcharging and over-discharging of electrochemical energy storage
can significantly reduce the cycle life of the battery, it is significant to impose constraints on
the state of charge (SOC) of the energy storage system:

SOC(t) =
E(t)

Erated
bat

(37)

SOC(t)− SOC(t − 1) = (
Pch

bat(t)η
ch
bat

Erated
bat

− Pdisch
bat (t)

Erated
bat ηdisch

bat
)Δt (38)

SOCmin ≤ SOC ≤ SOCmax (39)

In the formula, E(t) and Erated
bat represent the current energy state and rated energy state

of the electrochemical energy storage, respectively; ηch
bat and ηdisch

bat represent the charging
efficiency and discharging efficiency, respectively; SOCmin and SOCmax represent the max-
imum capacity and minimum capacity of the electrochemical energy storage, respectively.

4.4. Fuzzy Chance Constraints
4.4.1. Fundamental Principle

The modeling idea of fuzzy chance-constrained programming is it allows the decision
made to not satisfy the constraint conditions to some extent, but the probability of the fuzzy
constraint conditions being established is not less than the preset confidence level.

The single-objective programming with fuzzy chance constraints is as follows:{
min f (x, ζ)

s.t. Pr{g(x, ζ) ≤ 0} ≥ α
(40)

In the formula, x represents the decision variable; ξ represents the fuzzy vector; min f (x, ζ)
represents the objective function; g(x, ζ) ≤ 0 represents the constraint conditions; Pr{•}
represents the probability of a certain event occurring; and α represents the confidence
level of the system.

4.4.2. Handling of Power and Energy Balance Constraints

Different from traditional optimization methods, due to the randomness of renewable
energy output, when a significant amount of renewable energy is integrated into the grid,
the error between actual output and predicted output cannot be ignored. In the energy
management model, the output of renewable energy has uncertainty. A model is established
based on the theory of Chance Constrained Programming, and the fuzzy parameters P̃wt
and P̃pv of renewable energy are introduced to form fuzzy chance constraints. Therefore,
Equation (26) can be relaxed to the power and energy balance constraints under a certain
confidence level condition, ensuring that the probability of meeting the balance constraints
is not less than α.

Pr

{
P̃wt(t) + P̃pv(t) = Psell(t) + Pele(t)− Pbuy(t)− Psup(t)

−Pf c(t) + Pch
bat(t)− Pdisch

bat (t) + Ploss(t)

}
≥ α (41)
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5. Solution Method of Energy Management Model

5.1. Handling Method of Fuzzy Chance Constraints

The methods for handling fuzzy chance-constrained programming are divided into
two categories. For simple problems, the fuzzy parameters and decision variables in the
constraint conditions can be separated or, when they have a certain linear relationship,
they can be transformed into clear equivalent classes for processing and then calculated by
traditional methods; for complex problems, random simulation methods can be used for
processing. However, the results of random simulation are not accurate and it is not easy
to grasp the size of the sample capacity of the simulation, so the first method is chosen [24].

During the operation of the power system in practice, the requirements for safety
are high; therefore, the probability of the power and energy balance constraints being
established should be above 0.5, that is, α ≥ 0.5, so:

Assume the form of function g(x, ζ) is as follows [25]:

g(x, ζ) = ψ1(x)ζ1 + ψ2(x)ζ2 + · · ·+ ψt(x)ζt + ψ0(x) (42)

In the formula, represents the trapezoidal fuzzy variable (γk1, γk2, γk3, γk4), ψ = 1,2,. . .,
t. If ψ+

k ∨ 0 and ψ−
k ∧ 0, k = 1, 2, . . ., t. So:

The fuzzy chance constraints in Equation (42) can be clearly equivalent to:

(2 − 2α)
t

∑
k=1

(γk3ψ+
k (x)− γk2ψ−

k (x))

+(2α − 1)
t

∑
k=1

(γk4ψ+
k (x)− γk1ψ−

k (x)) + ψ0(x) ≤ 0
(43)

This paper describes the fuzzy parameters P̃wt and P̃pv of the renewable energy output
using trapezoidal fuzzy parameters. Among them, the trapezoidal fuzzy variable is a quadruple
(Pwt1, Pwt2, Pwt3, Pwt4) composed of clear numbers and Pwt1 < Pwt2 ≤ Pwt3 < Pwt4. The
quadruple values can be determined based on the predicted renewable energy output:⎧⎨⎩ P̃wt(ω1, ω2, ω3, ω4) = P f ore

wt (r1, r2, r3, r4)

P̃pv(ω1, ω2, ω3, ω4) = P f ore
pv (r1, r2, r3, r4)

(44)

In the formula, ω1, ω2, ω3, ω4 represents the membership parameter; r1, r2, r3, r4
represents the proportionality constant.

The wind and solar prediction output are parameterized in Equation (44):{
P̃wt → α−1

4 Pwt1 +
α
2 Pwt2 +

3−α
4 Pwt3 +

1−α
2 Pwt4

P̃pv → α−1
4 Ppv1 +

α
2 Ppv2 +

3−α
4 Ppv3 +

1−α
2 Ppv4

(45)

5.2. Improved Particle Swarm Algorithm
5.2.1. Standard Particle Swarm Optimization (PSO) Algorithm

The update formula for the PSO algorithm is given by the following equation:

vi = ω × vi + c1 × rand()× (Pbesti
− xi)

+c2 × rand()× (gbesti
− xi)

(46)

xi = xi + vi (47)

In the formula, i = 1, 2, . . ., N, where N is the total number of particles in this group;
ω is the inertia factor; vi is the speed of the particle; rand() is a random number between
(0, 1); xi is the current position of the particle; and c1 and c2 are learning factors.
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5.2.2. Particle Swarm Algorithm Based on Piecewise Mapping and Improved Levy
Flight (PLPSO)

(1) Piecewise Mapping

Chaos mapping is a method for generating chaotic sequences. Piecewise mapping,
as a typical chaos mapping, has a concise mathematical form and good ergodicity and
randomness. The definition of piecewise chaotic mapping is as follows:

x(t + 1) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

x(t)
p , 0 ≤ x(t) < p

x(t)−p
0.5−p , p ≤ x(t) < 0.5

1−p−x(t)
0.5−p , 0.5 ≤ x(t) < 1 − p

1−x(t)
p , 1 − p ≤ x(t) < 1

(48)

In the formula, p = 1; x(1) = rand.

(2) Improved Levi Flight

Levy flight is a method of simulating random motion using heavy-tailed distributions.
It can describe the dynamic characteristics of some complex systems, such as phenomena
in the fields of ecology, geography, physics, etc. The update formula for Levy flight is
as follows:

Xt+1 = Xt + a · Levy(β) (49)

In the formula, Xt is the t-th iteration position of X; a is the step length scaling factor;
and Levy(β) is the Levy random path, satisfying: Levy ∼ u = t−β, 1 ≤ β ≤ 3.

Levy flight is essentially a random step length, and the distribution of the step length
satisfies the Levy distribution. The Levy distribution is complex and is usually implemented
using the Mantegna algorithm. For the specific implementation process, please refer to
reference [26].

Due to the step length scaling factor of Levy flight usually being set to a fixed value,
it leads to slow search speed and low search accuracy during the search process [27]. To
address these issues, this paper introduces an enhanced Levy flight approach:

Xt+1 = Xt + a · sin2(
π

2
· 1 − t

iter
) · Levy(β) (50)

In the formula, the fixed step length a = 0.01; sin2(π
2 · 1−t

iter ) is the adaptive step length
factor, where t is the current iteration number and iter is the maximum number of iterations.

(3) Improved Particle Swarm Algorithm

PSO has some disadvantages, such as easy premature convergence, lack of diversity,
and susceptibility to initial values. The improved PSO uses chaos mapping to enhance
the diversity of particles and combines with improved Levy flight to enhance the vitality
and jumping ability of particles [26], realizing the complementary advantages of PSO,
chaos mapping, and Levy flight. Due to the complexity of Levy flight, the algorithm’s
computation time will experience an increase. However, in the later stage of optimization,
the particle swarm algorithm will fall into local optimum, and particles need to perform
Levy flight to escape from the local optimum. Therefore, an adaptive random number
(1 + t

iter ) · rand is introduced. Before each update of particles, the generated adaptive
random number is compared with 0.5. If it is greater than 0.5, Levy flight is used to update
the particles; otherwise, the particles’ velocity and position are updated iteratively through
Formulas (46) and (47).

The process description of the improved PSO is as follows:
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(a) Population initialization. Randomly initialize the speed of the population and use
chaos mapping to initialize the position of the population and find the current optimal
particle position and solution.

(b) Calculate fitness. Evaluate the fitness value of each particle and store it in pbest. Com-
pare the fitness values of all particles in the population and store the best individual
(gbest) in the population.

(c) Update particle position. Generate an adaptive random number and compare it with
0.5. If it is greater than 0.5, update the particle through Levy flight; otherwise, update
the particle through Formulas (46) and (47).

(d) Update individual best position. Compare the current fitness value of the particle
with the fitness value before the update, and use the better particle as the particle after
the iteration.

(e) Update global optimal solution. Compare pbest with gbest. If pbest is better than
gbest, assign the value of pbest to gbest.

(f) Algorithm termination. If the iteration termination condition is met, the algorithm
terminates; otherwise, return to step c to continue the search.

The process of the PLPSO algorithm is shown in Figure 2:

 
Figure 2. The process of the PLPSO algorithm.

6. Simulation Analysis

6.1. Case Description

Based on the typical daily wind power and photovoltaic output prediction data of a
renewable energy power station in a province in Northeast China, with a sampling period
of 15 min, the obtained forecast output curve of wind power and photovoltaic on a typical
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day is shown in Figure 3, and the program output and peak shaving command curve are
shown in Figure 4. An EHPS and an electrochemical energy storage system are configured;
the installed capacities of wind power and photovoltaics in this region are 25 MW and
200 MW, respectively, the capacity of the electrolytic cell is configured as 25 MW, and the
fuel cell capacity is 10 MW; the equipment-related parameters are shown in Table 2 and the
economic parameters are shown in Table 3.

Figure 3. Forecast output curve of wind power and photovoltaic on a typical day.

Figure 4. Program output and peak shaving command curve.

275



Processes 2024, 12, 541

Table 2. Operation parameters.

Parameter Value

Pmin
wt /MW 0

Pmax
wt /MW 25

Pmin
pv /MW 0

Pmax
pv /MW 200

ηch
bat, ηdisch

bat 0.9
SOCmin 0.2
SOCmax 0.8

The initial state of SOC 0.5
Erated

bat /MW 20
Pmin

ele /MW 6.25
Pmax

ele /MW 25
ηele/(Nm3/MWh) 190
ηfc/(Nm3/MWh) 555.56

Vmax
hs /Nm3 30,000

Vhs(1)/Nm3 2000

Table 3. Economic parameters.

Parameter Value

Ahyd/(CNY/Nm3) 3
Aco2/(CNY/kg) 0.075
λp/(kg/MWh) 500
λq/(kg/MWh) 798

γfc/(CNY/MWh·Day) 1136
γhs/(CNY/Nm3·Day) 0.5
γele/(CNY/MW·Day) 1748
γbat/(CNY/MW·Day) 850

γloss/(CNY/MWh) 300
Abuy (0:00 to 8:00)/(CNY/MWh) 135.0
Abuy (9:00 to 12:00 and 18:00 to

23:00)/(CNY/MWh) 521.4

Abuy (others)/(CNY/MWh) 328.2

6.2. Comparative Analysis of PSO Algorithm before and after Improvement

The mathematical model proposed in this paper is solved by the traditional PSO and
PLPSO algorithms, respectively. The two algorithms have the same parameters: ω = 0.8,
c1 = c2 = 1.2, the population size is 100, the maximum number of iterations is 15,000, and
both algorithms run 100 times under the scenario with a confidence level of 0.9. Table 4
gives a comparison of the results of the traditional PSO and PLPSO algorithms.

Table 4. Comparison between traditional PSO and PLPSO.

PSO PLPSO

Number of runs 100 100
average run time/s 261.3 248.4

mean value −654,818.07 −768,875.44
optimal value −807,479.2 −830,172.1

mean absolute deviation (MAD) 62,614.6 17,792.2

As can be seen from Table 4, the PLPSO algorithm is superior to the PSO algorithm
in terms of running time, average value, and optimal value. Through the calculation
of the average value, it can be known that the fitness value of the PLPSO algorithm is
114,057.37 smaller than that of the traditional PSO algorithm, and the convergence accuracy
is improved by 17.4%; the mean absolute deviation (MAD) measures the average distance
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between data points and their average value. A smaller average absolute deviation value
indicates that the data are more stable. The MAD of the data obtained by the PLPSO
algorithm is 71.9% smaller than that of the PSO, indicating that the PLPSO algorithm is
more stable. The convergence curves of the fitness values of the two algorithms are shown
in Figure 5.

As can be seen from Figure 5, due to the use of piecewise mapping by the PLPSO
algorithm, the initial fitness value of the PLPSO algorithm exhibits improvement over
the initial fitness value of the traditional PSO algorithm; the PLPSO algorithm terminates
convergence around the 5000th generation and the traditional PSO algorithm terminates
convergence around the 7500th generation. In comparison to the traditional PSO algorithm,
the PLPSO algorithm exhibits an approximately 33.3% faster convergence speed. As evident
from the zoomed-in figure, at the end of convergence, the convergence accuracy of the
PLPSO algorithm is 14.9% higher than that of the traditional PSO algorithm. Therefore, the
PLPSO algorithm is superior to the traditional PSO algorithm.

Figure 5. Comparison of convergence curves of two algorithms.

6.3. Analysis of the Impact of Varying Confidence Levels on Decision-Making Outcomes

The confidence level significantly affects the system’s economy and safety, and dif-
ferent confidence levels will lead to different scheduling results. As the confidence level
increases, the system’s rate of WSA and comprehensive benefits are shown in Table 5.

Table 5. Scheduling results under different confidence levels.

Confidence Level
Proportion of the Wind and

Solar Energy Abandon
Comprehensive Benefit/CNY

0.55 9.97% 720,723
0.60 7.17% 714,133
0.65 5.36% 731,836.8
0.70 2.06% 736,225.2
0.75 2.32% 730,571.3
0.80 1.98% 738,359.2
0.85 1.25% 748,917.6
0.90 1.42% 762,298.3
0.95 1.16% 774,511.2
1.00 0.67% 784,582.3
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As shown in Table 5, as the confidence level continues to increase, the system’s wind
and light abandonment rate generally shows a downward trend; under the premise that
the installed capacity of the EHPS and the electrochemical energy storage system is certain,
when the confidence level is low, due to the insufficient installed capacity of the EHPS and
the electrochemical energy storage system, the rate of WSA is larger. To mitigate the rate
of WSA, a portion of its capacity is allocated to participate in the PSAS, absorbing excess
electricity, thereby reducing the economic benefits brought by engaging in the PSAS. Since
the plant still has a high rate of WSA, it causes a large WSA penalty. Therefore, when the
confidence level is low, the comprehensive benefits are low; when the confidence level is
high, due to the sufficient installed capacity of the EHPS and the electrochemical energy
storage system, the plant can easily decrease the rate of WSA and has more capacity to
engage in PSAS to obtain the highest peak-shaving subsidy. Therefore, as the confidence
level increases, the comprehensive benefits show an increasing trend.

The operation of the EHPS and the electrochemical energy storage system is intricately
linked to the confidence level. During the scheduling decision-making process, the sched-
uler must carefully weigh the plant demand, safety, and economy factors to determine the
optimal confidence level.

6.4. Analysis of Energy Management Decision-Making Scheme

Taking the confidence level as an example, using the PLPSO algorithm for solving,
we can obtain the scheduling situation of the renewable energy output, the EHPS, and the
electrochemical energy storage system 24 h before the day. Among them, the peak-shaving
subsidy and the peak-shaving command curve are depicted in Figure 6.

Figure 6. Peak-shaving subsidy and peak-shaving electricity curve.

The renewable energy power plant containing electrolytic hydrogen is derived from
the planned output reported to the upper-level power grid, taking into account the time-of-
use electricity price, power fluctuation suppression, peak-shaving ladder subsidy, carbon-
trading benefits, WSA penalties, and various system operation constraints. It ensures that
the actual output fluctuates between 90% and 110% of the planned output. While complet-
ing the PSAS, the excess electricity is utilized for hydrogen production (charge) through the
EHPS and the electrochemical energy storage system. In the case of insufficient renewable
energy output, it discharges. The output curves of the EHPS and the electrochemical energy
storage system are displayed in Figures 7 and 8, respectively.
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Figure 7. Operation of electrolytic cell, fuel cell, and hydrogen storage tank.

Figure 8. Operation of electrochemical energy storage.

As evident from Figure 7, between 0:00~2:45, 11:00~15:45, and 17:00~19:45, the elec-
trolyzer and fuel cell operate at a certain power to maintain a lower level of hydrogen
storage, leaving enough hydrogen storage space for the subsequent periods (3:00~4:45,
16:00~16:45, and 20:00~21:45) to prepare for peak shaving. During the peak-shaving period,
the maximum operating power of the electrolyzer is 21.94 MW, the minimum operating
power is 14.84 MW, and a total of 68,590 Nm3 hydrogen is produced; between 5:00 and
8:45, the fuel cell maintains a low-power operation to maintain a higher storage amount of
hydrogen in the hydrogen storage tank, preparing for the next period (9:00~10:45) for peak
shaving. During the peak-shaving period, the electrolyzer maintains operation at 25% of
the rated power (i.e., 6.25 MW) to ensure the electrolyzer operates safely, and the fuel cell is
in a high-power working state, with a maximum discharge power of 10 MW, a minimum
discharge power of 3.52 MW, a total discharge of 52.02 MW, and a hydrogen consumption
of 16,866.8 Nm3; between 22:00 and 24:00, the electrolyzer operates at high power and
the fuel cell operates at low power to ensure that there is a higher amount of hydrogen
storage in the hydrogen storage tank at 24:00 to obtain higher hydrogen sales benefits. In
one operating cycle, the electrolyzer produces a total of 244,691.03 Nm3 hydrogen, the fuel
cell consumes a total of 218,985.38 Nm3 hydrogen, and the final hydrogen storage amount
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is 29,993.85 Nm3, which is close to the maximum hydrogen storage amount and can obtain
higher hydrogen sales benefits.

As shown in Figure 8, during the peak-shaving periods of 3:00~4:45, 16:00~16:45,
and 20:00~21:45, the electrochemical energy storage is charged, with a total charge of
23.77 MW in the three peak-shaving periods; during the peak-shaving period of 9:00~10:45,
the electrochemical energy storage discharges, with a total discharge of 6.34 MW during the
period; the SOC of the electrochemical energy storage is maintained between 0.2 and 0.8,
ensuring that the electrochemical energy storage works in a “shallow charge and shallow
discharge” state, which helps prolong the service life of the electrochemical energy storage
system; the SOC of the electrochemical energy storage is maintained between 0.45 and
0.8 for a total of 66 periods (i.e., 68.75% of a cycle), leaving sufficient power and capacity
for scheduling.

Through the operation control of the electrolytic hydrogen production system and the
electrochemical energy storage system, the renewable energy power generation system
has achieved higher economic benefits under the premise of completing multiple target
application scenarios. Among them, the income from PSAS is CNY 524,500, the income
from carbon emission reduction is CNY 297,325.2, the income from hydrogen sales is
CNY 89,981.55, the cost of electricity purchase is CNY 87,909.82, the penalty for abandoning
wind and solar energy is CNY 13,851, and the comprehensive benefit is CNY 810,045.93.

As shown in Figure 9, after calculation, it is found that there is a positive under-
compensation of 48.78 MW and a negative under-compensation of 31.18 MW before sup-
pression. The power fluctuates greatly between 9:00 and 7:00, with a total of 14 time
periods exceeding the fluctuation limit of renewable energy grid-connected power, and the
over-limit probability is 14.58%, which brings a significant negative impact to the power
system; after suppression by the EHPS and the electrochemical energy storage system, all
the renewable energy outputs participating in the grid connection meet the grid-connected
power fluctuation limit.

Figure 9. The grid-connected power fluctuation before and after stabilization.

6.5. Effect of Electrolytic Hydrogen Production on Economic Benefits

The effectiveness analysis of the three scenarios—no electrolytic hydrogen with elec-
trochemical energy storage, electrolytic hydrogen without electrochemical energy storage,
and electrolytic hydrogen with electrochemical energy storage—are shown in Table 6. The
installed capacity of equipment under the three scenarios is as follows:
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Table 6. Effectiveness analysis in three scenarios.

Scenario 1 Scenario 2 Scenario 3

electricity purchasing cost/CNY 28,280.5 71,492.4 87,909.8
abandoned wind power and solar/MW 500.0 308.5 46.2

Hydrogen sales revenue/CNY 0 109,449.0 89,981.6
Peaking revenue/CNY 524,500 512,500 524,500

carbon trading income/CNY 297,789.9 302,926.6 297,325.2
comprehensive benefit/CNY 644,002.6 760,831.5 810,045.9

Scenario 1 (no electrolytic hydrogen with electrochemical energy storage): no elec-
trolyzer, fuel cell, or hydrogen storage tank is set up, and the electrochemical energy storage
is 25 MW;

Scenario 2 (electrolytic hydrogen without electrochemical energy storage): in this
scenario, the operation and maintenance expenses of the 25 MW electrochemical energy
storage in Scenario 3 is proportionally allocated to the EHPS and the fuel cell, among which
the electrolyzer is 30 MW, the fuel cell is 10 MW, the hydrogen storage tank is 36,483 Nm3,
and no electrochemical energy storage is set up;

Scenario 3 (electrolytic hydrogen with electrochemical energy storage): the electrolyzer
is 25 MW, the fuel cell is 10 MW, the hydrogen storage tank is 30,000 Nm3, and the
electrochemical energy storage is 20 MW. This scenario is the scenario of the proposed
mathematical model.

As evident from Table 6, the comprehensive benefit of Scenario 3 proposed in this paper
is optimal. Compared with Scenario 1, due to the constraint that electrochemical energy
storage cannot perform simultaneous charging and discharging operations, it is impossible
to flexibly absorb or release electricity in Scenario 1, and the hydrogen sale benefits brought
by electrolytic hydrogen is lacking. Therefore, compared with Scenario 1, Scenario 3
reduces the amount of wind and solar energy discarded by 393.8 MW, reduces the penalty
for discarding wind and solar energy by CNY 118,140, increases carbon trading benefits by
CNY 10,218.5, and increases comprehensive benefits by CNY 123,247.6. Compared with
Scenario 2, due to the lack of electrochemical energy storage and the lower conversion
rate of electrolytic hydrogen, Scenario 3 reduces the amount of wind and solar energy
discarded by 262.3 MW compared to Scenario 2, reduces the penalty for discarding wind
and solar energy by CNY 78,690, and increases comprehensive benefits by CNY 49,214.4.
Scenario 3 combines the flexibility of the electrolytic hydrogen production system and the
higher conversion rate of the electrochemical energy storage system. Under the premise
of completing the multi-objective application scenarios of smoothing power fluctuations,
participating in PSAS, and reducing the amount of wind and solar energy discarded, it can
still obtain higher comprehensive benefits.

7. Conclusions

This paper focuses on a renewable energy power plant that includes hydrogen produc-
tion through electrolysis. It considers the use of electrolytic hydrogen to smooth out fluctua-
tions in renewable energy power generation, participate in peak-shaving auxiliary services,
and increase the absorption space of renewable energy. It proposes a multi-objective energy
management model and algorithm based on the co-ordinated optimization of electrolytic
hydrogen and renewable energy power generation. Through simulation, based on the
analysis of the operating conditions and safety factors of various facilities in the power
station, the advantages of this model for power system safety were carefully studied. With
participation in the power market, the system’s economics have been greatly improved.

At the same time, the PLPSO algorithm improves the convergence accuracy, conver-
gence speed, and stability of the proposed model compared with the basic algorithm.

The research presented in this paper offers a valuable theoretical reference for energy
management in renewable energy-generating plants that include an electrolytic hydrogen
production system.
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The next step will be to further study the capacity configuration of renewable energy
power stations that include an electrolytic hydrogen production system, providing technical
support for the installation and construction of renewable energy power stations.
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Abstract: Hydrogen energy, as a clean and green energy medium, is characterized by large capacity,
extended lifespan, convenient storage, and seamless transmission. On the one hand, in the power
system, hydrogen can be prepared by the electrolysis of water using the surplus power from inter-
mittent new energy generation, such as photovoltaic and wind power, to increase the space for new
energy consumption. On the other hand, it can be used to generate electricity from the chemical
reaction between hydrogen and oxygen through the fuel cell and be used as a backup power source
when there is a shortage of power supply. In this paper, based on the teaching practice, the conver-
sion mechanism and coupling relationship between various forms of energy, such as photovoltaic
energy, hydrogen energy, and electric energy, were deeply analyzed. Further, a hydrogen-electricity
coupling digital simulation experimental system, including photovoltaic power generation, fuel cell,
and electrolysis hydrogen system, was formed. Simultaneously, considering the synergy between
hydrogen production and electricity generation businesses, as well as the demand for the efficient
utilization and flexible regulation of multiple energy sources, eight sets of simulation experimental
scenarios were designed. A cooperative control strategy for the hydrogen-electric coupling system
was proposed and validated through simulation on the MATLAB/SIMULINK-R2023a platform. This
study shows that the simulation system has rich experimental scenarios and control strategies, and
can comprehensively and accurately demonstrate the multi-energy complementary and cooperative
control characteristics of the hydrogen-electric coupling system.

Keywords: teaching experiment; photovoltaic power generation; fuel cell; electrolytic hydrogen
production; coordinated control

1. Introduction

Hydrogen energy, characterized by its cleanliness, high efficiency, large capacity, long
lifespan, and ease of storage and transportation, has been extensively applied in diverse
fields such as industrial production, energy storage, and transportation. Particularly note-
worthy is the capabilities of hydrogen as a chemical energy storage medium, playing a
significant role in energy systems. Its elevated specific energy density provides three times
greater energy per unit mass compared to gasoline combustion, which offers significant
advantages for efficient energy storage and utilization [1]. Meanwhile, as the proportion
of wind power and photovoltaic (PV) power in the power system continues to increase,
their intermittency, randomness, and volatility have brought challenges and impacts on the
security and stability of the power system [2]. By the end of 2022, China’s installed wind
power capacity reached 760 million kilowatts, accounting for 30% of the total installed
capacity for power generation; the PV installed capacity reached 390 million kilowatts, with
a year-over-year increase of 28.1%. The increased integration of high proportions of inter-
mittent renewable energy generation has made China’s power structure greener and lower
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in carbon content but has also increased the demand for flexible regulation in the power
system. In this context, hydrogen energy, with its flexible characteristics in production,
storage, and utilization, has been regarded as a potential flexible regulation resource in the
new power system. Comparatively, the traditional gas-thermal power coupling system
primarily relies on the conversion and utilization of natural gas, considering the supply
demands of both thermal and electrical energy. Natural gas is coupled with the power
system in the form of combined heat and power generation, which, to some extent, meets
the requirements for the complementary utilization of various forms of energy. However,
natural gas is a non-renewable primary energy source, and its combustion process results in
carbon dioxide emissions. For hydrogen, the hydrogen-based gas-electric coupling system
offers several advantages. Hydrogen can be continuously produced using surplus wind
and solar power, and, acting as a crucial industrial product, can be utilized. Additionally,
leveraging its characteristics of power generation, heat production, and ease of storage,
hydrogen can actively participate in the operation, flexibility, and adjustment of both
power and thermal systems. Currently, research on hydrogen energy technologies mainly
focuses on fuel cells and electrolysis devices. The literature [3] shows that changing the
way hydrogen is produced through renewable electricity can enhance hydrogen–electricity
conversion and expand the application range of hydrogen. The literature [4] develops the
dynamic modeling and control of proton exchange membrane fuel cells (PEMFCs) and
controls the interface components to deliver power to the grid, evaluating the performance
of stand-alone power systems. The literature [5] discusses the coupling issue of PEMFCs in
scenarios connected to the grid and its impact on efficiency. It analyzes the optimal effi-
ciency conditions and dynamic operational controls using integrated models and iterative
algorithms. The literature [6] proposes a power regulation system to ensure high-quality
grid injection, applicable to Modified-Y-Source fuel cell inverters. It utilizes LCL filters and
PR controllers to optimize the grid injection current quality through parameter adjustment,
and simulation experiments demonstrate the effectiveness of the proposed method. Water
electrolysis for hydrogen production has advantages such as high current density, high
purity, and small footprint [7]. The literature [8] conducted a detailed comparative study
on different hydrogen production sources and systems, and its comparisons indicated that
photonic options have the highest environmental performance ranking. The literature [9]
analyzes two different large-scale electrolytic water technologies for hydrogen production
while considering the simulation and determining operational strategies in the market. It
compares the levelized hydrogen cost of water electrolysis with SMR factories, evaluating
the technical and economic feasibility of water electrolysis in specific regions. The litera-
ture [10] presents a hybrid system for hydrogen production, and the modeling simulation
is performed in MATLAB to minimize system losses and maximize hydrogen production.
The literature [11] introduces a study on a proton exchange membrane electrolysis cell
system directly coupled to a 10 kW PV array for hydrogen production. The above literature
describes the prospects and technical routes of hydrogen production using renewable
energy generation and emphasizes that hydrogen energy will be a key component of the
clean energy transition. Further, it also conducts research on the application scenarios,
operational characteristics, and operational efficiency improvement methods of hydrogen
energy conversion and utilization subsystems, targeting proton exchange membrane fuel
cells and electrolytic hydrogen production systems. However, the current research mainly
focuses on the energy conversion and utilization technology of hydrogen energy itself,
represented by fuel cells and electrolytic hydrogen production systems. There is relatively
little research on the coupling modes and synergistic operation mechanisms of hydrogen
energy and other energy forms, such as light energy, wind energy, and electric energy.

Therefore, this paper concentrates on the multi-energy complementary and coordi-
nated control characteristics of hydrogen-electric coupling systems, deeply analyzing the
conversion mechanisms and coupling relationships among various forms of energy, such
as solar energy, hydrogen energy, and electrical energy. A hydrogen-electric coupled digital
simulation experimental system was established, which included photovoltaic power gener-
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ation, fuel cells, and electrolysis hydrogen production systems. Simultaneously, taking into
account the synergy between hydrogen production and electricity generation businesses,
with goals such as efficient utilization of multiple energy sources, mitigation of power
fluctuations, and grid dispatch control, eight sets of simulation experimental scenarios were
designed. Corresponding coordinated control strategies for the hydrogen-electric coupling
system were proposed, and simulations were conducted using the MATLAB/SIMULINK
platform for validation.

2. Typical Structure of Hydrogen-Electric Coupling System

This section presents the design of a typical structure for a hydrogen-electric coupling
system that supports the flexible operation of photovoltaic power generation, as shown in
Figure 1. In this system, fuel cells and electrolytic hydrogen production devices are used as
carriers for hydrogen energy conversion and utilization and are connected in parallel with
photovoltaic power generation to the public power grid. When there is an excess of electric
energy generated by photovoltaic power generation, it can be converted into hydrogen
energy and stored in a hydrogen storage tank through electrolysis. Conversely, when the
electricity generated by photovoltaic power generation is insufficient, the hydrogen energy
stored in the hydrogen storage tank can be converted back into electricity using a fuel cell.
At the same time, because the fuel cell and electrolytic hydrogen production are power
electronic interface devices, they have fast dynamic adjustment characteristics. Therefore,
they can also be used to suppress the instantaneous fluctuation of photovoltaic power
generation output caused by the change of light resources and to execute the instantaneous
dispatching control instructions of the superior power grid.

Figure 1. Typical structure of hydrogen-electrode coupling system.

3. Simulation Model of Fuel Cell Power Generation

A fuel cell is a device that converts chemical energy into electricity by electrochemical
reactions of hydrogen and oxygen [12]. Taking proton exchange membrane fuel cells
(PEMFC) as an example, it supplies hydrogen to the anode and air to the cathode, achieving
the separation of hydrogen ions and electrons through the proton exchange membrane.
The chemical energy is converted into electrical energy by transferring hydrogen ions from
the anode to the cathode via the proton exchange membrane. Simultaneously, electrons
travel through an external circuit to the cathode, where they engage in a reaction with
oxygen to produce water molecules. The electrochemical reaction formula is as follows:

H2 → 2H+ + 2e− (1)

1
2

O2 + 2e− + 2H+ → H2O (2)
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2H2 + O2 → 2H2O (3)

In this paper, a 50 kW PEMFC was taken as an object to establish its dynamic simu-
lation model, as shown in Figure 2. The figure includes two feedback circuits for current
feedback and voltage feedback [13,14]. In the figure, response time Tf c is used to model
the “charge double layer” phenomenon resulting from charge accumulation at the elec-
trode/electrolyte interface [15].

Figure 2. PEMFC equivalent circuit diagrams.

The output voltage of the PEMFC stack is [16]:

Vf c = Voc − Vohm − Vact (4)

where: Vf c represents the output voltage of the fuel cell; Voc is the open circuit voltage of the
fuel cell; Vohm is the ohmic overvoltage loss; and Vact represents the absolute polarization
voltage loss.

The Voc is [13,16]:

Voc = Kc·
[

E0 + (Tf − 298)
−44.43

zF
+

RTf c

zF
ln(

PH2 P1/2
O2

PH2O
)

]
(5)

where: Kc represents the voltage constant under nominal working conditions; E0 is the
electromotive force under standard pressure; Tf represents the operating temperature of
fuel cell; z is the number of moving electrons; F is Faraday constant; R is gas constant; PH2

is the partial pressure of hydrogen in the reactor; PO2 represents the partial pressure of
oxygen in the reactor; and PH2O is the partial pressure of water vapor in the reactor.

Considering the ohmic loss caused by electrode and electrolyte resistance, the ohmic
overvoltage loss is:

Vohm = Rohm·i f c (6)

where: Rohm represents the equivalent internal resistance and i f c is the fuel cell current.
Considering the loss caused by slow chemical reaction on the electrode surface, the

absolute polarization voltage loss is [15]:

Vact = Nf c A ln(
i f c

i0
) · 1

sTf c/3 + 1
(7)

where: Nf c represents the number of fuel cells; A is the Tafel slope; i0 represents the
exchange current; and Tf c is the response time.
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In Equation (7), i0 and A are [16]:

i0 =
zFk(PH2 + PO2)

Rh
• exp(

−ΔG
RT

) (8)

A =
RT
zαF

(9)

where: ΔG is the activation barrier; k represents the Boltzmann constant; α is the charge
transfer coefficient; and h is the Planck constant.

Based on the above model, the fuel cell V-I and P-I characteristics are illustrated in
Figure 3:

Vo
lta

ge
(V
)

Po
w
er
(k
W
)

Figure 3. Characteristics of V-I and P-I of fuel cells.

The specific parameters of PEMFC are shown in Table 1:

Table 1. The specific parameters of PEMFC.

PEMFC Parameters Value

Nominal operating point [Inom (A), Vnom (V)] [100, 500]
Maximum operating point [Iend (A), Vend (V)] [250, 400]

Number of cells 300
Nominal Power (kW) 50
Maximal Power (kW) 100
Exchange current (A) 0.54669

Nerst voltage of one cell (V) 1.2041
Fuel cell resistance (ohm) 0.62238

Nominal supply pressure (Fuel (bar)) 1.5
Nominal supply pressure (Air (bar)) 1

System temperature (Kelvin) 338
Capital cost ($/kW) 400

Lifetime (h) 50,000

4. Simulation Model of Photovoltaic Power Generation

Photovoltaic power generation is a technology that employs the photovoltaic effect to
convert solar energy into electrical energy [17]. The current and power output characteris-
tics of photovoltaic systems are influenced by the intensity of illumination and the battery
temperature. Photovoltaic cells function similarly to PN junction diodes. Photovoltaic
arrays consist of numerous photovoltaic components connected in series and parallel, and
their equivalent circuit is depicted in Figure 4.
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Based on the equivalent circuit of the photovoltaic array, the relationship between its
output voltage V and current I can be expressed as [18,19]:

I = Ipv − Id − IRsh (10)

Id = I0

[
exp(

q(V + IRS)

α0
)− 1

]
(11)

where: Ipv represents the current generated by the photovoltaic cell due to solar irradiation;
I0 is the saturation current; I represents the load current; V is the output voltage of the
photovoltaic cell; RS represents the series impedance of the photovoltaic cell; and α0 is the
time factor.

Figure 4. Equivalent circuit diagram of a photovoltaic array.

Since IRsh is small and can be approximated as 0 [10], Equation (10) can be simplified
as follows:

I = Ipv − I0

[
exp(

q(V + IRS)

α
)− 1

]
(12)

The specific parameters of the PV are shown in Table 2:

Table 2. The specific parameters of the PV.

Photovoltaic Parameters Value

Parallel strings 17
Series-connected modules per string 14

Maximum Power (W) 213.15
Cells per module 60

Open circuit voltage (V) 36.3
Short-circuit current (A) 7.84

Voltage at maximum power point (V) 29
Current at maximum power point Imp (A) 7.35

Nominal temperature (◦C) 25

5. Simulation Model of Electrolytic Hydrogen Production

The electrolyzer is a device that utilizes electricity to separate water into hydrogen
and oxygen [20,21]. The electrolysis process utilizes an electric current to decompose water
molecules into hydrogen and oxygen atoms [22,23]. The electrolyzer is used in the process
of electrolyzing water to produce hydrogen. The hydrogen evolution reaction occurs on the
cathode side, while the oxygen evolution reaction occurs on the anode side. The cathode
and anode undergo the following chemical reactions [24]:

H2O → 2H+ +
1
2

O2 + 2e− (13)

2H+ + 2e− → H2 (14)
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From a circuit perspective, an electrolyzer is equivalent to a voltage-sensitive nonlinear
DC load. Due to the highly nonlinear characteristics of current and voltage, curve fitting is
generally used to simulate them, which is applicable to the electrical field. At this point,
the voltage-current equation of a single electrolyzer can be calculated [25,26]:

Uel = Ur +
r1 + r2Tel

Ael
Iel + s log(

kT1 +
kT2

/
Tel

+ kT3
/

T2
el

Ael
Iel + 1) (15)

where: Uel represents the working voltage of a single electrolyzer; Ur is the reversible
voltage; Ael is the electrode area; Tel represents the temperature; Iel is the current; r1 and
r2 represent the ohmic resistance parameters; and s, kT1, kT2, and kT3 are the coefficient
of overvoltage.

The current and voltage characteristics of an electrolyzer are influenced by the opera-
tional temperature. In accordance with Faraday’s law, the rate of hydrogen production in
an electrolytic cell is directly related to the rate of electron transfer at the electrode [27]:

NH2 = ηeNe
Iel
zF

(16)

Ie =
Pe

NeUe
(17)

where NH2 represents the rate of hydrogen production, ηe is the electrolyzer efficiency; Ne
represents the Number of electrolytic cells; and Pe is the power consumption.

The process of electrolyzing water in an electrolyzer generates hydrogen and oxygen,
which are then compressed and stored in a high-pressure hydrogen storage tank. The
mathematical model explores the relationship between the pressure of the hydrogen storage
tank and its capacity for storing hydrogen [28]:

MH2 =
∫ t2

t1

(
NH2 − Nout

)
dt (18)

Ph =
RTel

V
MH2 (19)

where MH2 represents the storage capacity of hydrogen; Ph is the pressure in the hydrogen
storage tank; Nout represents the molar hydrogen consumption rate; V is the volume
of the hydrogen storage tank; and t1 and t2 represent the starting and ending points of
hydrogen production.

The modeling data of the electrolysis hydrogen production module are shown in
Table 3.

Table 3. The specific parameters of the Electrolysis tank.

Electrolysis Tank Parameters Value

Reversible Voltage (V) 1.23
Area of Electrode (m2) 0.1

Number of cells 200
s 0.185

kT1 2.54 × 10−2

kT2 −0.158
kT3 1.212 × 103

r1 8.232 × 10−5

r2 −4.51 × 10−7

Nominal temperature (◦C) 35
Capital cost ($/kW) 100

Lifetime (year) 15
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6. Modeling of the Power Electronic Converter

Photovoltaic array, fuel cell, and electrolytic cell grid connection need to use the power
electronic converter to realize the transformation of power AC/DC form, to exchange
energy and power with the power grid [29]. Because the output voltage of the fuel cell has
soft characteristics, its output voltage is affected by the load current, and the photovoltaic
power generation has volatility. Therefore, the DC side is required to stabilize the voltage
output of the DC side. The Boost circuit topology is shown in Figure 5a. According to the
literature [30,31], in terms of complexity, reliability, and cost, the traditional non-isolated
DC/DC converter is superior. However, the DC link voltage is typically too high for the
electrolytic cell to operate normally. To address this, a Buck circuit is utilized to reduce
the voltage to the required operating level. The topology of the Buck circuit is depicted in
Figure 5b [30,31].

  
(a)  (b)  

Figure 5. (a) Boost converter topology diagram; (b) buck converter topology diagram.

The mathematical model of the Boost circuit can be described using the following
differential equation [32]:⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

⎡⎢⎣
di f c
dt

dVout1
dt

⎤⎥⎦ =

⎡⎣ R1
L1

−(1−D1)
L1

(1−D1)
C1

−I
′
1

Vout1C1

⎤⎦ ·
[

i f c
Vout1

]
+

[
1
L1
0

]
Vin1,

y =
[

0 1
] · [ i f c

Vout1

] (20)

where: i f c represents the inductance current; Vout1 is the output voltage; Vin1 is the input
voltage; and D1 represents the control signal.

The mathematical model of the Buck circuit can be described as [32] using the following
differential equations:⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

⎡⎢⎣ diele
dt

dVin2
dt

⎤⎥⎦ =

⎡⎣ −R2
L2

d
L2

d
C2

−I
′
2

Vin2C2

⎤⎦ ·
[

iele
Vin2

]
−
[

1
L2
0

]
Vout2,

y =
[

0 1
] · [ iele

Vin2

]
,

(21)

where: iele is the inductive current; Vin2 represents the input voltage; Vout2 is the output
voltage; and d represents the control signal.

The inverter and rectifier can be classified according to the voltage source and current
source. Due to the similar structure of the inverter and the rectifier in this paper, only the
inverter is described, and the inverter topology diagram is shown in Figure 6. The voltage
source and inverter in the DC side parallel capacitor are utilized to ensure the DC bus
voltage stability. The current source converter is in a series of large inductors on the DC
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side. Since large inductance reduces the dynamic response of the system, the voltage source
inverter is used in this paper.

The grid-type inverter can accurately track the voltage and frequency of the grid to
avoid interference with the grid and to ensure that it operates within the normal range.
The mathematical model of the inverter in the three-phase coordinate system is shown as
follows [33,34]: ⎧⎪⎪⎪⎨⎪⎪⎪⎩

UaN = Ria + L dia
dt + ea

UbN = Rib + L dib
dt + eb

UcN = Ric + L dic
dt + ec

(22)

where: UaN , UbN , and UcN represent the three-phase output voltage; ia, ib, and ic are the AC
side current of the three-phase inverter; R represents the three-phase equivalent resistance;
L represents three-phase filter inductance; and ea, eb, and ec are the three-phase power
grid voltage.

Figure 6. The inverter topology diagram.

The three-phase inverter is inconvenient in designing the inverter control technology.
Therefore, it is transformed into the two-phase coordinate system which synchronously
rotates at the frequency of the power grid base wave, to facilitate the design of the inverter
controller. In the three-phase circuit, the three-phase current is mutually balanced and
symmetrical. Based on the principle of power conservation, the current equation of the
inverter in the two-phase coordinate system is as follows:⎧⎨⎩L did

dt = u
′
d − ed − Rid + wLiq

L diq
dt = u

′
q − eq − Riq − wLid

(23)

where: id and iq represent the current components of the d and q axis; Ed and Eq are the
network side voltage components d and q axis; u

′
d and u

′
q represent the AC output voltage

components of the d and q axis; and w is the angular frequency.
The specific parameters of Converter are shown in Table 4:

Table 4. The specific parameters of Converter.

Converter Parameters Value

Boost converter inductor (H) 0.01
Boost converter capacitor (F) 0.009
Buck converter inductor (H) 0.1
Buck converter capacitor (F) 0.001

Resistor (ohms) 0.1
Filter inductor (H) 0.0015
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7. Simulation Scenarios and Control Strategy Design

7.1. Hydrogen-Electric Coupling System Simulation Scenario

To meet the efficient consumption and flexible regulation requirements for grid-
connected photovoltaic power generation, this section uses a common AC bus structure
based on a hydrogen energy system. Eight simulation scenarios of hydrogen-electric cou-
pling systems are proposed, as shown in Figure 7, where: PPV represents the output power
of photovoltaic power generation, Pload denotes the power demand of the load, Ps repre-
sents the surplus power, Pgrid represents the power demand from the grid, Pf c represents
the output power of fuel cell generation, and Pele represents the power consumption of the
electrolysis cell.

Figure 7. Hydrogen-electric coupling system experimental scenario.

Scenario 1: When photovoltaic power generation can meet the load demand, but not
the grid demand, the fuel cell serves as a backup power source to provide the required
energy, and the electrolysis cell ceases operation.

Scenario 2: When photovoltaic power generation can simultaneously meet both load
and grid demands, the fuel cell stops operating, and the surplus energy is utilized for
hydrogen production in the electrolysis cell.

Scenario 3: When photovoltaic power generation satisfies the load demand without
grid demand, the fuel cell stops operating, and the surplus energy is used for hydrogen
production in the electrolysis cell.

Scenario 4: When photovoltaic power generation meets the load demand and there is
an excess of grid electricity, the fuel cell stops operating, and the surplus energy is directed
toward hydrogen production in the electrolysis cell.

Scenario 5: When photovoltaic power generation cannot meet both the load and grid
demands, the fuel cell serves as a backup power source to provide the required energy, and
the electrolysis cell ceases operation.

Scenario 6: When photovoltaic power generation can meet the load demand without
grid demand, the fuel cell serves as a backup power source to provide the required energy,
and the electrolysis cell stops operating.

Scenario 7: When photovoltaic power generation cannot meet the load demand with
an excess of grid electricity in the system and both sources together can meet the load
demand, the fuel cell stops operating, and the surplus energy is directed towards hydrogen
production in the electrolysis cell.

Scenario 8: When photovoltaic power generation cannot meet both load and grid
demands with an excess of grid electricity in the system and the combined operation is
still insufficient to meet the load demand, the fuel cell serves as a backup power source to
provide the required energy, and the electrolysis cell ceases operation.
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7.2. Cooperative Control Strategy of Fuel Cell and Photovoltaic Power Generation

The photovoltaic array adopts the maximum power point tracking (MPPT) technology,
and its basic principle is shown in Figure 8 where Upv is the photovoltaic voltage and
Ipv is the photovoltaic current. After the MPPT control, the reference voltage Upvre f of
the maximum power operating point is the output, which is compared with the actual
photovoltaic voltage to generate the switching signal of the boost converter.

Figure 8. Photovoltaic power generation MPPT control schematic diagram.

In the MPPT control algorithm, the incremental conductance method calculates the
maximum power point tracking by comparing the instantaneous conductance of photo-
voltaic power generation with the variation of conductance. It has the characteristics of
anti-interference in the external environment, can respond to changes smoothly and quickly,
reduce voltage oscillation, and improve control effect and stability. The flow chart is shown
in Figure 9 where: Uk and Ik are the real-time values of photovoltaic voltage and current, dI
is the change of current, dU is the change of voltage, dI/dU is the conductance increment,
and Ure f is the reference voltage.

Figure 9. MPPT control flow chart based on incremental conductance method.

The fuel cell system is used as a backup power generation system for the operating
conditions when the new energy output cannot meet the load and grid demand.

The V-I and P-I characteristics of the fuel cell, as depicted in Figure 3, show that the
port voltage and output power of the fuel cell stack can be adjusted. This is achieved by
changing the output current of the fuel cell stack [35].

The fuel cell grid-connected control is mainly divided into power control and inverter
control. Figure 10 is the fuel cell grid-connected power control strategy. The basic principle
is to compare the reference current with the actual current and use PI control to generate
the switching signal of the boost converter, where: Pf c_re f is the reference value of the fuel
cell output power; Vf c is the actual voltage value of the fuel cell; i f c_re f is the reference
value of the fuel cell output current; i f c is the actual current of the fuel cell; and ki f c and
kp f c are the PI control parameters of the fuel cell power.
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In Figure 11, the fuel cell grid-connected inverter control strategy is adopted. The
basic principle is to use voltage and current double closed-loop control and complete the
current inner loop feedforward decoupling control with the help of traditional PI control.
The voltage outer loop control aims at the output voltage of the DC side, stabilizes the DC
bus voltage, and provides the current reference value for the inner loop control. In this
figure: Udcre f is the reference value of DC bus voltage; Udc is the actual DC bus voltage;
and iqre f is the reference value of q-axis current.

Figure 10. Fuel cell power generation control schematic diagram.

Figure 11. Grid-connected inverter control strategy diagram.

7.3. The Collaborative Control Strategy for Electrolytic Hydrogen Production and Photovoltaic
Power Generation

According to the supply and demand situation, the operation of the water electrolysis
hydrogen production equipment must be adjusted. When there is abundant electricity and
excess supply, the extra electricity will be supplied to the water electrolysis equipment
to increase hydrogen production and improve energy utilization. When the electricity
supply is tight or even insufficient, the water electrolysis equipment will reduce or suspend
hydrogen production. The hydrogen production system in the electrolytic cell converts the
excess electricity into hydrogen energy through a power electronic converter, providing
fuel for hydrogen fuel cells to achieve regulatory purposes.

The control strategies for hydrogen production through water electrolysis mainly
include rectification control and power control. From Figures 10 and 12, it can be seen that
both fuel cells and electrolytic cells use the same control principle, but the current direction
is different, so both use the same control parameters where: Pele_re f is the reference value
of power consumption for electrolytic hydrogen production; Vele is the Actual voltage
value of electrolytic hydrogen production; iele_re f is the reference value of input current
for electrolytic hydrogen production; iele is the actual current of electrolytic hydrogen
production; and kiele and kpele are the pi control parameters for electrolytic hydrogen
production power.

Figure 12. Principle diagram of power control for electrolytic hydrogen production.
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8. Simulation Analysis

In order to verify the applicability of the established simulation model and the control
strategy in different experimental scenarios, and to analyze the dynamic regulation and
response characteristics of the hydrogen-electric coupling system, a hydrogen-electric
coupling simulation and experimental system containing the above-mentioned model and
the control strategy is established based on the MATLAB/Simulink-R2023a platform in
this section, as shown in Figure 13. In this system, the rated capacity of the photovoltaic
power generation is 50.73 kW, the rated capacity of the fuel cell is 50 kW, the rated capacity
of the electrolysis hydrogen plant is 50 kW, and the hydrogen-electricity coupling system is
converged through the AC bus, with a rated voltage of 380 V, and connected to the public
power grid with rated frequency of 50 Hz.

Figure 13. Simulation diagram of the hydrogen-electric coupled system.

8.1. System Response Characteristics under Different Simulation Scenarios

As depicted in Figure 14a–c, the black line represents the reference value, while the
red line corresponds to the actual output value. In Figure 14d, the initial load demand was
set to 20 kW, and the load increased to 70 kW at t = 2 s. The initial PV output power was
50.73 kW, and the PV output power decreased to 38.395 kW at t = 0.8 s and increased to
50.73 kW at t = 1.2 s.

In the system illustrated in Figure 14d, photovoltaic (PV) and hydrogen systems
operate synergistically to achieve optimal performance under different conditions. When
surplus electrical energy is generated by a PV, it can be utilized for electrolytic hydrogen
production, converting electrical energy into hydrogen, which is stored in the hydrogen
storage tank. Conversely, when the electricity generated by a PV is insufficient, a fuel cell
can be employed to convert stored hydrogen back into electrical energy. This coupling of
hydrogen and electrical systems ensures the complementary utilization of energy forms
among solar energy, hydrogen energy, and electrical energy.

At t = 0 s, the grid-connected power was initially set to 70 kW. At this time the system
was working in simulation scenario 1. It was difficult to maintain stable operation of the
system when only relying on the PV output, and the reference value of the given output
power of the fuel cell rose from 0 kW to 39.27 kW.

When t = 0.5 s, the grid power was reduced to 10 kW. At this time, the system was
working in simulation scenario 2. Due to the reduced demand for grid connection, the
reference value of electrolytic hydrogen consumption power rose from 0 kW to 20.73 kW,
and the reference value of the output power of the fuel cell was reduced to 0 kW.

At t = 0.8 s, the grid-connected power remained unchanged and the PV output power
dropped to 38.395 kW. At this time, the system was still working in simulation scenario
2, and, due to the reduction of PV output power, the given reference value of electrolytic
hydrogen consumption power was reduced from 20.73 kW to 8.395 kW.

At t = 1 s, the grid-connected power decreased to 0 kW. At this time, the system was
working in simulation scenario 3, and the given reference value of electrolytic hydrogen
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consumption power increased from 8.395 kW to 18.395 kW due to the decrease in grid-
connected demand.

 
(a)  (b)  

 
(c)  (d)  

Figure 14. (a) Variation curves of grid-connected output power tracking reference value in 8 simula-
tion scenarios; (b) Variation curves of fuel cell output power tracking reference value in 8 simulation
scenarios; (c) Variation curves of electrolysis hydrogen consumption power tracking reference value
in 8 simulation scenarios; and (d) Variation curves of output power in 8 simulation scenarios for
each module.

At t = 1.2 s, the grid power remained unchanged and the PV output power rose to
50.73 kW. At this time, the system was still working in simulation scenario 3, and, due
to the rise of the PV output power, the reference value of the given electrolytic hydrogen
consumption power rose from 18.395 kW to 30.73 kW.

At t = 1.5 s, the grid-connected power dropped to −20 kW, and then the system worked
in simulation scenario 4. The given reference value of electrolytic hydrogen consumption
power rose from 30.73 kW to 50.73 kW due to the excess power in the grid.

At t = 2 s, the grid power rose to 40 kW and the load demand rose to 70 kW. At this
time, the system was working in simulation scenario 5. Due to the rise in both the grid
demand and the load demand, the PV output was not enough to meet the demand, and the
reference value of the given fuel cell output power rose from 0 kW to 59.27 kW.

At t = 2.5 s, the grid-connected power decreased to 0 kW. At this time, the system
worked in simulation scenario 6. Due to the decrease in the grid-connected demand, the
reference value of the given fuel cell output power decreased from 59.27 kW to 19.27 kW.

At t = 3 s, the grid-connected power was reduced to −50 kW. At this time, the system
worked in simulation scenario 7, and the reference value of the given electrolytic hydrogen
consumption power rose from 0 kW to 30.73 kW due to the surplus power of the grid.

At t = 3.5 s, the grid-connected power rose to −5 kW. At this time, the system worked
in simulation scenario 8, and the reference value of the given fuel cell output power rose
from 0 kW to 25.27 kW due to the insufficiency of PV output and the surplus of grid power
to meet the load demand.

297



Processes 2024, 12, 138

From the above analysis, it can be seen that the fuel cell and electrolyzer could quickly
track the demand for flexible regulation of the PV grid-connected system in different
scenarios, and accurately respond to the power regulation commands in different scenarios,
thus, highlighting the flexible and highly efficient operation of the whole hydrogen-electric
coupling system.

8.2. Photovoltaic Cells Energy Conversion

The PV irradiation intensity setting curve and its PV output variation curve are shown
in Figure 15.

 
(a)  (b)  

Figure 15. (a) Variation curve of light irradiation intensity; (b) Variation curve of photovoltaic output.

As depicted in Figure 15a, the PV irradiation intensity was initially set to 1000 (W/m2),
the PV irradiation intensity decreased to a value of 750 (W/m2) at t = 0.8 s, and the PV
irradiation intensity rose to 1000 (W/m2) at t = 1.2 s. In Figure 15, the power emitted by the
PV rises and falls as the light intensity increases and decreases. At the same temperature,
the PV power is consistent with the change in light intensity.

8.3. Fuel Cell Energy Conversion

As shown in Figure 16a, during the dynamic changes of the fuel cell, due to its dynamic
characteristics, there will be a certain lag in the process of sudden changes, but it can still
enter a steady state within 0.1 s. The dynamic characteristics of the fuel cell voltage were
observed at 0 s, 0.5 s, 2 s, 2.5 s, 3 s, and 3.5 s, while the dynamic characteristics of the fuel
cell current and power were observed at 0 s and 2 s. Compared to the fuel cell voltage,
its current change sensitivity is higher, and the current response is faster. As shown in
Figure 16b, the fuel consumption curve of the fuel cell shows a positive correlation with
the power curve.

 
(a)  (b)  

Figure 16. (a) Comparison Chart of V-I-P Changes in Fuel Cells; (b) Fuel Consumption Chart of
Fuel Cells.
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8.4. Electrolysis to Hydrogen Energy Conversion

The rate change curve of electrolytic hydrogen production is shown in Figure 17. When
t = 0.5 s, during the startup of the electrolytic hydrogen production unit, the hydrogen
production rate increased from 0 (mol/s) to 6.4 (mol/s). When t = 0.8 s, the hydrogen
production rate decreased to 2.6 (mol/s). When t= 1 s, t = 1.2 s and t = 1.5 s, the hydrogen
production increased to 5.7 (mol/s), 9.5 (mol/s) and 15.6 (mol/s). When t = 1.5 s, the
hydrogen production rate reached its maximum value. When t = 2 s and t = 3.5 s, the
electrolysis hydrogen production device stopped running and the hydrogen production
rate dropped to 0 (mol/s). When t = 3 s, due to the restart of the electrolysis hydrogen
production device, the hydrogen production rate rose again from 0 (mol/s) to 9.5 (mol/s).

Figure 17. Hydrogen production rate of the electrolyzer.

Figure 18 illustrates the hydrogen production and storage capacity of the electrolyzer,
as well as the pressure of the hydrogen storage tank. By comparing these two figures,
their changing trends were consistent, and their upward slope was related to the hydrogen
production rate. Between 2–3 s and 3.5–4 s, the hydrogen production rate was 0, while
the hydrogen storage capacity and hydrogen storage tank pressure remained unchanged.
Between 0.5–2 s and 3–3.5 s, the higher the hydrogen production rate, the greater the
hydrogen storage capacity and the slope of pressure rise in the hydrogen storage tank.
Assuming that the hydrogen produced by electrolytic hydrogen generation in this paper,
after meeting the backup demand of fuel cells, remains surplus, it can be sold as an
industrial product and applied in other fields.

 
(a)  (b)  

Figure 18. (a) Hydrogen production and storage capacity variation curve of electrolyzer; (b) Pressure
variation curve of hydrogen storage tank.
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8.5. Dynamic Response Characteristics of the Power Electronic Converter

The dynamic response characteristics of the photovoltaic module inverter are shown
in Figure 19. Since the outer ring of the inverter was controlled by the DC bus, the set
value was 800 V. The reactive power was controlled by q-axis current, and the set value was
0 Var. The figure illustrates that the actual DC bus voltage of the photovoltaic module was
effectively maintained at the set value of approximately 800 V. In the dynamic change of
t = 0 s, t = 0.8 s, and t = 1 s, there was a short fluctuation. The start-up fluctuation was about
30 V, and the basic fluctuation value was maintained at 10 V. The active power output curve
was kept consistent by the photovoltaic power generation curve, and the reactive power
was maintained at the set value of 0 Var. The Power losses of the photovoltaic module
inverter were maintained at 1100 W, indicating relatively low losses.

 
(a)  (b)  

Figure 19. (a) Dynamic voltage response characteristics of DC bus of photovoltaic module;
(b) Dynamic response characteristics of photovoltaic module power.

The dynamic response characteristics of the fuel cell inverter are illustrated in Figure 20,
and its control strategy is consistent with that of the photovoltaic module inverter. The
active power output curve of the fuel cell inverter conformed to the reference value of the
fuel cell power. Reactive power was maintained at 0 Var. The actual DC bus voltage of
the fuel cell module was maintained at the set value of 800 V, and the dynamic fluctuation
value was maintained at about ±20 V. The fluctuation is large at t = 0 s, t = 2 s, and t = 2.5 s.
The power losses of the fuel cell inverter were maintained at around 1000 W, which was
similar to the power losses of the photovoltaic inverter.

 
(a)  (b)  

Figure 20. (a) Dynamic voltage response characteristics of DC bus of fuel cell module; (b) Dynamic
power response of fuel cell module.

The dynamic response characteristics of the electrolytic hydrogen rectifier are shown
in Figure 21, and its control strategy was similar to the inverter control strategy. According
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to the figure, the active power of electrolytic hydrogen production was negative because it
absorbed the surplus power from the power grid. The active power curve of the rectification
output of electrolytic hydrogen production conformed to the reference value of electrolytic
hydrogen production power, and the reactive power was maintained at 0 Var. The actual
DC bus bar of the electrolytic hydrogen production module was maintained at the set
value of 800 V, and the dynamic fluctuation value was maintained at about ± 20 V. The
fluctuation was large at t = 1.5 s, t = 2 s, and t = 3 s. The power losses of the electrolytic
hydrogen rectifier were maintained at around 1200 W, indicating relatively low losses.

 
(a)  (b)  

Figure 21. (a) DC bus voltage dynamic response characteristics of electrolytic hydrogen production
module; (b) Power dynamic response characteristics of electrolytic hydrogen production module.

The three-phase voltage and current diagram of the photovoltaic module, fuel cell
module, and electrolytic hydrogen production module are shown in Figure 22. Because the
converters use grid converters, the phase voltage of each module was 311 V, which was
consistent with the phase voltage of the power grid.

  

  
(a)  (b)  (c) 

Figure 22. (a) Grid-connected three-phase voltage and current diagram of the photovoltaic module;
(b) Three-phase voltage and current diagram of fuel cell module; and (c) Grid-connected three-phase
voltage and current diagram of hydrogen production module of the electrolytic cell.
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As shown in Figure 22, in the initial stage of simulation and the mutation process, the
grid-connected current output amplitude of the fuel cell, electrolytic cell, and photovoltaic
cell all fluctuated because the DC output voltage did not meet the voltage level requirements
of the rear inverter in the dynamic. When the system reached a steady state, the inverter
output amplitude was a stable sine wave grid current and grid-connected voltage. Because
the electrolytic pool absorbed power from the system to produce hydrogen, the grid current
was opposite to the voltage phase.

With the fast Fourier transform (FFT) in Simulink, the harmonic distortion (THD) of
the grid-connected current can be obtained. As shown in the Figure 23, the grid-connected
THD of the photovoltaic module was 1.42%, the THD of the fuel cell module was 1.37%,
and the THD of the electrolytic cell hydrogen production module was 1.61%, both of which
met less than 5% and met the grid-connected standard.

   
(a)  (b)  (c) 

Figure 23. (a) Grid-connected current harmonics of the photovoltaic module; (b) Grid-connected
current harmonics of the fuel cell module; and (c) Grid-connected current harmonics of the hydrogen
production module of the electrolytic cell.

9. Conclusions

In this paper, for the multi-energy complementary and cooperative control characteris-
tics of the hydrogen-electricity coupling system, the conversion mechanism and coupling
relationship between light energy, hydrogen energy, electric energy, and other forms of
energy were analyzed in depth. Further, a hydrogen-electricity coupling digital simulation
experimental system, including photovoltaic power generation, fuel cell, and electrolysis
hydrogen system, was established, At the same time, taking into account the operational ob-
jectives of efficient energy utilization, power fluctuation suppression and grid dispatching
control, eight simulation scenarios were designed. Corresponding to cooperative control
strategies for the hydrogen-electric coupling system was proposed, and simulation verifica-
tion was carried out based on the MATLAB/SIMULINK platform. This study showed that
the hydrogen energy system, based on fuel cells and electrolytic hydrogen production, had
flexible, efficient, and fast energy conversion and regulation characteristics, which met the
demand for the flexible regulation of the power system under different scenarios, such as
abundant power supply and insufficient power supply. Further, it had good support for
the safe and economic operation of the power system under the access of a high proportion
of intermittent new energy power generation. The cooperative control model and strategy
of the hydrogen-electricity coupling system under different time scales, such as emergency
control, primary frequency regulation, AGC control, etc., will be further studied in order to
enrich the application functions and scenarios of hydrogen-electricity coupling system and
give full play to the energy storage and regulation characteristics of hydrogen energy.
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Abstract: Coaxial borehole heat exchangers provide a practical method for geothermal energy
extraction, but heat transfer efficiency is low. In order to address this problem, three coaxial borehole
heat exchangers with vortex generators, based on the enhanced heat transfer theory, are proposed in
this paper. The author compared and analyzed the heat transfer performance of three coaxial borehole
heat exchangers with vortex generators and those of traditional structures, which explains why the
new heat exchanger’s heat transfer mechanism is enhanced. The results demonstrated that the vortex
generator can enhance the fluid flow’s turbulent kinetic energy in the coaxial heat exchanger. This
generator can also improve the mixing characteristics of the fluid flow and heat transfer. The resultant
increase in the inlet flow velocity can decrease the friction coefficient f, increase the Nusselt number
and strengthen the coaxial sleeve. As a result, the heat exchange performance of the tubular heat
exchanger will also be improved. The thread vortex generator (TVG) heat exchanger outperforms
the other three heat exchangers in terms of heat exchange performance, extraction temperature and
heat extraction power. The results evidenced that the TVG heat exchanger is better than the smooth
tube heat exchanger. The thermal performance coefficient PEC was improved by 1.1 times, and
the extraction temperature and heating power were increased by 24.06% and 11.93%, respectively.
A solid theoretical foundation is provided by the extracted outcomes for designing and selecting
high-efficiency coaxial borehole heat exchangers suitable for geothermal energy extraction.

Keywords: geothermal energy; coaxial heat exchanger; vortex generator; enhanced heat transfer

1. Introduction

Geothermal energy is sustainable and clean energy with an extremely high utilization
value. This energy can effectively address the current global energy crisis and achieve
“carbon peaking” and “carbon neutrality”. The coaxial borehole heat exchanger is regarded
as one of the most efficient methods of geothermal energy extraction [1]. The coaxial
borehole heat exchanger is a closed-circulation heat exchange system with numerous
advantages, including a simple structure, a large heat exchange area and an easy installation.
In addition, there is no geothermal fluid production, which saves energy for reinjection
and protects the environment. This heat exchanger has a simple structure, a large heat
transfer surface area and a convenient installation procedure, among other advantages.
Therefore, it has a wide range of engineering applications. The heat transfer performance of
the coaxial borehole heat exchanger directly affects the efficiency of geothermal exploitation.
Hence, it is crucial to improve the heat transfer performance of the coaxial borehole heat
exchanger. At present, the articles in the literature that have dealt with the heat exchange
performance of the coaxial borehole heat exchanger mainly focus on the structural size of
the heat exchanger, the geological environment where the heat exchanger is located and
the working fluid.

By carrying out numerical calculations and tests, the impact of the heat exchanger’s
structural size on its heat transfer performance has also been examined in several articles
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in the literature. Alimonti [2] established a numerical model of wellbore heat exchangers
to simulate the effects of different inner diameters of pipes and heat transfer fluids on the
performance of heat exchangers. Pan Sheng et al. [3] conducted a sensitivity analysis on the
heat exchanger’s design parameters, such as the outer diameter, inner diameter, flow rate,
outer tube material, grouting material and drilling depth. Consequently, they found that
the outer diameter of the pipe, drilling depth and flow rate significantly affected the heat
extraction rate. They also proposed an optimization method based on the lowest average
energy consumption index. Noorollahi et al. [4] simulated heat transfer between the fluid
injected into the well and the surrounding hot rock. Their results demonstrated that thermal
gradients, input mass flow, the well casing geometry and size of injection and withdrawal
piping are crucial for the thermal recovery output. Song Xianzhi et al. [5] developed
the unsteady heat transfer model of a deep coaxial borehole heat exchanger (CBHE) and
comprehensively analyzed the essential elements affecting the CBHE’s performance.

Simultaneously, some academics have investigated the heat exchanger’s geological
environment. Renaud et al. [6] used computational fluid dynamics techniques to simulate
the 30-year production of a closed-circulation deep borehole heat exchanger (DBHE) and
investigated the heat impact and heat recovery associated with drilling into a hypothet-
ical DBHE in the Iceland Deep Drilling Project (IDDP)’s geological environment. Chen
Chaofan et al. [7] used OpenGeoSys (OGS) software and the bicontinuous medium method
to construct a comprehensive numerical model and examine the effects of pipe material,
grouting thermal conductivity, geothermal gradient, soil thermal conductivity and ground-
water flow on DBHE. Saedi et al. [8] introduced a novel transient analysis modeling method
for geothermal energy production that ensures stable surface fluid temperature by invoking
the circulating fluid circulation rate. Simultaneously, geothermal gradients, vertical well
depth and thermal inner strength were found to significantly affect the wellhead fluid
temperature. Holmberg et al. [1] established the numerical model of the coaxial BHE and
conducted a parametric investigation of the coaxial shell with different drilling depths,
flow rates and collector characteristics.

The working fluid exerts a significant effect on the heat exchanger’s performance.
Shi Yan et al. [9] investigated the heat transfer mechanism and optimization method of
using CO2 as a circulating fluid in a mid-depth coaxial heat exchanger geothermal sys-
tem. They discussed the effects of injection/production pressure differences, mass flow
and specific enthalpy changes on the heat production performance. Their results demon-
strated that the thermal extraction efficiency of CO2-based MDCHEs was increased by
31% compared with water-based MDCHEs. Zhang Yiqun et al. [10] investigated the en-
dothermic performance of nine working fluids in a downhole coaxial heat exchanger
(DCHE) geothermal system. They evaluated the applicability of the working fluids un-
der the same conditions and studied the effects of parameters on the wellbore, reservoir
and fluid. Luo Yongqiang et al. [11] proposed a new analysis model for CBHE. They
studied the model’s sensitivity to the fluid’s flow direction, geothermal gradient and
borehole thermal resistance. Bu Xianbiao et al. [12,13] established an equation describing
the heat exchange between fluid and rock. They conducted a parametric investigation
to determine the optimal values of the main parameters. Their results showed that the
geothermal energy generated by abandoned wells strongly depends on fluid flow rates and
geothermal gradients.

To improve heat transfer performance in the heat exchanger, it is crucial to increase
the heat transfer area, heat transfer temperature difference and heat transfer coefficient.
Increasing the heat transfer area is a common and effective approach for improving the heat
transfer process. To this end, scholars usually adopt some passive technical devices, such
as the use of groove geometry [14], corrugated surfaces [15], twisted belts [16], fins [17],
tapered inserts [18] and other types of vortex generators [19]. These devices can significantly
increase flow mixing, boundary layer disruption and turbulence to improve the heat
transfer performance. Some scholars have also studied the effects of nanofluids on heat
transfer [20–23].
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Although some studies in the literature have focused on the optimal design of the
structure of the coaxial borehole heat exchanger, some research results have achieved
improvements in the (application background) heat transfer of the coaxial tube. The
strengthening methods mainly include installing ties, coil springs and fin film, among
others. Some research work and foundations can be provided for this study. Hamed
Arjmandi et al. [24] performed a numerical simulation of the combination of a vortex
generator, twisted ribbon vortex generator and Al2O3–H2O nanofluid. They examined the
heat transfer rate and pressure drop characteristics of the double tube heat exchanger. The
combiner’s geometry is optimized based on the response surface method of the central
composite design. Mehedi Hasan Tusar et al. [25] used numerical simulations to inves-
tigate the heat transfer performance of the coaxial double-tube heat exchanger. Their
results demonstrated that the annulus with the spiral belt has a higher heat transfer coeffi-
cient (HTC) and friction coefficient than the ordinary annulus. Rishabh Kumar et al. [26]
numerically investigated a novel triangular perforated twisted tape with a V-notch in-
serted in the inner tube of a double-tube heat exchanger. They discovered that its thermal
performance exhibited the best hydraulic performance at a lower pitch value of 50 mm.
Gnanavel et al. [27] numerically examined the thermal and flow fields of nanofluidic
double tube heat exchangers with different coil spring inserts. Furthermore, Do
Huu-Quan et al. [28] numerically investigated the turbulent forced convective heat transfer
in a new type of inner flat tube double tube heat exchanger. They studied the effects of
the inner tube geometry on flow and heat transfer and found that the effect of the inner
tube geometry on the thermal properties strongly depends on the value of Re. Iman
Bashtani et al. [29] numerically examined the effects of adding alumina to water in
a six-gear disk water-to-water double-tube heat exchanger. Their results showed that
the turbulator improved the thermal effect. The fluid’s collision with the turbulator’s
surface and the subsequent rupture of the boundary layer increased the heat transfer and
local Nusselt number by approximately 70%. Simultaneously, adding nanoparticles to
heat exchangers with turbulators increases the average Nusselt number, efficiency and
transfer units. Marwa A.M. Ali et al. [30] improved the heat exchange efficiency of the
heat exchanger by introducing the rotation of the inner tube of the heat exchanger and
adjusting the tube’s eccentricity. Their findings demonstrated that the heat transfer rate
was significantly increased by 223% because of the variation in the eccentricity by up to
40 mm and the inner tube rotation speed of 500 rpm.

Osama A. Mohsen et al. [31] experimentally analyzed the heat transfer of the double-
tube heat exchanger with different fin geometries on the heat exchanger’s surface. Fin
geometries include interrupted rectangular fins, circular fins and helical ribs. They exper-
imentally measured the HTCs and pressure drops of hot and cold fluids with different
Reynolds numbers. Their findings showed that the heat transfer coefficient could be im-
proved by using different fin geometries to expand the surface. Moreover, the improved
heat transfer of rectangular fins is the largest, and the improved heat transfer of circular
fins is the smallest. Z. Iqbal et al. [32] used the genetic algorithm as the optimizer and the
discontinuous Galerkin finite element method (DG-FEM) as the solver of the governing
equations to investigate the optimal design problem of the longitudinal perturbation of the
outer surface of the double pipe inner pipe. Their findings revealed that the characteristic
length, the number of fins, the electrical conductivity of the heating surface material and
the number of control points significantly affect the fins’ optimal design.

To summarize, vortex generators, such as fins and spiral ties, positively affect the
improvement of heat transfer in coaxial tubes. Therefore, three new coaxial borehole heat
exchangers with vortex generators (to form a new special structure) were proposed in
this work, namely the impeller vortex generator (IVG), the bump vortex generator (BVG)
and the thread vortex generator (TVG), for geothermal energy extraction. In addition,
numerical simulation was performed to systematically investigate the impact of the vor-
tex generator on the heat transfer enhancement of the heat exchanger by establishing
a three-dimensional heat transfer model of a coaxial borehole heat exchanger with a vortex
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generator. Furthermore, the three heat exchangers under different inlet flow rates were
compared and analyzed to strengthen their mechanisms and heat transfer performances.
Our work paves the way for the improvement of the extraction efficiency of the coaxial
borehole heat exchanger.

2. Geometric Model and Evaluation Index of the Coaxial Borehole Heat Exchanger

2.1. Working Principle of Coaxial Borehole Heat Exchanger

Figure 1 depicts the working principle of the coaxial borehole heat exchanger. The
heat exchanger consists of a hot rock mass, an injection channel, an extraction channel and
an inner pipe. The well wall forms the annular cavity. The inner pipe was used as the
injection channel, the inner pipe was used as the production channel and the bottom of
the injection channel was closed. The supercooled fluid continuously absorbs heat from
the surrounding hot well wall during its downward injection along the injection channel.
After passing through the vortex generator, the supercooled fluid improves the fluid flow
and mixing characteristics, destroys the boundary layer near the wall and enhances heat
transfer. After this fluid reached the bottom of the well, the high-temperature fluid was
produced from the production channel because of the bottom hole pressure, resulting in
geothermal energy production.

Figure 1. Schematic diagram of working principle of the coaxial borehole heat exchanger.

The coaxial borehole heat exchanger in this study was mainly used for medium and
deep geothermal energy extraction, with a well depth from 2000 m to 3000 m. According
to the needs of various sites, one or more vortex generators can be added at different well
depths to enhance the heat recovery efficiency of coaxial borehole heat exchangers. In order
to reveal the enhanced heat transfer mechanism of a single vortex generator, a heat transfer
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simulation model with an L = 10 m length was constructed based on the coaxial borehole
in the hot rock area at the bottom of the well.

2.2. Geometric Model of Coaxial Borehole Heat Exchanger

This paper proposed three types of vortex generators, namely IVG, BVG and TVG
structures, to obtain a coaxial borehole heat exchanger structure with improved heat
transfer performance. Simultaneously, this paper developed a geometric model of the
coaxial heat exchanger with vortex generators (Figure 2) to analyze the effect of different
vortex generator structures on the heat transfer performance of the coaxial borehole heat
exchanger. The model considers the heat exchanger’s bottom hole L = 10 m (L = L1 + L2 + L3)
to examine the strengthening mechanism of the vortex generator in the heat exchanger in
greater detail. Table 1 presents the specific geometric parameters of the model.

Figure 2. Geometric model of coaxial borehole heat exchanger.

Table 1. Geometrical parameters of coaxial borehole heat exchanger with a vortex generator.

Parameter Value(mm)

L1 2850
L2 300
L3 7150

D1 177.8
D2 100
D3 130

H 200

2.3. Enhanced Heat Transfer Parameters and Heat Transfer Performance Evaluation Index
2.3.1. Enhanced Heat Transfer Parameters

The local Nusselt number Nu can be expressed as follows [15]:

Nu =
hDh

k
=

q′′

Tw − Tm

Dh
k

(1)

q′′ represents the heat flux, and Tm can be expressed as follows:

Tm =
Tin + Tout

2
(2)

The hydraulic diameter Dh is expressed as follows:

Dh =
4Ac

Pw
(3)
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The Darcy coefficient of friction in the fully developed water flow is estimated as
follows [25]:

f = 2Dh
L

ΔP
ρμ2 (4)

where ΔP is the pressure difference between the inlet and outlet. Importantly, the Darcy
coefficient of friction determines the pump’s power requirements.

An increased flow resistance accompanies an improved heat transfer. Therefore, most
studies [15,18,33] use the thermal performance coefficient, PEC, to assess heat exchangers’
overall heat transfer performance. Its specific expression is presented as follows:

PEC =
(Nu/Nus)

( f / fs)
1/3 (5)

where Nu and Nus are the Nusselt numbers of the vortex generator heat exchanger and the
smooth tube heat exchanger, respectively.

2.3.2. Heat Transfer Performance Evaluation Index

The extraction temperature Tout and the extraction power Qout directly reflect the
amount of geothermal energy absorbed by the fluid. These parameters can be used in
the evaluation index of the heat exchange performance of the coaxial heat exchanger. The
heating power Qout is affected by the fluid’s physical parameters, the flow channel’s size,
the fluid flow rate, and the temperature difference between the inlet and outlet. The heating
power is expressed as follows [34]:

Qout = cρρD2Vout(Tout − Tin) (6)

3. Numerical Analysis Model and Its Validation

3.1. Model Assumptions

Due to the intricacies of the heat exchange process between the heat exchanger and
the rock, the following reasonable assumptions were made to comprehensively analyze the
heat exchange performance of the heat exchanger:

(1) The rock and the soil around the geothermal underground coaxial borehole heat ex-
changer were treated as a homogeneous medium. Moreover, the effect of groundwater
seepage is ignored, and the heat transfer in the underground rock and soil is treated
as pure heat conduction.

(2) The temperature at the numerical simulation region’s radical boundary is
considered constant.

(3) The bottom hole’s heat source and surface temperature are considered constant.
(4) The temperatures of the rock and the wellbore were considered the same because the

wellbore has been attached to the rock for a long time.

3.2. Governing Equations

The (RNG) k-ε turbulence model with good performance in eddies and strong stream-
line bending was used to solve the flow field. It is based on the above model’s assumptions
and the Reynolds-averaged Navier–Stokes (RANS) model. The main governing equations
for continuity, momentum and energy can be respectively expressed as follows [18]:

∂

∂xi
(ρui) = 0 (7)

∂

∂xj
(ujρui) = −∂p

∂x
+

∂

∂xj

{
μ

[
∂ui
∂xj

− ρu′
iu

′
j

]}
(8)
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∂

∂xj
(ρuiT) =

∂

∂xi

{[
μ

Pr
+

μt

Prt

]
∂T
∂xi

}
(9)

where ρ, p, u and μ are the fluid density, pressure, turbulent fluctuation, pressure and
dynamic viscosity of water, respectively. The Reynolds stress term (ρu′

iu
′
j) can be expressed

as follows:

ρu′
iu

′
j = μt

[
∂ui
∂xj

+
∂uj

∂xi

]
− 2

3
ρkδij − 2

3
μt

∂uk
∂xk

δij (10)

The equations for turbulent kinetic energy (k) and dissipation rate (ε) are respectively
expressed as follows [24]:

∂

∂xi
(ρuik) =

∂

∂xj

{[
μt

σk
+ μ

]
∂k
∂xj

}
+ Gkρε (11)

∂

∂xi
(ρuiε) =

∂

∂xj

{[
μt

σε
+ μ

]
∂ε

∂xj

}
+

ε

k
[C1εGk − ρC2εε] (12)

In the above equation, σk = 1, σε = 1.3, σ1ε = 1.42 and C2ε = 1.68. k = 2 is a constant for
the (RNG) k-ε turbulence model.

3.3. Boundary Conditions

The inlet boundary was set as the velocity inlet, and the outlet boundary was set as
the pressure outlet. The heat transfer boundary condition between the circulating fluid in
the tube and the tube wall was defined as the coupled heat transfer boundary. The sur-
face temperature was 288.15 K [12], the bottom boundary of the heat exchanger was set at
a constant temperature of 408.15 K (Formula 13) and the temperature gradient
of the borehole wall was Tg = 4.5 K/100 m [35,36], which was controlled by a user-
defined function.

To obtain more accurate numerical calculation results, the rock’s temperature and the
pressure at the outlet can be expressed as follows:

TW = Tsur + Tgz (13)

Pout = ρgz (14)

The fluid medium in the calculation is water, and the casing and inner pipe are steel.
The specific physical parameters are shown in Table 2.

Table 2. Physical parameters.

Parameter/Unit Water Inner Pipe and Well Wall

Density ρ/kg·m−3 998.2 8030
Specific heat cρ/J·(kg·k) −1 4182 502.48

Thermal conductivity k/W·(m·k)−1 0.6 16.27
Viscosity μ/kg·(m·s)−1 0.001003 0

3.4. Mesh and Model Validation
3.4.1. Meshing and Independence Verification

Figure 3 shows the meshing scheme of the coaxial borehole heat exchanger. Notably,
a mixed mesh of structured hexahedrons and unstructured tetrahedrons is used. By consid-
ering the impact of the boundary layer near the wall area of heat transfer, the boundary
layer and mesh refinements were performed at the interface between the tube wall and the
fluid and the surface of the vortex generator to effectively capture the turbulent flow char-
acteristics and address the viscous sublayer effect near the tube wall in question. Moreover,
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Table 3 presents the mesh quality parameters for ST and TVG, which are consistent with
the literature [25].

 
Figure 3. Mesh generation of coaxial borehole heat exchangers.

Table 3. Mesh metrics.

Geometry Nodes
Average

Skewness
Average

Orthogonal Quality
Average

Aspect Ratio

ST 485,750 0.078 0.985 5.309
TVG 538,195 0.178 0.927 2.108

In order to eliminate the influence of the mesh on the acquired numerical calculation
results, the mesh independence verification of the numerical model is performed. As shown
in Figure 4, when the inlet speed was Vin = 0.1 m/s, the Nusselt number Nu, the friction
coefficient of the ST heat exchanger and the TVG heat exchanger changed as a function of
the number of meshes. Additionally, it can be seen that the Nu and friction factors were
almost the same for different mesh nodes. Thus, it can be concluded that the simulations
were mesh independent.

3.4.2. Numerical Simulation Model Validation

To verify the extracted numerical simulation results, the Nu and friction factor coeffi-
cients of the ST heat exchangers were compared with those obtained by other works in the
literature [25,37].

The Dittus–Boelter correlation for Nu is as follows:

Nu = 0.023Re0.8Prn (15)

where Pr stands for the Prandtl number, n = 0.4 for heating (applicable in this study) and
n = 0.3 for cooling.

Pr =
cpμ

λ
(16)
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(a) (b) 

Figure 4. Grid independency verification; (a) grid independency verification of Nu; (b) grid indepen-
dency verification of f.

The Gneilski correlation for Nu is as follows [38]:

Nu =
( f /8)(Re − 1000)Pr

1 + 12.7( f /8)
1
2 (Pr

2
3 − 1)

(17)

where 0.5 ≤ Pr ≤ 2000 and 3000 ≤ Re ≤ 106, while the friction factor correlation of Petukhov
can be expressed as follows [39]:

f =
1

(−1.64 + 0.79Ln(Re))2 , 3000 ≤ Re ≤ 106 (18)

Friction factor correlation for Blasius is in the form,

= 0.3164Re−0.25 4 × 103 < Re < 105 (19)

Figure 5 displays a comparison of the simulation results of the ST heat exchanger and
the empirical formula. As can be ascertained, the error between the simulation results and
the empirical correlation formula is less than ±6%, which verifies the rationality of the
introduced numerical model.

−

Re

+

−

Re

+

 
(a) (b) 

Figure 5. Validation of the numerical analysis model. (a) Comparison of Nu and (b) f between the
current work and other reports in the literature.
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4. Results and Discussions

4.1. Analysis of the Enhanced Heat Transfer Mechanism of Vortex Generator
4.1.1. The Effect of Vortex Generators on the Turbulent Kinetic Energy

Figure 6 shows the turbulent kinetic energy distributions of the four kinds of coaxial
heat exchangers in the vortex generator area. As can be observed, the turbulent kinetic
energy of the three coaxial heat exchangers with vortex generators is more significant
than that of the smooth tube coaxial heat exchanger. Furthermore, the turbulent kinetic
energy of the TVG heat exchanger is much larger than that of the other three exchangers.
Physically speaking, the vortex generator reduces the cross-sectional area of the fluid flow
and increases the average velocity of the flow cross-sectional area as well as Reynolds
number, which increases turbulent energy. The guiding and shearing effects of the vortex
generator on the fluid led to the following changes: the flow direction and velocity of the
fluid changed, the turbulent kinetic energy of the fluid was enhanced and the destructive
effect of the thermal boundary layer was enhanced. As a result, the heat transfer between
the fluid and the hot rock was enhanced, leading to an improved efficiency in geothermal
energy extraction.

 

Z  =

  

  

Figure 6. Distributions of the turbulent kinetic energy in the vortex generator area of the four heat exchangers.
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Figure 7 shows the distributions of the turbulent energy and velocity vectors at the
bottom of the well for the different longitudinal sections of the heat exchanger. This figure
thoroughly demonstrates the difference between the turbulent kinetic energy and the
velocity vector at the bottom of the well for different heat exchangers. Compared with other
heat exchanger structures, the IVG and TVG heat exchangers significantly impact the flow
state of the bottom hole fluid. The velocity vector shows a low-velocity zone in the bottom
hole cavity of the smooth tube (ST) and BVG heat exchangers. The fluid has more of a slow
flow, and the central fluid in the injection channel directly flows into the inner pipe from
the end of the inner pipe, resulting in a lower heat exchange effect. The higher turbulent
kinetic energy of the IVG and TVG heat exchangers destroys the low-velocity zone in the
bottom hole cavity and weakens the boundary layer. This higher energy also allows more
slow-flowing high-temperature fluids to mix with the central fluid, thus, improving the
heat exchange process. The turbulent kinetic energy is the strongest and has the most
substantial effect on the slow-flow region. Simultaneously, a high turbulence area was
observed at the inlet of the inner pipe because of the change in the flow channel’s diameter,
which is conducive to the rapid outflow of the fluid through the inner pipe. It is also
conducive to enhancing the heat exchange efficiency of the heat exchanger.

 
Figure 7. Distributions of turbulent energy and velocity vector at the bottom hole of the different
longitudinal sections of the four heat exchangers.

4.1.2. Effect of Vortex Generator on the Velocity Field

Figure 8 depicts the velocity distributions of the vortex generation region along the
longitudinal and cross-section Plane1. More specifically, Figure 8a presents the velocity
distribution of the Plane1 section. This figure shows that when the fluid passes through
the vortex generator of the coaxial heat exchanger, the fluid’s velocity increases because of
the reduction in the flow cross-sectional area. Figure 8b shows that the fluid velocity first
increases and decreases along the injection direction because the fluid enters the vortex
generation area, leading to a decrease in the flow cross-sectional area and an increase in the
fluid velocity. While flowing out from the vortex generation area, the velocity decreases
rapidly because of the increase in the flow cross-sectional area. The massive change in
velocity causes an increase in the turbulent kinetic energy of the fluid. As a result, the
damage to the thermal boundary layer increases, improving the heat exchange of the
coaxial heat exchanger. At the same time, the vortex generator changes the fluid flow
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from one-dimension to three-dimension. It increases the radial and tangential velocities
of the fluid, which destroys the thermal boundary layer and improves the heat exchange
performance of the coaxial heat exchanger. Among them, the velocity change in the fluid in
the TVG is the most evident, and the fluid’s thermal boundary layer destruction effect is the
best. To summarize, the TVG heat exchanger exhibited a good heat exchange performance.
This structure (TVG), as the vortex generator of the coaxial heat exchanger, is beneficial in
improving the mining efficiency of geothermal heat.

 

−

Figure 8. Velocity distributions in the vortex generator area of the four heat exchangers.

Figure 9 presents the velocity variation of fluid in the injection and production channels
of different heat exchangers along the well’s depth. This figure shows that after the fluid
passes through the vortex generator, the fluid velocity increases due to the reduced cross-
sectional area of the runner. The increasing velocity strengthens the heat exchange between
the fluid and the hot wall. Among them, the TVG heat exchanger exerts the most obvious
acceleration effect. Simultaneously, under the disturbance and swirl effect of the vortex
generator, the fluid velocity changes from one-dimensional motion to three-dimensional
motion. This change increases the time for heat exchange between the fluid and the hot
wall and enhances the destructive effect of the boundary layer, thereby improving the heat
recovery energy. After the fluid passes through the bottom of the well, the fluid velocity in
the inner tube increases because of the reduction in the inner tube’s cross-sectional area.

Figure 10 illustrates the velocity variation curve of the cross-section Plane1 along the
radial direction. The fluid’s velocity in the near-wall boundary layer was relatively low due
to fluid viscosity, weakening the heat transfer between the fluid and the hot rock wall. This
figure shows that the fluid’s flow velocity in the injection channel increases significantly
after passing through the vortex generator, and the flow velocity in the area close to the
hot rock wall surface increases greatly, which is conducive to enhancing the turbulent
flow characteristics of the fluid in the area near the hot rock wall surface, destroying the
boundary layer fluid and improving the flow rate of the heat transfer energy between the
fluid and the hot rock wall. Compared with the other three heat exchangers, the fluid’s
flow velocity in the TVG heat exchanger on the Plane1 cross-section fluctuates significantly
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under the influence of the asymmetric threaded vortex generator’s structure. Moreover,
the flow velocity in the area near the hot rock wall increases significantly. This increase
can effectively reduce the effects of the boundary layer on heat exchange, improve the heat
exchange of the fluid diameter in the radial direction and improve the heat recovery effect
of the coaxial heat exchanger.

 
Figure 9. Velocity variation curves along the well’s depth in the injection channel and production
channel of the four heat exchangers.

Figure 10. Velocity variation curves along the radial direction of cross-section Plane1 of
four heat exchangers.

Figure 11 shows the velocity variation curves of the fluid in the cross-section area
injected into the channel at the vortex generator in the X, Y and Z directions, respectively.
As can be observed from Figure 11a, the X-direction velocity Vx of the ST heat exchanger
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approaches the value of 0, while Vx of the heat exchangers with vortex generator fluctuates
and causes some fluid disturbance in the X-direction. Moreover, the velocity fluctuation of
the IVG is the most obvious since the flow direction of the fluid is changed by the vortex
generator structure. Figure 11b shows that the Y-direction velocity Vy of the IVG and
TVG heat exchangers was significantly improved compared with the ST heat exchangers.
The disturbance and shear effects of the vortex generator structure on the fluid increase the
value of Vy, so that the high-speed fluid near the wall can effectively help the fluid to mix. It
will destroy the boundary, helping the central cold fluid and the peripheral hot fluid to mix,
as well as improving the heat transmission efficiency. The Y-direction velocity Vy of the heat
exchanger is arranged in order from high to low as follows: TVG > IVG > BVG > ST. As can
be ascertained from Figure 11c, the vortex generator also has a promoting impact on the
Z-direction velocity Vz, whereas the increase in TVG is the greatest. It is conducive to
improving the heat transmission effect of the fluid and wall surface.

V

−

−

 
(a) 

V

−

 
(b) 

V

 
(c) 

Figure 11. Velocity variation curves of fluid in the injection channel of the cross-section at the vortex
generator of the different heat exchangers. (a) Variation curve of the velocity in the X-direction of the
four heat exchangers; (b) variation curve of the velocity in the Y-direction of the four heat exchangers;
(c) variation curve of the velocity in the Z-direction of the four heat exchangers.
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4.1.3. Impact of Vortex Generator on the Temperature Field

Figure 12 shows the cross-sectional temperature distributions of the four coaxial heat
exchangers in the vortex generation area. The cross-sectional temperature distribution of
the ST heat exchanger reveals that when the low-temperature fluid was injected into the
channel, it continued to absorb heat from the hot rock wall, further increasing the fluid
temperature in the area close to the hot rock wall. The temperature of the central area of
the fluid increases because of the heat transfer inside the fluid in the radial direction. The
fluid’s temperature near the insulated pipe’s wall was still low due to the small thermal
conductivity of water. Compared with the ST heat exchanger, the fluid’s turbulent flow
characteristics are enhanced after it passes through the three vortex generators. Further-
more, the heat exchange between the fluid and the surface of the hot rock was strengthened
and the low-temperature area of the fluid was significantly reduced. The low-temperature
area basically disappeared in IVG and TVG heat exchangers. These findings demonstrate
that the IVG and TVG heat exchangers have a better heat recovery effect.

 
Figure 12. Temperature distributions in the vortex generator area of the four heat exchangers.

Figure 13 presents the average temperature variation curve of the fluid in the injection
channel and the production channel of the four heat exchangers along the cross−section
of the well’s depth. This figure shows that the temperature of the fluid injected into the
annulus increases gradually with the well’s depth and decreases locally in the region where
the vortex occurs. This is because the fluid’s velocity is faster in the vortex region and the
turbulent characteristics of the fluid are enhanced. In addition, the local high-temperature
boundary layer was destroyed and the heat transfer time between the fluid and the hot
rock wall was reduced, thus, decreasing the average fluid temperature. Simultaneously,
Figure 13 shows that, in the near-bottom region, the high-temperature boundary layer in
the injection channel cannot be directly produced from the production channel because of
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its low velocity. Most of this fluid flows into the bottom hole, and the fluid temperature in
the injection channel is higher than that in the production channel.

(a) (b) 

Figure 13. Temperature change curves of fluids in different heat exchanger injection channels and
production channels along well depth. (a) Inject channel; (b) production channel.

Figure 14 shows the temperature distribution curves of the four heat exchangers along
the radial direction in the region of the vortex generator. This figure shows that the very
high fluid temperature of the boundary layer is attributed to the relatively small fluid
velocity of the boundary layer near the hot rock wall surface. Furthermore, more energy is
absorbed by the hot rock. The thermal conductivity of water is lower; therefore, the fluid’s
thermal conductivity in the radial direction is poor and the temperature of the fluid injected
into the channel decreases rapidly in the radial direction. According to this figure, the fluid
temperature in the production channel is presented as high to low: TVG > IVG > BVG > ST.
This arrangement shows that the heat recovery of the TVG heat exchanger effect is the best,
and the heat recovery efficiency of the coaxial heat exchanger is improved.

−−−−−−

Figure 14. Radial temperature variation curve at the cross-section of the vortex generator region.
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4.2. Influence of Vortex Generator on Enhanced Heat Transfer Parameters

Figure 15a shows the variation curve of the friction coefficient of the hot rock wall
surface of the four heat exchangers with the inlet flow velocity. The figure shows that
the friction coefficient f decreases rapidly when the inlet velocity increases from 0.1 m/s
to 0.3 m/s. However, the friction coefficient decreased gradually when the inlet velocity
decreased from 0.3 m/s to 1 m/s. Formula (6) shows that reducing the friction coefficient
can effectively improve the thermal performance coefficient PEC of the coaxial heat ex-
changer. Therefore, increasing the inlet flow rate can improve the thermal performance
coefficient of the coaxial heat exchanger. When the inlet flow rate is lower than 0.3 m/s, the
friction coefficient is higher due to fluid viscosity and the thermal performance coefficient
PEC of the coaxial heat exchanger is lower. Simultaneously, Figure 15a shows that under
the same flow rate, the friction coefficient f of TVG is significantly higher than that of the
other three heat exchangers, which is not conducive to improving the heat exchange perfor-
mance of the coaxial heat exchanger. Therefore, increasing the inlet flow rate is beneficial
in improving the heat exchange performance of the coaxial heat exchanger. Figure 15b
shows the variation of the Nusselt number Nu with the inlet flow velocity for four different
heat exchangers. The figure shows that the Nusselt number Nu increases linearly with
the increase in the flow rate. The increasing speed is presented in descending order as
follows: TVG > IVG > BVG > ST. Combined with Formula (6), the thermal performance
coefficient PEC of the TVG heat exchanger increases the most with the increase in the inlet
velocity. Simultaneously, under the same inlet flow rate, the Nusselt number Nu from large
to small is as follows: TVG > IVG > BVG > ST. Compared with the ST heat exchanger,
when the inlet velocity is 1 m/s, the Nusselt number Nu in the BVG, IVG and TVG heat
exchangers increases by 4.08%, 9.05% and 20.89%, respectively, indicating that the TVG
heat exchanger has the best heat transfer performance. These findings show that the TVG
heat exchanger exhibits the best heat transfer performance under the same conditions. In
addition, increasing the inlet flow rate improves the heat transfer performance of the TVG
heat exchanger.

(a) (b) 

/

Figure 15. Influence of inlet velocity on strengthening parameters. (a) Influence of the inlet velocity
on the friction coefficient f ; (b) influence of the inlet velocity on the Nusselt number Nu.

Figure 16 shows the variation curve of the thermal performance coefficient PEC against
the inlet velocity of three kinds of coaxial heat exchangers with vortex generators. The
figure shows that the value of PEC is greater than 1.0, which indicates that the proposed
new coaxial borehole heat exchanger-enhanced heat transfer design is feasible. The PEC
value of TVG increases rapidly with the increase in the inlet velocity. The PEC value
increases slowly when the inlet velocity exceeds 0.3 m/s and gradually becomes stable.
This result shows that the inlet flow velocity of over 0.3 m/s exerts a minor effect on
the heat transfer performance of the TVG heat exchanger. When the inlet velocity is
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0.1~0.2 m/s, the PEC values of the IVG and BVG heat exchangers decrease rapidly. More-
over, when the inlet velocity exceeds 0.3 m/s, the PEC values increase slowly and gradually
become stable. Simultaneously, under the same conditions, the PEC value of the TVG is
much larger than that of the BVG and IVG heat exchangers. When the inlet flow rate was
1 m/s, the PEC of the TVG heat exchangers reached 1.1, whereas that of the BVG and IVG
heat exchangers were only 1.03 and 1.06, respectively. This result shows that TVG has
a better heat transfer performance.

V /  
Figure 16. Influence of inlet flow rate on PEC of heat exchangers with vortex generators.

4.3. Heat Transfer Performance Analysis of the Coaxial Borehole Heat Exchanger
4.3.1. Effect of Inlet Flow Rate on Outlet Temperature

Figure 17 shows the variation curves of the production temperature of the four heat
exchangers with the inlet flow rate. The figure shows that the production temperature
gradually decreases with the increase in the inlet flow rate. When the inlet velocity increased
from 0.1 m/s to 1 m/s, the production temperatures of ST, BVG, IVG and TVG heat
exchangers decreased by 17.0 K, 17.6 K, 17.3 K and 15.4 K, respectively. Simultaneously,
under the same inlet flow rate, the outlet temperature of the heat exchanger is presented
as follows: TVG > IVG > BVG > ST. The arrangement shows that the vortex generator
can enhance the heat recovery capacity of the coaxial heat exchanger. When the inlet flow
rate was 0.5 m/s and the inlet temperature was 310 K, the production temperatures of
ST, BVG, IVG and TVG heat exchangers increased by 16.5 K, 17.0 K, 17.8 K and 20.5 K,
respectively, compared with the inlet temperature. The production temperature of the TVG
heat exchanger is 24.06% higher than that of the ST heat exchanger.

4.3.2. Influence of Inlet Flow Rate on Production Power

Figure 18 shows the variation curves of the heat recovery power of the four heat
exchangers with the inlet flow rate. The figure shows that the heat recovery power increases
with the increase in the inlet flow rate. When the inlet temperature was 310 K and the
inlet velocity increased from 0.1 m/s to 1 m/s, the heat recovery power of ST, BVG, IVG
and TVG heat exchangers increased by 6.73 times, 6.68 times, 6.76 times and 7.14 times,
respectively. In addition, the heat recovery power of the vortex generator heat exchanger
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has been improved compared with the ST heat exchanger. When the inlet flow rate was
1 m/s, the heat recovery power of the BVG, IVG and TVG heat exchangers increased by
38.33 KW, 85.28 KW and 241.96 KW, respectively, compared with the ST heat exchanger.
Among them, the output power of the TVG heat exchanger increased by 11.93% compared
with the ST heat exchanger. In conclusion, the heat recovery effect of the TVG heat
exchanger is the highest and the increase in the inlet flow rate is beneficial in improving
the heat recovery power of the TVG. However, the fluid flow rate increases with the flow
rate, resulting in an increase in the required power of the injection pump, which has higher
requirements for the pump’s performance. Therefore, the selection of the water injection
flow rate in the project can comprehensively consider the amount of heat production, the
production temperature and the pump’s power consumption.

T

V
 

Figure 17. Variation curves of the production temperature of the four heat exchangers with inlet
flow velocity.

Q

V
 

Figure 18. Variation curves of the heat recovery power of the four heat exchangers with inlet
flow velocity.
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5. Conclusions

Three new structures of the coaxial borehole heat exchanger with vortex generators
were proposed in this work to improve the heat transfer efficiency of the coaxial borehole
heat exchanger. In addition, the researchers used numerical methods to study the enhanced
heat transfer mechanism with vortex generators. Next, the researchers compared and ana-
lyzed the heat transfer performance and heat recovery capacity of the four heat exchangers.
The conclusions are presented as follows:

(1) The investigation of the enhanced heat transfer mechanism of the vortex generator
revealed that the vortex generator can improve the turbulent kinetic energy of the
fluid flow, increase the injected fluid velocity and flow velocity in the boundary
layer region of the hot rock wall. Similarly, the fluid’s velocity in the radial direction
fluctuates up and down, thereby destroying the high-temperature boundary layer,
strengthening the heat exchange inside the fluid and strengthening heat transfer.

(2) From the investigation of the heat transfer performance of four kinds of coaxial
borehole heat exchangers, it was found that increasing the inlet flow rate decreases
the friction coefficient and increases the Nusselt number. Compared with the ST heat
exchanger, when the inlet velocity was increased by 1 m/s, the Nusselt number in BVG,
IVG and TVG heat exchangers increased by 4.08%, 9.05% and 20.89%, respectively.
The PEC of the TVG heat exchanger reached 1.1, which is favorable for improving the
heat transfer performance of the coaxial heat exchanger. The impact of the pressure
drop on the heat exchanger performance needs to be reduced.

(3) The analysis of the heat recovery capacity of four kinds of coaxial borehole heat
exchangers showed that the heat recovery power increases linearly with the increase
in the inlet flow rate. Increasing the inlet flow rate is beneficial in improving the
heat recovery capacity of the coaxial heat exchanger; however, it is necessary to
comprehensively consider the working performance of the pump to propose the
optimal inlet flow rate.

By comparing the strengthening mechanism, heat exchange performance and heat
recovery capacity of the four coaxial borehole heat exchangers, the order of the performance
of the four heat exchangers from good to poor is presented as follows: TVG > IVG > BVG >
ST. Compared with the ST heat exchanger, the production temperature of the TVG heat
exchanger increased by 24.06% and the heating power increased by 11.93%, which is more
suitable for geothermal mining.

Studies have shown that vortex generators can greatly improve the heat transfer per-
formance of coaxial borehole heat exchangers, but it will result in pressure loss. Further
research on the vortex generator structural parameters, the coaxial borehole structural
parameters, process parameters and cycle fluid can be carried out to optimize geothermal
energy extraction. It will provide a theoretical basis for the design of a coaxial bore-
hole heat exchanger with vortex generation that has low flow friction and high heat
transfer capacity.
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Nomenclature

Tin Inlet temperature, K
Tout Outlet temperature, K
Tg The geothermal gradient, K/km
Vin Inlet velocity, m/s
Vout Outlet velocity, m/s
cρ Specific heat capacity of water, J/(kg·k)
ρ Density of water, kg/m3

K Thermal conductivity of water, W·(m·k)−1

h Convective heat transfer coefficient of water
Tsur Surface temperature, K
Tw Local rock temperature, K
Tm Local fluid temperature, K
H The distance between the lower end of the inner pipe and the bottom of the well, mm
z Well depth, m
P Fluid pressure, Pa
Ac cross-sectional area, m2

Pw Wet perimeter of cross-section, m
g Gravitational acceleration, m/s2

μ Dynamic viscosity of water, kg·(m·s)−1

Pout Outlet pressure, Pa
D Radial dimensions of the heat exchanger, mm
D1 Heat exchanger’s outer tube diameter, mm
D2 Inner pipe’s inner diameter, mm
D3 Vortex generator’s diameter, mm
L1 Vortex generator’s distance from wellhead, mm
L2 Vortex generator’s length, mm
L3 The distance from the vortex generator to the bottom of the well, mm
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Abstract: An analysis of the state of affairs in the theory and practice of implementation of tech-
nologically integrated projects in various applied fields was carried out. The peculiarities of the
implementation of the technologically integrated projects of the “European Green Deal” for the
production of ecologically clean fuel from agricultural waste were analyzed. The expediency of
developing a method of coordinating the configurations of technologically integrated “European
Green Deal” projects for the production of ecologically clean energy from agricultural waste on the
territory of a given region, taking into account their specific project environments, was substantiated.
As a result of the conducted research, a method of coordinating configurations of the technologically
integrated “European Green Deal” projects for the production of ecologically clean energy from agri-
cultural waste in the territory of a given region, taking into account their specific project environment,
was developed. This method involves the implementation of five stages, which ensure consideration
of the specific design environment of each region and the type of agricultural raw materials for energy
production. This method involves the modeling of individual projects, which makes it possible to
increase the accuracy of determining their value indicators, taking into account risk. The balancing
of the technologically integrated projects of the “European Green Deal” for the production of clean
energy from agricultural waste was carried out on the basis of maximizing value for stakeholders
and minimizing risk. On the basis of the proposed method, the computer program “Balancing
technologically integrated projects” was developed. The use of this computer program for the given
project environment (conditions of LLC “Lutsk Agrarian Company” of the Volyn region, Ukraine)
made it possible to forecast the specific value and risk of individual projects involving harvesting raw
materials from corn waste. The statistical characteristics of the distribution of the projected specific
value of the project of harvesting raw materials from corn waste were established: the estimate of
mathematical expectation—EUR 9/ton; dispersion—EUR 25/ton; the estimation of root mean square
deviation—EUR 5/ton. The technologically integrated projects of the “European Green Deal” for the
production of ecologically clean energy from corn waste with the greatest interconnections in terms
of value were identified. The ranking of raw material procurement projects from corn waste was
carried out according to their specific values and risks. Among the considered projects, priority was
given to project #7 and project #1, which provided the greatest values, 37.6% and 36.6%, respectively,
of the total value of the considered projects. The obtained results made it possible to establish priority
projects and carry out their balancing by value and risk.
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1. Introduction

Providing the population and individual industries in the world with quality and envi-
ronmentally friendly energy remains an urgent and unresolved problem for mankind [1–4].
Part of this problem is the reduction of greenhouse gas emissions generated by human
activities. This is due to the use of fossil fuels, which are the main raw materials for
energy production in most countries [5–7]. Combustion of fossil fuels produces carbon
dioxide (CO2). It is known [5] that even a small amount of carbon dioxide can be toxic and
cause biochemical changes in the human blood, joint pain, weakness, acid–base imbalance,
decreased immunity, kidney disease, and cardiovascular disease.

All the above factors have led to the strengthening of EU requirements for the quality of
raw materials for energy production. In particular, they promote the use of environmentally
friendly fuels. The EU declared that by 2050, Europe will be the first continent whose
economy does not destroy nature. In particular, this was provided for in the European
Green Deal policy initiatives initiated by the European Commission.

Regarding environmentally friendly raw materials for energy production, EU countries
pay special attention to agricultural waste [8–11]. Some scientific papers [10–12] state that
countries that use agricultural waste to produce clean energy are able to ensure their own
energy security and achieve the energy policy goals laid out in the European Green Deal.

Integrated projects need to be implemented in individual EU regions to implement
European Green Deal initiatives. At the same time, there are a number of scientific and
applied problems, the solutions to which will increase the efficiency of European Green
Deal projects [1,2,6]. One such task, which unfortunately remains unsolved to this day, is
the coordination of the configurations of the technologically integrated “European Green
Deal” projects.

Existing scientific publications [13,14] have noted that integrated projects require the
coordination of their configurations. Given that the basic projects of the European Green
Deal with the use of agricultural waste include projects for the procurement of agricultural
waste and the production of clean energy, there is a need to harmonize their configurations.

The analysis performed on the state of the issue in practice showed that currently,
the scientific and applied task of coordinating the configurations of the technologically
integrated “European Green Deal” projects for the production of ecologically clean energy
from agricultural waste in the given region remains unresolved. At the same time, there
are no scientific works related to the coordination of the configurations of the technolog-
ically integrated “European Green Deal” projects taking into account the characteristics
of the project environment where they are implemented. The type of raw materials for
energy production is of great importance in the formation of an effective configuration of
“European Green Deal” projects. This determines the content of the work performed in the
specified projects and the need for certain types of resources (technical, human, material,
etc.) [15–18].

All the above factors indicate the need to develop a method of matching the configura-
tions of the technologically integrated “European Green Deal” projects. This should take
into account both the changing characteristics of the project environment for the region
where they are implemented and the parameters of their configuration objects, which
depend on the type of agricultural raw materials used.

2. Analysis of Literature Data and Problem Statement

An analysis of scientific publications showed that some of them relate to the imple-
mentation of technologically integrated projects in various fields [14]. However, there are
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no publications on the coordination of the configurations of technologically integrated
“European Green Deal” projects.

Regarding the management of the configuration of projects in various fields of human
activity, a number of standards have been developed [19–21], and some scientific papers are
devoted to this issue [22–27]. The mentioned research concerns projects of agro-industrial
production [24], fire extinguishing [23,26,27], milk procurement [13,17,20], energy [25],
and others. Unfortunately, the analyzed scientific works have not used differentiated
approaches to the coordination of configurations of technologically integrated projects
taking into account the characteristics of the project environment.

The emergence of a practical standard for project configuration management [18] became
the basis of an in-depth study of the project configuration management process. Studies
on this issue have revealed a number of inconsistencies in this area of knowledge [28,29].
However, these publications, as well as the standard itself [18], have not disclosed the process
of matching the configurations of technologically integrated “European Green Deal” projects
in a given region, taking into account the characteristics of their design environment and the
type of agricultural raw materials used. This determines the specifics and features of European
Green Deal projects using agricultural raw materials. To reveal these features, we used both
knowledge of project management [19–21] and the results of special studies in projects of
various applied industries [30–32], including agricultural production and energy [3,8–13].

An analysis of many scientific papers [6–9] showed that existing methods and models
of project configuration management cannot be used to reconcile the configurations of
technologically integrated “European Green Deal” projects in a given region with their
project environment due to a number of shortcomings. In addition, scientific works on
risk management in projects were identified [33–39]. However, they have not taken into
account the peculiarities of the changing design environment of the PMC. In addition, they
have not provided for the identification of the configuration of projects on the basis of
modeling their products, which makes it impossible to obtain maximum systemic value
for stakeholders. In order to objectively coordinate the configurations of “European Green
Deal” projects, tools should be developed that will take into account the region-specific
type of agricultural raw materials for energy production, which will ensure maximum
value for stakeholders [40,41].

The aim of the work was to develop a method of coordinating the configurations of
technologically integrated “European Green Deal” projects for clean energy from agricul-
tural waste in the region, taking into account their specific design environment; this method
is based on individual projects as separate organizational and technical systems and model-
ing to determine the value indicators in a given scenario of project implementation, which
ensures the balancing of their configurations according to the value criterion.

To achieve the goal of the study, the following tasks were completed:

- To propose a method of coordinating configurations in technologically integrated
“European Green Deal” projects for the production of clean energy from agricultural
waste in the region, taking into account their specific project environments;

- On the basis of the use of the proposed method, to coordinate the configurations of the
technologically integrated “European Green Deal” projects for the production of clean
energy from corn waste in Ukraine, taking into account the specifics of the project
environment of the region.

3. The Method of Coordination of Configurations of Technologically Integrated
“European Green Deal” Projects for the Production of Clean Energy from Agricultural
Waste in the Region

Coordinating the configurations of technologically integrated “European Green Deal”
projects for the production of clean energy from agricultural waste in the region, taking
into account their specific project environments, involves the installation of components
(projects) that will provide maximum value for stakeholders in a changing project envi-
ronment [17,18,23]. To propose project configurations, we proposed a method based on
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the consideration of projects as separate organizational and technical systems. In addition,
the proposed method provides for the modeling of individual projects to determine the
indicators of their value in a given implementation scenario, which ensures the balanc-
ing of their configurations by the criterion of value. The proposed method involved the
implementation of five steps, which are presented in Figure 1.

Figure 1. Stages of the method of coordination of configurations of technologically integrated
“European Green Deal” projects for the production of clean energy from agricultural waste in
the region.

Stage 1. The technologically integrated projects “European Green Deal” for the pro-
duction of clean energy from agricultural waste include many projects that belong to
different levels of their consideration. In particular, as mentioned above, there are two
levels of consideration for projects—agricultural waste procurement projects and clean
energy projects. Both these types of projects have their own specifics that should be taken
into account when agreeing on their configurations. They underlie the process of structur-
ing technologically integrated “European Green Deal” projects for the production of clean
energy from agricultural waste [24,32]. This process ensures the definition of the type of
project and its belonging in individual regions, as well as changes that occur as a result of
these projects.

Stage 2. The next stage involves the description of the product configuration of
technologically integrated “European Green Deal” projects. It addresses (1) the type of
agricultural waste that will be used for the project; (2) the number and qualification of
involved performers; (3) the type and quantity of technical equipment; (4) the characteristics
of the project environment (area of fields for growing crops, their soils and fertility, the
number of fields, the share of alienation of raw materials for energy production, etc.). At
the same time, natural resources, the type of agricultural raw materials, and the share of
alienation of raw materials for energy production are of the greatest value in the region of
implementation of technologically integrated “European Green Deal” projects.

Stage 3. According to the known configurations of technologically integrated “Euro-
pean Green Deal” project products, project modeling is performed in order to determine
the value indicators for each of the formed organizational and technical systems. The
most valuable are those projects whose products provide the minimum cost of resources
for the production of a unit of product (raw materials or energy). The defining indicator
of an individual project is the use of resources (Pm

i,j), i.e., the use of j-th resources in the
i-th organizational and technical system of the т-th level of consideration. To determine
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this indicator, the simulation model developed in [2] is used, which makes it possible
to determine the use of resources (Pm

i,j), i.e., j-th resources in the i-th organizational and
technical system:

Pm
i,j = f

(
Pm

i,hr, Pm
i,tr, Pm

i,mr

)
(1)

where Pm
i,hr, Pm

i,tr, Pm
i,mr—the use of human, technical, and material resources, respectively, in

the i-th organizational and technical system of the m-th level of consideration.
Comparing the quantitative values of resource use (Pm

i,j) of the j-th resources in the i-th
organizational and technical system obtained on the basis of simulation, the cost levels
(Rm

ij ) for the implementation of projects under the given scenario are determined.
Stage 4. To select priority projects “European Green Deal”, a model of their value is

built (Figure 2).

Figure 2. Value model of technologically integrated “European Green Deal” projects that claim to be
included in effective technologically integrated projects: Rm

ij , VRm
ij

—projects of the t-th level of their
consideration (1—projects of agricultural waste procurement; 2—projects of environmentally friendly
energy production).

Figure 2 presents the value model of projects that claim to be included in effective
technologically integrated projects, which is based on known cost levels (Rm

ij ) for project
implementation and unit values (VRm

ij
) according to the level of costs and the given level of

their consideration.
The authors of the work suggested that the value (VRm

ij
) of the “European Green Deal”

projects should be determined by the level of costs (Rm
ij ) of their implementation:

VRm
ij
=

Rm
ij

Nm
p

(2)

where VRm
ij

—the specific value by the level of costs (Rm
ij ) for project implementation,

EUR/ton; Rm
ij —the level of costs (Rm

ij ) for the implementation of projects in their given sce-
nario, EUR; Nm

p —the amount of product obtained from the implementation of individual
projects for a given t-th level of their consideration, tons.
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Stage 5. At the stage of balancing technologically integrated “European Green Deal”
projects for the production of clean energy from agricultural waste, the priority projects
selected in the previous stage are ranked according to their specific value in ascending order:

VRm
1
≥ VRm

2
≥ . . . ≥ VRm

n (3)

After that, technologically integrated “European Green Deal” projects for the pro-
duction of clean energy from agricultural waste in the region are selected on the basis of
the condition:

{Qm
i } ≤ QTI , i = 1, n (4)

where
{

Qm
i
}

—the volume of the received product from the realization of i-th priority
projects for the set t-th level of their consideration, tons; QTI—the total product volume of
projects for the production of clean energy from agricultural waste, tons; n—the number of
projects included in effective technologically integrated projects, units.

When balancing the technologically integrated “European Green Deal” projects for the
production of clean energy from agricultural waste, preference should be given to projects
of high value. At the same time, it should be ensured that projects with high levels of
implementation costs (Rm

ij ) and a correspondingly high risk of non-implementation should
have as small a share as possible in the structure of technologically integrated projects.

4. Results of Coordination of Configurations of Technologically Integrated “European
Green Deal” Projects for the Production of Clean Energy from Corn Waste in Ukraine

First, on the basis of statistical data, we performed an analysis of the state of the raw
material base in Ukraine for the production of ecologically clean energy. It was established
that today, in the majority of large agricultural enterprises in Ukraine, corn makes up
40–50% of the crop rotation structure. At the same time, the amount of corn sown per grain
shows an increasing trend (Figure 3).

Figure 3. Trends in changes in the amount of corn grown for grain in Ukraine.

Taking into account the above, the production of ecologically clean energy from corn
waste was chosen for further research.

On the basis of the disclosure of the content of the stages of the proposed method,
which is presented in Figure 1, a corresponding computer program was developed. The
specified computer program, “Balancing technologically integrated projects”, was devel-
oped at the Department of Information Technologies of the Lviv National University of
Natural Sciences. It ensured the coordination of configurations of projects for the pro-
duction of clean energy from agricultural waste in the region. The proposed computer
program was tested for adequacy using the generally accepted paired t-test. At the same
time, an adequacy check was performed with a comparison of real data for the conditions
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of “Lutsk Agrarian Company” LLC of the Volyn region (Ukraine) obtained as a result
of the use of a computer program for coordinating the configurations of technologically
integrated “European Green Deal” projects for the production of ecologically clean energy
from agricultural waste. It was determined that the actual data values (VRm

ij
) of the projects

of harvesting raw materials from corn waste obtained as a result of the use of the proposed
computer program deviated within insignificant limits—1.6 . . . 4.9%. This indicates that the
proposed computer program adequately ensures the coordination of project configurations
for the production of ecologically clean energy from agricultural waste in the given region.

On the basis of the use of the computer program, a study was conducted to coordinate
the configurations of technologically integrated “European Green Deal” projects for the
production of clean energy from corn waste for a given design environment (conditions
Lutsk Agrarian Company LLC, Volyn region, Ukraine). The conducted computer experi-
ments made it possible to predict the specific values (VRm

ij
) of individual projects for the

procurement of raw materials from corn waste, which were implemented in different fields.
This provided the determination of the specific cost of the disposal of corn waste (Table 1).

Table 1. Results of forecasting the specific values (VRm
ij

) of individual projects for the procurement of
raw materials from corn waste.

Indicator
Project Implementation Scenario

1 2 3 4 5 6 7

Planned unit cost of maize waste disposal, EUR/ton 14 20 17 18 12 15 11

Market share of maize waste, EUR/ton 24

Estimated specific value (VRm
ij

) of projects for
procurement of raw materials from corn waste

9 14 11 12 8 10 7

The results of the visualization of the distribution of the projected specific value (VRm
ij

)
for project No. 1 for the procurement of raw materials from corn waste are presented in
Figure 4.

Statistical processing of the obtained data on the distribution of the projected specific
value (VRm

ij
) for project No. 1 for the procurement of raw materials from corn waste

allowed the determination of the numerical characteristics and the justification of the
model (Figure 4), which are described by the normal distribution law with a differential
function:

f
(

VRm
i1

)
= 0.079 · exp

⎛⎜⎝−
(

VRm
i1
− 9

)2

50

⎞⎟⎠ (5)

where VRm
ij

—projected specific value of the project of procurement of raw materials from
corn waste, EUR/ton.

The main statistical characteristics of the distribution of the projected specific value
(VRm

i1
) for project No. 1 for the procurement of raw materials from corn waste were as

follows: estimation of mathematical expectation—EUR 9/ton; dispersion—EUR 25/ton;
estimate of standard deviation—EUR 5/ton.

The conducted research provided the construction of covariance and correlation
matrices of the forecasted specific values (VRm

ij
) of separate considered projects for the

preparation of raw materials from corn waste (Figures 5 and 6).
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Figure 4. Histogram and theoretical curve of distribution of projected specific value (VRm
ij

) for project
No. 1 for the procurement of raw materials from corn waste, EUR/ton.

Figure 5. Covariance matrix between the projected specific values (VRm
ij

) of the individual projects
under consideration for the procurement of raw materials from corn waste.
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Figure 6. Correlation matrix between the projected specific value (VRm
ij

) of the individual projects
under consideration for the procurement of raw materials from corn waste.

In the resulting covariance matrix of the predicted specific value (VRm
ij

) of the indi-
vidual considered projects for harvesting raw materials from corn waste (Figure 5), the
diagonal contains the value of the dispersion of the specific value of the considered projects,
and the off-diagonal elements characterize the covariances between the specific value of
the considered projects. According to the obtained results, we see that the largest devi-
ations of the values of variable specific values from the mathematical expectation were
observed for projects No. 2 and No. 3 and were, respectively, VRm

ni2
= 25.15 EUR/ton

and VRm
i3
= 24.65 EUR/ton. It was for these projects of harvesting raw materials from corn

waste that the largest deviations of the obtained values were characteristic, and they are the
riskiest for investors. From a risk perspective, they should be the last to be included in tech-
nologically integrated “European Green Deal” projects for the production of ecologically
clean energy from corn waste.

The obtained correlation matrix of the specific values of projects (Figure 6) shows that
a strong relationship according to the specified criterion was observed between projects
No. 7 and No. 5 (r75 = 0.83), and the correlation coefficient between projects No. 7 and
No. 6 was r76 = 0.79. It was established that project #7 had the largest cost relationships
with projects on the production of environmentally clean energy from corn waste.
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5. Discussion of Research Results

According to the obtained results, we see that the largest deviations of the values of the
variable specific value from the mathematical expectation were observed for projects No. 2
and No. 3 and were, respectively, VRm

ni2
= 25.15 EUR/ton and VRm

i3
= 24.65 EUR/ton. It was

for these projects that the procurement of raw materials from corn waste was characterized
by the largest deviations of the obtained value, and they are the riskiest for investors.
From the point of view of risk, they should be included last in technologically integrated
“European Green Deal” projects for the production of environmentally friendly energy
from corn waste.

In addition, we conducted a rank correlation between the specific value of the consid-
ered projects of the procurement of raw materials from corn waste, the results of which are
presented in Figure 5. The obtained correlation matrix of the specific value of projects indi-
cates that a strong relationship according to this criterion was observed between projects
No. 7 and No. 5, for which the correlation coefficient was r75 = 0.83, and between projects
No. 7 and No. 6, for which the correlation coefficient was r76 = 0.79. This shows that
the No. 7 project had the greatest value relationships in the technologically integrated
“European Green Deal” projects for the production of clean energy from corn waste.

Balancing the technologically integrated “European Green Deal” projects for the
production of clean energy from agricultural waste made it possible to establish priority
projects, that were ranked according to their specific value and risks in ascending order
(Table 2).

Table 2. Results of ranking of projects of procurement of raw materials from corn waste by their
specific value and risks.

Indicator
Project No.

7 1 4 5 6 3 2

Fraction values, % 37.65 36.67 12.96 7.46 1.94 1.7 1.6

As a result of the research, it was established that for a given design environment
(conditions of Lutsk Agrarian Company LLC, Volyn region, Ukraine), technologically
integrated “European Green Deal” projects for clean energy production from corn waste
should be formed in the sequence shown in Table 2. At the same time, the total value of
the implementation of technologically integrated projects of harvesting raw materials from
corn waste was taken as 100%. Among the projects under consideration, projects No. 7 and
No. 1 were prioritized, which provided them the opportunity to obtain the greatest values,
which were 37.6% and 36.6% of the projects under consideration, respectively.

The number of corn waste projects to be included in the European Green Deal was
selected from condition (4) and depended on the scale and configuration of the clean energy
project in the region.

This research allowed the development of a method and a computer program that
make it possible to speed up and ensure the accuracy of the process of coordinating the
configurations of technologically integrated “European Green Deal” projects for the pro-
duction of ecologically clean energy from agricultural waste in the territory of the given
region. The specified projects were considered as separate organizational and technical
systems, which made it possible to take into account their peculiarities and the peculiarities
of their project environment. The peculiarity of the developed method is that it involves
the modeling of individual projects to determine their value indicators under a given im-
plementation scenario, which ensures the balancing of their configurations according to the
value criterion. This ensures accurate results. The performed verification of the adequacy
of the computer program for coordinating the configurations of technologically integrated
“European Green Deal” projects for the production of ecologically clean energy from agri-
cultural waste confirmed the specified accuracy, as the obtained value VRm

ij
of the projects
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of harvesting raw materials from corn waste deviated from the real one within insignificant
limits—1.6 . . . 4.9%. The possibility of the practical use of the developed toolkit was con-
firmed by the obtained results of the coordination of the configurations of technologically
integrated “European Green Deal” projects for the production of environmentally clean
energy from agricultural waste for the conditions of LLC “Lutsk Agrarian Company” of
the Volyn region (Ukraine). At the same time, it was established that the value and risks of
individual projects for the production of ecologically clean energy from agricultural waste
are distinguished within fairly wide limits. This confirms the expediency of using the de-
veloped method and computer program to coordinate the configurations of technologically
integrated “European Green Deal” projects for the production of ecologically clean energy
from agricultural waste, which will make it possible to avoid making erroneous decisions
regarding the selection of appropriate projects. Further research should be conducted
regarding the coordination of the configurations of technologically integrated “European
Green Deal” projects for the production of ecologically clean energy from agricultural
waste for other types of raw materials and regions characterizing the project environment.
This will provide an opportunity to create relevant knowledge needed by project man-
agers when coordinating the configurations of technologically integrated projects for the
production of ecologically clean energy from agricultural waste.

6. Conclusions

The proposed method of coordinating the configurations of technologically integrated
“European Green Deal” projects for the production of clean energy from agricultural
waste involves the implementation of five stages. These stages take into account the
specific project environment for each region, the type of agricultural raw materials for
energy production, as well as modeling projects, which allow the determination of their
value for each of the existing organizational and technical systems. On the basis of the
ranking of projects by their maximum value for stakeholders and the possibility of risk
minimization, the balancing of technologically integrated “European Green Deal” projects
for the production of clean energy from agricultural waste was performed.

With the use of a computer program developed at the Department of Information
Technology of Lviv National University of Nature Management, on the basis of the pro-
posed method, the configurations of the technologically integrated “European Green Deal”
projects for clean energy from agricultural waste for a given project environment (conditions
Lutsk Agricultural Company, “Volyn region, Ukraine) were determined.

This made it possible to establish numerical characteristics and models of distributions of
the predicted specific value (VRm

i1
) for individual projects of harvesting raw materials from corn

waste: the estimation of mathematical expectation—EUR 9/ton; dispersion—EUR 25/ton;
the estimation of root mean square deviation—EUR 5/ton. On the basis of the obtained data,
covariance and correlation matrices were constructed between the predicted specific value of
the individual projects under consideration. The largest deviations of the values of variable
specific values from the mathematical expectation were observed for projects #2 and #3 and
were, respectively, VRm

i2
= 25.15 EUR/ton and VRm

i3
= 24.65 EUR/ton. It was for these projects

of harvesting raw materials from corn waste that the largest deviations of the obtained value
were characteristic, and they are the riskiest for investors. The ranking of projects by their
specific value and risks was carried out, which ensured the identification of priority projects
No. 7 and No. 1, which provide the opportunity to obtain the greatest values, which were
37.6% and 36.6% of the projects under consideration, respectively.
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Abstract: As wind energy is widely available, an increasing number of individuals, especially in
off-grid rural areas, are adopting it as a dependable and sustainable energy source. The energy of
the wind is harvested through a device known as a wind energy harvesting system (WEHS). These
systems convert the kinetic energy of wind into electrical energy using wind turbines (WT) and
electrical generators. However, the output power of a wind turbine is affected by various factors,
such as wind speed, wind direction, and generator design. In order to optimize the performance of a
WEHS, it is important to track the maximum power point (MPP) of the system. Various methods
of tracking the MPP of the WEHS have been proposed by several research articles, which include
traditional techniques such as direct power control (DPC) and indirect power control (IPC). These
traditional methods in the standalone form are characterized by some drawbacks which render the
method ineffective. The hybrid techniques comprising two different maximum power point tracking
(MPPT) algorithms were further proposed to eliminate the shortages. Furtherly, Artificial Intelligence
(AI)-based MPPT algorithms were proposed for the WEHS as either standalone or integrated with
the traditional MPPT methods. Therefore, this research focused on the review of the AI-based MPPT
and their performances as applied to WEHS. Traditional MPPT methods that are studied in the
previous articles were discussed briefly. In addition, AI-based MPPT and different hybrid methods
were also discussed in detail. Our study highlights the effectiveness of AI-based MPPT techniques in
WEHS using an artificial neural network (ANN), fuzzy logic controller (FLC), and particle swarm
optimization (PSO). These techniques were applied either as standalone methods or in various hybrid
combinations, resulting in a significant increase in the system’s power extraction performance. Our
findings suggest that utilizing AI-based MPPT techniques can improve the efficiency and overall
performance of WEHS, providing a promising solution for enhancing renewable energy systems.

Keywords: MPPT; wind energy harvesting system; artificial intelligence

1. Introduction

Energy has played a critical role in driving industrial, commercial, and residential
development. However, the increasing demand for energy has led to the need to explore
additional resources to boost energy production. While fossil fuels are a common energy
source, they also have negative environmental consequences such as air pollution and
global warming. In contrast, renewable energy sources such as wind power are clean and
do not have a greenhouse effect on the atmosphere, making them ideal for generating
electricity without any environmental hazards. Wind power is a viable solution due to its
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abundance and non-depleting nature, making it an attractive option to address the growing
concern for clean and green energy resources [1,2].

Electrical energy conversion from wind energy is achieved by WEHS, which mainly
consists of a wind turbine (rotor hub and blades), a generator, and electric power convert-
ers [3]. In WEHS, the wind turbine converts the wind kinetic energy into mechanical energy,
and the generator further transforms the mechanical energy into electrical energy [4–7].

The electrical power converter connected to the system converts the generated AC
power to DC power which the DC load, such as battery charging, can use. For grid-
connected WEHS, other devices such as boost converters, inverters, and transformers are
required. The boost converter increases the DC output power before passing it to the
inverter, which converts the DC power to AC. The step-up transformer boosts the AC
power and connects it to the grid. The diagram of a typical grid-connected WEHS is shown
in Figure 1.

 
Figure 1. Grid-connected WEHS.

The MPPT controller is an essential component of modern wind energy systems, as it
is necessary for optimizing energy conversion and maximizing power generation. Both
Photovoltaic Systems (PVS) and WEHS face significant challenges in the implementation
of MPPT techniques. These challenges include ensuring the efficiency and accuracy of
MPPT, managing environmental factors, maintaining system stability, controlling costs,
and overcoming the complexity of implementation.

Despite these challenges, MPPT remains a crucial component of modern energy
generation systems. By effectively addressing these challenges, MPPT techniques can
improve the overall efficiency and performance of renewable energy systems, making
them more viable for widespread adoption and use. Therefore, researchers and engineers
continue to work towards developing innovative solutions to overcome these challenges
and enhance the implementation of MPPT techniques in both PVS and WEHS systems.

Hence, it is crucial to explore new MPPT techniques and evaluate their performance
based on different factors. Recent studies have shown that the hybridization of MPPT
techniques with advanced AI methods, such as deep learning, can significantly improve
the efficiency and accuracy of MPPT systems. Thus, reviewing and comparing recent
MPPT techniques that hybridize with AI methods in both wind and photovoltaic power
generation can aid in the development of more efficient and reliable MPPT systems for
renewable energy generation.

According to the most recent related reviews on MPPT techniques for the PVS and
WEHS systems, as shown in Figure 2, it can be observed that fewer articles are reported
on WEHS. Furthermore, a few AI-based MPPT algorithms were reported in only a limited
number of review articles, as illustrated in Table 1, and a large number of studies on the
MPPT techniques for WEHS focused mainly on the conventional methods, for example,
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in the studies carried out by Mousa et al. [8] and Pande et al. [9], various types of MPPT
algorithm have reviewed, including few of the hybrid and AI-based algorithms. These pa-
pers have discussed in detail the application of perturb and observation (P&O) algorithms,
followed by the improved version of P&O, such as modified perturb and observation
(MPO).

 

Figure 2. Recently published review articles on MPPT techniques for PVS and WECS.

Table 1. Summary of recent related studies of the MPPT method for WEHSS.

Ref.

Types and Numbers of MPPT Technique Covered

Conventional AI-Based
Hybrid

(Conventional +
Conventional)

Hybrid (AI +
Conventional)

Hybrid (AI + AI)

[8] FLC&NN P&O+OTC, ORB, PSF ~

[9] FLC&NN P&O+OTC, ORB, PSF
P&O+FLC, NN,

PFS+NN,
ORB+PSO

[10] FLC&NN P&O+PSF

[11] P&O, IC RBN, PSO, ESN ~ RBF+PSF P&O+FLC
(Partially)

[12] ANN, PSO FLC,
WOA, GWOA /

[13] FLC&NN PSF+FLC

[14] FLC, NN&GA

[6] ~ FLC, NN P&O+PSF, OTC+P&O

[15] FLC, NN

Symbol: (�) Covered; (×) Not covered; (~) Partially covered; (/) Not reported.

Table 1 provides an overview of the contemporary research on the efficacy of artificial
intelligence based-MPPT techniques applied to wind energy conversion systems.

In summary, the reviews discussed the conventional, hybrid, and AI-based MPPT
techniques in WEHS. However, the details provided are not covered enough, especially in
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standalone and hybrid AI-based MPPT algorithms. Therefore, this paper will focus on the
MPPT techniques for WEHS with more emphasis on AI-based MPPT techniques and their
performance on WEHS.

The remainder of this paper is organized as follows: Research background is presented
in Section 2, modeling of WEHS is presented in Section 3, MPPT algorithms are presented in
Section 4, and discussions, future directions and conclusions are presented in Sections 5–7,
respectively.

2. Research Background

The operation of WEHS is described by the WT power curve shown in Figure 3. It
consists of four main operating regions. In regions one and four, i.e., before cut-in speed
and after cut-out speed, the turbine must be stopped and disconnected from the grid so
that it is not driven by the generator. In region two, the controllers are used with the MPPT
algorithm to track and extract the maximum possible power over the wind speed range.
Region three is between the rated power and cut-out speed of the turbine. In this region,
the operation of WT must be limited to the rated mechanical power to avoid damage to the
electrical generator.

 

Figure 3. The power curve of the wind turbine.

Due to the intermittent nature of the wind, it is difficult for WEHS to harness the
maximum power of the wind over a range of wind speeds. In this context, previous
researchers have developed several algorithms to determine the maximum power output of
WEHS, as presented by [6,9,16]. These algorithms include the tip speed ratio (TSR), optimal
torque control (OTC), and power signal feedback (PSF), which tracks the mechanical
power of the WT. Other algorithms, such as the P&O or hill-climb search (HCS) method,
incremental conductance (INC), and optimal relation base (ORB), track the maximum
converted electrical power from the generator. These traditional methods mentioned above
have successfully tracked the MPP of WECS, but they have some drawbacks depending
on the method. Therefore, developing an accurate MPPT algorithm to track the MPP is
still a challenging task. To solve these problems, some researchers, such as [7,9,16–20],
have modified the traditional methods. In [17–19], the TSR method in which the wind
speed is measured by a mechanical sensor is replaced with the wind speed estimation
method. The issue regarding generator stalling in the PSF method has been resolved in [7]
by the concept of a modified PSF algorithm. The variable, adaptive, and hybrid step sizes
concepts were proposed by [9,17] as the solution oscillation issue around the MPP by
the P&O method. The authors of [16] proposed a method that eliminated the need for
a sensor and look-up table as required in the ORB method. In [21], the INC algorithm
has been modified for a better system with higher dynamic performance, precision, and
fast convergence speed than P&O and the ordinary INC method. Other researchers, such
as [22–26], have combined two or more traditional MPPT methods into a hybrid one so
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that one method could eliminate or reduce the drawback of the other. For instance, the
limitation of ORB was addressed in reference [22] by integrating the P&O technique into
the algorithm. Reference [23] utilizes a self-rotating P&O-based controller along with ORB
to enhance the MPP tracking speed. On the other hand, reference [24] employs OTC in
conjunction with P&O to minimize the perturbation step size of the P&O algorithm, thereby
facilitating the attainment of MPP.

Recently, researchers have been focusing on implementing AI approaches in MPPT
controllers. These approaches have been proposed either in standalone form, such as in
references [3,27–33] or in hybrid forms, such as in references [20,34,35]. The use of an
artificial neural network (ANN) has been employed in some of these approaches, such
as in references [3,27,32,33], resulting in enhanced system performance, resilience, power
response, and efficiency. Optimization algorithms such as particle swarm optimization
(PSO), ant colony optimization (ACO), Archimedes optimization (AOA), and grasshopper
optimization algorithm (GOA) have also been proposed, resulting in improved tracking
speed, energy generation, dynamic performance, and global search capability to track the
MPP, as demonstrated in references [28–31].

In reference [20], a hybrid AI MPPT algorithm was proposed by integrating radial basis
function-neural networks (RBF-NN) and particle swarm optimization algorithms to replace
the conventional controller. This hybrid algorithm achieved faster tracking of the MPP,
increased system reliability, and a reduction in system losses, size, and cost. In addition,
reference [34] proposed a controller that combined fuzzy logic control (FLC) and NN,
resulting in improved power harvesting capability in a hybrid renewable energy system
(HRES) and shorter simulation time to capture the MPP. Lastly, reference [35] proposed an
adaptive neuro-fuzzy inference system (ANFIS) MPPT controller that combines NN and
FL approaches, enabling the extraction of maximum power from the wind independently
of wind speeds.

3. Modeling of WEHS

The wind power, as seen by the WT blades, is expressed by Equation (1). The WT
blade captures the power of the wind and converts it to mechanical power (Pm) of the WT
according to Equation (2). The output mechanical torque (Tm) and rotational speed (ωm) of
the WT, which are the inputs to the electrical generator, are given by Equations (3) and (4)

Pwind =
ρπR2V3

2
(1)

Pm =
ρπR2Cp(λ, β)V3

2
(2)

Tm =
Pm

ωm
(3)

ωm=
λV
R

(4)

where Cp(λ, β), λ, and R are the wind turbine blade efficiency, tip speed ratio, and radius,
respectively. Furthermore, V, ρ and β are the wind speed, air density and blade pitch angle.

It is clear from Equation (2), Cp(λ, β) is a function of λ and β given by Equation (5) [13].

Cp(λ, β)= k1

(
k2

1
λi

− k3β − k4βk5 − k6

)
Exp

(
−k7

1
λi

)
(5)

and
1
λi
=

1
λ + 0.08β

− 0.035
1 + β3 , (6)

the values for k1 − k7, λ, and β depend on the wind turbine’s type and characteristics.
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The mechanical rotating speeds of the wind turbine are transformed into the electrical
rotating speed of the generator using Equation (7)

ωe = ωm × P
2

(7)

where P is the number of magnetic poles pairs.
And the frequency of rotation is calculated by Equation (8)

f= ωrpm × P
120

(8)

where ωrpm is the generator rational speed in revolution per minute.
Considering permanent magnet synchronous generator (PMSG), the dynamic equa-

tions for the voltages along the d and q axes are given by Equations (9) and (10)

ud= −rdid+
dψd
dt

−ωeψq (9)

uq= −rqiq+
dψq

dt
−ωeψd (10)

where rd and rq represents the stator q and d axes resistance, respectively.
Going with the assumption that there is no rotor flux along the q-axis (i.e., it is only

along the d-axis), Equations (11) and (12) are used to determine the currents along the
d-axis and q-axis.

id =

(
ψpm − ψd

)
Ld

(11)

iq= −ψq

Lq
(12)

where Ld and Lq, ψd and ψq are the inductances and the flux linkages along the d and q
axes, respectively.

The electromagnetic power produced by the PMSG is expressed by Equations (13) or (14)

Pe=
3
2
(
ωeLqiqid −ωeLdidiq+ωeψPMiq) (13)

Pe=
3
2

ωe
[
ψPMiq −(Ld − Lq)idiq] (14)

where ψPM represent the magnetic flux linkage.
Finally, the electromagnetic torque developed by the PMSG is obtained by Equation (15)

Te =
Pe

ωm
=

3
2

P
[
ψPMiq − (Ld − Lq)idiq] (15)

The dc current, voltage and electric power, which are the output of the rectifier, are
expressed in Equation (16), Equation (17) and Equation (19), respectively.

Idc =
π Iph√

6
(16)

Vdc =
3Vph

√
6

π
(17)

Pdc = Vdc Idc (18)

where Iph and Vph are the generator stator phase current and voltage of the generator.
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The corresponding output current, voltage and power of the boost converter are given
by Equations (19), (20) and (21) respectively.

Iout =
VinXD
Rload

(19)

Vout =
3Vin

1 − D
(20)

Pout = Vout Iout (21)

where Vin is the converter input voltage and D is the duty cycle which is given by
Equation (22)

D = 1 − Vin
Vout

(22)

4. MPPT Methods for WEHS

The MPPT methods for WEHS can be categorized into traditional MPPT algorithms
and intelligence-based MPPT algorithms. The traditional methods are further classified
as indirect power control (IPC), which tracks the mechanical power of the WT, and direct
power control (DPC), which tracks the maximum electrical power of the generator. The
third class of this category of MPPT is the hybrid MPPT method which is the combination
of different traditional MPPT algorithms. Smart or Intelligent MPPT algorithms include
the MPPT controllers that employ AI algorithms to track the MPP of the WEHS. Therefore,
the MPPT methods are broadly classified into four categories such as DPC, IPC), hybrid,
and intelligent algorithms [8,9]. Considerable efforts have been dedicated toward the ad-
vancement of conventional MPPT controllers, with particular emphasis on enhancing their
operational characteristics across various parameters and features. Notably, recent years
have witnessed progress in improving the performance of conventional MPPT techniques
through the integration or modification thereof alongside traditional and/or AI-based
methods. In particular, the utilization of AI techniques in MPPT has garnered significant
attention due to its inherent ability to effectively address prevalent issues inherent to
these systems.

4.1. Traditional MPPT Methods for WEHS

Examples of IPCs MPPT are TSR, OTC, and PSF. TSR and the other two IPC methods
require a mechanical sensor to measure wind speed, while OTC and PSF, in addition,
require knowledge of the parameters of WT. In the TSR algorithm, the reference speed of
the WT, which corresponds to the MPP, is estimated using Equation (23) and used to control
the operation of the WT to the optimal TSR at which the maximum power coefficient is
achieved. In OTC, Equation (24), the optimal torque reference relation is used to achieve
the MPPT.

ω∗
re f =

λoptVr

R
(23)

T∗
opt = 0.5ρπR5 Cp max

λ3
opt

ω2
re f (24)

In the OTC method, the controller maintains a predefined relationship between the
electromagnetic torque and rotational speed of the WT in accordance with the maximum
power-rotor speed curve such that the rotational speed approaches the optimal value [6].
DPC methods are sensorless and use a precomputed system curve to find the MPP. The
MPPT algorithm under DPC includes P&O, ORB, and IC. The P&O algorithm is based on
discretizing (perturbing) a control variable, such as generator speed, and observing the
resulting effect on generator output. The algorithm compares each successive generator
output and adjusts the generator speed in the direction of the MPP [36]. In ORB control, the
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MPP is tracked using a look-up table developed based on prior knowledge of the optimal
relationship between the WT power and other parameters such as rotational speed, torque,
rectifier DC voltage, or current [10]. Classification of the different MPPT algorithms is
presented in Figure 4. The comparison between the different traditional methods of MPPT
algorithms is summarized together with remarks in Table 2.

Figure 4. Classification of MPPT algorithms for WECS.

Table 2. Comparison between different type of Traditional method of MPPT algorithms.

MPPT Technique Advantages Major Drawbacks Improvement

TSR

TSR is highly efficient, has high
convergence speed, and quickly
responds to wind speed
changes [37]. Additionally, the
TSR method is simple, and no
memory is required for
the process

The need for a mechanical sensor
to measure wind speed results in
inaccuracies, leading to increased
costs for installation and
maintenance.

A novel approach was developed
to estimate wind speed, which
removed inaccuracies associated
with mechanical sensors. The
algorithm’s speed to track MPP
was enhanced, and the technique
was made simpler [18–20].

OTC

The OTC method is highly
efficient and flexible, with stable
torque regulation and easy
application. It is also practical as
it does not require real-time wind
speed measurement, allowing for
quick adjustments to changes in
wind speed.

The mechanical sensor used for
wind speed measurement and
knowledge of wind turbine
characteristics is necessary. In
addition, the turbine’s large
inertia causes a sluggish response
to torque commands, resulting in
slow MPP tracking during
sudden changes in wind speed.
Moreover, measuring
electromagnetic torque and
turbine speed can increase the
system cost and its dependency
on generator parameters.

A quantum neural network
(QNN) was introduced into the
OTC method by [25] and
efficiency improvement was
recorded more than with
conventional OTC and NN.
Reference [26] proposed a fuzzy
inference-based MPPT method to
improve the OTC method. This
method enhances the MPPT
efficiency under fluctuating wind
speeds while ensuring
system stability.
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Table 2. Cont.

MPPT Technique Advantages Major Drawbacks Improvement

PSF

PSF has moderate performance
under fluctuating wind speeds
and high convergence speeds.
The system cost is less compared
to the TSR method.

The use of a mechanical sensor to
measure wind speed introduces
inaccuracies. Additionally, PSF is
less efficient and more complex
than the TSR and OTC methods.
Moreover, it requires knowledge
of wind turbine characteristics,
and can cause the generator to
stall when there are sudden
changes in wind speed.

The modified PSF as reported
by [7] has solved the issue of
generator stalling but raises
further issues, such as overshoot
of the control variables and
greater difficulty in tracking
the MPP.

P&O

The proposed method eliminates
the need for a mechanical sensor
and requires less memory, making
it simple to implement.
Additionally, it does not require
any prior knowledge of the
system parameters and
characteristics, resulting in lower
overall system costs. Although its
performance under intermittent
wind speed is moderate, it is still
a viable option.

Large step size causes oscillation
around the maximum power
point (MPP) while smaller step
size leads to slower response.
Both scenarios result in a loss of
MPP tracking and reduced
efficiency, particularly at varying
wind speeds. In addition, the
convergence speed is slow.

The drawbacks can be addressed
by adopting the followings:
Variable, Adaptive, and hybrid
step sizes concept [9]. The step
size was calculated using
trapezoidal rule in [38] which
successfully reduce
computational complexity of the
algorithms and eliminated power
oscillation at the MPP.

INC

The benefit of this method is
similar to P&O method but with
better convergence speed,
precision, and MPPT
tracking efficiency.

Slow convergence speed.
Oscillation at MPP

The INC method proposed
by [21] addresses the trade-off
between power and convergence
speed in P&O methods. Moreover,
the modified INC achieves a
better system with higher
dynamic performance, precision,
and fast convergence speed
compared to P&O.

ORB

No need for wind speed sensors
and look-up tables [16].
Furthermore, high convergence
speed than that of P&O and INC.
In addition, oscillations around
the MPPT are absent in
ORB method

Required large memory for
pre-obtained optimal
relation curve.
Required previous knowledge of
the system.

Reference [22] improved the ORB
method by using the P&O method
as an initialization algorithm for
online MPP search at local wind
speeds. This eliminated the ORB
method’s drawback by extracting
the necessary parameters for
its operation.

4.2. Intelligent-Based MPPT Methods

Due to its ability to easily solve problems involving complex mathematical models,
AI has proven attractive for applications in WEHS, particularly in the areas of design,
modeling, and performance optimization. When applied as a standalone or integrated
with the traditional MPPT controllers, AI-based algorithms have shown good results
by improving the performance, such as the speed and efficiency of MPPT controllers.
The following AI algorithms have been proposed by several researchers to improve the
method of tracking the MPP of WEHS. This includes fuzzy logic control (FLC), artificial
neural network (ANN), particle swarm optimization (PSO), ant colony algorithm (ACA),
Archimedes optimization algorithm (AOA), Cuckoo search (CS), grasshopper optimization
algorithm (GOA), multi-objective grasshopper optimization algorithm (MOGOA), electric
charge particle optimization (ECPO) and enhanced atom search optimization (EASO)
Technique. Figure 5 shows the list of recent AI algorithms that are applied in MPPT
controllers for WEHS. Accordingly, refs. [3,27–33] applied the standalone AI-based method
to track the MPP of WECS, while references [20,34,35] used the hybrid AI-based method.

348



Processes 2023, 11, 1420

The summary of the standalone AI-based (MPPT) algorithms and their contributions to
enhancing MPPT tracking in WEHS are provided in Table 3.

Figure 5. List of recent AI algorithms that are applied for MPPT controllers in WEHS.

Table 3. Role of standalone AI-Based MPPT Algorithms in Enhancing MPP Tracking for WEHS.

Intelligent MPPT
Type

Remarks Algorithm Performance Reference

FLC

The FLC (fuzzy logic control) controller has
demonstrated better power generation and faster
response time when compared to other
controllers such as P&O and ANN.

A power generation increase of
approximately 20 W was achieved
when compared to the P&O method.

[34]

ANN (MLP)

An Artificial neural network novel MPPT
algorithm was developed Combining an
intelligent modular multilayer perceptron (MLP)
approach with a simplified model of WEHS.

The model in [3] has achieved an
MPPT performance of 99.95% and
error of 3% was recorded

[3]

NN (MLP)
Similar approached as in [3], The result obtained
showed increased system robustness and fast
power response and improved power coefficient.

The system achieved a power
coefficient of 0.48 and a time response
of 5 s.

[32]

ANN

The use of the ANN as an alternative MPPT
algorithm resulted in improved MPP tracking
and quicker response times compared to the
P&O method.

Increase in power of approximately
30 W was achieved. [34]

ANN (RBF-NN)

Radial basis function-neural networks (RBF-NN)
was proposed to replace the need for
measurement instruments, eliminate system
errors, and minimize the size and cost of the
system. Compared with other AI based methods
such as backpropagation of NN and FLC, the
proposed RBF-NN method showed
better performance.

The response times for FLC, RBF-NN,
and BP-NN were 0.47, 0.46, and 0.42,
respectively. However, the BP-NN
method had the highest ripple factor
of 4%

[33]
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Table 3. Cont.

Intelligent MPPT
Type

Remarks Algorithm Performance Reference

RNN

A new control strategy for wind power systems
was proposed using integral sliding mode
control technique based on a recurrent neural
network (RNN) where optimal control signals
for maximum power extraction is estimated
using the RNN. Simulations show that the
proposed strategy outperforms existing control
strategies in power generation, disturbance
rejection, and robustness to parameter variations
and uncertainties. The proposed approach can
improve the performance and efficiency of wind
power systems.

The root mean square error (RMSE)
between the optimal power and the
tracked power was calculated
to be 0.153.

[27]

4.2.1. The Fuzzy Logic-Based MPPT Controllers

FLC is comprised of three main states process, fuzzification, inference, and defuzzifi-
cation. Fuzzification involves the conversion of physical inputs variables into fuzzy sets
(the error and the variation of the error) and the assigning of linguistic variables such as
the Negative Big (NB), Negative Medium (NM), Negative Small (NS), Zero (Z), Positive
Small (PS), Positive Medium (PM) and Positive Big (PB). The inference stage is the decision-
making phase where membership rules are set and also logical relationships between the
inputs and outputs variables are constructed, and finally, the fuzzy output is converted to
an equivalent numeric value by defuzzification [39].

The concept of FLC based MPPT controller applied to WEHS is explained in Figure 6
and the equivalent MPPT controller circuit is depicted in Figure 7. It consists of two input
variables that are fed to the fuzzy toolbox. The first variable is the error (ε(x)) which
represents the ratio of the current and voltage

(
I(x)
V(x)

)
and their derivatives

(
dI(x)
dV(x)

)
,

while the second input variable is the change in the error (Δ ε(x)), where Δ ε(x) = ε(x)−
ε(x − 1). The fuzzy toolbox processed the inputs and produced the perturbation parameter,
ΔD(x) as its output which in turn is used by the P&O MPPT controller as its input variable.
One of the advantages of integrating FLC in MPPT is that the controller can eliminate the
oscillation around the MPP, especially in the P&O method. Furthermore, the method does
not require the mathematical modeling of the WEHS since the variables of the controller
can change in accordance with the dynamic changes of the system. Additionally, wind
speed intermittency does not affect the performance of the method.

4.2.2. The Artificial Neural Networks (ANN) Based MPPT Controller

ANN is a numerical and symbolic-based learning technique that uses an arithmetic
process rather than logic for pattern recognition, prediction, optimizations, control, system
modeling and identification, signal processing, etc. [32,40]. ANN uses feedforward propa-
gation and backpropagation for parameters training, and once the training is performed,
the neural network produced almost the same output pattern for similar input data. This
ability makes the NN suitable for their applications as intelligence controllers. The concept
of ANN applied in the MPPT algorithm for WEHS, as proposed in [3,33], is depicted in
Figures 8 and 9. It is an intelligent multilayer perceptron (MLP) structure that is constructed
using Kolmogorov’s theorem [41], which states that the number of neurons ni for a hidden
layer is obtained by the expression: 2ni + 1. Accordingly, the MLP structures contain two
inputs, one hidden layer of K- neurons and one neuron output layer. The MLP is integrated
into a simple WEHS structure. The MLP is a typical example of a feedforward artificial
neural network.

The modular MPL in [3] is used to predict the mechanical rotational speed (ωm) of the
WT, which is used by the model to compute the optimal reference current for the rotor side
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converter. The MPP of the WEHS is tracked by the control mechanism at the rotor side
converter using the optimal current as a reference. In each operation mode of the modular
MLP and every dataset, ωm is estimated as a targeted output variable using the DC current
(idc) and DC voltage (vdc) as input variables.

 

Figure 6. Concept of FLC-based MPPT controller applied to WEHS.

 

Figure 7. Equivalent circuit of FLC-based MPPT controller [42].

Each training dataset, which comprises the target function and the inputs to the MLP,
was normalized according to Equations (25)–(27) using the mean and standard deviation of
respective variables.

ωm
n =

ωm − μωm

σωm

(25)

in
dc =

idc − μidc

σidc

(26)

vn
dc =

vdc − μvdc

σvdc

(27)

And the final normalized output of the rotational speed of the MLP is calculated using
Equations (28) and (29), the hidden layer activation function, and the corresponding linear
function of the output neuron.

Ni = fsgm(win,1ωm
n + win,2idc + win,k

)
(28)

ωm
n = w1N1 + w2N2 + w3N3 + w4N4 + wk Nk . . . + wout (29)
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where , win,1 . . . . win,k are weights connecting each successive inputs to the hidden layer
neurons, w1, w2, . . . wk are the weights connecting the output layer from the hidden
layer neurons.

Figure 8. The concept of ANN applied in the MPPT algorithm for WEHS.

Figure 9. The concept of RBF-NN applied in the MPPT algorithm for WEHS.

4.2.3. MPPT Using PSO Algorithms

The PSO algorithms are a type of intelligent optimization algorithm which belongs to
a class of optimization algorithms called metaheuristic algorithms. It is based on swarm
intelligence that is inspired by the social behavior of animals (particles) such as fishes or
birds (swarm) while searching for food in a physical space. The group of particles moves
around in a search space and is guided toward better solutions by a set of rules. The goal
of the algorithm is to find the global optimum (global best) of a given objective function by
having the particles converge at the optimal solution. The movement of particles toward
the optimal solution is influenced by the quality of their current position in the search
space as well as the position of other particles in the group and random perturbations. PSO
algorithms are often used to solve complex optimization problems that cannot be easily
solved using traditional optimization techniques. A simple concept of the PSO algorithm is
described in Figure 10.
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Figure 10. The simple concept of PSO Algorithm.

According to the figure, each particle in the swarm keeps track of its position
→
xi(t) in the

search space, which signifies the solution to the problem, and the velocity (
→
vi(t+1) of each

particle specifies its displacement in the searching space. Furthermore, ith particle personal
best position is denoted by Pb

i , and the global best position amongst all the particles is
denoted by Pg. The general mathematical model of the PSO is described as follows:

xi(t) is the current position of the particle, i ≤ 1 ≤ p, and p is the swarm population.
The new position of each particle is updated using Equation (30)

xi(t + 1) = xi(t) + vi(t + 1) (30)

where vi(t + 1) is the particle new velocity which is given by Equation (31)

vi (t + 1) = wvi (t) + c1r1

(
Pb

i (t)− xi (t)) + c2r2(Pg (t)− xi(t)) (31)

w, c1, and c2 are real values called inertia weight and acceleration coefficients, respec-
tively, and, r1 and r2 are uniformly distributed random numbers between 0 to 1.

The above two equations are simple rules to be obeyed by all particles in the swarm
for searching for the optimum solution to any given problem.

In a WEHS sense, the fitness function of each particle is calculated by Equation (32)

FFIT =
1

0.1 + abs(ω∗
r − ωr) ∗ abs(P∗

m − pm)
(32)

where ω∗
r and P∗

m are the reference rotor speed and mechanical power of the WT, respec-
tively, ωr and pm are the rotational speed and mechanical power of the WT at the wind
speed speeds, v.

An effective control MPPT algorithm based on the PSO was proposed by [43] to
maximize the efficiency of fixed-pitch wind turbines with double-fed induction generators
(DFIGs) by compensating for the errors in the estimation of the circuit parameters of the
generator. The MPPT algorithms provide the optimal reference speed that will maximize
the mechanical power below the rated speed of the DFIG, while electrical losses of the DFIG
are minimized by power management through the optimal rotor current, which is searched
by the PSO algorithm. Compared to the results of the conventional methods, the proposed
control algorithm has improved the energy generation of the system. Furthermore, in [20],
the PSO algorithm was used for RBFNN learning rates and inertia weight adjustment to
find their optimum values, as shown in Figure 11. Figure 12 depicts the steps of the PSO
algorithm process.

353



Processes 2023, 11, 1420

Figure 11. RBFNN-PSO MPPT Algorithm applied to WECS.

 

Figure 12. Flowchart for PSO algorithm.
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4.2.4. MPPT Method Using Other Optimization Algorithms

Other metaheuristic algorithms such as ant colony optimization algorithm (ACOA),
Archimedes optimization algorithm (AOA), Cuckoo search (CS), grasshopper optimization
algorithm (GOA), multi-objective grasshopper optimization algorithm (MOGOA), electric
charge particle optimization (ECPO), and enhanced atom search optimization (EASO) tech-
niques have been used for MPPT algorithms in WEHS, and the results of their performance
have shown very good improvement of the technique in terms of quick searching of the
optimum operation point of the WEHS. The different optimization algorithms that are used
for MPPT techniques for WEHS are summarized in Table 4.

Table 4. The summary of recent studies of various optimization algorithms used for MPPT in WEHS.

Intelligent MPPT
Type

Description Algorithm Performance Evaluation Reference

PSO

An effective control MPPT algorithm based on
the PSO was proposed to maximize the efficiency
of fixed-pitch DFIG WT by compensating the
errors in the estimation of the generator circuit
parameters. Compared to the results of the
conventional methods, the proposed control
algorithm has improved the energy generation
of the system.

More energy of 1.28% was generated [43]

ACOA

ACOA was developed and used to tune the PI
controller to determine its optimal parameters
for speed control. This approach increased the
power coefficient and overall performance of the
WEHS.

The system achieved a Cp of 0.453,
which is slightly higher than the
0.4518 achieved using a PI controller.
Additionally, an increase in power
output of 150 W was obtained.

[28]

AOA, GOA,
CSOA, ECPO,

The shortcomings of the HCS method in terms of
MPP tracking speed and efficiency were
successfully overcome using the AOA.
Compared with other optimization methods
such as CSOA, GOA, and ECPO, better
performance was obtained with AOA.

The system power generation has
increased to 102.20 W, 101.19 W,
78.30 W and 63.52 W respectively
with AOA, GOA, ECPO and
CSOA algorithm.

[29]

GOA and MOGOA

Fractional order sliding mode controller
(FOSMC) based on the traditional P&O method
was modified to incorporate the MOGOA. The
successful implementation of the MOGOA
significantly improved the system’s robustness
as well as its dynamic performance.

The proposed algorithm achieved an
integral of time multiple of absolute
error (ITAE) value of 4.18 and 1.48 s
for power overshoot and settling
time, while the conventional and
sliding mode control approaches
achieved values of 5.63 and 1.64 s.

[30]

EASO

An optimal solution of high quality and fast
system response was achieved using an EASO
technique developed for PMSG-based WEHS.
According to [30], the technique has a powerful
global search capability to track the MPP.

The proposed method achieved an
integral absolute error (IAE) control
benchmark of 0.1481, which is lower
than the values recorded for the PSO
and GA algorithms, which were 0.182
and 0.213, respectively.

[31]

4.3. The Hybrid MPPT Techniques

This method involves the combination of different kinds of traditional MPPT tech-
niques or involving AI-based algorithms in the MPPT method for tracking the maximum
power point of the WEHS. Accordingly, the hybrid MPPT methods are presented as hybrid-
traditional MPPT techniques, hybrid-traditional-AI MPPT techniques, or hybrid-AI MPPT
techniques. Various hybrid MPPT algorithms that were developed in recent years to
improve the performance of the traditional MPPT methods are discussed below.
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4.3.1. The Hybrid-Traditional MPPT

Hybrid traditional MPPT algorithms combine various traditional MPPT techniques
to track the maximum power point; it is more robust than the other algorithms in their
standalone form and can provide a better overall performance of the system. Table 5
provides a summary of hybrid MPPT algorithms based on the traditional MPPT techniques
that have been investigated and used in WEHS.

Table 5. Summary of Hybrid-Traditional MPPT Algorithms for WEHS.

Type of MPPT Algorithms Remarks Reference

P&O+PSF Improvement in power efficiency tracking was achieved with the hybrid MPPT [44]

ORB+P&O Combines ORB with a self-rotating P&O-based controller that improves the
tracking speed of the hybrid MPPT. [23]

P&O+OTC The OTC was employed to detect power peak point and reduce the perturbation
step size of the P&O algorithm to reach MPP. [24]

4.3.2. Hybrid Methods (Traditional and Intelligent)

Due to its intelligent ability to solve complex problems, AI-based methods are devel-
oped and integrated with the traditional MPPT methods, as presented in Table 6. This
will make the technique more robust and less dependent on the machine’s characteristics.
According to the literature, the combinations have successfully eliminated the drawback
of the traditional method and further enhanced the method’s reliability and efficiency.
Furthermore, the method’s tracking speed was improved, and its accuracy was increased.

Table 6. Summary of hybrid methods (traditional MPPT and intelligent) for WEHS.

Hybrid MPPT Name Description Algorithm Performance Evaluation Reference

P&O+FLC

Fuzzy logic controller (FLC) has been
integrated into the adaptive P&O MPPT
method which increased the computational
speed of the MPPT controller. Furtherly,
the new hybrid method successfully
eliminated the drawbacks of both the
standalone conventional adaptive P&O
MPPT and the FLC.

The proposed controller yielded a power
increase of 37.93% compared to the P&O
method and 17.65% compared to the FLC
controller. Additionally, 110 W more power
was generated with the proposed controller
than with the P&O method and 60 W more
than the FLC controller [45]. Moreover,
36.38% of energy yield was recorded with
the new controller in [46].

[42,45,46]

P&O+ANN
By integrating ANN into the traditional
P&O algorithm, an increase in accuracy
was achieved.

The new approach effectively monitored
the power coefficient at the optimal level of
0.35 and the nominal power generation of
3 MW.

[47]

ORB+ PSO

PSO was used in the ORB algorithm to
search for the maximum power coefficient.
The resulting hybrid algorithm provided
high efficiency

The PSO-ORBMPPT algorithm has a
tracking efficiency of up to 99.4%, which is
higher than that of conventional OTC and
ORB MPPT algorithms. Additionally, the
PSO-ORBMPPT algorithm harvests 1.9%
more electrical energy than the
conventional algorithms.

[48]

4.3.3. Hybrid Methods (Intelligent and Intelligent)

Hybrid intelligent methods, which combine different artificial intelligence techniques,
have been used in MPPT control in WEHS to improve the performance of the control system.

More studies were conducted to further enhance the MPPT algorithms’ performance
by combining several AI algorithms, the results of which are summarized in Table 7.
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Table 7. Summary of hybrid methods (intelligent and intelligent) for WEHS.

Types of Intelligent
MPPT Algorithm

Description Performance Metrics and Results Reference

FLC, NN

The controller in [34] which combined FLC
and NN has improved power harvesting
capability in a hybrid renewable energy
system (HRES) and shorter simulation time
to catch the MPP as compared to other
standalone methods such as P&O, FLC,
and ANN.

Compared to the standalone P&O, FLC,
and ANN methods, the hybrid method
achieved an increase in power generation
of 35 W, 15 W, and 5 W, respectively, in
the WEHS.

[34]

ANFIS

An Adaptive Neuro-Fuzzy inference
system (ANFIS) (MPPT) controller for
grid-connected WEHS was proposed. The
method described can extract the MP from
the wind by tracking the MPP
independently of the wind speeds.

The ANFIS controller resulted in a 37%
smaller voltage overshoot compared to the
PI controller. Additionally, a power
increase of approximately 7.64%
was achieved.

[35]

RBF-NN, MPSO

RBF-NN and modified PSO were
integrated into MPPT controller in [20], to
replace the conventional MPPT controller.
The hybrid combination was able to track
the MPP of the WEHS in addition to
estimating both the effective wind speed
and the rotational speed of the WT.
Increased in system reliability, and reduced
converters loss, size, and system cost were
also achieved.

The proposed hybrid method resulted in a
40% reduction in converter size and
produced highest power coefficient of
0.498, whereas other methods, such as
ENN+PSO, RBNN-GA, and RBFNN,
achieved lower power coefficients of 0.475,
0.47, and 0.43, respectively.

[20]

One of the hybrid intelligent methods used in MPPT control is the combination of a
neural network and a fuzzy logic controller. In this method, the neural network is used
to predict the wind turbine’s power output, while the fuzzy logic controller adjusts the
rotor speed to ensure that the turbine operates at the maximum power point. The neural
network can learn from past wind speed and power output data and use this information
to predict the turbine’s power output for a given wind speed. The fuzzy logic controller
can then adjust the rotor speed based on the predicted power output to ensure that the
turbine operates at its maximum power point.

5. Discussions

This section discusses the challenges of hybrid MPPT methods; the main challenges
posed by hybrid MPPT are the design and optimization of the hybrid algorithm. In addition,
the integration of different techniques can increase system complexity, which can have an
impact on the system’s reliability and stability. Furtherly, hybrid MPPT algorithm design
and optimization necessitate careful consideration of the system’s complexity, reliability,
and stability, as well as proper validation of the algorithm’s robustness and adaptability.
The following subsections discuss the different hybrids methods in detail.

5.1. Intelligent-Based MPPT Models

Recent advances in AI have resulted in the development of intelligent-based MPPT
algorithms with improved performance. Intelligent-based MPPT models, such as fuzzy
logic, neural networks, and genetic algorithms, on the other hand, provide better accuracy
and efficiency. These techniques can adapt quickly to changing environmental conditions
such as wind speed, temperature, etc., resulting in increased power tracking accuracy and
energy conversion efficiency. Furthermore, intelligent-based MPPT models can optimize
WEHS control parameters in real-time, resulting in improved system performance under
varying wind conditions.
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Moreover, intelligent-based MPPT models can overcome traditional MPPT method
limitations such as wind speed measurement dependency and system parameter uncertain-
ties. Fuzzy logic-based MPPT methods, for example, can effectively handle uncertainties
and nonlinearity, both of which are common challenges in wind energy systems. Simi-
larly, MPPT algorithms based on neural networks can adapt to changing environmental
conditions, resulting in improved system performance and increased energy conversion
efficiency. Furthermore, the intelligent-based MPPT method using optimization techniques
such as PSO and other metaheuristic algorithms such as ACOA, AOA, CS, GOA, MOGOA,
ECPO, and EASO techniques have been used for the MPPT in WEHS, and the results of
their performance have shown a very good improvement of the technique in terms of
quick searching of the WEHS’s optimum operation point [28–31,43]. Therefore, in terms
of accuracy, efficiency, and adaptability, intelligent-based MPPT methods outperform tra-
ditional MPPT techniques, resulting in optimal energy extraction from the wind source.
Thus, intelligent-based MPPT techniques are promising approaches for improving WEHS
application performance.

5.2. Hybrid Methods (Traditional and Intelligent-Based MPPT)

The traditional MPPT methods, such as P&O and INC techniques, are widely used.
Traditional MPPT methods have several performance limitations that can lead to decreased
efficiency and energy loss. The sensitivity of traditional MPPT techniques to system param-
eters and wind speed measurement is one of their primary limitations. Wind turbulence
affects the smooth functions of the anemometers, resulting in inaccurate measurement of
actual wind speed striking the wind turbine. As a result, traditional MPPT techniques may
result in inefficient operation and energy waste.

For improving WEHS performance, MPPT methods that combine traditional and
intelligent-based techniques have been proposed. These hybrid approaches seek to over-
come the shortcomings of traditional MPPT techniques while retaining their benefits.

For instance, hybrid MPPT methods can optimize WEHS control parameters in real-
time by allowing the tracking algorithm to be adjusted based on changing wind speed and
direction, resulting in improved system performance and maximum energy extraction from
the source under the rapid change in wind conditions.

The hybrid methods proposed by [42,45,46], which combine P&O and FL-based tech-
niques, can adapt to changes in wind speed and direction, resulting in improved tracking
accuracy and energy conversion efficiency. Similarly, hybrid MPPT methods that com-
bine P&O and neural network-based techniques yielded a hybrid system that successfully
tracked the System MPPT [47]. Therefore, resulting in improved system performance, such
as tracking accuracy and increased energy conversion efficiency.

5.3. Hybrid Methods (Intelligent and Intelligent)

Hybrid intelligent MPPT methods combine two or more intelligent techniques to
improve the MPPT algorithm’s performance. A hybrid approach, for example, that com-
bines FL and ANN-based techniques can overcome the limitations of each technique while
retaining their benefits. FL can handle uncertainty in system parameter values, whereas
ANN can adapt to changing environmental conditions and provide accurate predictions
of wind turbine power output. Similarly, the ANN is used to predict the wind turbine’s
power output, as in [34], while the FL controller adjusts the rotor speed to ensure that the
turbine operates at the maximum power point. The ANN can learn from past wind speed
and power output data and use this information to predict the turbine’s power output
for a given wind speed. The FL controller can then adjust the rotor speed based on the
predicted power output to ensure that the WEHS operates at its maximum power point.
When compared to other MPPT methods such as P&O, FLC, and ANN in their standalone
form, the hybrid method in [34] that combined FLC and ANN achieved improved system
power harvesting capability as well as a shorter simulation time to capture the MPP.
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Also, the method reported in [35], which utilized the MPPT strategy for grid-connected
WEHS based on the ANFIS, was capable of extracting the MP from the wind by tracking
the MPP regardless of wind speeds.

Furthermore, in [20], the hybrid combination of RBF-NN and MPSO was able to track
the MPP in addition to estimating the effective wind speed and the rotational speed of the
WEHS. Additionally, improving system reliability was achieved, and converter size, loss,
and cost were all decreased.

Overall, hybrid intelligent methods of MPPT in WEHS can improve the control sys-
tem’s performance and increase the system’s energy harvesting efficiency. These methods
can learn from past data and use optimization techniques to find the optimal solution for
maximizing power output, ensuring that the WEHS operates at their maximum potential.

6. Future Directions

Advancements in AI-based MPPT techniques for wind energy harvesting systems have
led to significant improvements in efficiency, accuracy, and overall system performance.
However, further research and development are still necessary to explore and implement
more advanced AI algorithms, such as reinforcement learning and other metaheuristic
optimization techniques, which can improve MPPT techniques even further. Developing
real-time MPPT systems that can adapt to rapidly changing environmental conditions
such as wind speed and direction can lead to more efficient and reliable wind energy
harvesting systems. While simulations are crucial for testing and validating AI-based
MPPT techniques, implementing these algorithms in real-world hardware systems can
provide valuable insights into their practical feasibility and performance under actual
operating conditions.

7. Conclusions

The optimization of wind energy harvesting systems’ power output using MPPT has
received considerable attention in the research community. Various methods have been
proposed for tracking MPPT in WEHS. While traditional techniques have been explored,
such as direct and indirect power control, they have certain drawbacks, such as a large
convergence speed, the need for system parameter information, the need for wind speed
measurement, and low power tracking efficiency. Even though traditional hybrid methods
showed an improvement in the WEHS performance, they suffer from other drawbacks,
such as the convergence speed of the algorithm, the need for wind speed measurement, and
system parameters dependency. AI-based techniques have the ability to swiftly adjust to
changes in environmental factors such as wind speed and temperature. Various intelligent-
based MPPT techniques, including fuzzy logic-based methods and those based on neural
networks, have been developed to improve energy conversion efficiency in wind energy
systems. Additionally, optimization techniques such as PSO and metaheuristic algorithms
such as ACOA, AOA, CS, GOA, MOGOA, ECPO, and EASO have been utilized, resulting
in significant improvements in quickly tracking the optimum operation point of the system.
Consequently, results in greater precision in MP tracking and an increase in the efficiency of
energy conversion. Hybrid MPPT algorithms comprising the traditional methods and AI-
based MPPT algorithms have been proposed. More improvement in system performance
has been achieved with the traditional-AI hybrid method by removing the algorithm’s
dependency on system parameters and the need for wind speed measurement. Furtherly,
AI-AI hybrid methods such as FL-ANN, where ANN is used to predict the wind turbine’s
power output while the FL controller adjusts the rotor speed to its optimal operating
point, has proved to be the most efficient method. The AI-based hybrid, in addition to
successfully removing the MPPT drawbacks, has also improved the algorithms’ robustness
and performance. This study focused on the review of AI-based MPPT methods, and their
performance was discussed briefly.

The findings revealed that AI-based methods, such as FLC-ANN, have the highest
performance in terms of efficiency and accuracy by combining the handling of uncertainty
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and robustness of FLC with the learning and adaptability of ANN, this hybrid approach
benefits from the strengths of both techniques. This synergy enables the FLC-ANN method
to better adapt to dynamic and non-linear environments, such as those presented by
varying wind speeds and directions, while also demonstrating robustness in the face of
uncertainties and system disturbances.

Therefore, it is encouraging to explore and evaluate new MPPT techniques that hy-
bridize with AI methods in wind power generation to improve the efficiency and reliability
of renewable energy generation systems.
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Abstract: Countries have started to aggressively undertake energy structure transformation strategies
in order to reach the objective of carbon neutrality. Both clean and efficient coal energy use and clean
energy use will be crucial to the process of changing the energy structure since the two cannot be
totally replaced within a short period of time. In this study, we quantify emotions as an irrational
factor, combine them with an evolutionary game using RDEU theory, and build an evolutionary game
model between government regulators and energy consumers. We then analyze how low-carbon
emotions of decision-makers affect their choice of strategy and the transformation of the energy
structure. The findings support that by affecting the relative importance of each strategic choice, emo-
tions have a profound impact on the evolutionary steady state of the system. Appropriate stress and
anxiety can increase decision-makers’ feelings of responsibility, while pleasant emotions frequently
support strategic conduct. The main countermeasures are as follows: Allow government regulators
and energy consumers to properly release positive information, with government regulators forming
subsidies and energy consumers actively cooperating and promoting low-carbon activities. This will
properly guide the low-carbon sentiment of game subjects to keep them realistically pessimistic.

Keywords: carbon neutrality; energy structure transition; low-carbon sentiment; RDEU; evolutionary game

1. Introduction

More fossil fuels are being used as science and technology improve, which is a factor
in the rising number of environmental problems. Achieving carbon neutrality has been
suggested as a solution to the issue of industrial emissions caused by the use of fossil
fuels [1]. These emissions have led to issues like the greenhouse effect. By 2050, it is
expected that hundreds of countries will be carbon neutral [2] and a number of them have
already incorporated carbon neutrality targets into their legal systems. Many nations have
begun the shift from fossil fuels to alternative energy sources. Supporting the transition of
the changing shape with the advancement of clean fossil fuels and new fuel technologies is
critical. As China’s economy expands and its CO2 emissions increase, so does its standard
of living, which drives up energy consumption [3]. According to data, China utilized
primary energy equal to 3512.8 million tons of oil in 2020, making up 26.1% of the entire
amount of energy consumed worldwide [4]. To accomplish carbon neutrality goals and
to handle the numerous socio-economic and environmental concerns involved, regional
energy transition strategies have been created to achieve low-carbon and sustainable
development. The phrase “energy transition” has been referred to in a variety of ways by
academics, including “sustainable energy transition” [3], “low carbon energy transition” [4],
and “green energy transition” [5]. As a result, reducing greenhouse gas emissions is
essential to reducing global warming, its impacts, and the ensuing socioeconomic and
environmental issues. Alternative energy sources have been suggested, including examples
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include the construction of numerous hydroelectric power plants in the Iberian Peninsula
and the continued improvement of wind energy generation in Xinjiang [6,7], the gradual
advancement of solar energy storage [8], alternative technologies using materials, such
as graphene as batteries [9], microbial fuel cell technology [10], and nuclear fission power
systems [11,12], all of which have gradually matured, leading to an increase in the share of
clean energy in all electricity. As China’s economy expands and its CO2 emissions increase,
so does its standard of living, which drives up energy consumption [13]. According to data,
China utilized primary energy equal to 3512.8 million tons of oil in 2020, making up 26.1%
of the entire amount of energy consumed worldwide [14], it is anticipated that the carbon
neutrality goal would be attained by 2060.

China is the country under the most pressure to reduce its emissions and use of energy.
Despite fluctuations in economic growth due to the COVID-19 epidemic, China’s electricity
and energy consumption were still increasing significantly in 2020 [15]. As the main source
of energy for power generation, half of fossil energy consumption comes from coal, but the
share of clean energy generation has grown significantly [16]. In 2020, 64.7% of China’s total
power generation came from coal-fired power generation, with hydro-power generation
ranking second and accounting for only 16.9% [14]. The country’s level of urbanization is
still rising, and the industrial structure’s impact on the environment, which depends heavily
on the combustion of fossil fuels in all areas, is becoming progressively worse [17]. In recent
years, smart mines have also been developed with government regulation, emergency
response capabilities, and clean coal technologies [18–20], which can operate in low-carbon
and in a clean manner while achieving energy conservation [21]. Although green energy
sources, such as wind, tidal, and biomass fuels, have relatively little environmental impact,
they have the drawback of being unstable and intermittent in their supply [7], which raises
the possibility of energy security risk events and jeopardizes the security of the energy
supply. This indicates that the use of fossil energy, represented by coal resources, currently
dominates the whole energy cycle and is unlikely to alter very soon [22]. Due to technology
and other circumstances, the development of new energy applications and development
in China is uneven. For example, the development of solar energy, hydrogen energy, and
other clean energy sources is still at a very early stage. Due to this, clean energy and coal
have been in a constant state of competition, with the latter unable to fully replace the
former for an extended length of time. However, clean energy research and utilization have
allowed for the safe and effective use of coal. Therefore, coordinating the development of
both coal energy and clean energy within the framework of carbon neutrality is a key part
of the energy structure change that needs to be dealt with.

The rest of the essay is organized as follows: The literature on the subject of this
research is reviewed in Section 2, along with a brief description of the innovation points.
The concerns related to research theory are presented in Section 3. Based on the RDEU
theory, Section 4 creates an evolutionary game model. The game topics are subjected to
stability and asset allocation stability analysis in Section 5. Section 6 runs the model’s
primary simulation. The study’s findings, managerial lessons learned, and inadequacies
are presented in Section 7.

2. Literature Review

2.1. Progress of Research on Energy Structure Transition

Analysis of energy strategy games has begun. In order to capture the drivers of the
energy transition and in order to simulate and discuss the evolutionary process and evolu-
tionary stabilization strategies to support the development of hydrogen-powered vehicles
and solar photovoltaic hydrogen production, Wang et al. [23] analyzed a partnership con-
sisting of an investment company, hydrogen-powered vehicle users, and solar photovoltaic
power plants. To replicate and explain the evolutionary process, Wang et al. [24] proposed
a partnership of carbon exchange, solar power plants, and coal-fired thermal power plants.
Hou et al. [25] proposed a new conceptual model, the institutional economic-technical
behavioral framework, to synthesize the similarities and differences in energy transitions
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in various nations. The German energy transition plan is significant as a framework for
fostering the growth of renewable energy, as per Gao et al. [26] ’s comprehensive analysis
of several strategies for boosting renewable energy during the energy transition. In order
to investigate whether the relationship between the government and the public can encour-
age manufacturers to adopt low-carbon technologies by examining the interaction effects
between various stakeholders, Chen et al. [27] developed a three-way game model between
the government, manufacturers, and the public under carbon taxes and subsidies. In order
to study how financial penalties impact players’ tactics and the evolutionary process of
optimizing financial penalties, Chang et al. [28] developed a mixed strategy game model
and an evolutionary game model for regulators and conventional energy corporations. The
application of game theory has been well proven in the study of energy transition, and the
theory of evolutionary games can explain how different strategic decisions may have an
influence on the entire energy transition system.

2.2. The Use of Evolutionary Games in Energy Structure Transformation

Evolutionary game theory offers a reasonable analytical framework, given that energy
structural transformation is a gradual and ongoing process rather than a sudden change
that occurs only once. Many academics have conducted pertinent studies on energy transi-
tions using this evolutionary game framework. In a three-way evolutionary game model
that included regulators, energy companies, and whistleblowers, Yang et al. [29] discov-
ered a substantial association between the likelihood of a whistleblower, the likelihood
of active management by energy companies, and the likelihood of rigorous monitoring.
Zhao et al. [30] analyzed the behavioral strategies of generators in connection to renewable
energy and the influence of important institutional characteristics on the dynamic evolu-
tionary process of generators. According to Qiao and Yin [31], who used an evolutionary
game model based on psychological perceptions, strategic choices made by consumers
and companies are essential to the effective implementation of the energy transition. In
order to study two different types of power generation enterprises, Liu et al. [32] used
an evolutionary game approach and a numerical simulation method of scenario analysis
to study two different types of power generation enterprises. In order to deal with the
complex relationship between the Chinese government, thermal power producers, and
grid companies, Shang et al. [33] used a system dynamic (SD)-based evolutionary game.
They came to the conclusion that the Chinese government must strictly enforce the renew-
able portfolio standard in order to promote green and low-carbon upgrading of energy
and electricity (RPS). By examining the many actions each decision-maker in the process
takes, these studies have concentrated on how the entire decision-making system changes
to support the transition in the energy mix. However, are decision-making processes in
government agencies and energy users entirely rational? It is unknown if additional factors
have any role in their decision-making.

2.3. Progress of Emotions in Related Research

Nevertheless, research has shown that psychological preferences and feelings have an
effect on decision-makers’ inclinations and decisions, both in terms of long-term direction
and contingency influences [34,35]. As an example, negative emotional states can have a
direct impact on risk-taking behavior and decision-making [36]. Since decision-makers
are limited in their rationality, in their behavioral choices, and have limited access to
information, which can reveal different preferences and subsequently different emotions,
emotions play a significant role in decision-making [37]. Decision-makers have varied
psychological preferences and risk attitudes as a result of their differing values, interests,
and contingent emotions [38]. Both government regulators and energy users experience
emotions as a result, and these feelings can further affect their choices. The emotional
attitudes of the participants in the energy structure transition towards the transition will
have a significant impact on policy practices. However, the traditional evolutionary game
does not take into account the psychological preferences and emotions of each player, so

365



Processes 2022, 10, 1650

further improvement and refinement are required. The rank-dependent expected utility
(RDEU) theory and evolutionary games have been merged. To create a co-evolutionary
game model of shared manufacturing quality innovation with multi-subject involvement
and examine how emotions impact quality improvement motivation, Zhang et al. [39]
merged the RDEU theory with evolutionary game theory. To create an RDEU game model
for various sectors, Ni et al. [40] merged game theory with the RDEU theory. They came to
the conclusion that different emotional states and intensities impact evolutionary outcomes
and evolutionary speed. Emotions are less often taken into account as an influencing
element in research pertaining to the evolution of energy transitions, however. As a result,
this article takes the impact of each game subject’s low-carbon sentiment into account
and builds an evolutionary game model that takes carbon sentiment into account using
the RDEU theory. The mutual synergistic development of coal energy and clean energy
is translated into the question of the impact of the share of coal and clean energy in the
energy structure transformation on the energy structure transformation based on the issue
of the share of coal and clean energy in the integrated energy consumption. Government
regulators and energy consumers won’t always act rationally in the face of energy structural
transformation. In order to promote the efficient use of coal energy, the quick development
of clean energy, and new advancements in energy structural transformation, we must first
understand the effects that various emotions will have on people’s decision-making and
behavior, as well as on energy structural transformation.

Major research findings and importance of the study:

(1) In the new condition of energy structure transformation, coal energy and clean energy
have been in a position of reciprocal gaming with regard to carbon neutrality. This
paper discuss the effects of the shift to a cleaner energy mix after analyzing the
decisions chosen by energy consumers and government regulators about the usage of
efficient and clean coal.

(2) This paper creatively introduces the factor of low-carbon sentiment, where decision-
makers are not in a fully rational state, and analyzes the impact of various low-carbon
sentiments of government regulators and energy consumers on decision-making
behavior and energy structural transformation. This is in contrast to other traditional
studies exploring energy structural transformation.

(3) It contributes to the expansion of evolutionary game theory and applications by
building a sentiment model that naturally combines evolutionary game theory and
the RDEU theory to explain the tactical decisions chosen by government regulators
and energy consumers under various sentiments and risk aversions.

3. Theoretical Assumptions

The Rank-Dependent Expected Utility Theory

Government regulators and energy consumers may have different attitudes toward
clean energy options due to their dependence on coal and their usage habits, and thus
different emotions in their strategy choices, as a result of the limited information available
to them in the face of the energy transition process. Their psychological preferences and risk
attitudes may also irrationally shift as a result of interest claims and situational emotions.
The psychological interests and emotions of decision-makers may be well explained by
the RDEU theory [41], which was put out by Quiggin [42]. It can “satisfactorily” explain
the real decision-making behavior in a complicated model and accurately portray the
great variability of decision-makers’ emotions [43]. A real-valued function V defined by a
utility function U(x) and a decision weight function π(x) is used to express the level of the
decision-maker’s preference for various options.

The function expression is:

V(x, u, π) =
n

∑
i=1

π(xi)U(xi), i = 1, 2, 3, · · · , n (1)
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The method’s cumulative probability function is RPi = P(X ≤ xi) =
n
∑

τ≥i
pi, i = 1, 2, · · · n

for the set of strategies X = {xi; i = 1, 2, · · · n} and P = {X = xi} = pi. Assuming that the
methods xi are ordered according to the amplitude of the utilitarian calculus U(x) and
defining x1 > x2 > · · · > xn, the utilitarian rank of the technique xi is defined as RPi. The
bigger the strategy’s utility, the higher its cumulative probability, and as a result, the more
importance the strategy utility will have in the choice.

At this stage, the sentiments function, which is an asymptotic growing func-
tion fulfilling ω(0) = 0, ω(1) = 1, is represented by the decision weight function,
π(x) = ω(pi + 1 − RPi)− ω(1 − RPi), where ω(·) is the function.

The potential of X ≤ x being increased or decreased is possible by the function ω(·).
Here are the following three situations:

(1) ω(·) is a concave function when ω(p) < p. ω(·) reduces the likelihood of X ≤ x for
any p ∈ [0, 1], demonstrating the participants’ pessimism.

(2) ω(·) is a convex function when ω(p) > p. ω(·) widens the likelihood of X ≤ x for
any p ∈ [0, 1], demonstrating the participants’ optimism.

(3) The possibility is unchanged when ω(p) = p, a sign that people are in a rational mood.

RDEU theory addresses decision weights by non-linearly altering the utility theory in
traditional game theory. As a result, the shortcomings of conventional game theory in the
attitude dimension can be partially compensated for by the RDEU theory. Additionally, by
incorporating this theory, evolutionary game analysis can more objectively and accurately
depict each participant’s emotional state in the energy structure conversion and the impact
of their psychological response on the structure’s conversion.

4. Game Model Construction

4.1. Illustration of Relevant Gaming Concepts

Many academics have taken notice of the RDEU theory because it corrects the flaws in
conventional game theory that do not adequately account for actual emotions [44] by taking
into account how players’ emotions may affect their decision-making behavior. An RDEU
eagle-dove game model was created by Li et al. [45] to help resolve trade disputes between
nations by taking into account the impact of corporate interests, conflict costs, “emotional
variables,” and “asymmetric elements” on enterprises’ strategic decisions. The RDEU game
model was developed by Liu et al. [46] after analyzing the equilibrium tactics of subject
nations and stakeholders in the marine pollution industry from various interest vantage
points. This model is crucial for researching international relations and environmental
protection. A conflict-inducing game mechanism-relative expected utility theory (RDEU)
evolutionary game model was created by Hong et al. [47] to investigate the evolution
of the strategic behavior of expropriated farmers and local governments when emotions
are present. In conclusion, the RDEU-based evolutionary game analysis may efficiently
investigate how players’ emotions affect their behavior while making decisions and may
provide a more plausible depiction of the behavioral development of each game topic.

4.2. Model Hypothesis

Hypothesis 1 (H1). In this study, the evolutionary game model is used for two finitely rational
parties: energy consumers and government regulators. In the course of the game, one side alters their
strategy in the energy structure transition, while the other side modifies their options in reaction
to the other side’s decision-making behavior. Each player in the game makes a tactical decision
based on the illogical influence of emotion. Government regulators may play the energy structure
transformation game in one of two ways: (1) To put green regulations into effect. The regulator
adopts the green and low-carbon guiding philosophy and effective supervision with environmental
protection as a prerequisite in the process of energy structure reform and development. (2) The
use of traditional monitoring. In the process of developing and transforming the energy structure,
supervisory measures are implemented using the notion of conventional management as a guiding
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thought. Additionally, there are two energy consumer strategy choices: (1) Put integrated energy
utilization into practice and consumption practices that combine renewable energy with coal as a
source. (2) The use of coal in a clean and effective manner and the practice of consuming energy
only via the clean and effective use of coal as a fuel. In this paper, wind, hydroelectric, solar, and
nuclear energy are examples of clean energy since they are all renewable energy sources with minimal
environmental impact.

Hypothesis 2 (H2). Single coal energy and integrated energy are two categories that are separated
based on the amount of energy used. In contrast to clean energy, which is difficult to store, expensive,
and unstable but is a new type of energy whose environmental impact is minimal and difficult
to cause, China’s coal energy reserves are substantial, cheap, easy to transport, and also have the
qualities of easy storage and high stability. The fact is that clean energy cannot, in a short amount of
time, replace coal energy as the primary source of energy consumption; nonetheless, clean energy
utilization and coal energy clean utilization work in tandem and grow together. In this study, x1
stands for the externalized costs caused by the use of coal, such as high levels of air pollution and a
high environmental burden, whereas x2 stands for those caused by the use of clean energy, such as
supply instability. Positive externalities, such as a reliable supply from the use of coal, are marked
by y1, while positive externalities, such as environmental friendliness from the use of renewable
energy are denoted by y2. a and b reflect the respective percentages of coal and clean energy in the
total energy consumption. q is the probability of occurrence of potential systemic risks in the process
of energy structure transformation, and L is the hazards/damage of potential systemic risks in the
process of energy structure transition.

Hypothesis 3 (H3). In order to utilize coal and create clean energy efficiently, green regulations
will force government regulators to develop appropriate inputs and outputs, and energy consumers
will likewise carry out certain inputs and outputs. The government regulators will implement
specific measures as part of the energy restructuring process to encourage the use of clean energy
and the clean and efficient use of coal, with the number of subsidies being l1 and l2, and to encourage
energy consumers to consider the advantages of environmental friendliness. Only when both
government regulators and energy consumers make the right policy decision does the energy usage
system reach a state that is secure and stable. Both parties’ decision-making practices may influence
one another, or a systemic risk event may happen as a result. According to the concept of risk sharing,
risk is transferred, and the amount of risk transfer is quantified by a risk transfer factor.

5. Model Optimization Analysis Considering Heterogeneous Emotions

Under the influence of emotional factors, the subjective probability function becomes
ω(mi) = mir. When r = 1 the subjective probability value is the same as the objective
probability value, and the game subject does not have emotions; when (r < 1) the subjective
probability value is greater than the objective probability value and the game subject is
optimistic; when (r > 1) the subjective probability value is smaller than the objective
probability value, and the game subject is pessimistic.

Based on the assumptions of the underlying model in Section 2 and the relevant
principles of RDEU theory, the rank-dependent expected utility models of government
regulators and energy consumers under different strategies adopted are constructed, where
parameter r1 denotes the sentiment status of the government regulator, and the emotional
intensity of energy consumers is represented by parameter r2.

5.1. Stability Analysis of Government Regulators’ Strategies Considering Low-Carbon Sentiment

Based on the correlation between the dimensions of cost, benefit, reward, and punish-
ment, the utility rating for the government regulators’ four strategy options is:

a(y1 − x1 − S + l1) + b(y2 − x2 − T + l2)− c1 > y1 − x1 − S + l1 − c1 − βηLq

> a(y1 − x1) + b(y2 − x2)− θLq > y1 − x1 − Lq
(2)
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As a consequence, the utility, probability, rank, and decision weights applicable to
each of the government regulators’ strategies are shown in Table 1.

Table 1. Ranking of the expected benefits of government regulators, taking into account sentiment.

the Effectiveness of Government
Regulators’ Strategies

Probability Rank Decision Weights

a(y1 − x1 − S + l1) + b(y2 − x2 − T + l2)− c1 mn 1 ωA(mn)

y1 − x1 − S + l1 − c1 − βηLq m(1 − n) 1 − mn ωA(m)− ωA(mn)

a(y1 − x1) + b(y2 − x2)− θLq (1 − m)n 1 − m ωA(m + n − mn)− ωA(m)

y1 − x1 − Lq (1 − m)(1 − n) 1 − m − n + mn 1 − ωA(m + n − mn)

The expected benefits of “green regulation” and “regular regulation” by government
regulators are U1m and U2m. The average expected return for government regulators is
Um. Government regulators replicated the dynamic equation as F(m). Specific formula
content and derivation data is supported by the Equations (S4)–(S6) are provided in the
Supplementary Materials Section.

5.2. Stability Analysis of Energy Consumers’ Strategies Considering Low-Carbon Sentiment

Based on how the dimensions of costs, benefits, incentives, and penalties relate to one
another, the utility score for the energy consumers’ four strategy options is as follows:

a(−c2 + w1 + S) + b(−c3 + w2 + T) > −c2 + w1 + S − ηLq

> a(−c2 + w1) + b(−c3 + w2)− βθLq > −c2 + w1 − Lq
(3)

As a consequence, the utility, probability, rank, and decision weights applied to each
of the energy consumers’ strategies are shown in Table 2.

Table 2. Expected utility of energy consumers’ rank dependence considering emotions.

Energy Consumers Strategy Utility Probability Rank Decision Weights

a(−c2 + w1 + S) + b(−c3 + w2 + T) mn 1 ωB(mn)

−c2 + w1 + R − ηLq m(1 − n) 1 − mn ωB(m)− ωB(mn)

a(−c2 + w1) + b(−c3 + w2)− βθLq (1 − m)n 1 − m ωB(m + n − mn)− ωB(m)

−c2 + w1 − Lq (1 − m)(1 − n) 1 − m − n + mn 1 − ωB(m + n − mn)

The expected benefits of “integrated energy use” and “clean and efficient use of coal”
for energy consumers are U1n and U2n. The average expected return for energy consumers
is Un. The energy consumers replicated the dynamic equation for F(n). Specific formula
content and derivation data is supported by the Equations (S7)–(S10) are provided in the
Supplementary Materials Section.

5.3. Analysis of Strategy Portfolio Stability

Government regulators may attain local stability by pursuing a green regulatory
approach when conditions are m = 0, m = 1, or m = m∗. Consumers of energy in phases
n = 0, n = 1, or n = n∗ decide on an integrated energy usage plan to promote localized
stability. As a result, the evolutionary game model’s five partial equilibria are E1(0, 0),
E2(0, 1), E3(1, 0), E4(1, 1), and E5(m∗, n∗).
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Among them:

m∗ = [(a − 1)(−S + l1) + b(−T + l2) + βηLq + θLq − Lq]n + 2(h1 − d1)− S + l1 − c1 − βηLq − Lq
[(a − 1)(−S + l1) + b(−T + l2) + βηLq + θLq − Lq]n + a(−S + l1)− c1 − βηLq + Lq

n∗ = [(a − 1)(−c2 + w1) + (a − 2)R + b(−c3 + w2) + bD + 2ηLq − 2βθLq − Lq]m + R − ηLq + Lq
[(a − 1)R + bD + ηLq + βθLq]m + (1 − a)(−c2 + w1) + R − b(−c3 + w2) + βθLq − ηLq

Since the Jacobian matrix’s value depends on the values of the model parameters, it
changes depending on the players’ feelings and emotions, which also affects the equilib-
rium points that are determined. Therefore, based on the various feelings and emotions of
the game subjects, this article analyzes the stability of the strategic portfolios of govern-
ment regulators and energy consumers, which includes four scenarios: (rational, rational),
(rational, emotional), (emotional, rational), and (emotional, emotional).

Scenario 1. Rational government regulators and rational energy consumers.

The attitude parameters r1 = 1, r2 = 1 are now applicable when government regulators
and energy customers are both sensible. The strategy portfolio’s stability analysis at this
stage is shown in Table 3 after the sentiment parameter has been included in each replication
dynamic equation.

In Table 3, there are two saddle points in the system when government regulators
are rational and energy consumers are rational. When condition (A1 − 2A2 − 2A3 − A4 +
A5)(B1 − 2B2 − B3 + B4) − (A1 − A2)(B1 − B2) > 0 A1 − 2A2 − 2A3 − A4 + A5 + B1 −
2B2 − B3 + B4 < 0 is fulfilled,E4(1, 1) is a stable point in the system, when the government
regulators’ strategy choice is stable in green regulation and the energy consumers’ strategy
choice is stable in integrated energy use; it also becomes a stable point in the system’s
evolution when certain conditions are met.

Table 3. Stability analysis of the strategy portfolio under rational government regulators’ and rational
energy consumers’ scenarios.

Equilibrium
Point

∂F(m)
∂m

∂F(m)
∂n

∂F(n)
∂m

∂F(n)
∂n Det(J) Tr(J) Consistency

E1(0, 0) 0 0 0 0 0 0 Unstable

E2(1, 0) −A3 − A4 + A5 A1 − A2 0 0 0 × Unstable

E3(0, 1) 0 0 B1 − B2 −2B3 + B4 0 × Unstable

E4(1, 1) A1 − 2A2 − 2A3

−A4 + A5

A1 − A2 B1 − B2 B1 − 2B2 − B3 + B4 × × Saddle Point

E5(m∗, n∗) Saddle Point

Scenario 2. Government regulators’ sentiment and energy consumers’ sentiment.

The sentiment parameters are r1 	= 1, r2 	= 1, the sentiment of government regulators
and energy customers. The strategy portfolio stability analysis is displayed in Table 4, after
adding the sentiment parameters to each replication dynamic equation.

In Table 4, there is a saddle point in the system at the government regulators’ sentiment
and energy consumers’ sentiment. When condition r1(A1 − 2A2 − 2A3 − A4 + A5)[r2(B1 −
B2 − B3 + B4)− r1B2]− (r2 A1 − r1 A2)r1(B1 − B2) > 0, r1[A1 − 2A2 − 2A3 − A4 + A5] +
[r2(B1 − B2 − B3 + B4)− r1B2] < 0 is fulfilled,E4(1, 1) is a stable point in the system, when
the government regulators’ strategy choice is stable at green regulation and the energy
consumers’ strategy choice is stable at integrated energy use. The specific value of the
sentiment parameters r1, r2 cannot be determined, and as a result, the stability of the local
equilibrium point E5(m∗, n∗) is dependent on the specific value and sentiment intensity.
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At the same time, the intensity of the sentiment of government regulators and energy
consumers is unknown.

Table 4. Analysis of the stability of the strategy portfolio under various scenarios, including the
attitudes of regulators and consumers of energy.

Equilibrium
Point

∂F(m)
∂m

∂F(m)
∂n

∂F(n)
∂m

∂F(n)
∂n Det(J) Tr(J) Consistency

E1(0, 0) 0 0 0 0 0 0 Unstable

E2(1, 0) r1(−A3 − A4 + A5) 0 0 0 0 × Unstable

E3(0, 1) 0 0 0 r2(−B3 + B4)

−r2B3

0 × Unstable

E4(1, 1) r1(A1 − 2A2 − 2A3

−A4 + A5)

r2 A1 − r1 A2 r1(B1 − B2)
r2(B1 − B2 − B3

+B4)− r1B2

× × Saddle Point

E5(m∗, n∗) Specific values and emotional intensity are necessary for stability

Scenario 3. Government regulators rational, energy consumers emotional.

The emotional parameters r1 = 1, r2 	= 1 occur when government regulators are
rational and energy customers are emotional. The strategy portfolio stability analy-
sis is displayed in Table 5 after adding the sentiment parameters to each replication
dynamic equation.

In Table 5, there is a saddle point in the system when the government regulators are
rational, and the energy consumers are emotional. When condition (A1 − 2A2 − 2A3 −
A4 + A5)[r2(B1 − B2 − B3 + B4)− B2]− (r2 A1 − A2)(B1 − B2) > 0, r1[A1 − 2A2 − 2A3 −
A4 + A5] + [r2(B1 − B2 − B3 + B4)− r1B2] < 0 is fulfilled, E4(1, 1) is a stable point in the
system, when the government regulators’ strategy choice is stable at green regulation
and the energy consumers’ strategy choice is stable at integrated energy use. However,
because the emotional intensity of energy consumers is unknown, the particular value of
the emotional parameter r2 cannot be established, and the stability of the local equilibrium
point E5(m∗, n∗) depends on the specific value and emotional intensity.

Table 5. Stability examination of strategy portfolios under scenarios with rational government
regulators and optimistic energy consumers.

Equilibrium
Point

∂F(m)
∂m

∂F(m)
∂n

∂F(n)
∂m

∂F(n)
∂n Det(J) Tr(J) Consistency

E1(0, 0) 0 0 0 0 0 0 Unstable

E2(1, 0) −A3 − A4 + A5 −A2 0 0 0 × Unstable

E3(0, 1) 0 0 B1 − B2
r2(−B3 + B4)

−B3

0 × Unstable

E4(1, 1) A1 − 2A2 − 2A3

−A4 + A5

r2 A1 − A2 B1 − B2
r2(B1 − B2 − B3

+B4)− B2

× × Saddle Point

E5(m∗, n∗) Specific values and emotional intensity are necessary for stability

Scenario 4. Government regulators’ emotions and energy consumers’ rationality.

The rationality of energy consumers, government regulators, and emotional parame-
ters are r1 	= 1, r2 = 1. The strategy portfolio stability analysis is displayed in Table 6 after
adding the sentiment parameters to each replication dynamic equation.
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Table 6. Stability analysis of strategy portfolios under government regulators’ sentiment and energy
consumers’ rationality scenarios.

Equilibrium
Point

∂F(m)
∂m

∂F(m)
∂n

∂F(n)
∂m

∂F(n)
∂n Det(J) Tr(J) Consistency

E1(0, 0) 0 0 0 0 0 0 Unstable

E2(1, 0) r1(−A3 − A4 + A5) A1 0 0 0 × Unstable

E3(0, 1) 0 0 0 −B3 + B4

−r1B3

0 × Unstable

E4(1, 1) r1(A1 − 2A2 − 2A3

−A4 + A5)

A1 − r1 A2 r1(B1 − B2)
B1 − B2 − B3

+B4 − r1B2

× × Saddle Point

E5(m∗, n∗) Specific values and emotional intensity are necessary for stability

In Table 6, there is a saddle point in the system when the government regulators are
emotional and the energy consumers are rational. When condition r1(A1 − 2A2 − 2A3 − A4 +
A5)[(B1 − B2 − B3 + B4)− r1B2]− (A1 − r1A2)r1(B1 − B2) > 0, r1[A1 − 2A2 − 2A3 − A4 +
A5] + [(B1 − B2 − B3 + B4)− r1B2] < 0 is fulfilled,E4(1, 1) is a stable point in the system,
when the government regulators’ strategy choice is stable at green regulation and the energy
consumers’ strategy choice is stable at integrated energy use. In addition, the precise value
of the sentiment parameter r1 cannot be identified, and the stability of the local equilibrium
point E5(m∗, n∗) depends on the specific value and sentiment intensity, which makes it
impossible to estimate due to the unknown sentiment intensity of government control.

6. Analysis of Simulation

Based on the various emotional states of government regulators and energy customers,
the preceding section examines the stability of the strategy portfolios of both groups, which
includes four situations: (rational, rational), (rational, emotional), (emotional, rational),
and (emotional, emotional). The game subject’s emotional state may be further separated
into optimistic and pessimistic states while it is in a certain emotional state, and the precise
mechanisms by which optimistic and pessimistic emotional states affect the development
of the game subject’s behavior are likewise distinct. Therefore, on the basis of the previous
four scenarios, this section provides further analysis of the evolutionary stability of the
system in the nine specific scenarios (rational, rational), (optimistic, pessimistic), (pes-
simistic, pessimistic), (pessimistic, rational), (rational, optimistic), (rational, pessimistic),
and (optimistic, optimistic).

MATLAB was utilized for the simulation study in order to examine the development
of the energy structure transition more intuitively. The analysis of the trend of the system’s
development is not a change in particular values, and evolutionary game simulation is not
a quantitative process, but rather a qualitative one. On the basis of the preceding part, it
is appropriate to take values within a specified range, and the approach [39] employed is
comparable and reasonable, especially mentioning the rules and framework for setting
parameters [48,49]. Table 7 details the precise parameter values.

Table 7. Parameter settings.

Parameters m n c1 c2 c3 R D l1 l2 x1 x2 w1 w2 y1 y2

Initial Value 0.5 0.5 2 2 3 1.5 1.5 2 2 1.5 1.5 5 3 2 2

Parameters a b q L r1 r2 θ η β

Initial Value 0.7 0.3 0.5 5 1 1 0.5 0.5 0.2
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6.1. (Rational, Rational) State Analysis

Figure 1 depicts the equilibrium plan where energy users and government regulators
are both rational actors, when r1 = 1, r2 = 1. The game has a mixed strategy Nash
equilibrium. The likelihood of green regulation by governing bodies is low, ranging
between 0.1 and 0.2, while the likelihood of integrated energy usage by energy customers
is high, convergent to a steady one.

Figure 1. The development of the game’s strategy in a (rational, rational) condition.

6.2. (Emotion, Emotion) State Analysis

Figure 2 depicts the optimal approach when both energy users and regulatory agencies
are optimistic, i.e., when r1 < 1, r2 < 1. The likelihood that government regulators would
choose green regulation somewhat declines as both government regulators’ and energy
users’ excitement grow. The likelihood that users of energy will choose integrated energy
consumption converges and stabilizes at one. The mixed-strategy Nash equilibrium point is
moved to the coordinate region’s top left corner. According to the aforementioned research,
government regulators are more susceptible to optimism than electricity generated, and
their regulatory activism lowers when they are unduly enthusiastic about the structural
revolution of energy.

Figure 2. The development of the game’s strategy in a (optimistic, optimistic) condition.
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Figure 3 depicts the equilibrium plan when both energy users and regulatory agencies
are pessimistic, i.e., when r1 > 1, r2 > 1. The likelihood that government regulators will
choose green regulation rises as pessimism among government regulators and energy
consumers intensifies. The mixed strategy Nash equilibrium point shifts to the upper right
of the coordinate region as the probability of the energy consumers choosing integrated
energy use converges to 1, but the probability of the energy consumers choosing integrated
energy use declines when the pessimism of government regulators and energy consumers
is too great. According to the aforementioned findings, a healthy dose of pessimism can
maintain energy consumers’ high levels of willingness to integrate energy use and boost
government regulators’ willingness to enact green regulations, but an excessive amount
of pessimism deters both government regulators and energy consumers from making
strategic decisions.

Figure 3. The development of the game’s strategy in a (pessimistic, pessimistic) condition.

Figure 4 depicts the optimum approach when energy users are apprehensive and
government regulators are optimistic, i.e., when r1 < 1, r2 > 1. As shown in Figure 4,
when watchdogs are optimistic for a period of time, the likelihood that they will choose
green regulation continues to decline as the pessimism of electricity generated deepens
and the convergence speed of the system’s evolution to the stability point (1,0) significantly
increases. Further analysis in Figure 4a–c reveal that when the optimism of government
regulators increases, the Nash equilibrium point moves to the top left corner of the coordi-
nate area. According to the data above, combinations of (optimistic, pessimistic) diverse
sentiments are not the best options for systematic Pareto optimization.

Figure 5 depicts the equilibrium approach when energy users are optimistic and
government agencies are pessimistic, i.e., when r1 > 1, r2 < 1. Figure 5 shows that when
there is certainty regarding the optimism of energy consumers, the probability of green
regulation by government regulators keeps rising as the pessimism of the government
agencies keeps deepening and the mixed strategic plan Nash equilibrium point wants to
keep leveling off in the upper right corner of the coordinate region. As demonstrated in
Figure 5a–c, the trajectory of strategy development for each game subject is essentially
constant, and the growing optimism of the energy consumers has less of an influence on
the system’s evolution. According to the aforementioned results, the strategy chosen by
each game subject is greatly influenced by their pessimism and optimism, with pessimism
having a greater impact.
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Figure 4. The development of the game’s strategy in a (optimistic, pessimistic) condition.
(a–c) represent the results of different parameter values.

Figure 5. The development of the game’s strategy in a (pessimistic, optimistic) condition.
(a–c) represent the results of different parameter values.
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6.3. (Emotional, Rational) State Analysis

Figure 6 depicts the equilibrium approach with an optimistic regulatory environment
and rational energy users, i.e., when r1 < 1, r2 = 1. Figure 6 illustrates how the chance of
government regulators adopting green regulation continues to decline as their optimism
grows, and how the mixed strategy Nash market equilibrium begins to move horizontally
toward the top left corner of the coordinate area.

Figure 6. The development of the game’s strategy in a (optimistic, rational) condition.

Figure 7 depicts the equilibrium approach where energy customers are rational and
government regulators are pessimistic, i.e., when r1 > 1, r2 = 1. From Figure 7, as govern-
ment regulators’ pessimism deepens, the likelihood that they will choose green regulation
rises, and the mixed strategy Nash equilibrium point continues to move horizontally to-
ward the coordinate region’s top right corner. According to the facts above, optimism
and pessimism have opposing impacts on the technique that government regulators use.
Pessimism has a positive impact and may increase the likelihood of green regulation by
government regulators. Optimism, on the other hand, has a negative impact and can
decrease the likelihood of green regulation by government regulators.

6.4. (Rational, Emotional) State Analysis

Figure 8 depicts the equilibrium plan where energy customers are enthusiastic and
government regulators are sensible, when r1 = 1, r2 < 1. Figure 8 shows that the system’s
development is less affected by government regulators’ growing confidence, and that the
general trend of strategy evolution for each game subject is essentially unaltered.

Figure 9 depicts the equilibrium approach where energy consumers are pessimistic
and government regulators are sensible, when r1 = 1, r2 > 1. As energy consumers’
pessimism continues to grow, as seen in Figure 9, the pace at which the system’s evolution
converges to the stability point (0,1) grows noticeably. According to the aforementioned
data, a slight increase in the energy of consumers’ pessimism may retain the likelihood that
they will choose integrated energy usage at a high level.
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Figure 7. The development of the game’s strategy in a (pessimistic, rational) condition.

Figure 8. The development of the game’s strategy in a (rational, optimistic) condition.

Figure 9. The development of the game’s strategy in a (rational, pessimistic) condition.
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7. Summary

This essay seeks to examine how various emotions affect the choices and actions of
game subjects, as well as how the energy structure transitions. In order to achieve this,
given that clean energy cannot quickly replace coal energy, our model quantifies emotions
as an irrational element using the RDEU theory and builds an emotion model by fusing
the RDEU theory with evolutionary games. The examination of how various emotions
affect decision-makers’ behavior and the modification of energy structures during strategy
decision-making show that incorporating emotions into evolutionary games is feasible.
Additionally, in the reality of energy restructuring, government regulators and energy
users make irrational decisions. This study serves as a guide for decision-makers’ preferred
choices when it comes to the clean and effective use of coal energy and the quickening
of the development and use of clean energy. China, the greatest developing nation, is a
resource-intensive nation with a national situation of “rich in coal, poor in oil, and poor
in gas,” and it should not aim to “reduce coal,” let alone “remove coal.” As a result, it
is crucial for emerging nations and nations with large coal reserves to understand how
China’s energy system has changed.

7.1. Conclusions

(1) Emotions have an irrational impact on decision-makers’ psychological preferences,
which in turn affects their choice of behavioral approach and materially alters the
equilibrium state of the model. Government regulators and energy consumers are
influenced by emotional and risky attitudes that cause them to make utterly irrational
behavioral decisions because they feel dependent on or are unwilling to shift their
energy sources too much and too early in favor of coal. The eventual evolution of
the system can be impacted by changes in the psychological preferences and feelings
of government regulators and energy customers using the same objective decision-
making framework.

(2) In terms of the individual consequences of different emotional attitudes, pessimism
may raise the decision-maker’s psychological preference for the strategy selection
process, while optimism can lower this desire. Decision-makers can avoid making
judgments with significant mistakes that differ from the system’s outcomes by con-
trolling their rational emotions. Pessimism affects decision-makers, increases the
likelihood that they will take action, and makes them more likely to choose effective
strategies by avoiding acts of omission, but too much pessimism will have a negative
impact on the motivation behind decision-making. Appropriate optimism will enable
decision-makers to actively adjust to the energy structure transition and intentionally
increase the likelihood of attaining the best possible allocation of societal resources.
However, overly optimistic decision-makers are prone to arrogance, which can result
in motivation loss and inactive behavior.

(3) The interaction of different emotional attitudes results in a more complicated and
dynamic synergistic relationship than a simple addition. The effect of pessimism
is stronger than that of optimism in this process of synergistic relationships. One
of the two sides of the energy structure transformation game displays a rational
state, while the other side, regardless of melancholy or optimism, exhibits a state
that simply impacts the system’s equilibrium state and evolutionary pace rather than
the strategy’s direction of development. The deepening pessimism of one side will
change the evolution rate and equilibrium state of the system as a whole in a relatively
positive direction if the optimism of the other side remains unchanged; the deepening
optimism of the other side will change the evolution rate and equilibrium state of the
system as a whole in a relatively negative direction if the optimism of the other side
remains unchanged.
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7.2. Revelation

Based on the findings in the previous section, in the context of carbon neutrality, both
pessimism and optimism can affect how government regulators and energy consumers
make decisions in the face of clean energy and coal energy. However, as compared to
optimism, suitable pessimism has a greater impact on government regulators and energy
customers. The pessimism of government regulators and energy customers may, thus, be
adequately pushed in the context of the reality of the energy structure transition so that
both parties can take more proactive steps. The specific recommendations are as follows:

(1) Guiding the appropriate decision-makers to generate appropriate emotional attitudes
for decision-makers and regulating the degree of performance of different emotional
attitudes to prevent excessive emotions from influencing decision-makers and to
strengthen the role of emotions as an irrational factor to support energy structure
transformation. Decision-makers are in rational emotions while making judgments
about energy structure transformation, and psychological preferences and emotions
can influence those decisions in either a positive or a negative way. This is a fact
that does exist, and we cannot ignore it. Therefore, we need to take the irrational
factor of emotion into full consideration in the overall planning when formulating
energy structure transformation strategies and transformation paths. Given that
government regulators and energy consumers are adequate at uplifting emotional
counseling, preventing the influence of excessive emotions through social monitoring,
establishing suitable energy cleanliness standards, etc., they may play a good role.

(2) Increase the pressure, responsibility, and anxiety of both parties appropriately in the
energy structure transition in the context of carbon neutrality, so that the pessimism
of government regulators and energy consumers gives them the option to take a more
proactive approach to opportunities and challenges from all directions. The system
for regulating CO2 emissions can be properly opened up to the public, the relevant
data can be made public and clear, the public can be encouraged to get involved, and
the public can be asked for their opinions. All stakeholders will naturally cooperate
and actively participate in innovation as a result of being made to feel more stressed,
anxious, and responsible. This will result in a more reasonable and effective change to
the energy system.

(3) Government regulators and energy consumers can release appropriate favorable infor-
mation to the outside world. As a long-term goal of China’s high-quality development,
carbon neutrality is not a restriction on energy development, but a strategic goal to
achieve carbon neutrality through the transformation and development of the energy
structure. Government regulators should, thus, implement relevant regulations, to-
gether with subsidies and incentives, during the process of energy structure transition
in order to encourage support for the change. Additionally, energy consumers should
actively promote low-carbon innovation, actively demonstrate support for pertinent
transition policies in regards to implementation and effectiveness, and consistently
fortify the linkages and collaboration between various organizations.

7.3. Shortcomings and Prospects

This study creates an evolutionary game model with government regulators and
energy customers and creatively incorporates low carbon sentiment into the game of
changing the energy structure. This article replicates the various attitudes of government
regulators and energy consumers on the reality of energy consumption after determining
the Nash equilibrium point and the evolutionary stabilization approach. However, potential
game topics, such as whistleblowers, were not considered, and a three-way game could
have been played between government regulators, energy customers, and whistleblowers.
In the future, a three-way game analysis could be conducted, considering the low carbon
sentiment of policymakers. In the upcoming year, we will also consider the possibility that
the atypical factor of emotion may have a different salience in the legislative environment
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than in the social or economic environment. Therefore, it could be interesting to take these
various saliences into account in a study session.
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Abstract: The present work proposes a simulation and control framework for home and building
automation, focusing on heating, ventilating, and air conditioning processes. Control systems based
on different advanced control architectures and different control policies are simulated and compared,
highlighting control performances, and energy-saving results in terms of CO2 emissions reduction.
Heat, lighting, and natural ventilation phenomena were modelized through first-principles and
empirical equations, obtaining a reliable and flexible simulation framework. Energy-consuming and
green energy-supplying renewable sources were integrated into the framework, e.g., heat pumps,
artificial lights, fresh air flow, and natural illuminance. Different control schemes are proposed, based
on proportional–integral–derivative advanced control architectures and discrete event dynamic
systems-based supervisors; different control specifications are included, resulting in a multi-mode
control system. The specifications refer to energy savings and comfort management, while minimizing
overall costs. Comfort specifications include thermal comfort, lighting comfort, and a good level
of indoor air quality. Simulations on different scenarios considering various control schemes and
specifications show the reliability and soundness of the simulation and control framework. The
simulated control and energy performances show the potential of the proposed approach, which can
provide energy-saving results greater or equal to 6 [%] (in each season) and 19 [%] (in one year) with
respect to more standard approaches.

Keywords: home and building automation; control system; renewable resources; energy saving;
comfort management; indoor air quality; proportional–integral–derivative; discrete event
dynamic systems

1. Introduction

Energy efficiency and energy performance maximization in buildings represent a
challenge, as stated by the European Parliament in the last decade. The main objective
is to reduce greenhouse gas emissions further by at least 40% by 2030 as compared with
1990, to increase the proportion of renewable energy consumed, to make energy savings
in accordance with European Union level ambitions, and to improve Europe’s energy
security, competitiveness, and sustainability [1,2]. An efficient and resilient building and
construction sector is a fundamental requirement for zero-emission policies and clean
energy transition. For example, in 2017, buildings’ construction and operations accounted
for 36% of the global final energy use and nearly 40% of the energy-related carbon dioxide
(CO2) emissions [3]. In this context, programs have been introduced in the last few years,
e.g., Agenda 2030 [4] at the global level and PNRR (Piano Nazionale di Ripresa e Resilienza)
at the Italian level [5].

An efficient approach to reaching optimal solutions is to consider the hardware and
software aspects of the buildings: hardware may refer to construction technologies and the
geometry of the buildings while, software programs can exploit monitoring, modelization,
control, and automation strategies [6]. Monitoring, control [7] and automation strategies [8,9]
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can be cross-fertilized from other areas, e.g., petrochemical and/or energy-intensive
industries [10,11].

The processes which require significant energy consumption in buildings are heating,
ventilating and air conditioning (HVAC), heating, ventilating, air conditioning and refrig-
eration (HVACR), and domestic hot water (DHW). The home and building automation
(HBA) research area can cover these topics [12]. With regard to HVAC, four main factors
have to be taken into account: thermal comfort, lighting comfort, a good level of indoor air
quality (IAQ), and energy saving. In this context, comfort can be reached by maximizing
the natural illuminance, maintaining a desirable indoor temperature, and ensuring IAQ.
Conflicting objectives between comfort and energy saving must be handled [13]. In the
last few years, many researchers, engineers, and practitioners have proposed monitoring,
simulation, high-level optimization, and control solutions for HBA.

Monitoring and simulation solutions are proposed in [14–19]. In [14], an internet of
things-based occupancy monitoring system for energy-efficient smart buildings is pro-
posed. The occupancy monitoring is obtained through a minimally intrusive way, and data
fusion techniques are developed to improve the occupancy monitoring accuracy through
a multitude of sources. The use of the EnergyPlus tool is discussed in [15], analyzing
how simulation can support HBA and how the deployment process of simulation-assisted
building control systems can be structured. In [16], the authors accurately describe a build-
ing management system (BMS), also known as a building automation and control system
(BACS), highlighting the benefits provided by the design, development and implementa-
tion of automated step response testing tools. The COVID-19 consequences on buildings’
management were analyzed in [17,18], assessing the current problems and difficulties that
smart buildings face and the possible future directions of this technology. In [19], a review
of machine learning algorithms able to power smart homes is provided.

High-level optimization solutions are proposed in [20–23]. In [20], the bat algorithm is
applied for energy optimization in residential buildings. Three environmental parameters,
namely temperature, illuminance, and air quality, are the bat algorithm’s inputs, and
the optimized values of these parameters are the outputs. The error difference between
the environmental parameters and the optimized parameters is the inputs of the fuzzy
controllers, which return energy as an output, which in turn changes the status of the
concerned actuators. In [21], to minimize the daily energy cost of HVAC and lights and
maintain occupant comfort, a near-optimal strategy is proposed through a daily cost
optimization problem solved by combining Lagrangian relaxation, stochastic dynamic
programming, and rollout technique within a surrogate optimization framework. In [22], a
real-time demand response strategy based on deep reinforcement learning is proposed as
an optimal energy management strategy under the uncertainty of the residents’ behavior,
outdoor temperature, and renewable generation. In [23], an energy management controller
is developed for the demand-side management in smart homes. Fuzzy logic and heuristic
optimization techniques for cost, energy consumption, and peak-to-average ratio reduction
are used.

The high-level optimization algorithms and monitoring/simulation solutions reported
previously are not in charge of the management of the real-time operation of the plants.
Real-time operation of the plants can be handled through process controllers. Different
HBA control solutions are present in the literature, e.g., based on standard single-input
single-output (SISO) proportional–integral–derivative (PID) techniques, fuzzy logic, pole
placement, model predictive control (MPC) strategy, and deep learning. Standard PID
techniques are proposed in [24–29]. Classical PID control algorithms are exploited in [24]
for the control of a HVAC system having two zones with different properties. The PID
parameters are tuned to minimize the tracking error, but the steady-state error is not totally
eliminated. In [25], a tuning strategy for discharge air temperature control of air handlers
in building comfort applications is designed. The proposed method adjusts fewer gain
values than other tuning algorithms, and it is tested through a standard SISO loop that
manipulates a valve command for the air handler in order to track the defined setpoint
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for the discharge air temperature. A technique for the fast tuning of the parameters of
a standard PID controller of a second-order HVAC system is proposed in [26]. A Big
Bang–Big Crunch algorithm is implemented, along with the PID controller, in an FPGA
device in order to achieve high tuning speed. In [27], the room temperature and humidity
control systems with the conventional PID control using a fixed reset or the modified
PID control using adjustable resets, which compensate for the thermal loads upset, are
examined through simulations. The optimization of climate conditions in office buildings is
proposed in [28] by the use of modeling and simulation tools to define the buildings’ energy
demand, and the design and implementation of standard PID controls for the different
control areas of the HVAC system are also proposed. In [29], the modeling, numerical
simulation, and intelligent control of an expert HVAC system having two different zones
with variable flow rates were performed by considering the ambient temperature. Standard
decoupled SISO PID architectures are used for the control of the temperature of the two
zones, and the fuzzy logic is exploited for tuning purposes.

In [30–32], fuzzy logic is employed for control purposes in HBA. The use of smart
handheld devices, using MIT App Inventor and fuzzy control, to perform the real-time
monitoring and smart control of the designed intelligent windowsill system in a smart home
is proposed in [30]. A fuzzy microcontroller exploits information provided by a weather
station, which measures indoor illuminance, temperature-humidity, CO2 concentration and
outdoor rain, and wind direction. The control degrees of freedom are fully or partly open
to the electric curtain and electric window. Other examples of fuzzy logic implementation
are reported in [31,32], pursuing lighting comfort, visual comfort, thermal comfort, and
energy-saving objectives. In [33], advanced controllers based on pole placement enhanced
with additional variables, namely solar radiation and external temperature, are proposed
as climatic control systems. The potential of model predictive control (MPC) for enhancing
building and HVAC system energy efficiency is reported in [34], highlighting problem
formulation, applications, and opportunities. A recent state-of-the-art review on MPC
in the HVAC field is reported in [35], focusing on energy management, energy savings,
simulation software, optimization, modelization, and disturbances. In [36], the combination
of predictive control and deep thermo-modernization is tackled and studied in a real-
world case study: the impact of weather-forecast-based regulation on energy savings for
heating in multi-family buildings is assessed. Furthermore, deep learning models, such as
convolutional neural networks, are reported.

As a result of the literature review, SISO PID architectures in HBA usually provide de-
coupled solutions for thermal, lighting, and IAQ control. On the other hand, the main draw-
backs of the other analyzed control solutions are the need for in-depth process knowledge
for fuzzy logic and the need for accurate models for MPC and pole-placement solutions.
The present paper proposes a simulation framework and advanced control approaches
for HBA based on PID and discrete event dynamic systems (DEDS), focusing on HVAC
processes. Combining different PID/DEDS advanced control architectures, a multi-mode
control system is derived. The energy savings and comfort specifications are taken into
account and tested through tailored simulations based on different scenarios, assessing
control, and energy-saving performances. The paper aims to provide adaptable knobs
for engineers, researchers, and practitioners. To the best of the authors’ knowledge, in
the literature on control systems in HVAC processes, the following aspects have not been
explored in depth:

• The design of flexible simulation and control frameworks that allow the modelization
and simulation of different environments and the test and comparison of different
controllers is not present in the literature. In the design of control systems for en-
ergy saving and comfort management in HBA, flexible frameworks can represent a
significant tool for designing and prototyping optimal control solutions.

• An assessment of advanced PID control architectures for energy savings and comfort
management in HBA is not present in the literature. Exploiting non-standard PID
control architectures, coupled control of thermal, lighting, and IAQ subprocesses can
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be obtained. In this way, unexpected control margins can be detected and control
performance can be improved over standard PID solutions.

• The combination of advanced PID control architectures with DEDS for energy savings
and comfort management in HBA is not present in the literature. This combination
can result in a significant improvement in energy savings and comfort management
performances with respect to more standard control architectures.

Exploiting a multivariable approach with respect to HBA standard PID solutions,
further energy savings and comfort margins can be observed. As it will be shown in the
paper, the proposed approach can achieve energy-saving results greater than or equal to
6 [%] (in each season) and 19 [%] (in one year) with respect to more standard approaches.

The paper is organized as follows: Section 2 reports the material and methods, focusing
on PID controllers, DEDS, and simulation/control frameworks. Section 3 reports the results
and discussion, focusing on the control and energy-saving performances. The conclusions
are summarized in Section 4.

2. Materials and Methods

2.1. PID Control Architectures

The PID control is exploited in a large number of sectors and at different levels of
the automation hierarchy. PID techniques are typically used for SISO feedback control of
processes with/without dead times (or delays) [37].

PID controllers are characterized by three main components that process the control
error: proportional, integral and derivative. These components are represented by the
tuning parameters KP, TI , TD [37]. In order to efficiently control the process, the three terms
have to be suitably tuned. In the literature, different tuning methods were proposed, e.g.,
the Ziegler-Nichols and Cohen-Coon methods. The Ziegler-Nichols frequency response
and step response methods are widely used tuning methods for PID controllers [38].

The Ziegler-Nichols frequency response method (close-loop method) assumes to
model the controlled process with two parameters: the ultimate gain (Ku) and the ultimate
period (Tu). These parameters are determined by forcing the process through a P controller,
increasing the proportional gain until the process oscillates critically. The gain yielding
marginal stability is the ultimate gain, and the ultimate period is the period of oscillation
in correspondence with the ultimate gain. Using the ultimate gain (Ku) and the ultimate
period (Tu), the proportional, integral, and derivative gains are typically computed as in
Table 1 [37].

Table 1. PID control parameters tuning (Ziegler-Nichols frequency response method) [37].

Controller KP TI TD

P 0.5·Ku
PI 0.4·Ku 0.8·Tu

PID 0.6·Ku 0.5·Tu 0.125·Tu

The Ziegler-Nichols step response method (open-loop method) is based on an open-
loop step test procedure applied to the process, hence requiring the process to be stable.
The unit step response of the process is characterized by two parameters, i.e., α and τ.
These can be determined, for example, by drawing a tangent line at the inflexion point
of the step response, where the slope of the step response has its maximum value. The
intersections of the tangent and the coordinate axes give the parameter α and τ that are
used to compute the proportional, integral, and derivative gains (see Table 2) [37].
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Table 2. PID control parameters tuning (Ziegler-Nichols step response method) [37].

Controller KP TI TD

P 1/α
PI 0.9/α 3·τ

PID 1.2/α 2·τ τ/2

As previously described, the PID technique can be exploited for the SISO control of
processes with dead times (or delays). Often, industrial processes are modelized by a
first-order plus deadtime (FOPDT) model. In the Laplace domain, this model is [39]:

y(s) = P(s)u(s) = Pγ(s)e−Lsu(s) =
K

Ts + 1
e−Lsu(s) (1)

where s is the Laplace variable, P(s) is the input-output transfer function, Pγ(s) is the
input-output transfer function without delay, y is the output, u is the input, K is the gain of
the process, T is the time constant and L is the delay. In this paper, the case where the time
constant T and the delay L are comparable is considered, i.e., [37]:

0.6 <
L
T

< 1 (2)

Assuming that model (1) is sufficiently reliable, when Equation (2) holds, the Smith
Predictor can be used [37]. This PID-based predictive controller overcomes the limitations
of a PID controller, which exploits only feedback. A Smith Predictor architecture is reported
in Figure 1. In Figure 1, r is the reference to be tracked, w and z are intermediate variables
and y′ is the feedback variable. The input-output transfer function related to y′ is [37]

y′(s) = Pγ(s)
(

1 − e−Ls
)

u(s) (3)

Figure 1. Smith Predictor architecture [37].

In Figure 1, F(s) is a low-pass filter that allows to compensate low frequency errors.
F(s) can be defined as [37]:

F(s) =
1

0.5Ls + 1
(4)

In the scheme of Figure 1, R(s) can be designed as a PID controller.
Different control architectures based on PID controllers were introduced by researchers,

engineers, and practitioners. Examples of these architectures are cascade, split-range, valve
position, and override control [37].

A cascade control structure involves two or more PID controllers in serial connection
and two or more nested control loops. The manipulated variable (MV) of the master
controller is connected to the setpoint of the slave controller. The advantage of the cascade
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control is that disturbance variables (DVs) affecting the inner loop can be compensated
much more quickly in the slave (inner) loop than in the slower master (external) loop. The
inner controller design is beneficial if its dynamics are faster. Cascade control requires
a major effort in the tuning phase with respect to a standard PID controller. Due to the
inner loop being an element within the master (external) one, it must be properly tuned
before the master controller, with the master controller in manual mode. Then, the master
controller should be tuned, with the inner controller in automatic mode [40].

A wide variety of process control problems are characterized by having one controlled
variable (CV) and two or more MVs. The challenge from a control perspective is that there
is no unique set of input values that can ensure the setpoint tracking of the CV. One of the
most common ways of addressing this problem is known as split-range control. A splitter
block is used to map the controller output to multiple MVs [41].

In many case studies (e.g., feedstock flow control), the synchronized use of actuators
characterized by different dynamics, such as, for example, a small and a large actuation
valve, can be required for accurate control over a significant operating range. An ideal
solution would be to use the small valve to make fine changes and the large valve to
significantly adjust the CV, differently from the split-range control, where valves are
sequenced one at a time. Valve position control architecture achieves this type of regulation
for the small and large valves [41].

In an override control architecture, two or more CVs share a common actuator (MV).
Depending on the current process state, a decision is made on which controller is in charge
of the actual manipulation of the actuator; in other words, the various controllers can
override each other [37]. Figure 2 reports an override control architecture. In the case
reported in Figure 2, the decision is based on a comparison of the computed MV requests
of both controllers; for example, the controller that demands the higher MV value takes
control of the actuator (high-pass selector). Both controllers run the entire time. This scheme
can also be used in applications with more than two CVs and with low-pass selector logic.

Figure 2. Override control architecture with high-pass selector logic [37].

In order to implement efficient and flexible architectures, the previous control archi-
tectures can be enriched with anti-wind-up schemes and bumpless transfer techniques to
handle possible transitions between manual and automatic control modes [37].

2.2. HVAC Simulation Framework

In order to design and implement a HVAC simulation framework, first-principles,
and empirical models related to an office building were combined. The considered office
building is located in Ancona, Italy. The HVAC simulation framework consists of a thermal
model, a lighting model and an IAQ model [42,43]. Six walls (two floors and four vertical)
and two windows characterize the rectangular layout of the single office room. The
considered devices are reported in Figure 3: the actuators are the rolling shutters, the
windows, a light dimmer and a heat pump (with a fan coil). The measured variables are
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the room temperature (through a thermostat) and light (through a luxmeter). Furthermore,
a weather station is considered for the measurement of the outdoor temperature, wind
speed, and other parameters. Eventually, a presence sensor and IAQ sensors can be present.
Table 3 reports the room parameters.

Figure 3. Overall system scheme.

Table 3. Room parameters.

Component/Device Features SI Measurement Unit

Room [5.0 × 4.0 × 2.7] [m]× [m]× [m]
Wall-SW [5.0 × 2.7], Vertical [m]× [m]
Wall-NW [4.0 × 2.7], Vertical [m]× [m]
Wall-NE [5.0 × 2.7], Vertical, (Not Exposed) [m]× [m]
Wall-SE [4.0 × 2.7], Vertical, (Not Exposed) [m]× [m]
Wall-A [5.0 × 4.0], Horizontal [m]× [m]
Wall-B [5.0 × 4.0], Horizontal, (Not Exposed) [m]× [m]

Window-SW1 [2 × 1.25 × 1], Vertical [m]× [m]× [m]
Window-SW2 [2 × 1.25 × 1], Vertical [m]× [m]× [m]

Heat Pump COP * = 2.8, Max Power = 4 [], [kW]
Artificial Light (Dimmer) location (2.5, 2.0, 2.4), Flux = 8900 [m], [lumen]

* COP = coefficient of performance.

2.2.1. Thermal Model

The thermal model of the considered office room takes into account the thermal
behavior of the room, which can be modelized through an energy balance equation [42]
reported in (5). Six main contributions were considered in Equation (5) for the total
thermal accumulation, e.g., internal heat sources (QIS, due to people, lamps, and motors),
heat pump source (QHP), thermal conduction and convection exchanges through walls
(QW), thermal conduction, convection and radiation exchanges through windows (QGL_S,
QGL_S_I), and finally the fluid dynamic exchanges with the outside environment (QVENT).
The thermal contributions are reported in Equations (6)–(9), while the terms involved in
the Equations (5)–(9) are reported in Table 4 [42].

ma·ca·∂Ta(t)
∂t

= QIS(t) + QHP(t) + QW(t) + QGL_S(t) + QGL_S_I(t) + QVENT(t) (5)
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QW(t) =
6

∑
k=1

Ak·hOk ·
(

TWk_L1(t)− Ta(t)
)

(6)

QGL_S(t) =
2

∑
j=1

Aglj
·hOglj

·
[(

1 − SAFj(t)
)·(Tglj

(t)− Ta(t)
)
+ SAFj(t)·

(
Tgl_sj

(t)− Ta(t)
)]

(7)

QGL_S_I(t) =
2

∑
j=1

Aglj
·
[(

1 − SAFj(t)
)·FG_glj

+ SAFj(t)·FG_gl_sj

]
·Iglj

(t) (8)

QVENT(t) =
2

∑
j=1

ρa·ca·Nj(t)·Vj·(Te(t)− Ta(t)) (9)

Table 4. Thermal model parameters (Equations (5)–(9)).

Symbol Description SI Measurement Unit

QIS
Heat supplied by internal heat sources

(people, lamps, and motors) [W]

QHP heat supplied by heat pump source [W]
QW heat supplied by walls [W]

QGL_S, QGL_S_I heat supplied by windows [W]
QVENT heat supplied by the outside environment [W]

Ak kth wall area [m2]
hOk kth wall adduction coefficient [W/(m2·K)]

hOglj
jth glass adduction coefficient [W/(m2·K)]

FG_glj
, FG_gl_sj

solar gain coefficient (jth glass, jth
glass/shutter) []

Nj
number of times air is exchanged
through the jth window opening [1/s]

ρa air density [kg/m3]
ca air specific heat [J/(kg·K)]
ma room air mass [kg]

Vj
air incoming volume (fixed value) from

jth window [m3]

TWk_Lj temperature of jth layer of kth wall [K]

Tglj
jth internal temperature of glass [K]

Tgl_sj

jth internal temperature of glass
combined with shutters [K]

Ta room temperature [K]
Te outside temperature [K]

Aglj
jth glass area [m2]

SAFj jth shutter actuation factor [%]
Iglj

jth glass solar thermal radiation [W/m2]

Indoor wall and glass temperatures are included in Equations (6) and (7). These terms
are modelized through a dynamic multi-layer model. Figure 4 shows a multi-layer wall
composed of five layers. For example, the first wall, i.e., the external wall, composed of five
layers, can be modelized by Equations (10)–(14) [42] whose terms are described in Table 5.

∂TWk (t)
∂t

= A·TWk (t) + B·uWk (t) (10)

TWk (t) =

⎡⎢⎣TWk_L1(t)
...

TWk_L5(t)

⎤⎥⎦ (11)
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uWk (t) =

⎡⎢⎢⎢⎢⎣
Te(t)
Ta(t)
IWk (t)
Igl1 (t)
Igl2 (t)

⎤⎥⎥⎥⎥⎦ (12)

A = AWk

⎡⎢⎢⎢⎢⎢⎢⎣

−Ke1+K12
m1c1

K12
m1c1

0 0 0
K12

m2c2
−K12+K23

m2c2

K23
m2c2

0 0
0 K23

m3c3
−K23+K34

m3c3

K34
m3c3

0
0 0 K34

m4c4
−K34+K45

m4c4

K45
m4c4

0 0 0 K34
m5c5

−K45+K5i
m5c5

⎤⎥⎥⎥⎥⎥⎥⎦ (13)

B =

⎡⎢⎢⎢⎢⎢⎢⎣
AWk

Ke1
m1c1

0 AWk

αe
(he ·Re1)

m1c1
0 0

0 0 0 0 0
0 0 0 0 0
0 0 0 0 0

0 AWk
K5i

m5c5
0

Γ1·Agl1
·Tau1·F1

m5c5

Γ2·Agl2
·Tau2·F2

m5c5

⎤⎥⎥⎥⎥⎥⎥⎦ (14)

Figure 4. Multi-layer wall [42].
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Table 5. Thermal model parameters (Equations (10)–(14)).

Symbol Description SI Measurement Unit

TWk_Lj temperature of jth layer of kth wall [K]

Iglj
jth glass solar thermal radiation [W/m2]

Ta room temperature [K]
Te outside temperature [K]
IWk kth wall solar thermal radiation [W/m2]
AWk kth wall area [m2]

Kji
thermal transmittance between layers j

and i of the wall [W/(m2·K)]

Ke1
thermal transmittance between layer one

of the wall and outdoor air [W/(m2·K)]

K5i
thermal transmittance between layer five

of the wall and indoor air [W/(m2·K)]

mi mass of the layer i of the wall [kg]
ci specific heat of the layer i of the wall [J/(kg·K)]
αe absorption coefficient of the wall []
he adduction coefficient of the wall [W/(m2·K)]

Re1 thermal resistance of the wall
[(

m2·K)/W
]

Γj internal flux parameter []
Aglj

jth glass area [m2]

Tauj jth glass transparency []
Fj jth shutter shading factor []

The window’s contribution to the room’s thermal behavior is characterized by con-
duction, convection and radiation phenomena. Equation (7) represents conduction and
convection, while Equation (8) reports the radiation contribution. In Equations (7) and (8),
two sections characterize the window’s contribution (see Figure 5): the first section is
related to the lower part of the glass window and takes into account only the contribution
of the glass (subscript gl), while the second section takes into account the contribution of
the glass coupled to the rolling shutter (subscript gl_s). These contributions are modelized
separately here and not reported for brevity. The density, the thickness, and the specific
heat of glass and rolling shutters characterize these contributions [44].

Figure 5. Considered sections of the windows [44].

In order to estimate the thermal radiation related to the windows’ glass and to the walls,
historical data were selected for the considered location (see Table 3). Different seasons and
times of day were taken into account. These inputs, together with the disposition of the
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considered surfaces, were used in different algorithms, e.g., the Liu and Jordan method or
the Collares-Pereira and Rabl method [45].

With regard to the outside temperature used in the thermal model, historical data
were selected for the considered location (see Table 3).

The formulated thermal model can be suitably extended to different room configura-
tions and features and to multi-room environments. For example, if a wall with more than
five layers were to be considered, a number of equations (similar to Equation (10)) equal
to the assumed layers’ number would result. In addition, if a multi-room environment
is assumed, an equation (similar to Equation (5)) for each room must be included in the
model, taking into account possible coupling effects between the different rooms.

2.2.2. Lighting Model

Artificial light and natural illuminance were considered for the designed lighting
model. Different assumptions on the room/lights and room/window relative dimensions
were made for the lighting model (see Table 3). The superposition principle is applied,
so uniformity of the light radiation is assumed. Furthermore, extended light sources and
point light sources were considered: natural light sources belong to the first category, while
artificial light sources were included in the second one. Equation (15) reports the designed
lighting model for a generic point of interest P(x, y, z) [46,47], while Table 6 summarizes
the involved parameters.

Table 6. Lighting model parameters (Equation (15)).

Symbol Description SI Measurement Unit

Ea
environment illuminance at the point of

interest P(x, y, z) [Lux]

EN_D_gl,j natural diffuse illuminance on the window [Lux]
EN_R_gl,j natural reflection illuminance on glass [Lux]
ENAT_gl,j natural direct illuminance on glass [Lux]

Cj,c, Cj,r

environmental influence of natural
diffuse/reflections illuminance at the point of

interest P(x, y, z)
[]

IL artificial light source luminous emission [cd/klm]
Lumen luminous flux of the artificial light source [lm]

γ
incidence angle of the light radiation in relation to

the point of interest P(x, y, z) [◦C]

h distance between the point of interest and
light source [m]

Tauj jth glass transparency []
Vj natural direct illuminance coefficient []

Aglj
jth glass area [m2]

ρ reflection coefficient []
ρweighted average reflection coefficient of the walls []

sumAREA total area of the reflective walls [m2]
ENAT_gl,j jth glass area [m2]

η efficiency of artificial light source []
M maintenance factor []

Ea(t) =
2
∑

j=1

∣∣∣Cj,c·EN_D_gl,j(t) + Cj,r·EN_R_gl,j(t)
∣∣∣+ IL(t)·Lumen ·1000· cos(γ)3

h2

+
2
∑

j=1

Tauj ·Vj ·Aglj ·ρweighted

sumAREA ·(1−ρweighted)
ENAT_gl,j(t) +

Lumen·η·M·ρ
sumAREA ·(1−ρweighted)

(15)

The natural illuminance used in the lighting model was estimated. Historical data
were selected for the considered location (see Table 3). Different seasons and times of day
were taken into account.
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The formulated lighting model can be suitably extended to different room configu-
rations and features and to multi-room environments. For example, if different points
of interest were to be considered, an equation (similar to Equation (15)) for each point
of interest must be formulated. Furthermore, if more artificial light sources are present,
different artificial light source contributions (similar to the second and fourth terms of
Equation (15)) must be included. In addition, if more windows are present, different natural
light source contributions (similar to the first and third terms of Equation (15)) have to
be considered.

2.2.3. IAQ Model

The IAQ model is composed of three main sources of pollution: formaldehyde
(HCHO), carbon dioxide (CO2) and TVOC (total volatile organic compounds). The first
one consists of a colorless organic compound with a highly irritating odor, used mainly in
the production of wood panels and furniture, paints, and laminate. CO2 is produced by
people in sedentary work in the room. The last source of pollution, i.e., TVOC, includes
different chemical compounds. The concentration of toxic waste can be evaluated in terms
of the volume of pollution to the volume of standard indoor air [48].

IAQ dynamics are represented in Equations (16)–(19), while Table 7 reports the IAQ
model parameters [49,50].

∂CO2(t)
∂t

= npeople(t)·Ep + Estdair
·G(t)− G(t)·CO2(t)

Vol
(16)

∂HCHO(t)
∂t

=

n f urn

∑
i=1

A f urn,i·Ef urn,i − G(t)·HCHO(t)
Vol

(17)

∂TVOC(t)
∂t

= Aroom·ETVOC, room − G(t)·TVOC(t)
Vol

(18)

G(t) = OWwindow·Hwindow·Swind(t) (19)

Table 7. IAQ model parameters (Equations (16)–(19)).

Symbol Description SI Measurement Unit

CO2 room CO2
[
m3CO2

]
npeople number of people in the room []

Ep CO2 emissions for each people (sedentary)
[
m3CO2/s

]
Estdair

standard conditions air CO2
[
m3CO2/m3]

G natural ventilation flow rate
[
m3/s

]
Vol room volume

[
m3]

HCHO room HCHO [mg HCHO]
n f urn number of the room’s furniture []

A f urn,i room’s ith furniture area [m2]
Ef urn,i room’s ith furniture HCHO emissions per unit area

[
mg HCHO/

(
m2·s)]

TVOC room TVOC [μg]
Aroom room area [m2]

ETVOC, room room’s ith furniture TVOC emissions per unit area
[
μg/

(
m2·s)]

OWwindow opening width of the window [m]
Hwindow height of the window [m]

Swind wind speed [m/s]

The wind speed used in the IAQ model was estimated. Historical data were selected
for the considered location (see Table 3). Different seasons and times of day were taken
into account.

The formulated IAQ model can be suitably extended to different room configurations
and features and to multi-room environments. For example, if a multi-room environment is
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assumed, a set of equations (similar to Equations (16)–(18)) for each room must be included
in the model.

2.2.4. Case Study Additional Details

The room planimetry and top view are reported in Figure 6. In the planimetry of
Figure 6, only the four vertical walls are reported; the other two horizontal ones (Wall-A
and Wall-B in Table 3) are an attic floor and an intermediate floor; Table 3 reports the
features of the walls. Walls 1–2 (Wall-SW and Wall-NW in Table 3) are external walls
(see Figure 6). Their thickness, which is greater than the thickness of the other walls, is
420 [mm] and their intermediate layer is constituted by extruded expanded polystyrene.
Their total thermal transmittance is 0.3 [W/(m2·K)], i.e., they have a high opposition to
thermal radiation. Windows are located on wall one. Walls 3–4 (Wall-SE and Wall-NE in
Table 3) are characterized by a thickness equal to 300 [mm] (see Figure 6) and by a lower
thermal resistance with respect to the exposed walls. The attic floor wall (Wall-A in Table 3)
is similar to walls 1–2, while the intermediate floor wall (Wall-B in Table 3) is characterized
by a thermal resistance lower than the attic floor wall [42].

 

Figure 6. Top view and planimetry of the room (simulated environment).

With regard to the windows, they are characterized by an athermal single glass type,
and the transmissivity factor of the glass is equal to 0.46. Through suitable computations,
the other parameters related to the thermal behavior of the windows, e.g., solar gain coeffi-
cients, were achieved. In addition, tailored computations were performed for achieving the
thermal transmittance of the windows, differentiating between the glass-only case and the
glass together with shutters case [42].

The room temperature computed by the thermal model is assumed to be the mean
temperature of the room (neglecting the temperature layering). The heat pump source
contribution will be positive in the case of heating and negative in the case of cooling [51].

With regard to the lighting model, the artificial source is supposed to be located in
the middle of the x − y plane of the room (see Table 3), and it is considered a point of light
source (see Section 2.2.2 and Figure 7). Furthermore, the artificial source is assumed to be
capable of guaranteeing the same illuminance to both work positions (see Figure 6) [46,47].
The point of interest of the lighting model is assumed to be a single point of interest in the
room, which was set at the coordinates (2.5, 2.0, 1.0) [m], i.e., in the middle point of the
room at a height of 1 [m] above the floor. The choice of using illuminance at the midpoint
of the room was mainly because, in most practical applications, only one luxmeter was
available for each room [46,47].
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Figure 7. Light emission (simulated environment).

With regard to both thermal and lighting models, the actuation factor of each rolling
shutter is a value in the range 0–1 (0 corresponds to an open rolling shutter, 1 corresponds
to a closed rolling shutter).

For the IAQ model (see Section 2.2.3), it is assumed that there are two desks composed
of laminated panels and a bookcase in the office (see Figure 6). For a work desk height,
a horizontal plane with an elevation equal to 0.8 [m] from the floor is assumed. The
correspondent average HCHO emission value used in the equation is 3.5 [mg/

(
m2·h)] and

the furniture’s TVOC average emission per unit is used in the model is 0.125 [μg/
(
m2·s)].

Furthermore, CO2 average emission produced by two users in sedentary work is assumed
to be 0.019

[
m3CO2/s

]
[52,53]. Finally, in order to enhance the fit of the framework for the

real process, window opening is inhibited if wind speed is greater than a threshold value,
i.e., 0.3 [m/s].

2.3. HVAC Control Framework

Based on the HVAC simulation framework described in Section 2.2, a HVAC control
framework was designed and implemented. First, the MVs, the CVs, and the DVs were
defined. The MVs group includes the heat supplied by the heat pump source, the shutter
actuation factor of each of the two rolling shutters, the dimming of the artificial light,
and the actuation of the natural ventilation through window opening. The CVs are the
mean room temperature, the environment illuminance at the point of interest, and the IAQ
parameters. The DVs are the outside temperature, the thermal radiation related to the
window’s glass and to the walls, the natural illuminance, the heat supplied by the internal
heat sources (people, lamps, and motors), and the wind speed.

The control system must guarantee the desired comfort within the room but at the
same time must ensure the maximization of energy saving. This last objective can be
obtained by maximizing the natural energy sources exploitation. This target can be put
into practice, ensuring an efficient multi-variable control of the defined CVs. As previously
described, the heat transfer through the glass windows affects the room temperature.
The heat is generated by the solar radiation; rolling shutters can be used to regulate this
contribution. In addition, the opening of the windows also affects the temperature of
the room through the dynamic exchange of fluid. The room illuminance is affected by
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the rolling shutters’ positions, which diffuse and reflect natural contributions. For this
reason, the controller must manage possible conflicts between lighting and thermal control
objectives [13].

In order to design a flexible control system, Energy Saving and Comfort and Energy
Saving control policies were designed. These control policies are defined in the present
research work, taking into account different control specifications. For brevity, Comfort
and Energy Saving control policy will be indicated as Comfort policy in the following.
Energy saving is the main specification in the Energy Saving control policy while fulfilling
constraints on user comfort is the main goal in the Comfort control policy. In order to
evaluate the CO2 emissions performances, energy ([kWh]) and CO2 emissions were related
through a linear relationship [54].

The HVAC control framework was based on the use of different PID architectures
combined with DEDS (automata) [55] control architectures to obtain a multi-mode control
system. Each controller was equipped with anti-wind-up schemes and automatic/manual
modes with bumpless transfer techniques (see Section 2.1).

Thanks to the flexibility of the developed simulation and control framework, two
main control systems were designed and compared. In the following, the first one will be
indicated as the initial control system while the second one as the modified control system.
With regard to the tuning of the controllers included in the initial and modified control
systems (see Sections 2.3.1 and 2.3.2), the methods presented in Section 2.1 were exploited.

To the best of the authors’ knowledge, the flexibility of the proposed simulation and
control framework represents an innovation in the literature of control systems for energy
saving and comfort management in HBA. Thanks to this feature, the frameworks can be
adapted based on the environments to be considered as case studies and the controllers to
be designed. Different environments can be modelized and simulated in the simulation
framework and different control algorithms can be straightly switched in order to compare
their performances.

2.3.1. Initial Control System

The architecture related to the initial control system is shown in Figure 8. A hybrid
scheme consisting of PID controllers in a split-range configuration and a DEDS-based
(automatic) supervision module performs the thermal control. A split-range configuration is
used in order to split the thermal control efforts, considering the three available MVs (rolling
shutters, heat pumps, and windows). MVs sequences are assigned based on the energy
consumption profile, i.e., a higher priority is assigned to MVs with a lower energy effort
(cost). For this reason, heat pumps haave the lowest priority. The DEDS-based (automatic)
supervision module represents the splitter of the split range architecture. Based on the
current process state, the automata take into consideration all process conditions, such as
the malfunction of an actuator or unavailability of an actuator. Six states characterize the
designed automata, together with events’ set of fifteen elements (see Figure 9 and Table 8).
A state represents a defined operating mode. MVs’ availability differentiates each operating
mode. Table 8 shows the operating modes of the split range configuration (“1” indicates
that the considered actuator is available). The states associated with the simultaneous
availability of the heat pump and of the windows were assumed to be inadmissible due
to energy efficiency purposes. Furthermore, the rolling shutters can be used only if solar
radiation is present. States transitions within the automata are triggered by events which
are the result of the combination of the following parameters:

• Period of the day (i.e., daytime, nighttime)
• Presence or absence of solar radiation
• Thresholds on the tracking error between the desired reference temperature and the

room temperature at different ranges were defined (e.g., tracking error range 0 is
associated with a tracking error in the range between −0.2 [◦C] and 0.2 [◦C])

• Thresholds on the difference between the room temperature and the outside temper-
ature at different ranges were defined (e.g., difference range 0 is associated with a
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difference in the range between −2 [◦C] and 2 [◦C], while a range 1 is associated with
a difference greater than 2 [◦C])

• Control efforts required for the heat pump
• System switch off

Figure 8. Architecture of the initial control system.

Figure 9. Automata (for the split range of the thermal control) of the initial control system.
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Table 8. Split range operating modes (thermal control, initial control system).

State Window Rolling Shutters Heat Pump

S1 1 1 0
S2 1 0 0
S3 0 1 1
S4 0 1 0
S5 0 0 1
S6 0 0 0

All the events obtained are mutually exclusive. With regard to the control efforts
required for the heat pump, if the computed control effort is less than a defined threshold
(e.g., 10 [%] of the operating range), the heat pump is switched off. In this way, a major
opportunity for intervention is given to the other actuators, e.g., the windows. With regard
to the thresholds related to tracking error and the difference between the room temperature
and the outside temperature, a suitable hysteresis was added in order to avoid oscillatory
behaviors and excessive changes in the asset [38,41]. Table 9 reports the description of some
events depicted in Figure 9, while Table 10 reports an example of the state transition matrix
related to the first five events.

Table 9. Events description (splitter of the thermal control, initial control system).

Event Description

0 switch-off of the devices
1 daytime, solar radiation, tracking error range 0, difference range 0
2 daytime, no solar radiation, tracking error range 0, difference range 0
3 daytime, solar radiation, tracking error range 0, difference range 1
4 daytime, no solar radiation, tracking error range 0, difference range 1

Table 10. Sub-part of the state transition matrix (splitter of the thermal control, initial control system).

Event
Initial
State

S1

Initial
State

S2

Initial
State

S3

Initial
State

S4

Initial
State

S5

Initial
State

S6

0 S6 S6 S6 S6 S6 S6
1 S1 S1 S3 S4 S3 S4
2 S2 S2 S5 S6 S5 S6
3 S4 S4 S3 S4 S3 S4
4 S6 S6 S5 S6 S5 S6

With regard to the lighting control, the dimmer control effort is computed by the
controller EC|0101 (see Figure 8). Since the dimmer control effort can be reduced through
the exploitation of natural light, a second controller (MPC|0101 in Figure 8) is placed in
the valve position configuration with a setpoint equal to zero. Finally, a third controller
(TEC|0104) is present; its main function is to not exceed the illuminance threshold acting
on the rolling shutters. An override logic handles MPC|0101 and TEC|0104 controllers
(low-pass mode). MPC|0101 was tuned as a faster controller with respect to TEC|0104 in
order to limit the dimmer control effort.

In order to handle eventual contrasting requests between thermal and lighting con-
trol objectives, an additional override module was added to the control architecture (see
Figure 8). This module selects the input signals based on four system configurations,
obtained by pairing Energy Saving/Comfort control policies and heating/cooling condi-
tions. The Energy Saving control policy requires the reduction of power consumption as
much as possible. If the cooling condition is considered, rolling shutters must be used in
order to reduce the use of heat pumps. Conversely, Comfort control policy assigns high
priority to the lighting control, and natural illuminance is preferred for the tracking of
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the desired setpoint. Comfort preferences may be required by the users; for this purpose,
specific management constraints were implemented, e.g., for constrained manipulation of
the shutter position within defined limits. In this condition, if the rolling shutters saturate
the constraints, a request for heat pump activation could be needed.

2.3.2. Modified Control System

The modified control system considers the room temperature and the room illuminance
together with the IAQ. An enhanced thermal control policy was introduced with respect to
the initial control system, together with an anti-glare logic and a function that allows for
the consideration of solar radiation. The modified control system architecture is reported
in Figures 10 and 11. Table 11 reports the symbols and the detailed description of the
functional blocks depicted in Figures 10 and 11. In addition to the mentioned novelties,
IAQ control is introduced; the MV associated with windows’ opening and closing is
delegated to this task. For this purpose, as can be observed in Figure 10, the window
actuation is elevated to a supervisory level and must be considered a DV for the thermal
control system.

Figure 10. Architecture of the modified control system (thermal and lighting control).

Figure 11. Architecture of the modified control system (IAQ control).
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Table 11. Functional blocks description (modified control system).

Symbol Description

EC|0101 PID controller, lighting control
TC|0102 PID controller, thermal control

TEC|0103 PID controller, thermal limitation
MPC|0102 PID controller, motor position control
TEC|0105 PID controller, lighting limitation
MPC|0101 PID controller, dimmer position control

MODE Logic, control mode
XC|001 Logic, presence radiation
XC|002 Logic, no excessive brightness
AC|001 PID controller, CO2 limitation
AC|002 PID controller, HCHO limitation

As can be noted in Figure 10, the lighting control of the modified control system is the
same as the initial control system (see Figure 8). Three inter-connected PID controllers char-
acterize the new thermal control system architecture: TC|0102, TEC|0103, and MPC|0102.
The activation of the heat pump is managed by TC|0102, which exploits thermostat infor-
mation. Heat pump control effort is optimized through MPC|0102, which is added to the
valve position configuration with TC|0102. A third controller TEC|0103 is added through
an override architecture with MPC|0102 in order to suggest the rolling shutter actuation
for the thermal control.

Possible conflicting requirements on rolling shutters between thermal and light-
ing control systems are handled through a personal comfort logic (PCL) module (see
Figures 10 and 12), depending on the policy (Energy Saving or Comfort) and on the con-
dition (heating or cooling). As can be noted in Figure 12, four states characterize the PCL
module: each state is associated with a control action. In state “MIN selection”, a coupled
thermal and lighting control action with an override architecture configured in low-pass
mode is applied; in state “MAX selection” state, a high-pass mode is applied. In the other
two states, priority is assigned to the thermal or lighting controller, respectively. When
Energy Saving control policy is selected by the user, rolling shutters are used instead of the
heat pump when possible. When Comfort control policy is selected by the user, natural
illuminance is preferred for the achievement of lighting control objectives. In addition, the
same comfort preference considerations given at the end of Section 2.3.1 also apply here.

Figure 12. Personal comfort logic (PCL) module configuration (modified control system).

The PCL module exploits the check “XC|001–Direct solar radiation Presence Check”
(see Figure 10). This check evaluates the presence of direct solar radiation on the glass wall.
If direct solar radiation is detected, the selector operates normally. On the other hand, in
the case of no solar radiation, the PCL module selects the rolling shutters’ values as defined
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by the lighting control, because in this case, the influence of the solar radiation on room
temperature is negligible. The PCL module also takes into account the thermal conduc-
tion/convection and the heat radiation contributions. Evaluating all the contributions, the
PCL module infers the heat flow direction, i.e., from outside into the environment and
vice versa. In this way, this information can be included in the coupled control logic, thus,
finalizing the management policies of the rolling shutters.

In addition, the logic “XC|002–Anti-glare” (see Figure 10) takes into account the sun
position to evaluate possible glare effects in the environment and represents an additional
check for rolling shutter actuation. For this purpose, azimuth and solar height are consid-
ered based on the latitude of the location [56]. This check was introduced in the controller
through an override architecture (see Figure 10).

Figure 11 shows the IAQ control system; its functional blocks are described in Table 11.
An intelligent logic evaluates the air quality (the presence of CO2 and HCHO is considered
in this section, without loss of generality) and decides the opening or closing of the windows.
Suitable hysteresis logics were introduced in order to avoid chattering on the windows’
actuation. These logics pre-process the process variables exploited in the computation
of tracking errors. IAQ control takes into account two aspects: not increasing energy
consumption (such as by excessive window actuation) and not exceeding the imposed
pollution limit. The control system works with a virtual sensor of the HCHO and of the CO2
emissions (or a sensor if available) produced, respectively, by furniture and people. The
same control architecture can be extended in order to include other pollutants, e.g., TVOC.

In the control scheme of Figure 11, two regulation loops are present, together with an
override selector that allows maintaining the pollution values at fixed levels. Fixed levels
that can be considered as maximum constraints are [12,57]:

• CO2: 1500 [ppm];
• HCHO: 0.1 [ppm];
• TVOC: 300 [μg/m3].

In the previous bullet list, 1 [ppm] is equal to approximately 1000 [mg/m3]. This
approach, related to the IAQ control, is known as “performance-based approach” [12,57].

To the best of the authors’ knowledge, the design of different advanced PID control ar-
chitectures, exploiting different configurations, and defining different control specifications,
represents an innovation in the literature of control systems for energy savings and comfort
management in HBA. This feature allows for bridging the gap between non-optimized
solutions and optimized ones, providing a coupled control of thermal, lighting, and IAQ
sub-processes. In addition, to the best of the authors’ knowledge, the combination of ad-
vanced PID control architectures with DEDS for energy savings and comfort management
in HBA is not present in the literature; this feature allows for smartly managing the huge
number of operating conditions that can occur in HVAC processes. Finally, to the best of
the authors’ knowledge, the elevation of the IAQ controller to a supervisory level with
respect to thermal and lighting controllers represents further innovation that allows for
efficiently handling the multi-variable nature of the HVAC processes.

2.4. Software

A MATLAB/Simulink environment was adopted for the HVAC simulation and control
frameworks [58]. Furthermore, the MATLAB Identification Toolbox and the MATLAB Con-
trol System Toolbox were exploited for process identification and controllers’ synthesis [58].

The work has been executed using a laptop computer with the following specifications:
Intel(R) Core(TM) i8-3840QM CPU with 3 GHz HDD.

3. Results and Discussion

3.1. Modelization Results

In order to evaluate the proposed HVAC simulation framework (see Section 2.2),
tailored simulations were performed. Sampling time of the model was set equal to 60 s.
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Figures 13–15 report room temperature and the illuminance of the modelization results
assuming no action of the control devices (MVs). The results refer to the effects of the
following selected DVs: outside temperature, thermal radiation related to the window
glass, and natural illuminance on the walls. In Figure 13, the behavior of the solar radiation
for one month is reported. Figure 14 reports the room temperature (blue line) together
with the outside temperature (green line) and solar radiation (red line) disturbances. In
Figure 15, the room illuminance at the height of the work desk (0.8 [m]) is depicted.

Figure 13. Modelization results: solar radiation.

Figure 14. Modelization results with no control actions: room temperature.
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Figure 15. Modelization results with no control actions: room illuminance.

Figures 16–18 report some modelization results on IAQ variables in a typical working
day. It is assumed that two people are present in the room during the hours 8–12 and 14–18.
The windows are assumed to be closed when the people are in the room. In each figure, the
black dashed line indicates the desired maximum constraint of the variable (see Section 2.3),
while the variable is depicted by a blue line. Occupancy (suitably scaled) is depicted with
a red line in Figure 16. With regard to Figures 16 and 17, as previously stated, 1 [ppm]
is equal to approximately 1000 [mg/m3]. With regard to HCHO and TVOC, zero initial
conditions are assumed (see Figures 17 and 18). Observing Figures 16–18, HCHO can be
identified as the most critical IAQ variable.

Figure 16. Modelization results on IAQ variables: CO2.
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Figure 17. Modelization results on IAQ variables: HCHO.

Figure 18. Modelization results on IAQ variables: TVOC.

In order to efficiently tune the controllers described in Section 2.3, step tests were
executed in the proposed HVAC simulation framework, assuming a manual management
of the involved actuators, thus, setting the PID controllers in manual mode.

With regard to the thermal control through the heat pump (in both the initial and
modified control systems), a unitary step was simulated on the actuator in order to evaluate
the response of the room temperature. The other input variables that influenced the
temperature were assumed to be constant. The following FOPDT model was assumed to
approximate the behavior of the thermal model in the Laplace domain:

y(s) =
0.0017

370s + 1
e−345su(s) (20)

where the time constant and the delay are expressed in seconds.
With regard to the IAQ control through window opening (in the modified control

system), a step of 1 [m] was simulated on the actuator in order to evaluate the response of
the CO2 and of the HCHO. The step magnitude corresponds to the maximum width of the
window opening. A wind speed of 0.15 [m/s] was assumed, which is the average value of
wind speed among the values that allow windows to be opened. For the most critical IAQ
variable, i.e., HCHO, from the step test, the α and τ parameters were found to be 860 [mg
HCHO/m] and 80 [s], respectively (see Section 2.1).

3.2. Control Results

In this section, some tuning results are reported together with tailored simulations of
the initial and modified control systems. Sampling time of the model and of the controllers
were set equal to 60 s.
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For the heat pump-based thermal controller, the approximate thermal model reported
in Equation (20) has been considered in both the initial and modified control systems. The
ratio between the delay and the time constant is:

L
τ
=

345 [s]
370 [s]

= 0.93 (21)

Based on the theoretical assumptions reported in Section 2.1, the Smith predictor
architecture reported in Figure 1 was applied to the heat pump-based thermal controller. In
order to tune the PID parameters, the Ziegler–Nichols frequency response method (close-
loop method; see Table 1) was used (see Figure 19). The ultimate gain (Ku) and the ultimate
period (Tu) result in values equal to 0.4 [◦C/W] and 1200 [s], respectively (see Figure 19).
The PID parameters were computed based on Table 1. Different simulations were performed
in order to adjust the parameters starting from the initial tuning. In particular, a faster
response was sought while maintaining the overshoot limited to approximately 1.5 [%] of
the temperature reference value. Table 12 reports the initial and final tuning parameters.
Figures 20 and 21 report the performances related to the room temperature (CV) and the
heat pump (MV) with different tuning parameters of the Smith predictor, or in the case of
no Smith predictor. The green lines refer to the final tuning parameters in Table 12.

 
Figure 19. Control results: Smith predictor architecture tuning.

Table 12. Smith predictor architecture tuning.

Parameter Initial Tuning Value Final Tuning Value

KP 0.24 [◦C/W] 0.24 [◦C/W]
TI 600 [s] 20 [s]
TD 150 [s] 150 [s]

In the modified control system, with regard to the IAQ controllers, the step tests
described in Section 3.1 were exploited for the tuning of the PID parameters, using the
Ziegler–Nichols step response method (open-loop method; see Table 2). With respect to the
initial tuning parameters, HCHO controller parameters were modified, in order to obtain a
faster response to formaldehyde, i.e., the most critical pollutant (see Section 3.1).
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Figure 20. Control results: Smith Predictor architecture performances (CV).

Figure 21. Control results: Smith predictor architecture performances (MV).

Figures 22–25 report the results of the IAQ control over a day achieved by the modified
control system. In the simulation, the season is assumed to be winter; the difference
between room temperature and outside temperature is assumed to be equal to 10 [◦C].
It is assumed that two people are present in the room during the hours 8–12 and 14–18.
Figures 22–24 report the considered CVs, i.e., CO2, HCHO, and TVOC. Figure 25 reports
the MV, i.e., the window’s opening width. In Figures 22–24, a black dashed line indicates
the desired maximum constraint of the variable (see Sections 2.3 and 3.1), while the current
process variable is depicted by a blue line. Occupancy (suitably scaled) is depicted by a
green line in Figure 22. The MV, i.e., the window’s opening width, is reported (suitably
scaled) through a green line in Figure 23. In Figures 24 and 25, wind speed is also reported
(suitably scaled). Looking at the figures, it can be seen that the control system is able to meet
IAQ specifications in most cases. The only process condition where constraint violation
was observed was when the wind speed was greater than 3 [m/s] (see Figures 24 and 25):
windows cannot be opened (see Figure 25), and the HCHO violates its constraint (see
Figure 23).
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Figure 22. Control results: IAQ control, CO2 (CV).

Figure 23. Control results: IAQ control, HCHO (CV).

Figure 24. Control results: IAQ control, TVOC (CV).
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Figure 25. Control results: IAQ control, windows opening (MV).

The performance of the initial and modified control systems on thermal and lighting
control is shown below by simulating three scenarios. An entire day is simulated in each
scenario. The first scenario refers to the initial control system, while the second and third
scenarios refer to the modified control system. The simulated scenarios refer to the winter
and summer seasons, considering both control policies: Energy Saving and Comfort.

The first scenario is represented in Figures 26–29: it refers to the winter season; the initial
control system supplies heat to the room in the Energy Saving policy (Figures 26 and 27)
and in the Comfort policy (Figures 28 and 29). Figures 26 and 28 report the CVs (room
temperature and room illuminance), while the MVs (heat pump, dimmer, and rolling
shutters) are depicted in Figures 27 and 29. The room temperature setpoint is set to 22 [◦C].
The defined room illuminance setpoint is 200 [Lux]. The controller requires a full opening
of the rolling shutters: this action is executed because Energy Saving control policy is active.
In this way, thermal solar radiation is exploited and energy saving target is pursued (see
Figure 27). In Figure 26, it can be seen that during the middle hours of the day there is
a high illuminance in the room, which may be excessive for the user. Comfort control
policy performances are reported in Figures 28 and 29. In this case, the highest priority
is retained by the room illuminance request: the rolling shutters are closed in the middle
part of the day in order to respect the desired illuminance level through artificial light
use (see Figures 28 and 29). The Comfort policy tries to search for an optimal tradeoff
between energy savings and user comfort specifications: an energy consumption increase
is observed in the middle part of the day (see Figure 29). On the day under consideration,
thermal radiation is of low intensity: despite this fact, the Energy Saving control policy
ensures a reduction in energy consumption compared to the Comfort policy (compare
Figures 27 and 29). The transitions required by the controller result in increased control
efforts by the heat pump.

The second scenario is represented in Figures 30–35: it refers to the winter season; the
modified control system supplies heat to the room in the Comfort policy (Figures 30–32) and
in the Energy Saving policy (Figures 33–35). Figures 30, 31, 33 and 34 report the CVs (blue
lines), together with the defined setpoints (green lines), and two DVs, i.e., the outside tem-
perature (red line) and solar radiation (magenta line). MVs are depicted in Figures 32 and 35,
together with the presence of solar radiation. Time-varying setpoints are assigned to room
temperature and illuminance. In particular, thanks to the presence check, tailored reference
trajectories are imposed, taking into account the occupancy. Similar behaviors can be
observed in both the control policies of the room temperature (see Figures 30 and 33); how-
ever, MVs behavior is quite different (see Figures 32 and 35): the use of the heat pump is
minimized in the Energy Saving policy. This can be clearly observed during periods when
solar radiation is present. A significant difference can be observed in room illuminance
(see Figures 31 and 34): in the Comfort policy, the tracking of the required CVs setpoint has
higher priority, so the rolling shutters are not immediately opened in the middle of the day
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(when the solar radiation is present, see Figure 32). In this way, a satisfactory tracking of
the room illuminance setpoint is obtained (see Figure 31). In the case of the Energy Saving
policy, the rolling shutters are immediately opened in the middle of the day so as to allow
for exploiting natural heat sources provided by the solar radiation. In this way, considering
the higher cost of heat pump activation compared to other MVs, energy savings is achieved
at the expense of less comfortable room illuminance.

Figure 26. Control results (first scenario, initial control system, Energy Saving policy): room tempera-
ture and room illuminance (CVs).

Figure 27. Control results (first scenario, initial control system, Energy Saving policy): MVs (heat
pump, dimmer, and rolling shutters).
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Figure 28. Control results (first scenario, initial control system, Comfort policy): room temperature
and room illuminance (CVs).

Figure 29. Control results (first scenario, initial control system, Comfort policy): MVs (heat pump,
dimmer, and rolling shutters).
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Figure 30. Control results (second scenario, modified control system, Comfort policy): room tempera-
ture (CV), outside temperature, and solar radiation (DVs).

Figure 31. Control results (second scenario, modified control system, Comfort policy): room illumi-
nance (CV).
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Figure 32. Control results (second scenario, modified control system, Comfort policy): MVs (heat
pump, dimmer, and rolling shutters) and DV (presence of solar radiation).

Figure 33. Control results (second scenario, modified control system, Energy Saving policy): room
temperature (CV), outside temperature, and solar radiation (DVs).
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Figure 34. Control results (second scenario, modified control system, Energy Saving policy): room
illuminance (CV).

Figure 35. Control results (second scenario, modified control system, Energy Saving policy): MVs
(heat pump, dimmer, and rolling shutters) and DV (presence of solar radiation).

The third scenario is represented in Figures 36–41: it refers to the summer season; the
modified control system cools the room in the Comfort policy (Figures 36–38) and in the
Energy Saving policy (Figures 39–41). Figures 36, 37, 39, and 40 report the CVs (blue lines),
together with the defined setpoints (green lines), and two DVs, i.e., the outside tempera-
ture (red line) and solar radiation (magenta line). MVs are depicted in Figures 38 and 41,
together with the presence of solar radiation. As in the second scenario, time-varying set-
points are assigned to room temperature and illuminance, considering the presence check.
Similar behaviors can be observed in both the control policies on the room temperature (see
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Figures 36 and 39); however, the MVs behavior is quite different (see Figures 38 and 41):
the use of the heat pump is minimized in the Energy Saving policy. This control action
causes a general reduction in the rolling shutters’ opening in the Energy Saving policy (see
Figures 38 and 41) and, as a consequence, a major increase in the usage of artificial light.
These control actions generated some differences in the room illuminance behavior (see
Figures 37 and 40).

Figure 36. Control results (third scenario, modified control system, Comfort policy): room temperature
(CV), outside temperature, and solar radiation (DVs).

Figure 37. Control results (third scenario, modified control system, Comfort policy): room
illuminance (CV).
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Figure 38. Control results (third scenario, modified control system, Comfort policy): MVs (heat pump,
dimmer, and rolling shutters) and DV (presence of solar radiation).

Figure 39. Control results (third scenario, modified control system, Energy Saving policy): room
temperature (CV), outside temperature, and solar radiation (DVs).
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Figure 40. Control results (third scenario, modified control system, Energy Saving policy): room
illuminance (CV).

Figure 41. Control results (third scenario, modified control system, Energy Saving policy): MVs (heat
pump, dimmer, and rolling shutters) and DV (presence of solar radiation).

In order to limit the overshoot of the room illuminance in the presence of solar radiation
(main DV), suitable logic can be included to limit the rolling shutter actuation.

Observing the proposed simulations for the initial and modified control systems, the
following conclusions on the control performances can be derived. The initial control
system is characterized by weak points, mainly in the thermal control due to the presence
of bumps on the heat pump control efforts (MV). This is an intrinsic behavior of the
MV caused by the adopted thermal control architecture (combination of PID and DEDS).
Starting from this consideration, the modified control system was designed to implement a
different control solution based on the following principle: the thermal control system and
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lighting have similar requirements and have been designed according to the same criteria of
engineering. The modified control system was equipped with an enhanced thermal controller
based on a more complex architecture. A new automaton has been designed to handle
possible conflicting requirements between thermal and lighting controllers, exploiting also
additional features, e.g., anti-glare and solar radiation presence. Furthermore, IAQ control
was added to the modified control system, elevating the actuation of the windows to a
supervisory level.

3.3. Energy Saving Results

In order to assess the CO2 emissions reduction achievable through the proposed
control systems, a linear relationship between energy ([kWh]) and CO2 emissions has
been exploited (see Section 2.3). The performances of the initial and the modified control
systems have been compared to the performances of the standard decoupled thermal and
lighting PID controllers. The standard PID controllers considered take into account the
rolling shutters as measured DVs, while the heat pump and dimmer are the MVs of the
thermal and lighting systems, respectively. Since the rolling shutters are measured DVs of
the standard PID controllers, two significant conditions are considered in the simulations:
the first condition refers to the worst case, i.e., assuming the rolling shutters closed in
the winter season and opened in the summer season. The second condition refers to an
“average” case, i.e., assuming the half-open rolling shutters. The initial and the modified
control systems are simulated in both the Energy Saving and Comfort policies. Multiple
simulations in each season were performed with different weather conditions, obtaining
an average energy savings percentage performance for each season of the initial and the
modified control systems with respect to the considered standard PID controllers in both
the mentioned rolling shutter cases. Tables 13 and 14 report the results of the simulations
performed for the different seasons. In addition, average yearly energy savings and worst
yearly energy savings were evaluated for the initial and the modified control systems with
respect to standard decoupled PID controllers (see Figure 42). To calculate the average
yearly energy savings, the yearly results obtained based on the experiments shown in
Tables 13 and 14 were averaged. On the other hand, to calculate the worst annual energy
savings values, the proposed control systems were compared with standard decoupled
PID controllers with half-open rolling shutters.

Table 13. Energy saving results: comparison between the initial control system and the standard
decoupled PID controllers.

Standard Decoupled PID
(Open/Closed Shutters)

Standard Decoupled PID
(Half-Open Shutters)

Initial control
system

(Energy Saving)

Spring
32 [%]

Summer
47 [%]

Spring
29 [%]

Summer
35 [%]

Autumn
24 [%]

Winter
21 [%]

Autumn
16 [%]

Winter
13 [%]

Initial control
system

(Comfort)

Spring
11 [%]

Summer
41 [%]

Spring
6 [%]

Summer
25 [%]

Autumn
22 [%]

Winter
19 [%]

Autumn
15 [%]

Winter
11 [%]

As can be noted in Tables 13 and 14 and Figure 42, both the proposed control systems
outperform the standard decoupled PID controllers. Furthermore, the modified control
system outperforms the initial one due to the improved control and optimization features.
Observing the results reported in Tables 13 and 14, a remarkable aspect can be highlighted:
significant energy savings values are obtained in the Comfort policy by the proposed
controllers in all the seasons (range 6 [%]–42 [%]). Furthermore, it should be emphasized
that the data reported for the winter season refer to a situation where the heat provided by
natural sources is minimal due to the unfavorable conditions of average daily solar radia-
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tion. In addition, comparing the energy saving results obtained by the proposed controllers
in the Energy Saving policy and in the Comfort policy, the Energy Saving policy shows the
best performance compared to the Comfort policy. For example, considering the spring
season, the high solar radiation forces the rolling shutters to remain almost closed during
daylight hours; therefore, the Comfort policy is penalized in terms of energy efficiency.

Table 14. Energy saving results: comparison between the modified control system and the standard
decoupled PID controllers.

Standard Decoupled PID
(Open/Closed Shutters)

Standard Decoupled PID
(Half-Open Shutters)

Modified control
system

(Energy Saving)

Spring
32.5 [%]

Summer
48 [%]

Spring
30 [%]

Summer
35.5 [%]

Autumn
24.5 [%]

Winter
22 [%]

Autumn
16.5 [%]

Winter
14 [%]

Modified control
system

(Comfort)

Spring
12 [%]

Summer
42 [%]

Spring
7 [%]

Summer
26 [%]

Autumn
23 [%]

Winter
20 [%]

Autumn
15.5 [%]

Winter
12 [%]
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Figure 42. Energy saving results (average yearly energy savings and worst yearly energy savings):
initial control system (top) and modified control system (bottom).

4. Conclusions

The present work aims at supplying contributions on simulation and control methods
for home and building automation, focusing on heating, ventilating, and air conditioning
processes. A simulation and control framework was designed and implemented for the
thermal, lighting, and indoor air quality (IAQ) subprocesses. The simulation framework
was based on first-principles and empirical models, including heat, lighting, and natural
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ventilation phenomena. Energy-consuming and green energy-supplying renewable sources
were integrated into the framework, e.g., heat pumps, artificial lights, fresh air flow, and
natural illuminance.

Proportional–integral–derivative (PID) controllers were combined in different ad-
vanced architectures. Supervisors based on discrete event dynamic systems (DEDS)
methodology were added to the control system, obtaining a multi-mode control frame-
work. Control systems based on different advanced control architectures and different
control policies were simulated and compared, highlighting control performances and
energy-saving results in terms of CO2 emissions reduction.

The present work provided qualitative and quantitative results. Qualitative results
refer to some methodological innovations provided in the literature on control solutions
for thermal, lighting, and IAQ subprocesses. The innovative methods concerned:

• The option to test and simulate different control systems in a flexible framework;
• The assessment of different advanced PID control architectures with the goal of achiev-

ing a coupled control of thermal, lighting, and IAQ subprocesses;
• The combination of advanced PID control architectures with DEDS for energy-saving

and comfort management.

The proposed control systems achieved significant quantitative results compared
with the more standard control approaches. In particular, seasonal and yearly simulations
showed that energy-saving results greater than or equal to 6 [%] (in each season) and 19
[%] (in one year) could be achieved compared with the more standard approaches.

Future work will focus on further improving the proposed simulation and control
frameworks by adding new features, e.g., multi-room environments, and including other
control techniques, e.g., model predictive control. In addition, cost-benefit analysis and
feasibility studies for field implementation will be carried out.
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