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Abstract: The research of oil/air two-phase flow and heat transfer is the fundamental work of the
design of lubrication and heat transfer in aero-engine bearing chamber. The determination of impact
state criterion of the moving oil droplets with the wall and the analysis of oil droplet deposition
characteristics are important components. In this paper, the numerical analysis model of the impact
between the moving oil droplet and the wall is established by using the finite volume method, and
the simulation of oil droplet impingement on the wall is carried out. Then the effects of oil droplet
diameter, impact velocity, and incident angle on the characteristic parameters of impact state are
discussed. The characteristic parameters include the maximum spreading length, the maximum
spreading width, and the number of splashing oil droplets. Lastly the calculation results are verified
through comparing with the experimental results in the literature. The results show as follows:
(1) The maximum spreading width of oil droplet firstly increases and then slows down with the
incident angle and the oil droplet diameter increasing; (2) when the oil droplet diameter becomes
small, the influence of the incident angle on the maximum spreading length of oil droplet is obvious
and vice versa; (3) with the impact velocity and diameter of oil droplet increasing, the maximum
spreading width of oil droplet increases firstly and then slows down, and the maximum spreading
length increased gradually; (4) the number of splashing oil droplets increases with the incident angle
and impact velocity increasing; and (5) compared with the experimental data in literature, the critical
dimensionless splashing coefficient Kc proposed in this paper can better distinguish the impact state
of oil droplet.

Keywords: aero-engine; bearing chamber; oil droplet; numerical simulation; criterion; splash;
deposition; impact; process

1. Introduction

Lubrication oil is supplied to roller or ball bearings via an under-race lubrication method and
then sheds into aero-engine bearing chamber in the form of oil droplets. The high-speed moving oil
droplets impact with the chamber wall at different incident angles, the diameter of oil droplets is in
the range of 1-500 um, and the impingement time is only a few microseconds. Then the oil droplet
or deposits on the wall surface to form oil film, or disintegrates many smaller secondary oil droplets
to suspend in the bearing chamber. Thus air, oil droplet, and oil film coexist in the bearing chamber.
The whole impingement process can be simplified as the impact of oil droplet with the oblique wall.
Meanwhile, the real aero-engine operating conditions are complicated, and the experimental studies
are limited. It is very difficult to accurately analyze the air-oil two-phase flow, and restricts the precise
design of aero-engine lubrication system. So, the numerical simulation can make up the deficiency
of the experiment method to a large extent. In this paper, the determination of impact state criterion
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between oil droplet and wall and the analysis of oil droplet disposition characteristics are performed,
which can provide more reasonable initial condition for the further research of multiphase flow and
heat transfer in the bearing chamber.

The phenomenon of liquid drop impacting with solid wall was firstly observed by Worthin et al. [1]
by means of the experiment that water droplet and mercury droplet impact with metal surface.
Subsequently, more comprehensive and extensive experimental research had been carried out by many
scholars under different parameter conditions. Early research focused on the observation of the droplet
shape change after the impact, and the analysis of the influence of droplet physical parameters, impact
velocity, and wall roughness. Mundo et al. [2] observed the impact phenomenon of alcohol, water, and
solid wall through experimental research, analyzed the influence of physical parameter of solution,
impact parameter and droplet diameter on the collision, and introduced the characteristic parameter as
the criterion for judging whether the droplet splashes or not. Glahn et al. [3] measured oil droplet sizes
and velocities by utilizing a Phase Doppler Particle Analyzer (PDPA) technique for the first time under
the real engine conditions, and calculated the droplet trajectories and velocities by using numerical
method. Simmons et al. [4] calculated the dispersion oil droplets motions using the two-way coupling
method, where the oil droplet diameter is in the range of 1~500 microns. Cossali et al. [5] studied
the splashing phenomenon of droplets after impinging on the liquid film by experiments, proposed
the definition of splashing, and summarized the critical parameters of splashing. Sikalo et al. [6,7]
carried out an experimental study on the impact between the droplet and the inclined wall, found the
phenomenon of spread, rebound, and splash appeared after the impact between the droplet and the
solid surface, and analyzed the influence of the incident angle and impact velocity of the droplet on
the spreading characteristics and rebound rate of the liquid film. Rioboo et al. [8,9] put forward six
kinds of impact phenomena between liquid droplet and solid wall based on the observation results
of collision test using water and alcohol mixture, and analyzed the influence of the liquid droplet,
impact velocity, and the roughness of solid wall on the shape change of splashed liquid droplet and
liquid film after collision. Hitoshi and Yu et al. [10] combining experimental and numerical simulation
methods, studied the form of spreading water film formed by water droplet after colliding with inclined
wall. Shen et al. [11] used a two-dimensional numerical simulation method to compute the dynamic
process of water droplet impacting the inclined wall, and analyzed the influence of impact velocity
and incident angle of water droplet under the condition of low impact energy on the spreading length.
Wang et al. [12] established the collision model of oil droplet and chamber wall based on the motion
state before the collision between oil droplet and bearing chamber wall in the aero-engine, and obtained
the influence rule of oil droplet diameter on the deposition rate and momentum transfer rate of oil
droplet. Fujimoto and Ogino et al. [13] calculated the deformation, velocity, and pressure distribution of
liquid droplet when hit the horizontal and inclined surface, and compared them with the experimental
results. Fukai et al. [14] used the two-dimensional finite element method to simulate the deformation
behavior after the collision of droplet and plates, and analyzed the influence of impacting velocity and
contact angle. Lu et al. [15] used the high-speed photography technology to establish the relationship
between the spreading characteristics of liquid film, the weber number, and impact incident angle.
Vladimir et al. [16] studied the collision of droplet and the oil tank surface by theoretical analysis
method, and analyzed the change rule of the adhesion and splashing of a single droplet impact with
the oil tank surface. Gorse et al. [17] carried out an experimental study on the oil droplet generation by
roller bearing in a wide range of engine conditions, the results revealed that the pressure across the
bearing and the structure of the bearing support had strong influence on the generation of oil droplets.
Farrall et al. [18] used CFD technique to determine the outcome of droplet impact with a wall film,
and the results show that the behavior of oil in bearing chamber is strongly influenced by the conditions
with which it leaves the bearing. Chen et al. [19] established the oil droplet movement model in the air
fluid by Lagrangian method, and analyzed the deposition characteristics of the moving oil droplet
after colliding with the bearing chamber wall. Chen et al. also analyzed the collision between the
deformed oil droplet and the wall, and obtained the change rule of the flow characteristics of the oil
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film on the wall. Tembely et al. [20] discussed the effect of substrates” wettability on the droplet impact
droplet spreading, and the evolution of spreading diameter was determined. Adenyi et al. [21] carried
out numerical and experimental study of a customized shallow sump aero-engine bearing chamber
with inserts to improve oil residence volume. Bristot et al. [22] identified a Volume of Fluid (VOF)
approach with turbulence damping for the transient simulation of air/gas two-phase flows in bearing
chamber, which improve the accuracy of bearing chamber flows modelling.

Although there are many researches on the impact between droplet and solid wall, most of them
focus on spreading characteristics after the impact between droplet and solid wall. However, the
determination of impact state criteria for the adhesion and splashing state of droplet and the variation
of the number of secondary droplets after the impact is rarely discussed. Meanwhile, compared
with the water droplet, the high viscosity coefficient makes it show inherent characteristics when
an oil droplet impacts with the wall. Therefore, it is very necessary to carry out the research on the
determination of impact state criteria and the deposition characteristics of moving oil droplets in the
bearing chamber.

The VOF method is used to establish the numerical model of oblique collision between moving
oil droplet and solid wall. The impact state and the deposition characteristic of oil droplet is
calculated under the different oil droplet diameter, incident angle, and impact velocity. Single factor
analysis method is employed to analyze oil droplet impact state. The determination of impact state
criterion between the dimensionless splashing coefficient and oil droplet impact state is acquired.
The results can be applied to the impact analysis of oil droplet and wall in aero-engine bearing chamber.
And the quantitative analysis of the number of splashing secondary oil droplets could provide the
initial condition for further research on coalescence and breakup of the secondary oil droplet in the
bearing chamber.

2. Theory and Calculation Model

2.1. The Governing Equation of Oil Droplet Impacting with the Wall

There are two kinds of fluids involved in the process of impact between oil droplet and the wall:
Lubricating oil and air. Both of them are assumed incompressible fluid and no mass and momentum
exchanged with each other. The mass and momentum conservation equation of each phase are
as follows:

V-Vv=0 1)
av 1 1
—+V- =g—=[Vp-puV? =
7TV (W) =g p[p u V]+PF ]
where Vis the fluid velocity; p is the fluid pressure; g is the gravity acceleration; p and y are the average
density and average dynamic viscosity of fluid respectively; F is the momentum source term generated
by oil surface.

VOF method [23,24] is used to trace the free interface between oil droplet and air, and the volume
fraction of oil in grid cell is calculated. The oil volume fraction equation is given by

2Q

—+V-VQ =

5 + 0 3)
where () is the oil volume fraction, () = 0 and Q) = 1 indicate that there is no oil or full oil in the grid
cell respectively; 0 < (2 < 1 indicates that oil and air coexist in the gird cell at the same time.

The average density and dynamic viscosity of the fluid in the grid cell are

p=0p+(1-Q)pg O]

o= 0p+ (1-Q)ug ©®)
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where subscript ] and g represent oil and air respectively.
According to the continuous surface tension model proposed by Bracketbill et al. [25], the
momentum source term in Equation (2) is given by

r pxVQ ©
=0

(p1+pg)/2
where « is the surface curvature, x = V(n/|n|), n is the normal direction of the free interface between
oil droplet and air, n = VQ.

2.2. Numerical Model of Oil Droplet Impacting with Wall

The schematic diagram of the impacting between oil droplet and the solid wall is shown in
Figure 1. The diameter of the incident oil droplet is D, the incident angle of the oil droplet is 6, and the
impacting velocity is v. The width and length of the wall are W and L respectively.

Figure 1. Oil droplet impact with solid wall.

The grid model of oil droplet impacting with solid wall is shown in Figure 2, and the calculation
region is W X L X H =2 mm X 2 mm X 0.4 mm. The boundary conditions of calculation are as follows:

droplet

Figure 2. Grid model of moving oil droplet impacting with the wall.

(1) In the calculation area of oil droplet, the volume fraction of oil is set as 1, the initial oil droplet
velocity is the impacting velocity;
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(2) in the other calculation area, the volume fraction of oil is set as 0; and
(3) the wall adopts the no-slip velocity boundary condition.

The impact point of oil droplet and the wall is P. Hexahedral structured grids are generated in the
entire computational domain. In order to ensure the calculation accuracy, W and L are divided into
200 segments respectively, and H is divided into 40 segments. The volume cellis 1 pm X 1 um X 1 um,
and the total grid number is 1,600,000. The mesh quality is quite fine, which completely meets the
computing requirement. Considering the accuracy and sharpness, the Geo-Reconstruct is employed
for interface reconstruction. And the second-order upwind scheme is employed for discretization of
fluid mass and momentum conservation equation. The transient solver is used to solve the equations,
in which Presto algorithm is employed for the pressure term, PISO algorithm is used for coupling the
pressure and velocity term: where oil density p; is 926 kg/m?, dynamic viscosity y; is 0.007 P-s, and
surface tension coefficient o; is 0.035 N/m. Gas density pg is 1.225 kg/ mS, dynamic viscosity g is
1.789 x 107 Ps.

3. Results and Discussion

In this paper, the deposition characteristics of oil droplet are calculated under different operating
condition. The impacting velocity, incident angle and oil droplet diameter chosen are derived from the
literature [3,12,19]. The specific parameters and values are shown in Table 1.

Table 1. Operating condition.

Parameters Value

Impacting velocity v (m/s) 10,15,20,25,30

Incident angle 0 (°) 30,45,60,75
Oil droplet diameter D 100,150,200,250,300
(um)

3.1. Deposition Characteristics of Oil Droplet under Different Oil Droplet Diameter, Velocity,
and Incident Angle

The adhesion and spreading process of oil droplet in 60 s is shown in Figure 3 when the diameter
is 150 pum, the impacting velocity is 15 m/s and the incident angle is 30°. The adhesion and spread
indicates that there are no secondary oil droplets appeared after the oil droplet impacting the wall.
After impacting with the solid wall, the oil droplet spread along the wall under the combined action
of gravity, inertial force, surface tension, and viscous force. It can be seen from the figure that the
spreading length and spreading width of the oil film are quite different, and the oil film distribution is
asymmetrical in the direction W and L. The oscillation and accumulation phenomenon occurred at
the bottom of the oil film, accompanied by the appearance of “dry out spots”. The reason is that the
force of oil droplet is uneven in the direction of spreading length and width. Due to that the incident
angle is small, the effect of gravity and viscous force on the direction of spreading length are more
significant, but the spread in the direction of width is only affected by viscous force.

The adhesion and spreading process of oil droplet in 60 ps is shown in Figure 4 when the diameter
is 200 pm, the impacting velocity is 10 m/s and the incident angle is 60°. Compared with Figure 3, the
spread of oil droplet on the wall is quite different. Under this condition, the spread shape of oil droplet
on the wall is approximately circular, and the spread is relatively uniform in the direction of length
and width. The reason is that the effect of gravity on the oil droplet become small with the incident
angle increasing, and surface tension and viscous force plays a leading role.
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@
t=0 us t=10 ps t=20us t=30 ps t=40 us t=60 ps
@)
t=60 ps t=60 us
(b)

Figure 3. Spreading process of oil droplet (D = 150 pm, v = 15 m/s, 6 = 30°), where the contour plots
represent the volume fraction of oil droplet. (a) Spreading process of oil droplet in 60 us. (b) Spreading
of oil droplet at 60 us.

> ”~ 7~ 7~ e -~

t=0us t=10 us t=20 us t=30 us t=40 pus t=60 us

t=60 us t=60 us
(b)

Figure 4. Spreading process of oil droplet (D =200 pm, v = 10 m/s, 6 = 60°), where the contour plots
represent the volume fraction of oil droplet. (a) Spreading process of oil droplet in 60 ps. (b) Spreading
of oil droplet at 60 us.

The adhesion and spreading process of oil droplet in 60 s is shown in Figure 5 when the diameter
is 250 um, the impacting velocity is 25 m/s and the incident angle is 60°. It can be seen that the oil
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droplet splashed after impacting with the wall. Due to that the diameter of the oil droplet is large and
the impacting velocity is high, so the momentum of the impacting oil droplet is larger. But a large
incident angle reduced the flow velocity of the deposited oil film along the wall, and the propagation
velocity of the internal shock wave of the oil film is faster than that of the oil film along the wall,
so “small oil column” appears at the edge of the spreading oil film. With the aid of the propagation of
the shock wave, the energy accumulated at the edge, and “small oil column” extends upward, thus the
“small oil column” breaks up and forms the second small splashing oil droplet. Meanwhile, it can be
seen that the oil film also breaks up under the action of shock wave, which results in uneven spreading
thickness of oil film on the wall, and accompanies by the appearance of dry out spots.

‘/////

t=0ps t=10 ps t=20ps t=30 us t=40 ps t=60 ps
@

t=60 us t=60 us
(b)

Figure 5. Splashing process of oil droplet (D =250 um, v = 25 m/s, 6 = 60°), where the contour plots
represent the volume fraction of oil droplet. (a) Splashing process of oil droplet in 60 ps. (b) Splashing
of oil droplet at 60 us.

The characteristic parameters include the maximum spreading length, the maximum spreading
width, and the number of splashed secondary oil droplet, which are used to characterize the change
rule of the impact state between the oil droplet and the solid wall. Figure 6 shows the relationship
of the maximum spreading length and the maximum spreading width of the deposited oil film with
the diameter of oil droplet under different incident angles when the impacting velocity is 20 m/s.
The maximum spreading width of the oil film increases with the diameter and incident angle of oil
droplet increasing, and the spreading width of the oil film increases firstly and then gradually slows
down. With the diameter and incident angle of oil droplet increasing, the splash phenomenon occurs
after the oil droplet impacting with the wall. The relationship between the maximum spreading length
of the oil film, the diameter and the incident angle of the oil droplet is complicated. When the incident
angle is small, the oil droplet is significantly affected by gravity. So, the maximum spreading length of
the oil film is large. However, with the diameter of oil droplet increasing, the influence of incident
angle on maximum spreading length of oil film weakens.

In Figure 7, the relationship of the maximum spreading length and width of deposited oil film
with the diameter of impacting oil droplet under different impacting velocity when the incident angle
is 60° and the spreading time is 60 ps. It can be seen that with the impacting velocity increasing,
the maximum spreading width of oil film increases firstly and then slows down, while the maximum
spreading width of oil film increases with the impacting velocity and oil droplet diameter increasing.
The larger impacting velocity and kinetic energy of oil droplet, the greater remaining energy after the
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oil droplet overcomes the energy dissipation in the spreading process, which is conducive to the further
spreading. However, due to the splashing phenomenon on the edge of spreading, the spreading width
slows down.

£ £
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oil film spreading width w - - - oil film spreading length /

Figure 6. Effect of incident angle on spreading characteristics of deposited oil film when the impacting
velocity is 20 m/s.
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Figure 7. Effect of impacting velocity on spreading characteristics of deposited oil film when the
incident angle is 60°.

The trend of oil droplet impacting velocity and the number of splashed oil droplet under different
incident angles is shown in Figure 8 when the oil droplet diameter is 300 um and the spreading time
is 60 ps. It can be seen that when the impacting velocity of oil droplet is low, no splash occurs after
the impact between oil droplet and the wall. With the impacting velocity of oil droplet increasing,
the number of splashed oil droplet increases. Obviously, the reason is that the higher impacting
momentum of oil droplet with larger impacting velocity, the more splashing oil droplet produced.
Meanwhile, with the incident angle increasing, more splashing oil droplets are born at the same
impacting velocity. The oil film is more evenly stressed in the length and width direction with the
incident angle increasing. And more small oil columns emerge at the edge of the oil film, then occurs
fracture, so more splashing oil droplets are produced.
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Figure 8. Effect of impact velocity on the number of splashed oil droplets when the oil droplet diameter
is 300 um.

3.2. Determination of Impact State Criterion

The determination of impact state criterion of moving oil droplet and the wall indicates that the
criterion can judge whether the critical state of oil droplet splashing occurred after the impacting with
the wall. According to the previous analysis, whether the splashing phenomenon occurs is depended
on the geometric and motion parameters such as the diameter, impacting velocity and incident angle
of oil droplet. The relevant parameters are derived from the literature [9,14]. In order to determine
whether the splashing phenomenon occurred after oil droplet impacted with the wall in the bearing
chamber, the single factor analysis method is employed in a wide range of parameter. The numerical
simulation of impact state between oil droplet and the wall are carried out to compute the deposition
and splashing of oil droplet under the combination of several influence parameters. The value of
the combination of geometric and motion parameter are recorded under corresponding conditions.
In order to establish the criterion for judge the critical state of moving oil droplet impacting the wall,
the dimensionless splashing coefficient K is introduced, and the expression is given by

K= W60‘5R60'25 (7)

where
We = p,sz/o, (8)
Re = pjwD/ )

where p; is oil droplet density; v is oil droplet impacting velocity; D is oil droplet dimeter; o; is
surface tension of oil droplet; ; is dynamic viscosity of oil droplet. We is the Weber number. Re is
Reynolds number.

The distribution relationship between the combination of geometric and operating parameters
and the dimensionless splashing coefficient K which correspond to the oil droplet deposition and
splashing state is shown in Figure 9. In the figure, the deposition and splashing of oil droplet are
divided into two parts. The dimensionless splashing coefficient corresponding to the fitted curve
was known as critical dimensionless splashing coefficient, which was represented by Kc. The fitting
relationship between the dimensionless splashing coefficient and the incident angle of oil droplet
obtained by univariate nonlinear regression analysis, which is given by

Ke = 182.657 x 9705543 (10)
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Figure 9. Distribution relationship between oil droplet deposition or splashing state and dimensionless
splashing coefficient K.

The significance of the critical dimensionless splashing coefficient is that: (1) when K < K,
the moving oil droplet will deposit after impacting with the solid wall, and no secondary oil droplet
will be produced; (2) when K > Kc, the moving oil droplet will splash after impacting with the wall,
and secondary oil droplet will be produced. The critical dimensionless splashing coefficient can be
used as a criterion to judge the impact state between the oil droplet and the wall in the aero-engine
bearing chamber.

3.3. Verification and Comparison of Impact State between Oil Droplet and the Wall

The dimensionless splashing coefficient can be used as the judgment criterion for the impact
state of moving oil droplet and solid wall. In order to verify the rationality and validity, the critical
dimensionless splashing coefficient and the judgment results provided in this paper are compared with
the relevant experimental results in the literature [2,6,26], as shown in Table 2. Through comparison,
itis found that the results of this paper are consistent with experimental results in the literature, and the
critical dimensionless splashing coefficient proposed in this paper can better distinguish the impact
state of oil droplet. The criterion for determining the impact state between moving oil droplet and the
wall can be applied to the aero-engine bearing chamber, which has not been achieved in the existing
research work.

Table 2. Comparison with the experimental results.

D P [T} o] [¢] v Experimental Din}ensionle.ss‘ Judgement Results
mm)  (kgm’)  (Pas)  (N/m) € (m/s) Rfj‘élfﬂ‘" Spllisi‘f“ﬁi‘:"lf:;i‘f“‘ of This Paper
0.132 786 0.0024 0.021 54° 17 splashing [2] 196.74 splashing

0.5 1000 0.000894 0.072 90° 18.81 splashing [26] 502.02 splashing
0.5 1000 0.000894 0.072 90° 3254 splashing [26] 995.98 splashing
0.5 1000 0.0021 0.069 90° 18.27 splashing [26] 399.41 splashing
0.5 1050 0.0021 0.069 90° 3292 splashing [26] 864.90 splashing
0.5 684 0.000387 0.020 90° 14.23 splashing [26] 623.14 splashing
0.5 684 0.000387 0.020 90° 8.93 splashing [26] 348.05 splashing
0.5 714 0.000720 0.022 90° 7.56 splashing [26] 238.29 splashing
0.5 714 0.000720 0.022 90° 13.28 splashing [26] 481.90 splashing
2.45 1220 0.116 0.063 90° 1.04 deposited [6] 16.30 deposited
2.72 996 0.001 0.072 10° 3.25 deposited [6] 193.119 deposited
2.72 996 0.001 0.072 45° 3.25 splashing [6] 193.11 splashing
2.72 996 0.001 0.072 45° 1.55 deposited [6] 76.54 deposited
3.3 786 0.0024 0.021 45° 2.1 splashing [6] 161.08 splashing
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4. Conclusions

(1) The influence of incident angle on the maximum spreading length of oil droplet is large when the
diameter of oil droplet is small; the influence of incident angle on the maximum spreading length
of oil droplet is small when the diameter of the oil droplet is large; while the maximum spreading
width of the oil droplet increases firstly and then slows down with the incident angle increasing.

(2) With the oil droplet diameter and impacting velocity increasing, the maximum spreading
width increasing firstly and then slows down, while the maximum spreading length shows an
increasing trend.

(3) With impacting velocity and incident increases, the number of splashing oil droplet presents an
increasing trend under the condition of splashing caused by oil droplet impacting with the wall.

(4) Compared with the physical experiments in the literature, the rationality and validity of the
critical dimensionless splashing coefficient proposed in this paper is verified. It is shown that the
dimensionless splashing coefficient is feasible as a criterion for judging the impact between the
moving oil droplet and the solid wall in the bearing chamber.
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Nomenclature

p average density of fluid

u average dynamic viscosity of fluid

o1 oil density

Pg gas density

0 oil dynamic viscosity

0] oil surface tension coefficient

Lg air dynamic viscosity

0 incident angle of oil droplet

K surface curvature

(@) oil volume fraction

P fluid pressure

D diameter of oil droplet

F momentum source term generated by oil surface
g gravity acceleration

n normal direction of the free interface between oil droplet and air
v impacting velocity of oil droplet

We Weber number

Re Reynolds number

K dimensionless splashing coefficient

Ke Critical dimensionless splashing coefficient
References

1. Worthington, A.M. On the forms assumed by drops of liquids falling vertically on a horizontal plate. Proc. R.
Soc. Lond. 1876, 25,171-178.

2. Mundo, C.; Sommerfeld, M.; Tropea, C. Droplet wall collisions: Experimental studies of the deformation and
breakup process. Int. |. Multiph. Flow 1995, 21, 151-173. [CrossRef]

11



Processes 2020, 8, 741

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

Glahn, A.; Kurreck, M.; Willmann, M.; Wittig, S. Feasibility study on oil droplet flow investigations inside
aero engine bearing chambers—PDPA techniques in combination with numerical approaches. J. Eng. Gas
Turbines Power 1996, 118, 749-755. [CrossRef]

Simmons, K.; Hibberd, S.; Wang, Y.; Care, I. Numerical study of the two-phase air/oil flow within an
aero-engine bearing chamber model using a coupled Lagrangian droplet tracking method. In Proceedings of
the ASME Pressure Vessels and Piping Conference, Vancouver, BC, Canada, 5-9 August 2002.

Cossali, G.E.; Coghe, A.; Marengo, M. The impact of a single drop on a wetted solid surface. Exp. Fluids 1997,
22,463-473. [CrossRef]

Sikalo, S.; Tropea, C.; Ganic, E.N. Impact of droplets onto inclined surfaces. J. Colloid Interface Sci. 2005, 286,
661-669. [CrossRef]

Sikalo, S.; Ganic, E.N. Phenomena of droplet surface interactions. Exp. Therm. Fluid Sci. 2006, 31, 97-110.
[CrossRef]

Rioboo, R.; Tropea, C.; Marengo, M. Outcomes from a drop impact on solid surfaces. At. Sprays 2001, 11,
155-165. [CrossRef]

Rioboo, R.; Marengo, M.; Tropea, C. Time evaluation of liquid drop impact onto solid dry surfaces. Exp. Fluids
2002, 33, 112-121. [CrossRef]

Hitoshi, F; Yu, S. Three-dimensional numerical analysis of the deformation behavior of droplets impinging
onto a solid substrate. Int. J. Multiph. Flow 2007, 33, 317-332.

Shen, 5.Q.; Cui, Y.Y.; Guo, Y.L. Numerical simulation of droplet striking on inclined isothermal surface.
J. Therm. Sci. Technol. 2009, 8, 194-197. (In Chinese)

Wang, J.; Chen, G.D.; Liu, Y.J. Analysis of the oil droplet motion and deposition Characteristics in an
aeroengine bearing chamber. Tribology 2010, 30, 362-366. (In Chinese)

Fujimoto, H.; Ogino, T. Collision of a droplet with a hemispherical static droplet on a solid. Int. . Multiph.
Flow 2001, 27, 1227-1245. [CrossRef]

Fukai, J.; Tanaka, M.; Miyatake, O. Maximum spreading of liquid droplets upon impact on flat surface.
J. Chem. Eng. Jpn. 1998, 31, 456-461. [CrossRef]

Lu, J.; Chen, X.L.; Cao, X.K. Characteristic phenomenon and analysis of a single liquid droplet impacting on
a dry surface. Chem. React. Eng. Technol. 2007, 12, 505-511. (In Chinese)

Weinstock, V.D.; Heister, S.D. Modeling oil flows in engine sumps: Drop dynamics and wall impact
simulation. . Eng. Gas Turbines Power Trans. ASME 2006, 128, 163-172. [CrossRef]

Gorse, P.; Dullenkopf, K.; Bauer, H.-].; Wittig, S. An Experimental Study on Droplet Generation in Bearing
Chambers Caused by Roller Bearings. In Proceedings of the ASME Turbo Expo 2008: Power for Land, Sea,
and Air, Berlin, Germany, 9-13 June 2008.

Farrall, M.; Simmons, S.; Hibberd, S.; Gorse, P. Modeling Oil Droplet/Film Interaction in an Aero-Engine
Bearing Chamber and Comparison with Experimental Data. ASME Paper No. GT2004-53698. In Proceedings
of the ASME Turbo Expo 2004: Power for Land, Sea, and Air, Vienna, Austria, 14-17 June 2004.

Chen, B.; Chen, G.D.; Wang, T. Flow characteristics analysis of wall oil film with consideration of oil
droplet deformation and secondary oil droplet deposition in aeroengine bearing chamber. Acta Aeronaut.
Astronaut. Sin. 2013, 34, 1980-1989.

Tembely, M.; Vadillo, D.; Soucemarianadin, A.; Dolatabadi, A. Numerical Simulations of Polymer Solution
Droplet Impact on Surfaces of Different Wettabilities. Processes 2019, 7, 798. [CrossRef]

Adeniyi, A.A.; Morvan, H.P.; Simmons, K.A. A Transient CFD Simulation of the Flow in a Test Rig of an
Aeroengine Bearing Chamber. In Proceedings of the ASME Turbo Expo2014: Turbine Technical Conference
and Exposition, Diisseldorf, Germany, 16-20 June 2014.

Bristot, A.; Morvan, H.; Simmons, K. Evaluation of a volume of fluid CFD methodology for the oil film
thickness estimation in an aero-engine bearing chamber. In Proceedings of the ASME Turbo Expo 2016:
Turbomachinery Technical Conference and Exposition, Seoul, Korea, 13-17 June 2016.

Hirt, C.W.; Nichols, B.D. Volume of fluid (VOF) method for the dynamics of free boundaries. J. Comput. Phys.
1981, 39, 201-225. [CrossRef]

Youngs, D.L. Time dependent multi-material flow with large fluid distortion. In Numerical Methods for Fluid
Dynamics; Morton, K.W., Baines M.J., Eds.; Academic Press: New York, NY, USA, 1982; pp. 273-285.

12



Processes 2020, 8, 741

25.  Brackbill, ].U.; Kothe, D.B.; Zemach, C. A continuum method for modeling surface-tension. J. Comput. Phys.
1992, 100, 335-354. [CrossRef]

26. Pan,K.L.; Tseng, K.C.; Wang, C.H. Breakup of a droplet at high velocity impacting a solid surface. Exp. Fluids
2010, 48, 143-156. [CrossRef]

® © 2020 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
@ article distributed under the terms and conditions of the Creative Commons Attribution
BY

(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

13



processes MBPY

Article

Investigation of the Superposition Effect of Oil Vapor
Leakage and Diffusion from External Floating-Roof
Tanks Using CFD Numerical Simulations and
Wind-Tunnel Experiments

Jie Fang, Weiqiu Huang *, Fengyu Huang, Lipei Fu and Gao Zhang
Jiangsu Key Laboratory of Oil & Gas Storage and Transportation Technology, Changzhou University,
Changzhou 213164, China; fangxyjoyce@sina.com (J.E.); 17000271@smail.cczu.edu.cn (EH.);
fulipeiupc@163.com (L.E.); €9940610@Gmail.com (G.Z.)
* Correspondence: hwq213@cczu.edu.cn

Received: 31 January 2020; Accepted: 3 March 2020; Published: 5 March 2020

Abstract: Based on computational fluid dynamics (CFD) and Realizable k-¢ turbulence model, we
established a numerical simulation method for wind and vapor-concentration fields of various external
floating-roof tanks (EFRTs) (single, two, and four) and verified its feasibility using wind-tunnel
experiments. Subsequently, we analysed superposition effects of wind speed and concentration fields
for different types of EFRTs. The results show that high concentrations of vapor are found near the
rim gap of the floating deck and above the floating deck surface. At different ambient wind speeds,
interference between tanks is different. When the ambient wind speed is greater than 2 m/s, vapor
concentration in leeward area of the rear tank is greater than that between two tanks, which makes
it easy to reach explosion limit. It is suggested that more monitoring should be conducted near
the bottom area of the rear tank and upper area on the left of the floating deck. Superposition in
a downwind direction from the EFRTs becomes more obvious with an increase in the number of
EFRTs; vapor superposition occurs behind two leeward tanks after leakage from four large EFRTs.
Considering safety, environmental protection, and personnel health, appropriate measures should be
taken at these positions for timely monitoring, and control.

Keywords: external floating-roof tank; oil vapor superposition effect; numerical simulation; leakage
and diffusion; wind tunnel

1. Introduction

External floating-roof tanks (EFRTs) are widely used for crude oil storage [1]. With the development
of petroleum reserve strategies, different types of EFRTs have been developed. However, the floating
deck in an EFRT cannot seal a tank wall absolutely as it needs to float up and down freely [2]. In other
words, there is an annular rim gap between the floating deck and tank wall. As the elasticity of the rim
seal gradually decreases with long-term usage, the rim gap widens. Especially, improper operation
or poor maintenance will aggravate the attrition of the sealing device. Under such conditions, oil
evaporation from the rim gap and oil vapor diffusion into the atmosphere increase simultaneously.
The discharged vapor typically contains volatile organic compounds (VOCs), which can cause several
safety and environmental problems [3-5]. When air flows through storage tanks, vortices are generated
and an improper layout will produce some ‘dead angles of the vortices’ [6], and these dead angles
adversely affect air flow and oil-vapor discharge. In this case, the concentration of oil vapor in these
dead angles is superimposed, which increases the likelihood of accidents, such as fire. Therefore,
analysing the effect of superposition on VOC leakage and diffusion in EFRTs has obvious practical
significance and theoretical value [7-9].

Processes 2020, 8, 299; doi:10.3390/pr8030299 www.mdpi.com/journal/processes
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Numerical simulation methods are widely used to describe oil-vapor diffusion in storage
tanks [10-12]. Sharma et al. [13] investigated static breathing evaporation loss from two horizontal
storage tanks on the ground and underground and found that higher the concentration of n-butane
and i-pentane, higher is the breathing loss. Huang et al. [14] and Wang et al. [15] investigated the
effects of oil loading rate and the initial oil-vapor concentration on the oil-vapor mass transfer and the
evaporation loss in the large doom roof tank by using the phase-interface convection mass transfer
model. The results revealed the variation rules of the oil-vapor concentration, the speed ratio of
gas to liquid, and the evaporation loss rates of oil products in the tank and at the discharge ports.
Hou et al. [16] investigated the heat and mass transfer mechanisms in refueling process by using
two-dimensional unsteady state model of the vehicle refueling process. The results showed that as
the refueling velocity increases, the gas-liquid mixing is increased, and the free surface of liquid is
gradually blurred. Hassanvand et al. [17,18] used the volume-of-fluid (VOF) model of CFD to simulate
the various influence factors in the process of gasoline tank loading, and studied the effects of the
temperature, the oil loading speed, the initial oil-vapor concentration of the tank on the oil loss rate of
the tank. Hao et al. [19] carried out numerical simulation methods and experimental verification for the
oil vapor leakage and diffusion from the large and small EFRT at different leakage locations and pore
sizes. The results showed that when there is a rim leakage between the floating deck and tank wall, oil
vapor diffuses along the tank wall to the upper space of the floating deck. Ai and Mak [20] used CFD
methods under the hypothesis that infectious respiratory aerosols exhausted from a unit can reenter
into another unit in the same building through opened windows, and found that the distribution of
the polluted gas is highly dependent on the wind direction, and the diffusion is more intense when the
wind deviation angle is not 0°.

Several researchers used the wind-tunnel test platform to study oil leakage and diffusion from
storage tanks [21-23]. Liu et al. [24] studied the diffusion behaviour of heavy gases in the case of
instantaneous leakage and continuous release in wind tunnels. Using this methodology, the influence
of different obstacles on the diffusion of heavy gases was also studied. Macdonald et al. [25] used the
wind-tunnel test platform to study wind loads on tank walls and roofs of different types, tank sizes,
and Reynolds numbers. Poterla and Godoy [26] carried out experimental studies on cylindrical shells
with different height-diameter ratios and roof forms in a wind tunnel and obtained the corresponding
wind-pressure distribution law. Wang et al. [27] measured the volume fraction of carbon dioxide,
ethyne and propylene in a flammable gas-leak accident on direct-current wind-tunnel test platform,
analysed the concentration distribution using a meteorological chromatograph, and measured the wind
speed distribution using an anemometer. A range of hazardous gase volume fraction was obtained at
different wind speeds and different leakage rates.

The diffusion of oil vapors is highly dependent on the ambient wind speed. At different wind
speeds, vapor distribution trends in a tank vary, resulting in different concentration distributions and
vapor-accumulation locations. Furthermore, there may appear superposition effects of wind speed
and concentration fields in different EFRT groups. Therefore, in this study, we conducted wind-tunnel
experiments and numerical simulations on a single EFRT and two EFRTs at different ambient wind
speeds of 2, 4, and 6 m/s. Subsequently, numerical simulations were conducted on vapor leakage and
diffusion from four 10000 m® EFRTs.

2. Methodology

2.1. Experimental Protocol

A self-made direct-flow wind tunnel was used to generate steady wind fields, as shown in Figure 1.
The wind tunnel (DFWT-10) included gas-gathering, stable, contraction, test, first diffusion, power,
and second diffusion sections. The size of the test section is 1.5 m (H) X 1.5 m (W) X 3 m (L) and the
turbulence intensity of the designed wind field in the test section is 30-40% to simulate a wind field
(0-20 m's™!). The ambient wind speed, the temperature, and the humidity can be measured by the
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hot-wire anemometer (TES-1341, Taishi, the wind speed range of 0-30 m-s~! and the resolution of
0.01 m-s~}, the temperature range of —10-60 °C and the resolution of 0.01 °C, and the humidity range of
10-95% RH and the resolution of 0.1% RH). The evaporation loss can be automatically measured by the
high-precision electronic balance (WT-30000-1B, Wantai Electronic Balance with the range of 0 - 30 kg
and the resolution of 0.1 g). The mass difference method was used to measure the mass change of
n-hexane in a period of time. N-hexane mass was measured before and after the experiment and the
mass change can be calculated as the mass loss of n-hexane during an hour, which is measured for
5 times. Then, the variation of the mass per unit time can also be calculated as the loss rate of n-hexane.
In addition, the evaporation loss rate of the EFRT from the annular rim gap were measured by the
wind tunnel test, and then the evaporation loss rate was set as the mass-flow-inlet of the boundary
conditions of the annular rim gap in the FLUENT software. The gas sampler (QC-4S) with a rate
range of 0.1-1.5 L-min~! was chosen to sample the vapor around the tank. The vapor components and
concentrations can be analysed using a gas chromatography (GC-2010 Plus, Shimadzu International
Trading Co., Limited, Japan) with FID and capillary column of Rtx-1 (30 m X 0.25 mm X 0.25 pm).

Figure 1. Wind tunnel for the experiments.

The small EFRT represents a scaled model (35:1) of a 1000 m? field EFRT [28]. This ratio guarantees
the blocking rate of the tank in the wind tunnel. The diameter, wall height, and rim gap width of the
small EFRT were 344, 272, and 6 mm, respectively. A schematic diagram of the wind-tunnel experiment
is shown in Figure 2. Because the volatility of n-hexane is moderate, it was used as a representative of
conventional oil in the numerical calculation of the leakage and diffusion from EFRTs. When the wind
speed is 2 m/s, Re for the field in the wind tunnel is 257566, which is more than 4000, so it can be seen
as turbulence.

Figure 2. Cont.
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Figure 2. Schematic representation of the wind-tunnel experiment.

2.2. Numerical Calculation Method

2.2.1. Governing Equations

An EFRT is affected by external wind and the gas space above the floating deck and around the
tank wall will produce a pressure difference. Due to this pressure difference, oil vapor under the seal
rim of the floating deck will diffuse into the atmosphere. To describe this fluid motion, the following
governing equations and turbulence model were used.

(1) The continuity equation,

. 0 )
div(u) = 8_€ + E(puj) =0 1)
]

where p (kg~m_3) is the fluid density, ¢ (s) is the time, xj (m) represent the moving distance on X, Y, and
Z axes, and U (m-s‘l) represents velocity vectors on X, Y, and Z axes. For the incompressible fluid, the
density is the constant.

(2) The momentum equation,

Ipw) 9 _dp 9, du
o +<9_x,- puits) ——(Q—Jra—xj(ﬁlta—%)+(P—Pa)gi (2)

Xi

where p (Pa) is the absolute pressure of the atmosphere, y; (Pa-s) is the eddy viscosity, pa (kg'm~3) is
the density of the atmosphere, and g represents gravitational acceleration. The subscript i in x;, u; and
gi indicates the values on X, Y, and Z axes, respectively.

(3) The energy equation,

d(pE)  A(pujE) opuj) owjm) 5 ( ar
g T PIMT Ty T oy +a_xj(ka_x,-)”” @)
Here,
P2
E=h-T+3

where T (K) is the temperature of the fluid, f; (N/(m3-s)) is the volume force, 7 is the stress tensor, Sy,
includes the heat of the chemical reaction, and any other volumetric heat sources.
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(4) The component transport equation,

d(pw) 9 9 dw
ETER B—xj(P”;ﬂ)) = a—xj(PDza—xj) 4)
Here,
_ CMmol o anol

“ = 7000p ~ 1000pV

where D; (m?%/s) is the turbulent diffusion coefficient. w is the mass fraction of the vapor to the gas
mixture of the vapor-air. C (mol/L) is the molar concentration of the vapor, M,y (g/mol) is the molar
mass of the vapor, n (mol) is the amount of the vapor, V (m?) is the volume of the vapor-air mixture.
This equation is applied to systems with mass exchange or multiple chemical components.

(5) The turbulence model

In general, an EFRT is located in the atmospheric boundary layer above the ground in industrial
applications. Flow field in the boundary layer is affected by air pressure, temperature, ground friction,
obstacles, and other parameters and hence, the flow is turbulent. Both the standard k-¢ model and
realizable k-¢ turbulence model can be employed to simulate fully-developed turbulent flow; however,
the latter better represents flow separation and vortexes than the former; furthermore, the realizable
k-& turbulence model yields a more accurate concentration distribution than the RNG k-¢ turbulence
model [29]. Thus, the realizable k-¢ turbulence model was chosen for numerical calculations; the
turbulent kinetic energy and dissipation rate equations of the model are shown in Equations (5) and
(6), respectively.

g Tomy,  axy

d(pK) 9puyK d dK
(pK) ( ) |:(‘u+5—;)a—xy]+PK+Gb—p€—YM (5)

2

d(pe) a(P”yf)_ d yr\ de € €
o o, —E( U_S)E +PC155_C2P—K+‘/E+C€1KCS3Gb 6)

Here,

KZ
ur = Cyp?, Ce1=144,Co =19,0, =12,0xk =10, C; = max(0.43,i)

n+5
K 1
==5,5= ,/254,Syy, C)y = ——————
n . xyOxys “p A0—|—Asu€K

1 SxySyzS 1(0 ou
Ayg =4.04, Ag = \/ECOS(p, Q= —arccos(\/EW), W= e S;i= ( uer_y)

3 [SeySey 2\0x, " ox

* — _ o ifou, 0wy
u = Sxysxy + Qnyxyr Qxy = Qxy - 25xyzwz/ Qxy = ny = ExyzWz, ny = 2\ 2%, " ox.
Xy Xy

In these equations, p (kg'm~2) represents fluid density, fx (N-m~2) represents volume force, u
(Pa-s) is the kinetic viscosity, K (m2-s72) is the turbulent kinetic energy, ¢ (m?-s73) is the dissipation rate,
Py (m-s~2) is the turbulent kinetic energy generation term, Gy, is the buoyancy generation term, Yy is
the compressibility corrected term, v (m?-s71) indicates kinematic viscosity, and w, (rad-s~!) indicates
angular velocity. When the direction of shear flow is the same as the gravitational direction, C.3 =1
and when the shear flow is perpendicular to the direction of gravity, C.3 = 0. o and o, are the Prandtl
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numbers corresponding to the turbulent kinetic energy and dissipation rate, respectively; Sy and S,
are user-defined values.

2.2.2. Computational Domain and Boundary Conditions

The computational domain size setting should take into account both the calculation time and the
accuracy of calculation results. In computational wind engineering, the blocking ratio is often used to
set the cross-sectional area of the computational domain. If the blocking ratio is less than 3% to 5%, it is
considered that the flow field near and in the tank is not affected by the boundaries of the computational
domain [30]. Considering the computational accuracy, blocking ratio, and calculation time, as shown
in Figure 3, a three-dimensional computational domain was selected in this study. The size of the
region was 15D (X) x 5H (Y) x 10D (Z) (D: tank diameter, H: total height of the tank). Figure 3a shows
the computational domain of a single small EFRT and Figure 3b shows the domain corresponding to
two small EFRTs. Large EFRTs are commonly used in industrial applications; as shown as Figure 3c,
four 10000 m® EFRTs were chosen to investigate the effect of oil vapor superposition between EFRTs.
Structured mesh division was selected. The total number of cells for the single, double and four EFRTs
was about 1.10 million, 1.74 million and 2.44 million, and the independence of cells were validated.

(b)

Figure 3. Cont.
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Figure 3. Computational domain of (a) a single external floating-roof tank (EFRT), (b) two EFRTs, and
(c) four large EFRTs.

The inlet boundary of the flow field was set as the velocity inlet boundary condition and the
ambient wind speed represents an exponential distribution. Wind speed was introduced using the
FLUENT User Defined Function (UDF). The direction of wind speed was positive along the X axis.
The outlet boundary of the flow field was set as the pressure outlet boundary condition while the
gap between the floating deck and the tank wall was set as the mass-flow boundary condition and
mass-flow rates were determined experimentally. The tank bottom, tank wall, and floating deck were
all set as no-slip boundaries and the ambient temperature was set at 13.5 °C. The mass-flow rate of the
single tank at 2 m/s is 2.37 X 1075 kg~s’1, at4 m/s is 4.30 x 107> kg~s’1 and at 6 m/s is 5.13 X 107> kg-s’l.
The mass-flow rates of the double tanks at 2 m/s are 3.52 x 10~° l<g~s_1 (B1) and 2.42 x 1075 l<g~s_1 (B2).
The mass-flow rates of the double tanks at 4 m/s are 5.08 x 1075 kg-s~! (B1) and 4.30 x 107 kg-s~! (B2).
The mass-flow rates of the double tanks at 6 m/s are 6.25 x 1075 kg-s~! (B1) and 5.03 x 10~ kg-s~! (B2).
The parameter properties in the calculation process are shown in Table 1.

Table 1. The properties of material parameters in the calculation process.

Diffusion
Material Test o~ Density/kg-m~3 Mole . Saturated Vapor Coefficient in
Temperature/°C Mass/g-mol Pressure/kPa Air/10-6 m2-s-1
n-hexane vapor 13.5 663.5 86.2 11.9 74
atmosphere 13.5 1.29 29 / /

3. The Wind-Tunnel Test Validation

There are many factors affecting leakage and diffusion from EFRTs, including the position of
the floating deck, ambient wind speed, and temperature. At present, there are few experimental
studies on the leakage and diffusion laws of EFRTs. To understand evaporation loss from EFRTs at
different ambient wind speeds (2, 4, and 6 m/s) and oil vapor distribution inside or outside EFRTs
and to verify the rationality of the simulation and EFRT geometric models applied to oil-evaporation
loss, a wind-tunnel test platform was used for experimental research and data analysis under leaking
conditions in the rim gaps of the floating decks of EFRTs. Herein, the floating deck height was defined
as the distance of the floating deck position to the tank bottom and it was set at 136 mm. Since n-hexane
is the main component of gasoline vapor, and its physical properties are relatively mild, it is feasible
and convenient to use n-hexane instead of gasoline for experiment and simulation.

Firstly, the height of the floating deck was set at 136 mm, i.e., the space below this height was
filled with n-hexane. Later, the ambient wind speed was varied from 2 to 6 m/s. The wind speed
and concentration-field distributions at the same position of the floating deck height but at different
ambient wind speeds were measured. The measuring positions for the single EFRT were located at the
centre of the single EFRT (A) (W1), 0.2D behind the single EFRT (A) (W2), 0.9D behind the single EFRT
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(A) (W3), and 1.6D behind the single EFRT (A) (W4). The measuring point positions of the two EFRTs
were the centre of the windward EFRT (B1) (P1), 0.2D behind the windward EFRT (B1) (P2), centre of
the leeward EFRT (B2) (P3), and 0.2D behind the leeward EFRT (B2) (P4). Herein, the position of W3
corresponded to that of P3 and the position of W4 corresponded to that of P4. In these stated values, D
represents tank diameter.

From the above experiments, the wind- and concentration-field distributions at different ambient
wind speeds were obtained, as shown in Figures 4-6. In these figures, as gas chromatographic
measurements were calibrated using methane, the values of concentration fields were based on
methane concentration.

According to Figures 4-6, the larger the ambient wind speed, the greater is the disturbance from
the leeward EFRT (B2) to the windward EFRT (B1), which is mainly reflected in the larger the maximum
wind speed above the windward EFRT (B1) than that above the leeward EFRT (B2). The concentration
distribution at 2 m/s is different from that at 4 and 6 m/s. Vapor concentration above the windward
EFRT (B1) is lower than that above the centre of the two EFRTs at a wind speed of 2 m/s, which shows
that most of the vapor is still in B1; the vortex current above the centre of the two EFRTs leads to a
higher vapor concentration than that just above the windward tank (B1).
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At an ambient wind speed of 2 m/s, the values of wind speed and vapor concentration at each
point in the vertical wind direction above the centre of the floating deck of the single EFRT (A) and
above the centre of the floating decks of the two EFRTs (B1 and B2) were measured and they were then
compared with the simulated values. The results are shown in Figures 7 and 8. From these figures,
it can be inferred that the simulated values are consistent with the experimental values with only a
small error between them, which proves that the construction of the geometric model and settings
used for the numerical calculation method are reasonable. The deviations in wind speed are mainly
due to errors in measurement. The probe of an anemometer affects the flow field to a certain extent
when it enters into the tank. The deviation in concentration is mainly due to the destruction of some
concentration fields around the sampler when it extracts vapor. Improper cleaning of the sampler also
affects the measurement results.
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Figure 8. Comparison between experimental and simulated vapor-concentration distribution values.
4. Results and Analysis

4.1. The Wind Speed Distribution of Different EFRTs

Based on CFD numerical computations, the wind speed distributions of various EFRTs (single,
two, and four) were analysed at a floating deck height of 122 mm. Wind speed cloud diagrams
of the single EFRT and two EFRTs on the XY plane along the X-axis were simulated (Figure 9). To
conveniently compare velocity distributions at different ambient wind speeds, Figure 9a,d represent
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the values obtained at 2 m/s. Figure 9b,e show the values corresponding to a wind speed of 4 m/s while
Figure 9¢,f show the values corresponding to a wind speed of 6 m/s.

Wind speed cloud diagrams of the single EFRT on the XY plane along the X axis were simulated
(Figure 9a—c). It can be seen in the figures that irrespective of the ambient wind speed, the following
phenomena occur. On the windward side of the tank, due to blocking, airflow speed decreases
gradually to 0 m/s; there is a light blue area close to the tank wall due to the reverse airflow caused
by wind hitting the tank wall. At the bottom area of the windward side, there is a blue area with a
negative wind speed, indicating backflow in this area and the danger of vapor superposition. On the
leeward side of the tank, a large blue area with a negative wind speed appears on the right side of
the tank, which indicates that the leeward area of the tank has a strong backflow and the wind speed
isopleth is not as close to the tank wall as that on the windward side and the entire airflow-speed
isopleth inclines along the lower right side. In the area above the tank, there is a high airflow-speed
area (red area), where the wind speed exceeds the ambient wind speed. This is because the airflow
area above the tank is smaller, leading to an accelerated airflow rate.

Wind speed cloud diagrams of the two EFRTs on the XY plane along the X axis were simulated
(Figure 9d-f). It can be noted in these figures that wind speed distribution on the windward side is
basically similar to that of the single EFRT. Although the airflow-speed values are different in the
back area, the entire airflow-speed isopleth inclines along the upper right side. The space of the blue
backflow zone at the back becomes larger and more complex. This is due to mutual blocking between
tanks, which aggravates turbulence. The above-described phenomena occur irrespective of the ambient
wind speed.

Combining with the wind fields measured experimentally, it can be found that the wind speed
at 2 m/s is slightly different from that at 4 and 6 m/s. When the ambient wind speed is 2 m/s, the
maximum wind speed above Bl is lesser than that above A but at 4 and 6 m/s, the maximum wind
speed above Bl is approximately similar to or larger than that above A.
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Figure 9. Cont.
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Figure 9. Wind speed cloud diagrams of a single EFRT and two EFRTs on the XY plane along the X axis
at ambient wind speeds of (a,d) 2, (b,e) 4, and (c¢,f) 6 m/s.

The wind speed cloud diagrams of the four large EFRTs on the XY plane along the X axis were
simulated (Figures 10 and 11) at an ambient wind speed of 4 m/s. Figure 10 shows the wind speed
cloud diagrams of C1 and C4 and Figure 11 shows the wind speed cloud diagrams of C2 and C3.
According to these figures, wind speed distribution on the windward side is similar to that observed
in the case of the single EFRT and two EFRTs. The rule of area between C1 and C4 (C2 and C3) is
different from that of the two EFRTs, but the entire wind speed isopleth inclines along the right side.
Comparing the wind fields of the three cases at the same ambient wind speed, it can be seen that the
area corresponding to a higher airflow speed becomes larger and the space of the blue backflow zone
on the back becomes larger and more complex with an increase in the number of tanks. This is due to
mutual blocking between tanks, which aggravates turbulence. In addition, due to interaction between
the four large EFRTS, there is no longer a high-speed vortex over C3 on the leeward side.

XVelocty -15 -1 _-05 0 05 15 25 35 375 42 44 445 4475 45 55

Figure 10. Wind speed cloud diagrams of C1 and C4 on the XY plane along the X axis (4 m/s).
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Figure 11. Wind speed cloud diagrams of C2 and C3 on the XY plane along the X axis (4 m/s).

4.2. Streamline Distribution Inside and Outside EFRTs

The streamline diagrams of gas movement in the single EFRT on the XZ plane at ambient wind
speeds of 2 and 4 m/s are shown in Figure 12. Figure 13 illustrates the velocity vector diagrams of the
single EFRT on the XY plane. The airflow follows a mirror distribution along the central axis of the
floating deck. The vortex of the airflow is clockwise in the upper half and counter-clockwise in the
lower half. Combining with the streamline diagrams of gas movement in the XY plane in Figure 13, the
centre of the vortex is close to the middle of the floating deck. Comparing Figure 12a,b and Figure 13a,b,
it can be inferred that the trend of gas movement in the single EFRT is almost constant.

Figure 12. Flow diagrams of vapor movement in the single EFRT on the XZ plane at ambient wind
speeds of (a) 2 and (b) 4 m/s.

(a) (b)

Figure 13. Flow diagrams of the vapor movement in the single EFRT on the XY plane at ambient wind
speeds of (a) 2 and (b) 4 m/s.
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The streamline diagrams of gas movement in the double EFRTs on the XZ plane at ambient wind
speeds of 2 and 4 m/s are shown in Figures 14 and 15, respectively. Figure 16 shows the velocity-vector
diagrams of the two EFRTs on the XY plane, in which the gas movement is more complicated. The
front tank (B1) has two gas vortices that are similar to the single tank (A). Because of the blocking of B1
and disturbance in the airflow from B1, vortices in the rear tank (B2) are disturbed and no longer form
recirculating vortices. According to Figures 14-16, gas movement in the single EFRT and two EFRTs is
similar at ambient wind speeds of 2 and 4 m/s and hence we shall discuss the situation observed at
4 m/s later.

(a) (b)

Figure 14. Flow diagrams of vapor movement in the two EFRTs at 2 m/s. (a) Positive angle and
(b) side angle.

Figure 15. Flow diagrams of vapor movement in the two EFRTs at 4 m/s. (a) Positive angle and
(b) side angle.
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Figure 16. Flow diagrams of vapor movement in the two EFRTs on the XY plane at ambient wind

speeds of (a) 2 and (b) 4 m/s.

The streamline diagrams of gas movement in the four large EFRTs on the XZ plane are shown in
Figure 17. Here, the gas movement is highly complicated because apart from the interaction between
the front and rear tanks, left and right EFRTs also exert some influence. The gas movement in C1
and C2 on the windward side is more regular and there are relatively complete airflow vortices in
the tanks. In Figures 17 and 18, because of the effect of the Karman Vortex Street, airflow moves to
the rear EFRTs periodically along a similar ‘S’ trajectory after bypassing the front EFRTs. Combining
with the pressure cloud diagram in Figure 18, it can be seen that the pressure on the left side of C4 is
higher than that observed for C3, which leads to a greater internal wind speed in C4 and large circular
vortices. However, because the wind speed in C3 is too small to drive all the airflow in the tank, two
symmetrical small circular vortices are formed on the left side.

Figure 17. Flow diagrams of vapor movement in the four large EFRTs at an ambient wind speed of

4 m/s. (a) Top view and (b) main view.
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Pressure
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Figure 18. Pressure cloud diagram of the four large EFRTs at a height equal to the tank top on the XZ
plane at an ambient wind speed of 4 m/s.

The flow diagrams of vapor movement outside different EFRTs (single, two, and four) at an
ambient wind speed of 4 m/s are shown in Figures 19-21, respectively. Similar to the case of gas
movement in EFRTSs, as the number of tanks increases, the interaction between EFRTs increases and
the trajectory of airflow becomes more complex. Vortices are formed but the vortex area of the two
EFRTs and four large EFRTs is larger than that of the single EFRT. For the coupled and four large
EFRTs, because the rear tanks block the backward movement of airflow, a backflow is also formed
between them, resulting in vortices. This area also experiences vapor superposition and hence is a key
monitoring area.

In addition, comparing Figures 19b, 20b and 21b, it can be seen that the vortex at the rear of the
single tank (A) is stacked on one side but the vortex currents behind tanks B1, C1, and C2 accumulate
symmetrically. Meanwhile, gas streamlines from the front tank (B1) and rear tank (B2) intersect behind
the rear tank (B2). Similarly, gas streamlines from the front tank (C2) and rear tank (C4) intersect
behind the rear tank (C4). Gas streamlines from the front tank (C2) and rear tank (C3) intersect behind
the rear tank (C3). The area in which gas intersection occurs will also experience vapor superposition.

Figure 19. Cont.
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Figure 19. Flow diagrams of vapor movement outside the single EFRT at an ambient wind speed of
4 m/s. (a) Main view and (b) top view.

(b)

Figure 20. Flow diagrams of vapor movement outside the two EFRTs at an ambient wind speed of
4 m/s. (a) Main view and (b) top view.

Figure 21. Cont.
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(b)

Figure 21. Flow diagrams of vapor movement outside the four large EFRTs at an ambient wind speed
of 4 m/s. (a) Main view and (b) top view.

4.3. Concentration Distribution for Various EFRTs

Vapor mass-fraction distribution cloud diagrams corresponding to single EFRT on the XY plane
are shown in Figure 22. It can be seen that when the floating deck rim leaks, vapors are mainly located
near the rim and upper part of the floating deck surface, leading to vapor concentration and potential
safety hazards. Combining these inferences with Figure 13, it can be stated that because the gas in the
tank rotates upwards in a large vortex, vapor accumulates at the centre of the vortex and upper part of
the gap between the floating deck and tank wall. The main reason is that airflow in the tank rotates
clockwise and wind speed is very low near the floating deck surface, owing to which the vapor can
easily accumulate. Comparing Figure 22a,b, it can be seen that when the ambient wind speed increases,
turbulence in the airflow in the tank increases when the floating deck rim leaks and subsequently,
vapor concentration above the floating deck increases.
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Figure 22. Vapor concentration-distribution cloud diagrams in the single EFRT on the XY plane at
ambient wind speeds of (a) 2 and (b) 4 m/s.

Vapor concentration-distribution cloud diagrams in the two EFRTs above the floating deck and at the
tank wall are shown in Figures 23 and 24, respectively. The highest vapor concentration is found at the
rim gap of the floating deck. Because the front tank (B1) blocks the rear tank (B2) and some ambient wind
bypasses Bl and enters into B2 directly from the rear of B2 resulting in right-to-left vortices, it leads to
vapor accumulation on the left side of the rim gap. At a low ambient wind speed of 2 m/s, the leaked
vapor from Bl cannot be blown out of the tank and hence vapor concentration in this tank is very high.
Due to the blocking of the front tank (B1), airflow speed in the rear tank (B2) is close to the ambient wind
speed and hence vapor concentration in B2 is smaller than that at 4 m/s. Combining Figures 15 and 20, it
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can be seen that vapor in the front tank (B1) moves upwards along the windward side of the tank wall
due to the front airflow vortices and hence vapor concentration is higher on the left side than on the right
side. After vapor in the rear tank (B2) leaks out from the gap of the floating deck, it mainly moves towards
the tank top along the windward side of the tank wall and eventually accumulates in the left half of B2.
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Figure 23. Vapor concentration-distribution cloud diagrams of the two EFRTs on the XZ plane at
ambient wind speeds of (a) 2 and (b) 4 m/s.
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Figure 24. Vapor concentration-distribution cloud diagrams of the two EFRTs at ambient wind speeds
of (a) 2 and (b) 4 m/s.

Vapor concentration-distribution cloud diagrams above the floating deck in the four large EFRTs
on the XY plane at an ambient wind speed of 4 m/s are shown in Figure 25. It can be observed that
vapor concentration in C2 is the lowest. This is because there are high-speed vortices above C2,
which drive airflow in C2 in a clockwise manner and remove the leaked vapor. Figure 26 shows the
vapor-concentration cloud diagram of the four large EFRTs near the ground on the XZ plane and
Figure 27 depicts the vapor-concentration cloud diagram of the four large EFRTs at a height equal to
the tank top on the XZ plane. Vapor concentration is relatively higher between C2 and C3 and after C3
and C4. From Figure 27, it can be inferred that vapor concentration in C4 is the highest, followed by C3;
further, vapor concentration in C3 and C4 is larger than that in C1 and C2. In addition, according to
Figures 21, 26 and 27, vapor superposition occurs behind C3 and C4 after leakage. Therefore, EFRTs in
the downwind direction and the rear of these EFRTs should be considered as key areas for monitoring.

Figure 25. Cont.
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(b)

Figure 25. Vapor concentration-distribution cloud diagrams in the four large EFRTs on the XY plane of
(a) C1 and C4, (b) C2 and C3.
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Figure 26. Vapor-concentration cloud diagram of the four large EFRTs near the ground on the XZ plane
at4 m/s.

Figure 27. Vapor-concentration cloud diagram of the four large EFRTs at a height equal to that of the
tank top on the XZ plane at 4 m/s.

5. Conclusions

In this study, we conducted numerical simulations and wind-tunnel experiments on vapor leakage
and diffusion from a single EFRT and two EFRTs as well as numerical simulations on vapor leakage
and diffusion from four large EFRTs. Based on wind-tunnel experiments, the physical model and
numerical simulation model were verified. Furthermore, we discussed the distribution of wind speed
and concentration fields in different types of EFRTs. Vapor diffusion after leakage from the rim gap of
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the floating deck was studied and the superposition effect of the two tanks and four large tanks was
investigated. The main features and conclusions of this work can be summarised as follows:

(1) A numerical simulation method for leakage in and diffusion from tank groups is proposed and
verified by wind-tunnel experiments and it can be used to simulate leakage in and diffusion from
tank groups of different numbers under different working conditions.

(2) For different EFRTs (single, two, and four), distributions on the windward side are similar. There
is a large backflow area where the overall trend moves downwards on the leeward side. The two
and four EFRTs also form gas vortices between the tanks and vapor tends to accumulate in them.

(3) Atdifferent ambient wind speeds, the interference between the two tanks is different. At2 m/s,
vapor concentration in the rear tank is smaller than that in the front tank. However, at 4 m/s,
vapor concentration in the rear tank is higher than that in the front tank. Combining experimental
and simulation results, when the ambient wind speed is greater than 2 m/s, vapor concentration
in the leeward area of the rear tank is greater than that between the two tanks. It is suggested that
more monitoring should be carried out at the bottom area of the rear tank and upper area on the
left of the floating deck.

(4) The superposition effect becomes more obvious with an increase in the number of EFRTs. Vapor
superposition occurs behind C3 and C4 after leakage from four large EFRTs. Therefore, EFRTs in
the downwind direction and the area behind the EFRTs should be monitored frequently.
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Abstract: This work develops a methodology based on real chemical plant data collected from a
Nitrogen-Phosphorus-Potassium fertilizer (NPK) cooling rotary drum. By blending thermodynamic
variables given by global energy and mass balances with computational fluid dynamics-discrete
element method (CFD-DEM) modeling and simulation, the methodology provides an initial
approximation to the understanding of heat transfer inside industry rotary coolers. The NPK cooling
process was modeled in CFD software Simcenter STAR — CCM + 13.06.011 using a Eulerian-Lagrangian
scheme through a coupled CFD-DEM method using one-way coupling. The average temperature of
the NPK particles was obtained as well as the average mass flow of the particles dropping as the
drum was rotating. The analysis was performed for two-particle diameters (8 and 20 mm) during
17.5 s. The average heat transfer coefficient between the fluid and the NPK particles during the
simulated time was obtained. A thermodynamic analysis was carried out using instantaneous energy
and mass balances. Prandtl, Nusselt, and Reynolds numbers were obtained for each simulated time
step. Finally, through a non-linear regression using the Marquardt method, a correlation between
Prandtl, Nusselt, and Reynolds number was developed that allowed analyzing the rotating drum.
Results showed that the proposed methodology could serve as a useful tool during the design and
analysis of any given rotary cooler, allowing calculation of the heat transfer coefficient and obtaining
the process variables that could expand the machine operational capabilities due to the knowledge of
the Nusselt number as a function of the drum working parameters.

Keywords: rotary cooler; rotating drum; multiphase flow; fertilizer industry; CFD-DEM

1. Introduction

Countercurrent rotary drums are commonly used in the bio-organic fertilizer industry for cooling of
granular solids that have high internal moisture retention, low thermal conductivity, and hygroscopicity,
such as the case of organic fertilizers. They are often made of a long cylindrical shell that rotates upon
bearings along its longitudinal axis, which is inclined to the horizontal to induce product motion from
the inlet towards the outlet of the cylinder (Figure 1a) [1]. A blower is placed above the product outlet
to provide the cold countercurrent airflow needed for cooling. Besides, to promote air-material contact,
most drums have lifters, which are fin-like structures placed along the cylinder length that lift the
material from the bed and showers it through the air stream as the drum rotates, creating a cross-flow
heat transfer scheme (Figure 1a) [1].

Processes 2019, 7, 673; doi:10.3390/pr7100673 www.mdpi.com/journal/processes

36



Processes 2019, 7, 673

The design of a rotary drum relies on designer expertise and experience with the product and
the process and the application of certain theoretical principles and empirical correction factors [2].
Drum flights and shells design have an essential effect on the cooling process [3]. During operation,
some particles are sliding and rolling along with the drum, while others are being lifted or falling
in spreading cascades through the air stream and re-entering the bed at the bottom, giving rise to
complex particle dynamics which affect fluid—solid interactions (Figure 1b) [4]. Nevertheless, a better
understanding of the heat transfer phenomena in these processes is still needed for process optimization.

() (b)

Figure 1. (a) Internal view of an industrial rotary drier (Schematic). (b) Particle motion inside a
rotary drum.

NPK grade 15-15-15 (Fertilizer with 15% Nitrogen, 15% Phosphorus, 15% Potassium) is a
water-soluble granular fertilizer of 2.7 mm average particle diameter commonly produced in the
Colombian biofertilizer industry. After drying, NPK enters a countercurrent rotary cooler at circa 90 °C
and must be below 45 °C at the outlet to decrease the likelihood of compaction and agglomeration
during curing and packaging, which negatively affects the quality of the product. Operators often
achieve outlet temperatures by adjusting operating conditions such as reducing drum inclination angle,
drum rotation, NPK feed rate, and fuel mass flow. Once an industrial rotary drum is manufactured and
put into operation, however, further geometrical and operational modifications for process optimization
are harder to incorporate, since they generally require long plant downtimes not previously accounted
for in maintenance schedules, as well as additional design and manufacturing costs for geometry
changes. Thus, these measures ensure a decrease in product throughput and an increase in process
costs, which ultimately diminish overall company profits. For these reasons, the industry permanently
demands alternate low-cost approaches for process optimization.

Computational techniques have been increasingly employed for understanding complex
solid—fluid interactions in multiphase flows. Among them, the discrete element method (DEM)
has been widely accepted as an effective method in addressing complex inter particle phenomena in
problems involving granular materials, such as granular flows and powder mechanics [5]. In recent
years, coupled DEM and computational fluid dynamics (CFD) have been used for modeling the
interaction between highly packed low-diameter granulated solids and gas/liquid fluids in fluidized
beds, tumbling mills, and particle impaction in water reservoirs, among others [6-11]. Nevertheless,
real industrial processes such as NPK cooling in a rotary drum involve billions of particles which
require vast computational power, which is unfeasible in most research centers [12]. Also, the effects of
discontinuous or granulated materials on fluid properties (also known as two-way coupling) requires
additional convective terms in the fluid’s conservation of mass, momentum, and energy equations.
Hence, simulations become much more computationally intensive [13].
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To overcome the above difficulties, a methodology was developed that blends thermodynamic
variables given by global energy and mass balances with CFD-DEM modeling and simulation that
permits an initial approximation to the understanding of heat transfer inside industrial rotary coolers.
Initially, the process is modeled as the cooling process of NPK 15-15-15 inside a 50 £ countercurrent
rotary cooler located in a Colombian biofertilizer industry. The drum geometry and lifting flights were
based on the industrial-scale design. The rotating drum was analyzed with a Eulerian-Lagrangian
scheme using a CFD-DEM one-way coupled physics model corresponding to the airflow and the
NPK granulated solid, respectively. Two particle sizes were analyzed: 20 mm and 8 mm diameter
NPK spherical particles inside the rotating cooler in a 1 m and 0.1 m drum section length, respectively.
The novelties of this work are presented below:

e A CFD-DEM computational model for NPK in the rotary cooler was developed to study the
influence of NPK particle diameter on its average temperature along the drum section length;
17.5 s of simulated cooling time was required to validate the results.

e The process average heat transfer coefficient throughout the simulated time was obtained.

e A thermodynamic model of the drum operation was developed using a heat exchanger model,
which was fed by the previously found average heat transfer coefficient of the process.

e  Through a non-linear regression method, a correlation of dimensionless numbers was obtained
which determines, in a given interval, the process operation characteristics.

CFD-DEM models have been used to study many different complex problems involving
particle—fluid flow interaction [14,15] and have been found useful to model fluidized beds. The first
study using this approach [16] simulated plug flow through horizontal pipes. Since then, many different
problems have been solved with this method [17-19].

This paper offers a novel approach that mixes thermodynamic analysis (boundary conditions
for the cooler), knowledge about the rotary system (geometry, rotational speed), as well as transport
phenomena conditions (air velocity, particle size), to develop a methodology able to solve complex
problems in the chemical industry. We expect this work to serve as a quick supporting tool for the
design or modification of countercurrent rotary coolers in the biofertilizer industry, particularly in
cases where new granulated materials are to be employed, or additional product requirements are
placed which require changes in the process current operational conditions.

2. Materials and Methods

The NPK cooling process was simulated in CFD software Simcenter STAR — CCM + V.13.06.011
using a Eulerian-Lagrangian scheme through a coupled CFD-DEM method. Momentum, heat,
and mass transfer, were exchanged in only one direction to reduce computational costs, also known
as one-way coupling. In this method, only the continuous Eulerian phase (air) influences the solid
particles. Hence, the effects of the granulated solid on the air, such as displacement, interphase
momentum, mass, and heat transfer, are not initially considered in the methodology. The average
temperature of NPK particles, as well as their average mass flow falling from the top of the rotating
drum during 17.5 s for two-particle diameters (8 and 20 mm), is obtained. These results were then used
to calculate the average heat transfer coefficient between the fluid and the NPK particles during the
simulated time. Afterward, a thermodynamic analysis was performed using energy, and mass balances
of the simulated section of the rotating cooler to obtain the heat transfer coefficient of the process. Also,
the instantaneous Prandtl, Nusselt, and Reynolds numbers of the process for each simulated time step
were calculated. Finally, through a non-linear regression using the Marquardt method, a correlation
between Prandtl, Nusselt, and Reynolds numbers was obtained for the analyzed rotating cooler.
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2.1. Mathematical Models

2.1.1. Particle Dynamics

Linear motion description for the NPK granular flow with spherical solid particles is modeled
using the DEM since it extends the Lagrangian formulation to account for inter-particle interactions
in the particle equations of motion, which are essential in highly loaded flows. The equation of
conservation of linear momentum for a DEM particle of mass m, is given by Equation (1), where V),
denotes the instantaneous particle velocity, F; is the resultant of the forces acting on the surface particle,
and F,, is the resultant of the body forces. These forces are also decomposed according to Equation (2),
where F, is the drag force, F, is the pressure gradient force, Fy is the gravity force, F. is the contact
force from the DEM, and Fysgr is the force produced by the rotating reference frame.

av,
mpd_tp:Fs"FPb 1)

F,=F;+F,

2
FbZFg+FC+FMRF @

For the solid-fluid interactions, the resultant Fs forces represent the momentum transfer from the
continuous phase to the particle. The drag force is given by Equation (3), where p is the density of
the continuous phase, A, is the projected area of the particle, V; is the particle slip velocity, and Cy is
the drag coefficient of the particle given by the Schiller-Naumann correlation, which is suitable for
spherical solid particles. The pressure gradient force F), is defined according to Equation (4), where V),
is the volume of the particle and Vpsyic is the gradient of the static pressure in the continuous phase.

1
Fy = 5CapAplVs|Vs 3)

Pp = _vapstatic (4)

For the particle body forces, the gravity force is given by Equation (5), where g is the gravitational
acceleration vector. The contact force F, represents inter-particle and particle-boundary interaction
and is presented in Equation (6), where F;, is the contact force model. A modification of the linear
spring contact model developed by Cundall and Strack was used [20].

Fy = mpg (5)

F. = Z Fon (6)

contact
The normal and tangential forces are defined by Equation (7), where K, is the normal spring
constant, K; is the tangential spring constant, N, is the normal damping, v, is the normal velocity
component of the relative sphere surface velocity at the contact point, C s is the static friction coefficient,
and d,, and d; are overlaps in the normal and tangential directions at contact points.

F, = —Kud,, — Nyvy

il Csdl 7
Ft = _tht —Nﬂ)t lf tht < KndanS, otherwise Ft = —u ( )

ldi]

The normal and tangential spring stiffness is given by Equation (8). E.y, Ge;, and Re, are the
equivalent Young’s modulus, shear modulus, and radius of the interacting particles, and they are
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calculated according to Equation (9), where E4 and Ep are Young’s modulus of the particles, v4, and vg
their Poisson’s ratios, and R4 and Rp their radii.

Ky = %Eeq ‘/d_nReq

8
Ki = 8Geg VdiReq ®
Eeq - 1-02 ! 1-0%
o EAAY EBB
4 = 2amog)(rea) |, 20-05) (1705 9
Ea Ep
R, = 1

The normal and tangential damping is given by Equation (10), where N,damp and Nidamp are
the normal and tangential damping coefficient, and M, is the equivalent particle mass. The normal
and tangential coefficients and equivalent particle mass are given by Equation (11), where Cjest and
Cirest are the normal and tangential coefficients of restitution defined by the physical properties of the
material, and M4 and Mp the mass of each colliding particle.

Ny = 2Nydamp VK Meg

N = 2Ndamp VKeMeg (10)
_[n(cnn’s“)
Nydamp = ———=stl__
! Vn2+ln(citvast)2
Nidamp = =In(Cirest) 11
n2+ln(c.‘ms“)z
Mey = L

The force produced by the moving reference frame is given by Equation (12), where w is the
angular velocity vector of the rotating reference frame and r is the distance vector to the axis of rotation.

FyRrr = mp[a) X (w X 1‘) + Z(a) X Vp)] (12)

Rotational motion for DEM particles is described by orientations and, therefore, their angular
momentum must also be conserved, and it is represented by Equation (13), where I, is the particle
moment of inertia described by a second-order tensor, wy, is the particle angular velocity, M, is the
drag torque, that is, the moment that acts on the particle due to rotational drag, and M, is the total
moment from contact forces.

dwy
L— =My + M. (13)

The drag torque reduces the difference between a particle and the fluid in which it is immersed,
and is defined by Equation (14), where Cy, is the rotational drag coefficient. () is the relative angular
velocity of the particle to the fluid and is given by Equation (15), where v is the fluid velocity, and wy, is
the angular velocity of the particle. The rotational drag coefficient is defined by Equation (16) where
Rep, is the rotational Reynolds number defined by Equation (17).

_ 3(2)5
M, = 5\ CrlOQIOQ (14)
1
Q= EVXV— wp (15)
641
R = Ren (16)
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D?|()
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(17)

The total moment from contact forces is defined according to Equation (18), where 7, is the position
vector from the particle center of gravity to the contact point, and M., is the moment that acts on the
particle from rolling resistance. Rolling resistance was modeled with the proportional force method
with a defined coefficient of rolling resistance ;.

M, = Z (fc X Fe + Mcm) (18)

contacts

In order to study the heat and mass transfer process inside the cooling rotary drum, the solid-fluid
heat transfer needs to be defined properly. The equation of conservation of mass of a material particle
is given by Equation (19), where 11, is the rate of mass transfer to the particle. This term is zero since no
evaporation occurs. The particle energy balance is shown in Equation (20), where Q,,; represents heat
transfer by radiation and Qs represents heat transfer by other sources, and both of them are negligible

in this process.
dmy, )

ary,
mpcpﬂ = Q¢+ Qs + Qs (20)
Convective heat transfer Q; is calculated according to Equation (21), where / is the heat transfer
coefficient, and A is the particle surface area. The heat transfer coefficient was obtained from the
particle Nusselt number presented in Equation (22), where k is the thermal conductivity of the fluid.
Nusselt number was obtained using the Ranz-Marshall correlation defined by Equation (23), where Pr
is the Prandtl number of the air.

Qi = hA|(T-T)) (1)
Dy
Nup = hk— (22)
f
Nu, = 2(1 4 0.3Re)Pr!/?) (23)

The solid-solid heat transfer process is taken into consideration. When particles make contact
with each other or with the wall, heat is transferred through conduction. In this work, the drum
wall was considered adiabatic. Thus, conductive heat transfer was only considered between particles.
Particle—particle heat transfer is given by Equation (24), where 7, is the contact radius and k is the
equivalent thermal conductivity of the two particles and T;, T; the temperatures of particle i and j.
The equivalent thermal conductivity is calculated according to Equation (25), where k; and k; are the
thermal conductivities for particles i and j.

gij = 4rck(T; — T,-) (24)
1 1 1
ik + k_] (25)

The impact heat model was employed for calculating the heat production that results from friction

and damping in DEM particles. This model has a linear formulation given by Equation (26), where c;

and c,, are the fractions of frictional and damping work that are converted to heat, f; and f, are the

frictional and damping forces on the particle, and v; and v, are the relative tangential and normal
impact velocities.

qr = Ctftvr + Cu fuOn (26)
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2.1.2. Fluid Dynamics

Air was modeled as a constant density gas using a Eulerian scheme. The equations of conservation
of mass, momentum, and energy were solved with mesh motion, which provides an additional flux in
the convective terms. This set of equations is defined by Equation (27), where v is the grid velocity in
the reference frame and v, is the relative velocity with respect to the reference frame, ¢ is the stress
tensor, f;, is the resultant body forces (gravity), E is the total energy per unit mass, g is the heat flux and
Sy and S, are mass and energy sources

2 f pdV + §, p(v; - vg)da = f SudV
5 fpvdVJr 9§A pv®(vr vg) -da = ﬁ‘ o-da + ffde fpw xvdV @7)

gf EdV—i—g%pE(vr Vg)daf—fﬁquu-i-fh va)da—&-ffbvdV—i—ngdV
v

When the mesh is moving, cells shape and position change with time. Hence, an additional
equation was solved to enforce space conservation, described by Equation (28).

d
Ede7ng'da (28)
\4 A

2.1.3. Turbulence Model

Turbulence was modeled with the realizable k-e model, which exhibits superior performance
for flows involving rotation than the k-e turbulence model. This model added two equations which
solve the turbulent kinetic energy k, and turbulent energy dissipation rate e [21], which are given by
Equation (29):

5 (pke) + 7 (phe) = /[(u+ )3"3]+Pk+P,,—pe Yu+ Sk

2 2} J 3 29)
E(pe) + a—xj(pEMj) = a—xj[(‘u"r ) ]+pC15€ pC2k+‘/% +Clsk C3ePp + Se

In these equations, S is the modulus of the mean rate-of-strain tensor, Py represents the generation
of turbulence kinetic energy due to the mean velocity gradients, calculated in the same manner as
standard k-e model, and P}, is the generation of turbulence kinetic energy due to buoyancy, calculated
in the same way as standard k-e model [21,22]. Cq, 7 and S and p are given Equation (30), while the
turbulent viscosity is defined by Equation (31) and the terms required are defined in Equation (32).

C = max[() 43, r+5]
n= max[S 61 (30)
5= 4/25;;Sij
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Ht = Pcp e (31)
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The final terms defining the turbulence model are presented in Equation (32), where Q_l/ is the
mean rate-of-rotation tensor viewed in a rotating reference frame with the angular velocity wy, and the
model constants Ay and A are given by Equation (33).

A0_4O4
= V6cos(¢)
<f> - Seos-1( Vo)
W sssjksk,
S— ‘/_sl,sz- )

Cre = 144
C, =18
O = 1.0
e =12

2.2. Heat-Transfer Model

The average NPK temperature is used for each time step to obtain the heat-transfer coefficient
between air and solid particles. NPK average temperature differential is given by Equation (34),
where dt is the simulation timestep, Ty q is the average NPK temperature in time f + dt and T} is the
average NPK temperature in time £.

dTmy g = Ty — Tt (34)

Heat transfer between NPK and air is assumed to occur mostly during PK falling from the flights
during drum rotation. Hence, NPK thermal energy is defined by Equation (35), where 11, 7 is the
average NPK mass that falls during one time step. It is assumed that this energy is given to the
flowing air, increasing its temperature accordingly. Thus, the air temperature differential is defined by
Equation (36), where 11, is the air mass passing during one time step, and Cpj, is the air-specific heat.
The final expression for air temperature after one time step is given by Equation (37), where T;; is the
air temperature at the inlet.

Qmyy g = WmepdeHd[ (35)
QMg ar

dT - 36

Apdt = 12Cpa (36)

Tapiqr = Toi +dTap 4 (37)

In order to obtain the average heat-transfer coefficient /1, the process was modeled as a
counter-current heat exchanger. This method is suitable in cases where flow rates and heat transfer
area are constant. Thus, a generic heat exchanger was employed with two ends: A, at which the hot
material enters, and hot air leaves the system, and B, where cold material leaves and cold air enters the
system. The logarithmic mean temperature difference LMTD is defined as the difference between the
hot and cold feeds at each end of the countercurrent heat exchanger and is given by Equation (38).

(T: - Tat+dt) - (TH—dt )
ll’l(@_TﬂHm)
Teyar=Tai
The LMTD was used to determine the heat transfer coefficient  for each timestep in the heat

exchanger model, and it is calculated according to Equation (39), where de is the heat exchanged
between NPK and the air during the defined timestep in the heat exchanger model and Ay, is the area

LMTD = (38)
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of heat exchange corresponding to the total area of the particles falling during one timestep. This term,

the rate of heat transfer d(;_tm during the time step dt is given by Equation (40).

dQm
_ d
"= A, LTMD 39)
aQm Qmyy g
e dt 40)
The area of heat exchange Ay, is given by Equation (41).
2
4n( % )
Ag, = m (41)
fr m, mf

The average heat transfer coefficient for each simulation was found by averaging the heat transfer
coefficients of each timestep during the entire simulated time.

2.3. Thermodynamic Model

A global energy balance was used to obtain a generalized thermodynamic model of the cooler.
First, the heat was assumed to transfer from the NPK material to the air without loses. Hence, the energy
balance is presented by Equation (42), where 71, and 1, are the mass flows of air and material entering
the rotating cooler, respectively, T,; and Ty, the air temperatures at the inlet and outlet, and T,,; and
Tno the material temperatures at the inlet and outlet. Since NPK inlet and outlet temperatures were
known, thermal power is given by Equation (43).

macpu(Tao - Tai) = mmcpm(Tmo - Tmi) (42)
Qm = mmcpm(Tmo - Tmi) (43)
The air outlet temperature was then obtained from Equation (44).
Tao = Tai + & (44)
WlaCPm

The heat-transfer coefficient from Section 2.2 was used for both particle diameters in a
counter-current heat exchanger model of the entire NPK industrial cooler. The inlet-outlet temperatures
were used to in the thermodynamic model to find the exchanged heat in the cooling process, which is
calculated from Equation (45).

Qne = hALTMDy, (45)

Ap is the total area for heat exchange, and LTMD), is the logarithmic mean temperature difference
of the heat exchanger. The total area of heat exchange is defined by Equation (46), where L is the
rotating cooler length, and [ is the length of the simulated drum model.

2
Ape= ——-—
e dtm, 1 (46)
The logarithmic mean temperature difference is given by Equation (47).
Twi—Tao) = (Tro — Tai
w1y = (T~ T) = (Ton=Ta) W
tn(22=r)
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Both Q;; and Qy, should be equal. Thus, Equation (48) is used as check point.
Qpe = hARLMTDpe = Qu = mmcpm(Tmo = Tomi) (48)

Through trial and error, NPK outlet temperature that makes Qy, = Q;;, was calculated. NPK and
air inlet and outlet temperatures obtained from this model were validated with the ones given as
boundary conditions in the real industrial rotary cooler.

2.4. Dimensionless Numbers

The Nusselt number and Reynolds number for the NPK material, as well as the Prandtl number
for the air for each particle diameter during each time step, were obtained. Particle Nusselt is given by
Equation (49).

hD,

The Prandtl number of the air was found by linear interpolation of published Prandtl numbers
for given air temperatures. The average air temperature was defined according to Equation (50).

T, + Ta
Ty = % (50)

NPK Reynolds number was obtained from Equation (51), where v is the maximum air
velocity throughout the drum, and v is the air kinematic viscosity at the average air temperature.
Air kinematic viscosity was obtained by linear interpolation of published kinematic viscosities for
given air temperatures. The maximum air velocity is given by Equation (52), where V,; is the average
air inlet velocity and V f is the void factor, which is defined by Equation (53). V; is the drum volume,
and V, is the volume occupied by the NPK. The drum volume is calculated according to Equation (54),
where D is the drum diameter, and [ is the drum length in the simulation.

Rey — V{;’”:—';’;} 51)
O g—f (52)
vy = (53)
Vv, = n(%)zl (54)

The volume occupied by the NPK material is given by Equation (55), where N is the number of
NPK particles in the model.

4 (Dp\
Vm = 57‘((7) N (55)
2.5. Non-Linear Regression for Dimensionless Numbers Correlation

The values of the dimensionless numbers obtained for each particle diameter at each time step
were used to find a correlation of the form given by Equation (56), where a, b, and c are constants
that relate the dimensionless numbers. The Marquardt non-linear regression method was used in the
software Statgraphics Centurion V16.1 to obtain the values of these constants.

Nu = aRe’Pr* (56)
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3. Computational Implementation

3.1. Rotary Cooler Characteristics

A fully operating Colombian industrial NPK rotary cooler was used as a case study for the
proposed methodology. The cooler has a diameter of three meters, is 19 meters long, rotates at 5
rpm, and is tilted down 1.5° to the horizontal. Four different flight designs are employed in the
industrial drum. The flights are arranged in a defined order along the drum length to complete a total
of 13 sections. Atmospheric air is used as cooling fluid and enters the drum using a blower which
generates a mass flow of ZSKTg at 30 °C and leaves it at approximately 59 °C. NPK particles enter the

drum with a mass flow of l3.88889¥ at a temperature of 90 °C and leave it at 46.5 °C. Outlet mass
flows were measured to be equal to inlet ones. Solid NPK particles have an average diameter of 2.7
mm in the industrial cooler and have a residence time of 30 min. With these values, a total mass of
25,000 kg is found inside the drum at any given time. That amounts to approximately 2.3 x 10° solid
NPK particles. Process parameters are shown in Table 1.

3.2. Model Description

Considering that computational resources for simulating NPK cooling of such a large number of
solid particles were unfeasible to acquire, the drum length was reduced, and particle diameter was
increased to obtain a total mass that achieved less than a million particles but still was representative
of the cooling process. Hence, two models were developed, one of a one-meter drum section length
with 20 mm diameter NPK spherical particles, and one of a 0.1 m section length with 8 mm diameter
NPK spherical particles, both tilted down 1.5° to the horizontal.

For 20 mm particles, drum length was reduced considering fluid dynamic conditions, particularly
Reynolds number and Pressure coefficient. Reynolds number remained constant and was independent
from the length of the drum. Since Reynolds was turbulent, the hydrodynamic entry region was
10 times the drum diameter, resulting in 30 m. With this condition, fully developed turbulent flow
could not be achieved. For pressure coefficient, the pressure drop is proportional to the length of
the drum presenting a linear behavior. Since a developing region will dominate the phenomenon
inside, the length of the drum to be analyzed was dropped to 1 m, which represented 5.2% of the total
length, which is well inside the developing region of the process. For 8§ mm particles, Fourier number
was considered because of the transient situation to be analyzed during the cooling process. For both
particle sizes, 20 and 8 mm, Fourier number was held at 4 x 1073. This allowed the calculation of drum
length for 8 mm particles’ size.

For these lengths, masses of 1315.789 kg and 131.578 kg of NPK were obtained, formed by 299,164
and 467,443 spheres. Both models used one of the four given types of lifters, which were chosen since
they allowed the highest particle dispersion angle (angle between the first and last particle showering
from the top of the drum). The geometry of the 0.1 m long rotating cooler and its lifters is shown in
Figure 2.

Air inlet and outlet conditions were defined as mass flow inlet and pressure outlet in the software.
Values for mass flows, pressures, and temperatures were defined as equal to those currently employed
in the industrial cooler. Nevertheless, solid NPK particles did not flow from defined inlet and outlet
boundaries. Instead, a random particle injector, a tool inside STAR-CCM+, was used to place particles
inside the drum’s fluid region in a randomized fashion with a defined initial temperature equal to
the NPK inlet temperature of the industrial cooler. Hence, even though no NPK inlet flow was used,
NPK particles were initially set with the industrial cooler NPK inlet temperature.

Wall boundary conditions were chosen for the drum carcass and phase-impermeable conditions
for the air inlet and outlet boundaries, so particles could not escape the drum during cooling once
they have been randomly injected (Figure 3). Thus, a constant number of particles were randomly
positioned inside the drum at the start of the simulation and could not leave the drum. Particle
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dynamics were obtained by solving the equations found in Section 2.1.1 for the constant number of
particles defined in Table 1.

Table 1. Process parameters. N.r. means not reported, d.a. means do not apply.

Industry Rotating Cooler Model One Model Two
Drum properties
Drum diameter D(m) 3 3 3
Drum length L(m), I(m) 19 0.1 1
Flight design four different designs (not shown) Figure 2
Flight material Stainless steel Carbon steel
Wall material Carbon steel Carbon steel
Angular velocity w(rpm) 5
Fluid properties and flow conditions
Fluid Air
Inlet pressure P;(kPa) 101.3
Outlet pressure P, (kPa) 101.3
Inlet temperature Ty; (C) 30
Outlet temperature Tao(u C) 59 d.a.
Inlet mass flow ri,;( k?X) 25 25
Outlet mass flow 7t k?g) 25 25
Particle properties
Material NPK granulated solid
Diameter Dy (mn) 2.7 8 20
Young’s Modulus E_eq (kPa) nr. 517
Poisson’s ratio v n.r. 0.45
Specific heat Cy (1) 1465.38
Thermal conductivity ky, ( m—WK) 0.18596
Density p(%) 1050
Residence time rs(min) 30
Total mass MT (kg) 25,000 131.57 1315.78
Number of particles N 2.31 x 10° 4.67 x 10° 2.99 x 10°
Inlet mass flow m,,li(’ﬁé) 13.88 d.a.
Outlet mass flow mmo(kfg) 13.88 d.a.

Inlet temperature Tmi(o ) 90
Outlet temperature Tmo(o C) 46.5 d.a.

Phase Interactions
Particle-particle

Static friction coefficient Cg, n.r. 0.4
Normal restitution coefficient Cyyesty nr. 0.1
Tangential restitution coefficient
n.r. 0.1
Crestp
Frictional work fraction ¢ty n.r. 0.1
Damping work fraction ¢, nr. 0.1
Particle-wall
Static friction coefficient C g, n.r. 0.2
Normal restitution coefficient Cyyestw n.r. 0.3
Tangential restitution coefficient
nr. 0.3
Ctn’stw
Frictional work fraction ¢y, n.r. 0.4
Damping work fraction c;. n.r. 0.1

47



Processes 2019, 7, 673

3000

Figure 3. Rotating drum models. (a) 0.1 m section length with 8 mm-diameter particles falling. (b) 1 m
section length with 20 mm-diameter particles falling.

3.3. Simulation

The simulation was run for 17.5 s for each model, which corresponded to 1.45 rotations of NPK
particles inside the drum. Longer simulation times did not provide additional information regarding
NPK temperature drop dynamics since no considerable differences in average heat transfer coefficients
were found. Furthermore, the logarithmic mean temperature difference behavior is well defined at this
point, allowing the calculations of the heat to be removed inside the drum during the cooling process.
The average air inlet velocity V,; was used for calculating the maximum air velocity vy.y. Average NPK
falling mass flow was calculated using the track model in STAR-CCM+, which allowed the tracking of
each moving particle throughout time. A plane cutting the drum in half in the y-axis was defined,
and the tracked particles which cross it throughout a specified time frame were plotted (Figure 4).
The data was then exported to a CSV file, where each row corresponded to each crossing particle and
each column to the crossing time and z- position. Particle falling mass flow for each model is given by
Equation (57), where At is the time frame between the first and last particle that passes through the
defined plane section. Measurements for 11,,f were performed in time frames positioned after one
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second of real simulated time since this time was enough for the initially randomly localized particles
to position inside the flights of the rotating drum and produce a quasi-steady falling mass flow.

— #o fparticles
_ Hofparticles

lityyg =~y (57)

0.04

0.02

Particles
crossing plane

5772 5.774 5776 5778 578 5782 5784 578 5788 579

Figure 4. Particle tracking in the transverse plane section of model one. Each circle corresponds to one
particle passing through the defined plane in a given time point.

3.4. Domain Discretization

3.4.1. Mesh Generation

The fluid domain was discretized using three models: surface remesher, trimmer, and prism layer
mesher. The first one resulted in a good quality surface mesh by adequately maintaining the drum and
flights geometry. Trimmer mesh was employed for generating a predominantly hexahedral mesh with
minimal cell skewness and a low number of trimmed cells. This method was sufficient for producing a
mesh with appropriate curvature and alignment with the z-direction corresponding to the drum length
(Figure 5). Prism layer mesher was used to model the inclusion of a prism layer along the borders of
the fluid domain to capture boundary layer flow. Mesh properties are shown in Table 2.

a) b)

Figure 5. Rotating drum model and mesh. (a) Isometric view of 0.1 m section length drum, the air
outlet is shown in orange. (b) X-Y plane of 0.1 m section length drum showing mesh with 0.03 m

base size.

49



Processes 2019, 7, 673

Table 2. Mesh characteristics for each model.

Model One Two
Particle diameter (mm) 8 20
Mesh number 1 2 3 1 2 3
base size (m) 0.0368 0.0300 0.0245 0.0480 0.0400 0.0338
Cells 91,952 146,144 226,565 216,008 336,351 504,635
Faces 264,569 422,248 654,658 632,931 988,663 1,485,106
Vertices 102,434 160,771 244976 228,135 353,909 526,248
Prism layers 5
Prism layer thickness (m) 0.009
Prism layer stretching 1.5

3.4.2. Time and Mesh Independence Analysis

Three different mesh sizes were generated for each model. Each finer mesh had 1.5 times the
number of cells of the coarser ones. Convergence criteria were set to 107 for momentum, energy,
turbulent kinetic energy and turbulent energy rate of dissipation. Initially, a time independence
analysis was performed. For it, Mesh number 1 was chosen for each model (Table 3). The time step
was decreased to half for each simulation, beginning with 0.01 and 0.05 for models one and two,
respectively. Average NPK temperature was recorded at time t = 3.5 s for each simulation. Timesteps of
0.005 and 0.01 were chosen for model one and two since they showed relative errors lower than 1%. A
mesh independence analysis was then performed using the chosen timesteps (Table 4). Average NPK
temperature was again captured at time t = 3.5 s for each simulation with each finer mesh, and the
relative error was calculated. Mesh number 2 was chosen for each model since it had a relative error

lower than 1%. Table 5 shows the chosen meshes and timesteps for each model.

Table 3. Time independence analysis.

Model One Two
Particle diameter (mm) 8 20
Timestep (s) 0.010 0.005 0.001 0.050 0.010 0.005
Average solid temperature Tas5 (°C) 80.86 82.42 82.43 85.30 86.85 86.86
Relative error (%) 193 0.02 1.83 0.02
Mesh number 1 1
Table 4. Mesh independence analysis.
Model One Two
Particle diameter (mm) 8 20
Mesh number 1 2 3 1 2 3
Average solid temperature T3 55 (°C) 82.42 83.98 84.66 86.85 88.41 89.04
Relative error (%) 1.89 0.81 1.80 0.72
Timestep (s) 0.005 0.010

Table 5. Mesh and timestep for each model.

Model One Two
Particle diameter (mm) 8 20
Mesh number 2 2
Number of cells 146144 336351
Timestep (s) 0.005 0.010
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4. Results and Discussion

4.1. Average Particle Temperature

Figure 6 shows NPK 8 mm particles cooling inside a 0.1 m drum section during 4.5 s. Particles
are lifted by the drum flights which move due to the angular rotation of the drum and fall at a given
mass flow rate which is constant in the central plane defined in Section 3.3 of this work. From the
figure, it can be seen that particles located in the middle of the lower bulk of NPK material show the
lowest temperature (around 71 °C in blue), while particles near the flights and drum surface exhibit
the highest temperature. This circumstance can be explained by the fact that air—particle interactions
taking place near the center of the rotating drum achieve higher heat transfer rates due to airflow being
fastest in this area as in near the rotating drum edges. Besides, these particles seemed to experience
little movement compared to those in other drum regions. Even though some of them appear to add
filling mass to the lower moving flights, most of them are not capable of entering the flights and move
as a bulk material to the left by the action of contact forces by particles already inside the flights.
Therefore, once they start going upwards, they end up falling again to lower flights already being
filled by falling particles from the top flights of the drum. This phenomenon is not desirable since
it could cause high temperature drops in some particles, while others could not achieve the desired
outlet temperature, hence altering the overall quality of the product at the outlet.

70.553 73.719 76.884 ) 80.050 83.216 86.382

Figure 6. NPK particles of 8 mm diameter cooling at different times. (a) 6 s, (b) 7.5s, (c) 9 s and
(d) 10.5 s. Temperature bar is in °C.
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Figures 7 and 8 provide the average NPK temperature variation in 17 s of simulated time for
8 mm and 20 mm diameter NPK particles. The differences in the cooling behavior could be explained
by differences in total NPK mass, considering that model one has 1/10th of the section length of
model two. Nevertheless, both figures show a decaying exponential behavior, which is expected in
heat-transfer processes.

Average 8 mm Particle Temperature
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Figure 7. NPK particles of 8 mm diameter, average temperature during the simulated time.
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Figure 8. NPK particles of 20 mm diameter, average temperature during the simulated time.
4.2. Average Heat-Transfer Coefficient

Table 6 shows the heat transfer variables calculated for obtaining the model’s heat transfer
coefficient. Air masses are different due to different time steps, which is also expected for falling
material mass. However, if timestep dt and length [ are made equal to model one in model two, material
falling mass remains almost identical in both: (dt = 0.01; ;1 = 0.04(2)(10) = 0.8 Kg=0.82 = M)
Hence, the falling behavior is essentially the same for both particle diameters. The heat transfer
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coefficient is significantly increased for lower diameter particles, due to a greater area of heat exchange
when the particle diameter is made smaller.

Table 6. Heat transfer variables for each model during the given time step.

Model One Two

Particle diameter Dy, (mim) 8 20
Timestep dt(s) 0.005 0.010
Air mass 71, (kg) 0.125 0.250
Material falling mass 71, (kg) 0.04 0.82
Area of heat exchange A, (m?) 0.029 0.233
Average heat transfer coefficient /1( mg’i c ) 60.15 38.93

4.3. Thermodynamic Model

Table 7 shows the comparison between the thermodynamic models obtained for each simulated
model and that found for the industry cooler. The thermodynamic behavior of model one provides a
close approximation to air and NPK temperature boundary conditions when model one is used in the
calculations. The calculated area of heat exchange for model one shows that its cooling capabilities are
higher than the one found on the industry cooler. Thus, heat losses should be taken into account, as
the simulation is set with adiabatic wall boundary conditions.

Table 7. Comparison of Thermodynamic and Counter-current Heat exchanger models results with

industry cooler analysis.

Properties Model One Model Two  Industry Cooler
Particle diameter D, (mm) 8 20 2.7
Thermodynamic model
Material outlet temperature Tm0(° C) 40.90 61.23 45.00
Thermal power Qp, (kW) 998.40 584.87 915.04
Air outlet temperature Tao(° C) 69.73 53.27 66.42
Counter-current Heat exchanger model
Material inlet temperature Tmi(oC) 90.00 90.00 90.00
Air inlet temperature Tai(DC) 69.73 53.27 66.42
Material outlet temperature Tm0(° C) 40.90 61.23 45.00
Air outlet temperature Too("C) 30.00 30.00 30.00
Logarithmic mean temperature difference LMTDhe(OC) 15.10 33.90 18.97
Heat transfer coefficient h(mzlc) 60.15 38.92 60.15
Exchanged heat Qe (kW) 998.48 584.88 915.04
The total area of heat exchange Ap.(m?) 1099.28 443.13 802.01

4.4. Correlation

Equation (58) shows the correlation found using the Marquardt method. Table 8 shows the
analysis of variance performed on the model. The p-value states that the model parameters can explain
the variation seen in the data. Therefore, the model is suitable for reproducing the data obtained from
the thermodynamic balance and the DEM-CFD simulation.

Nuyy, = 0.0531283 Re,, 2237 Py, 100824 (58)
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Table 8. Analysis of variance of non-linear correlation.

Source of Variance =~ Sum of Squares  Degrees of Freedom Mean Square F Observed P-Value

Model 58466.6 3 19488.87 23,086,378 0.0000
Error 4.05118 4799 0.000844
Total 58470.6 4802
Adjusted 99.8634

R-squared (%)

Figure 9 shows the Nusselt vs. Reynolds for a fixed value of Prandtl. Note that Nusselt and
Reynolds grow as particle diameter is increased.

Nu vs Reynolds correlation, Pr=0.7282
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Figure 9. Nusselt vs. Reynolds correlation for industry cooler at Pr = 0.7282. Valid if 3073 < Re < 7686.
5. Conclusions

This work describes and employs a new methodology that blends CFD-DEM modeling and global
energy and mass balances to obtain an initial approximation of the heat-transfer phenomena taking
place inside an industry-scale 50 % counter-current rotary drum during the cooling process of NPK
15-15-15 biofertilizer. The low computational effort needed for simulating the proposed CFD-DEM
model and the ease of the methodology offers a fast, concise method to elucidate process heat transfer
dynamics in the current operating point. Besides, by the calculation of process dimensionless numbers
and correlations, heat-transfer coefficients and overall process operating characteristics can be predicted
when process variables such as drum angular velocity, air velocity, material inlet-outlet temperatures,
and the average particle diameter are changed inside the range of valid Reynolds numbers for the
defined correlation. Hence, process optimization and design modifications can be achieved without
long plant downtimes given by the execution of new experimental designs. In this way, overall
company profits are not severely affected.

Consequently, results from our simulation could be useful in many different cases. One scenario
could be the following: There is a current rotating cooler operating at set parameters and the company
wants to change variables such as cooler rotation, tilt angle, feeding rate, and particle diameter.
After applying the methodology, the user can predict how these variables should be reprogrammed for
achieving any given set of outlet boundary conditions, such as outlet temperature and outlet mass
flow of granulated solid after cooling.
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Abstract: A computational fluid dynamics software (DynamFluid) based on the application of
the finite element method with the characteristic-based-split algorithm is presented and validated.
The software is used to numerically integrate the steady and unsteady Navier-Stokes equations
for both constant-density and Boussinesq non-isothermal flows. Benchmark two-dimensional
computations carried out with DynamFluid show good agreement with previous results reported in
the literature. Test cases used for validation include (i) the lid-driven cavity flow, (ii) mixed convection
flow in a vertical channel with asymmetric wall temperatures, (iii) unsteady incompressible flow
past a circular cylinder, and (iv) steady non-isothermal flow past a circular cylinder with negligible
buoyancy effects. The new software is equipped with a graphical user interface that facilitates
the definition of the fluid properties, the discretization of the physical domain, the definition
of the boundary conditions, and the post-processing of the computed velocity, pressure and
temperature fields.

Keywords: finite element method; characteristic-based-split algorithm; benchmark problems;
lid-driven cavity flow; non-isothermal vertical channel; flow past a circular cylinder; Boussinesq
approximation

1. Introduction

The science of fluid mechanics involves a broad spectrum of techniques for the study of fluid
flows [1,2]. Experimental fluid mechanics plays an important role in the validation of theoretical
models and the determination of their limits of application. Moreover, laboratory-scale experiments
(e.g., wind tunnel model testing) combined with dimensional analysis [3,4] provides the science with
an effective way of studying complex flows, saving the time and money that would otherwise be
employed in full-scale experimental studies. On the other hand, computational fluid dynamics (CFD)
is the art of substituting the set of partial differential equations governing the flow by a set of algebraic
equations that can be solved with computers [5-10]. As a result, CFD can be regarded as the connection
between theory and experiments, providing an economical alternative to experimental model testing.
The ever growing importance of CFD has driven the development of a large variety of commercial
software (ANSYS Fluent [11], Star-CCM+ [12], COMSOL’s CFD [13], Altair AcuSolve [14], to name
a few) and open source solutions (OpenFOAM [15-17], FreeFEM++ [18], FEniCS [19], for example) in
the last decades.

This paper presents a new CFD software tool (DynamFluid) based on the finite element method
(FEM) for the analysis of incompressible flows. The finite element method has been selected in favour
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of other options, such as the finite difference method (FDM) or the finite volume method (FVM),
because of its higher adaptability to arbitrarily shaped domains, as other methods require complex
curvilinear transformation when trying to solve problems in complex geometries represented in regular
Cartesian coordinates. This and other advantages are already exploited in a variety of commercial and
open-source codes, such as the above mentioned COMSOL’s CFD [13], FreeFEM++ [18] or FEniCS [19].
Although the developed code has the capability of solving fully three-dimensional (3D) problems with
arbitrary density variations and the general form of the gravitational term (body force), the validation
process in this work will be restricted to two-dimensional (2D) flows where the fluid density undergoes
tiny variations, so that the Boussinesq approximation can be employed. Further validation in 3D
geometries with large density variations is left for future work. DynamFluid is implemented in C++.
The main characteristics of the DynamFluid tool can be summarized as follows:

1.  Windows-based software, which can be run in any Windows Operating System: both 32- and
64-bit architectures are supported. When run in a 64-bit architecture, the software leverages on
the larger word-size when performing computations.

2. Graphical user interface for defining the geometric domain, physical model, boundary conditions,
and displaying the results obtained in any simulation.

3. Custom database for storing both the project domain definition and all the information generated
during the simulation. The database provides the user with ODBC (Open DataBase Connectivity)
interface for interacting with any ODBC client.

4. Support for NASTRAN format file importing, which allows the user to import any geometry and
physical definition in DMAP (Direct Matrix Abstraction Programming) language.

5. Vtk file format capabilities, to export generated simulations into ASCII text Vtk files that can be
visualized using Paraview [20].

6. Basic meshing capabilities to sample the geometric domain. Two methods have been
implemented: (a) structured meshing (linear, logarithmic) using both quadrangular
elements (QUAD) and triangular elements (TRIA) for regular geometric domains, and (b)
Delaunay—Voronoi meshing for irregular geometric domains.

7. Software designed to run in a computer with a motherboard that may have one or several
multi-core processors. This includes parallel computation of the finite element matrices, parallel
assembly of the global matrices and parallel computation of the right hand side of each step of
the algorithm. The software uses the conjugate gradient stabilized algorithm provided by the
Eigen library [21] to solve the linear systems, and it has been compiled with the openmp compiler
flag so that the Eigen library exploits the multiple cores available in the hardware.

8.  Custom user language for post-processing the results (velocity, pressure and temperature), with
basic algebra functions and support for different coordinate reference systems. Internal compiler
for translating this user language into machine code that can be applied in parallel to every node
and/or finite element.

9. Support for different types of finite elements (both Lagrangian and Serendipity): (a) linear TRIA
elements and (b) linear and quadratic QUAD elements.

10.  DynamFluid is a freeware CFD tool available at https:/ /sites.google.com/view/dynamfluid.

Four benchmark 2D problems have been selected in this work for validation purposes, namely (i) the
lid-driven cavity flow, (ii) mixed convection flow in a vertical channel with asymmetric wall temperatures,
(ili) unsteady incompressible flow past a circular cylinder, and (iv) steady non-isothermal flow past
a circular cylinder with negligible buoyancy effects. These problems are briefly outlined below.

(i)  The lid-driven cavity flow.This is a classical benchmark problem that has been widely used
since the early days of CFD to assess and validate new techniques and methods. This test
case is easy to set and simulate because its boundary conditions are particularly simple.
However, the fully developed flow displays almost all fluid mechanical phenomena, with
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(if)

(iii)

(iv)

increasingly complex aspects emerging as the Reynolds number is increased, such as corner
eddies, laminar to turbulence regime transition, and even turbulence at high Reynolds number.
A recent comprehensive review of the literature on the subject can be found in [22], where the
work of several authors is presented and discussed [23-28]. Available benchmark results have
been tabulated to provide a comprehensive source of validation data [29].

Mixed convection flow in a vertical channel with asymmetric wall temperatures. In this mixed
convection heat transfer problem, an initially uniform flow develops in a slender vertical channel
whose walls are at different temperatures. The cold and hot wall temperatures may also differ
from the incoming flow temperature. As a result of the upward buoyancy force that appears near
the hot wall, the velocity increases in the near-wall region. As the fluid accelerates downstream,
the fluid near the cold wall may suffer flow reversal so as to maintain the imposed fixed flow rate.
One of the most interesting features exhibited by this flow is thus the possibility of flow reversal
at the cold wall as the flow develops. The occurrence (or not) of flow reversal depends on the
length of the vertical channel and the buoyancy effect induced by the temperature difference
between the hot and cold walls. Previous studies have shown that for the flow reversal to occur,
in high Reynolds number flows the ratio of the Grashof number to the Reynolds number must be
higher than a critical value that depends on the wall temperature difference ratio [30-43].
Unsteady incompressible flow past a circular cylinder. The flow of a constant density fluid
past a bluff body is another classical problem that has been widely studied in the literature.
Understanding the flow regimes past bluff bodies poses a daunting challenge, so that 2D and 3D
vortical structures in wakes of different bodies have been analyzed by scientists and engineers
for decades. The reason for this interest is the vast range of applications of external flow past
round bluff bodies: aerodynamics (planes, rockets, ground vehicles), hydrodynamics (ships,
submarines) or wind energy (wind turbines), to name the few. At very low Reynolds numbers
(creeping flow) the flow past a non-heated circular cylinder is symmetric in the streamwise
direction [44—47]. As the Reynolds number grows to values of order unity the symmetry is
lost, and when it exceeds a critical value the non-linear convective effects trigger the onset of
steady flow separation, accompanied by the appearance of steady recirculation bubbles behind
the cylinder. One important aspect of these flows is the so-called vortex shedding, which is
an oscillating flow pattern that emerges for even larger Reynolds numbers. This regime has
been thoroughly studied experimentally [48-52] and numerically [53-57]. The alternate shedding
of vortices in the wake leads to the well known Karman vortex street, which originates large
fluctuating pressure forces in the direction transverse to the flow and may cause structural
vibrations, acoustic noise, or resonance, which in some cases may lead to structural damage or
even collapse.

Steady non-isothermal flow past a circular cylinder with negligible buoyancy effects. This case
is similar to the previous one but with the particularity that the temperature of the cylinder
differs from the temperature of the incoming fluid, which causes the flow past a circular
cylinder to exhibit interesting heat transfer features. This problem is of interest for the design of
cylinder-shaped sensors located in fluid streams, hot-wire anemometers, tube heat exchangers,
nuclear reactor fuel rods and chimneys. In this work, attention will be restricted to steady flow
with negligible buoyancy effects, with the aim of characterizing the local Nusselt number at the
cylinder wall for different Reynolds numbers [44,54,58,59].

2. Governing Equations

Let x = (x,y,2)T € Q¢ C R3 be the spatial domain at time t € (0, T), with x; denoting the

i-th cartesian coordinate. Using the Einstein summation convention, the governing equations for

three-dimensional unsteady flow with variable density (due, e.g., to temperature variations) can be
written as follows
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where p is the fluid density, u; the i-th component of the velocity vector u = (u,v,w)T, er = e + u;u; /2
the total energy per unit mass (with e = ¢,T the specific internal energy per unit mass, assuming
a calorically perfect fluid), p the pressure, T the absolute temperature, g; the i-th component of the
acceleration of gravity, and k the thermal conductivity. In the above equations Tjj represent the

deviatoric stress components
Ju; aM] 2 duy
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where y is the dynamic viscosity and ;; the Kronecker delta.

In non-isothermal flows where the density variations are small but the flow is driven by buoyancy
forces, such as in natural or mixed convection problems, one may simplify the equations by means of
the Boussinesq approximation. This approximation assumes that variations in density have no effect
on the flow field other than to give rise to buoyancy forces. In this case, the continuity and momentum
equations take the simplified form

5= ©)
Jdu; a(uju,-) ap aTZ‘]‘ .
0o |:af ax]- = —afxi“raixj‘FPoo(l—/g(T_Too))gi/ i={1,2,3} (6)
where o is the reference fluid density, T the reference temperature, and g = —p~1(3p/0T) p the

thermal expansion coefficient.

In the Boussinesq approximation, the energy equation is often simplified by also ignoring the
density variations. However, in this work, the energy equation will be kept in its general form, without
any further simplification. The reason for this approach is to minimize the approximation error when
computing the temperature field in a fluid that undergoes tiny variations of density, and to give
a unified treatment to the energy equation independently of the way density is computed. In the
range of Reynolds number considered here, the different treatments of the energy equation, and the
assumption of constant specific heats, do not make a significant difference. Leaving the general form
allows validating the implementation of the energy equation when the Boussinesq approximation is
used in the Navier-Stokes equations but not in the energy equation.

Let Leo be the characteristic length, U, the characteristic velocity, Lo / Uso the characteristic residence
time of the problem, po, the reference density, i« the reference dynamic viscosity, and ko the reference
thermal conductivity. With these scales, the following dimensionless variables can be introduced

* Xi * Uoot * P * Ui * P = Poo * Tz‘jLoo
o T e 00 - g = *
x; Loo, Loo ’ P poo, M, uoo/ F’ Poougo 7 T;] Voouoo, (7)
i g/ ]400, T ugo/ Ugo/ ke

where po, represents a convenient pressure datum, and g ~ 9.81 m/s? is the acceleration of gravity.
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The asterisk will be dropped in the following for simplicity, so that all variables will be assumed
to be non-dimensional. Thus, the general governing Equations (1)-(3) can be rewritten as follows
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where Re = polwLleo/ oo is the Reynolds number, Fr = Ugo /(Lsog) is the Froude number,
and Pr = pieoCp/ ke is the Prandtl number, defined in terms of the specific heat at constant pressure
cp, assumed here to be constant. Note that for liquids both specific heats are equal ¢, = ¢;, whereas for
gases ¢y = ¢y + R, where Ry = R°/W is the gas constant, defined as the ratio between the universal
gas constant R° = 8.314 ]/ (mol - K) and the molecular mass of the gas W that is constant for gases of
uniform composition.

Under the Boussinesq approximation, it is convenient to define the normalized dimensionless

temperature

T—Teo

O=_——F-, 11

To T (11)
in terms of the reference temperature Te, and a characteristic temperature T, (e.g., that of a hot or
cold wall, thereby the subscript w) that determines the characteristic temperature difference of the
problem, Ty, — Teo. In this case, the momentum conservation Equation (6) and the energy conservation
Equation (3) can be rewritten as follows, where the asterisks are dropped again so that all variables are
non-dimensional
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while the continuity Equation (5) remains unchanged, implying the divergence-free nature of the
velocity field. The simplified form of the continuity equation has been used, in particular, to rewrite
the convective term in the energy Equation (13) including the velocity u; into the spatial derivative.
Note that, following standard practice, in the momentum conservation Equation (12) the dimensionless
density has been assumed to be constant (o = 1) except in the buoyancy term, which is written in
terms of the Grashof number

Bg(Tw — Teo) L3,

V&

Gr = , (14)

and the normalized dimensionless temperature ©, given by (11) in terms of the dimensionless
temperature T computed from (13).

Finally, to be well posed, the mathematical problem also requires appropriate boundary conditions
and a set of initial conditions for all the variables to be solved.

3. Numerical Method

3.1. Temporal Discretization: The Characteristics-Based-Split Algorithm

Following Zienkiewicz'’s et al. [60-64], the Navier-Stokes equations can be sampled in time using
a characteristic method, the so-called characteristic-based-split (CBS) scheme. To obtain the numerical
solution, the time interval will be divided into N; subintervals I, := (t,, t,+1] with constant time step
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size At = t,.1 — t,. Then, a variable ¢ at time 1 + 6 can be approximated as ¢" 7% = (1 — 8)¢" + 6¢"*1,
where the superscript denotes the time at which the variable is evaluated. As a result, it can be written
that
9= (1-0)¢" + 09" = ¢" + 09, (15)
with Ap = ¢" 1 — ¢m.
Consequently, the CBS scheme, proposed by Zienkiewicz and Codina [61], applied to the
governing Equations (1), (12) and (13) can be sampled in time as follows

Wt Ay [ o) 19t 1 Gr R P
i i [ ]t -7 o — o _ p | =
At A ax; | Reoax; | Fr¥ Re2$1® FE 123 a9
+6
pn+1 _pn B % _ l n % _ 78 (pu]" 1) (17)
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where the continuity equation for incompressible fluids has been substituted by an equation of
conservation of mass (17) that includes an artificial compressibility [65]. In that equation a represents
the speed of sound in the fluid, which in the incompressible limit tends to infinity. The principal asset of
this split algorithm is that it does not only apply to compressible flows, but also to incompressible flows,
which makes it suitable for a wide variety of applications. In the above equations, 6; and 6, represent,
respectively, the velocity and pressure relaxation factors. The explicit form of the algorithm is 6, = 0,
whereas in the semi-implicit form 6, € [0.5,1]. In both cases the value of 6; € [0.5,1]. In the numerical
simulations presented in this paper we have considered the semi-implicit algorithm, setting the velocity
relaxation factor to 6; = 1.0, and the pressure relaxation factor to 6, = 1.0. For this parameter choice,
second-order accuracy in time is expected [61]. Moreover, the algorithm imposes a restriction to
the time step size At and it is conditionally stable, as reported by [61]. In its semi-implicit form [66],
the time step size must be At < min{h/|u;|, h*/(2v)}, whereas in the explicit form, At < h/|a|, leading
to a more stringent time step in incompressible fluids. That is the reason why, for incompressible fluids,
the semi-implicit form is cheaper in terms of computational cost, providing the required results in less
time.

Equation (16) is coupled to Equation (17) and for this reason it cannot be used explicitly.
To overcome this limitation, an auxiliary variable Au** is introduced, defined by

o(u) 19t 1 Gr o
0x; Re 9x; ST R28

At d 3(1!]‘111') 1 Gr "

Aui* = ui* —ul! = At|—
(19)

This equation does not contain the pressure term and the variable u;* can thus be computed
explicitly. When the pressure term is available, the following correction is applied

Jpto2 A2 P Jpto2
TS SN R W P A R 4
Au; = uj u; = Au; At o > ”"axk < ox; > (20)
Expressing Au;”l as a function of Au;* using (20) and substituting the result in (17) yields
(1N, ouf oAt o%p" ?Ap
Ap o <L'Tz> Ap = A |:an + 91 an - A 91 (axiaxi + 92 Bx,vax,vﬂ ' (21)

Finally, expressing Aet as a function of er” gives
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The way the variables of the problem are solved is summarized in the following step sequence:

Step1. Calculate Au;* from Equation (19).

Step 2.  Calculate Ap or Ap from Equation (21).

Step 3.  Calculate Au; from Equation (20), which yields the velocity at time £, 1.

Step 4. Calculate Ae from Equation (22), which can be calculated in parallel with the other steps
since the right hand side of Equation (22) does not depend on the variables at time £, 1.
Step 4 allows obtaining the value of the energy at time ¢, 1.

The reason for choosing the CBS algorithm instead of others is to achieve second order
convergence in both time and space using linear finite elements (TRIA and/or QUAD). Additionally,
since the right hand side of the different equations of the algorithm are treated explicitly, they are easy
to parallelize, as it has been done in the implementation of the algorithm.

3.2. Spatial Discretization

Following the characteristics-Galerkin approximation, Equations (19)-(22) are discretized in space
using the finite element method [67-69]. To this end, the spatial domain is divided into a regular,
unstructured triangulation T}, of non-overlapping elements. Associated with that triangulation,
a conforming finite element space Vj, is defined composed of continuous, piecewise polynomials
over each mesh element. The current implementation of the software uses only linear polynomials for
all fluid variables, so higher order elements are not considered. Therefore, the numerical method is
expected to be second order in space for smooth solutions in the L2-norm. The advantage of the finite
element method, as spatial discretization method, is that it allows to work with complex geometries,
and to use fine or coarse finite elements in different zones of the domain (local mesh refinement) [70].
Moreover, the implemented code supports both TRIA and QUAD finite elements.

Hence, if m is the number of mesh points (or nodal points) of the triangulation T}, the numerical
solution ¢, belonging to the finite element space V}, can be written as

¢ =Y Ni ¢, (23)
k=1

where the summation spans over the set of nodes comprising the sampled domain, being k the index
of the node, for 1 < k < m. ¢* is the unknown variable evaluated at node k, and { N;f L, is the set
of basis functions of Vj, satisfying N,]f(xj) = 6j, with &; the Kronecker delta. Moreover, Equation (23)
may be expressed in matricial form as

oy =N, & (24)

with
@:[¢1,...,¢k,...,¢'“]T and Ny = [N}, N, Np (25)

In this problem the generic variable ¢, will be replaced by the unknown fluid variables: the
pressure, p, the velocity components, u;, the total energy, per, and the temperature, T.

As a final step to apply the standard Galerkin approximation via the Finite Element method,
the weak formulation of Equations (19)—(22) must be obtained. Thus, equations can be weighted
and integrated over the sampled domain using the basis functions N}’f € V,%, where VZ% is the finite
element space of functions that take null values in the dirichlet boundary associated with the variable
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¢n = {ui, p, T} (which means that it does not include the basis functions associated with the dirichlet
nodes, whose values for the variable ¢, are known).

The weak formulation of Equation (19) (Step 1 of the algorithm to compute Au}* for i = {1,2,3})
in the standard Galerkin approximation is the following

x ujul;) 1 aN Gr !
/ NEAur dO = At{ /Nh ax’ 40— o [, G0 / NE <Re2g, g,)dﬂ}
]

" At? 9 Gr 1 o(uju;) "
1 ke _|atEfo9 Gr o 1. jUi
+At [Re '/rNhT,/n/dl"] { 3 /Q axj(quh) Rezg,G) it ax; aal ,

where 1; denotes the j-th component of the unit outward normal vector to the boundary surface and
N, ,’f € V,, since it does not impose dirichlet boundary condition over Au;™*.

To obtain the weak formulation of Equation (21) (Step 2 of the algorithm to compute Ap =
p"+1 — p"), the equation should be multiplied by the N;’fp basis functions not associated with the

(20)

dirichlet boundary nodes where pressure is prescribed p = 7"+ at I'p. This gives

N Ap dQ= N Ap dQ = At u! 0w — 0,A S ap” 79192&8’3’9 i
hp hp s 5 ax]
Bn aAp . @27
_ . o - anp]
At/rp\r NE, |l + 6807 — 01 o, et ax,l n; dr

where the boundary I', \ I is the entire boundary of the domain minus the dirichlet pressure boundary.
In the computation of the boundary integral on I', \ T, the Dirichlet condition for the velocity
component, u;, may also be specified, in which case, the integrand will match the prescribed velocity,
I/L? + 91AM?* — 01At 8p"/8xi — 016,At aAp/axl =1u;,atTy,.

In the same way, to build the weak formulation of Equation (20) (Step 3 of the algorithm to
compute Au; = u’”r1 —ul fori = {1,2,3}), the basis functions N}’:u not associated with the dirichlet

n+1

boundary nodes where Veloc1ty is prescribed, u; " = u; at ', must be considered. This results in

op" o2 1 9(uf Ny )Bp
/Q NE, Au; dQ = /Q NE, Au* dQ — At / Nf, T 40— 32 /Q T” o0 (8)

Finally, the weak formulation of the energy conservation Equation (22) (Step 4 of the algorithm to

n+1

compute T"*! through Aer = er' — ef) takes the form
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where N, ,fT are the basis functions not associated with the dirichlet boundary nodes where temperature
(energy) is prescribed, T"*! = T at I't. Moreover, in the computation of the boundary integral on
It \ T, the value of the temperature gradient (heat flux) can be specified on some part of it (neumann
boundary) as boundary condition.

4. Software Validation

In order to validate the implementation of the CBS algorithm described above, four test cases have
been selected for study. Although the implementation of DynamFluid allows the integration of the
Navier-Stokes equations in their general form (1)—(3), it can also be applied to fluid dynamics problems
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within the Boussinesq approximation (5) and (6). This is the approach chosen for the validation with
the test cases presented in this section. All simulations are two-dimensional, hence we shall restrict
our attention to cases with x; = (x,y)T, u; = (1,0)T, and g; = (gx,gy)T. As discussed in the numerical
section, in all test cases the velocity and pressure relaxation factors 6, and 6, have been set to unity.

4.1. Lid-Driven Cavity Flow

The first step in the validation of a new CFD tool is to check if it is able to predict the flow
behaviour in confined domains with simple boundary conditions. The flow in a cavity with an upper
mobile lid, shown schematically in Figure 1, is considered as a standard software validation case for
steady incompressible flows in confined geometries. In the lid-driven cavity, the fluid is confined in
a 2D square cavity of side length L (= L), with a zero velocity enforced by the no-slip condition in
all the walls of the square cavity except in the top wall, where a uniform slip velocity U (= U) is
imposed. Additional parameters of the problem include the density, p (= peo), and viscosity, i (= pioo),
of the fluid, assumed here to be constant. Under isothermal conditions, the only governing parameter
is the Reynolds number Re = UL /v, based on the lid velocity, the side length of the squared cavity,
and the kinematic viscosity of the fluid, v = u/p (= Veo)-

Moving wall

u=U,v=0
—

1

2y

Q /)
ST
~
L

Figure 1. Schematic representation of the lid-driven cavity flow showing the coordinate system,

Solid walls

u=v=0>0

NN

ANRERRRRANRRS

dimensional parameters, and boundary conditions.
4.1.1. Literature Review

The lid-driven cavity flow has been extensively addressed by many authors [23-28].
Erturk et al. [23] performed numerical calculations of the two-dimensional steady incompressible
lid-driven cavity flow for Reynolds number up to 21,000 with an extremely small residual error of
the steady solution, finding a fourth vortex at the bottom left corner and a third vortex at the top left
corner as the Reynolds number was increased, and obtaining a solution free of spurious oscillations
despite the high Reynolds number.

Erturk [24] studied in detail the two-dimensional lid-driven cavity flow considering all physical,
mathematical and numerical aspects, concluding that physically this flow is not two-dimensional but
three-dimensional above a certain Reynolds number when the two-dimensional solution becomes
unstable to small three-dimensional perturbations. Thus, while numerical solutions for the planar
lid-driven cavity flow for high Reynolds numbers can be obtained, this flow can be considered fictitious.
One important point for obtaining a solution at high Reynolds number is that a sufficiently fine mesh
is needed so as to rule out any spurious oscillatory solution provided by the numerical method that
prevents reaching the steady-state solution.
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Yapici et al. [25] managed to perform several simulations up to Reynolds number 65,000, obtaining
a steady solution with two new vortices in the bottom left and right corners of the square cavity for
Reynolds number larger than 25,000.

Erturk et al. [29] also studied the benchmark problem of a driven skewed cavity flow for skew
angles of 30° and 45°. Using a very fine grid and highly accurate numerical solvers, they obtained
numerical results for Reynolds number varying from 100 to 1000.

4.1.2. Boundary and Initial Conditions

In dimensionless form, a unit horizontal velocity is imposed at the upper wall, u —1 = v =0,
whereas the non-slip condition is imposed at the left, bottom and right walls, # = v = 0. As an initial
condition, both components of the velocity are set to 0 in all the points of the domain, except at the
upper wall (lid) where the horizontal component is set to 1. The pressure is arbitrarily set to zero,
p = 0, at the lower-left corner of the cavity.

4.1.3. Convergence Analysis

In this section, we study the influence of the mesh in the numerical solution, which includes
analyzing the influence of the mesh space discretization and cell size in the convergence of the solution.
The method for estimating the convergence order of an algorithm requires to obtain a solution for
different meshes with different element sizes. The meshes used for the convergence analysis are three
uniform (i.e., equispaced) meshes using TRIA elements for the discretization of the domain with (mesh
#1) 20 x 20, (mesh #2) 50 x 50 and (mesh #3) 100 x 100 points, respectively. The coarser mesh is shown
in Figure 2 for illustrative purposes.

Re = 1000 20%20
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0.4 04
J DynamFluid 100x 100
— — — DynamFluid 5050
0.2 A DynamFluid 20x20 0.2
& Ertuk et al. (2005)
0 0
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Figure 2. Convergence analysis for the horizontal velocity along the vertical mid line corresponding to
Re = 1000 (left) and triangular elements (TRIA) 20 x 20 element mesh used in the computations with
DynamFluid (right). The 50 x 50 and 100 x 100 meshes are finer meshes with the same topology.

The boundary conditions are applied to the mesh assuming the ramp condition: the velocity in
the top of the cavity (moving lid) grows from zero in the corners of the cavity (left and right) until the
non-dimensional value in the span of a cell/element. Alternatively, other researchers use the leaking
lid formulation, where the velocity in the top lid is constant and equal to the imposed velocity and
zero in the rest of the walls.

The Reynolds number used for showing the influence of the mesh element size in the accuracy of
the solution is Re = 1000. The variable chosen for the convergence analysis is the horizontal velocity
component u along the vertical line that goes through the center of the cavity. The steady-state solution
is obtained by means of a transient simulation. It is assumed that the steady-state is reached when
the relative value of the horizontal velocity in two successive time steps differ less than 10~°, that is,
YAt — k| /|u| < 1077, the sum going through all N nodes in the mesh for the horizontal
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velocity component. Figure 2 shows that as the mesh is refined the solution tends to that obtained
by Erturk et al. [23]. There is no appreciable difference between the results obtained with the 50 x 50
point and 100 x 100 point meshes.

For a TRIA element mesh composed by two-dimensional elements, as the one shown in Figure 3,
an equivalent length for node k can be defined according to i = min(2A,/1;), where j spans from 1
to the number of adjacent elements connected to node k, A; is the area of the j-th element adjacent to
node k, and J; is the length of the opposite edge belonging to the j-th element adjacent to node k [71].

Node k

Figure 3. Two-dimensional finite elements adjacent to node k used to compute the equivalent element
size hy = min(2A,;/1;).

The convergence order of the algorithm has been estimated using the well-known grid
convergence index calculation. Following Roache [72], the order of convergence for the algorithm is
obtained solving the following equations iteratively for the three different meshes, starting from the
coarse mesh #1 (20 x 20) to the more refined mesh #3 (100 x 100)

. |In|Ersa/Era| +4q(p)|

]I‘l?‘21 (30)
Po_
a(p) = In (r%} s) &)
T3p — S
s = Sign(Egz/EZl), (32)

where Er;; = u; — uj and rij = h;/hj, with u; the horizontal velocity at mesh i and u; the horizontal
velocity at mesh j, and h; the equivalent length for mesh i and h; the equivalent length for mesh j.
This is translated into Ers; being the difference in the estimating function between mesh #3 (100 x 100)
and mesh #2 (50 x 50), and Ery; between mesh #2 (50 x 50) and mesh #1 (20 x 20). Similarly, 3, is the
mesh ratio between mesh #3 and mesh #2, and 7,1 between mesh #2 and mesh #1.

The iterative process starts with an initial guess for q(p), e.g., (p) = 0 in this case. Using the
value of g at a given iteration step, the value of p is calculated at the next iteration step. After a few
iterations, the convergence order p is obtained. Table 1 shows the maximum norm of the error
Ery,, = max|u; — uj| (p = 2.71), and the mean norm of the error Ery, = (1/N) ):f\il luj —uj| (p = 1.98)
for the implementation of the CBS algorithm discussed here applied to the lid-driven cavity flow.

Table 1. Mean and max error for the horizontal velocity.

Grid Comparison Erp, Err,, rij

50 x50 vs. 20 x 20  0.00176  0.00748 2.0
100 x 100 vs. 50 x 50~ 0.0138  0.0969 2.5
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4.1.4. Results for Re up to 10,000

Figure 4 compares numerical integrations of the lid-driven cavity flow carried out with
DynamFluid with those obtained by Erturk [24] and Ghia et al. [26] for Reynolds number up to
10,000. Erturk et al. [23] reported that a 257 x 257 mesh is needed in order to get a steady solution for
Reynolds number up to 10,000, thus a refined mesh of 257 x 257 elements was used for the simulations.
As it can be seen, the agreement with previous results is excellent for Re < 10,000, showing a slightly
better agreement at low Reynolds number than at high Reynolds number.
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0.6 ~
~
> 0
8
0.4 X \
-0.2
Re
02 04 ﬂ
p q
0 - -0.6
-0.5 -025 0 025 05 075 1 0 0.2 0.4 0.6 0.8 1
u(1/2,y) x

Figure 4. Horizontal velocity along the vertical mid line (left) and vertical velocity along the
horizontal mid line (right) as predicted by DynamFluid (solid lines) and reported by Erturk [24]
(¢) and Ghia et al. [26] (+) for Re = {400, 1000, 25,000, 5000, 10,000}

4.2. Mixed Convection Flow in a Vertical Channel with Asymmetric Wall Temperatures

This is a mixed convection heat transfer problem in which an initially uniform flow develops in
a slender vertical channel whose walls are at different temperatures. The flow is assumed to be two
dimensional. The cold wall temperature, T;, and hot wall temperature, Tj, (= Ty), are also different
from the incoming flow temperature, Tw, as illustrated in Figure 5. The parameters characterizing
the flow are the channel width H (= L) and length L >> H, the cold and hot wall temperature
differences, T, — Teo and T, — Teo, and the uniform velocity of the fluid entering the rectangular
channel, U (= U). Additional parameters include the density, p (= po), Viscosity, i (= peo),
and thermal conductivity, k (= ko), of the fluid. The non-dimensional numbers that emerge in this
problem are the Reynolds number, Re = UH /v, based on the inlet velocity and the channel width,
the Grashof number, Gr = gB(T}, — Tes) H? /2, defined in terms of the channel width and the hot
wall temperature difference, and the wall temperature difference ratio ©; = (T; — Teo) / (T} — Too)-
The Prandtl number is assumed to be constant, Pr = 0.72. As shown in Figure 5, the acceleration of
gravity is assumed to point opposite to the direction of the incoming flow. When the height of the
channel is large compared to the channel width, the flow becomes fully developed far downstream,
where the streamlines are parallel to each other and point vertically upwards.

4.2.1. Literature Review

The mixed convection flow in a vertical channel has been investigated by several authors.
In a series of papers, Aung and Worku [30-32] studied the effects of buoyancy on the laminar vertical
upward flow between parallel plates subject to two types of boundary conditions: (i) uniform wall
temperatures, where the vertical walls may be at equal or different temperatures, and (ii) uniform heat
fluxes, where the vertical walls may be subject to the same or different heat fluxes. They used the
boundary layer approximation for their analysis when the dimensionless buoyancy parameter becomes
Gr/Re instead of Gr/Re?. As a result, the controlling parameters are Gr/Re, the wall temperature
difference ratio @,, and the Prandtl number, Pr = 0.72, assumed to be constant. Aung and Worku [30]
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considered a set of values of Gr/Re in the range 0, 25, 50, 100 and 250, founding that buoyancy
extends the hydrodynamic entry length whereas it reduces the thermal entry length. As a general
rule, no flow reversal was observed for sufficiently small values of Gr/Re, while it appeared for small
values of O, and large values of Gr/Re (the larger value of Gr/Re, the larger the downwards velocity
in the flow reversal region). Aung and Worku [31] predicted that with constant heat fluxes the ratio
Gr/Re for flow reversal to happen is higher than with constant wall temperatures. In particular, for
values of Gr/Re up to 500 no flow reversal was observed when uniform heat flux boundary conditions
are used. Flow reversal did not occur either for symmetrically heated walls. As part of their study,
they developed an analytical theory [32] for fully developed mixed convection flow including flow
reversal, obtaining analytical expressions for the velocity profile and the temperature profile that will
be used below for validation purposes.

O~

L>H

Hot

wall
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Figure 5. Schematic representation of the non-isothermal flow in a vertical channel with asymmetric
wall temperatures showing the coordinate system, dimensional parameters, and boundary conditions.

Ingham et al. [40] found that infinite duct walls also bring about flow reversal in the vicinity
of the cold wall, while Ingham et al. [41] obtained numerical solutions of the problem for a steady
laminar mixed convection flow in a vertical duct with parallel plates. They compared this flow with
the case of pure forced convection finding that large values of Gr/Re cause reverse flow in the channel
(similar to Aung and Worku [30,32]). Kim et al. [43] used an implicit finite difference scheme to solve
the governing equations in the conjugate heat transfer flow established between two vertical plates
subject to asymmetric wall temperatures. They found that the independent parameters are the Grashof
number, the Prandtl number, the solid to fluid thermal conductivity ratio, the wall thickness to channel
width ratio, the channel height to channel width ratio and the asymmetric heating parameter.

Gau et al. [38] studied experimentally the heat transfer process in a vertical channel comprised
of two parallel plates (one heated uniformly and the opposite wall insulated), having a very large
buoyancy parameter Gr/ Re?. From flow visualizations, they concluded that the reversal of the flow
happened to be a V-shaped recirculating flow near the channel exit when Gr/Re? is greater than
a critical value, although the reversal occurs initially downstream, but advances gradually downwards
when Gr/Re? increases. El-Din [37], studied the flow development between two vertical plates
with uniform heat and mass fluxes studying the effect of the thermal and mass transfer buoyancies.
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Cheng et al. [36] also studied this type of flow taking into account different boundary conditions (walls
with constant temperature or with constant heat flux). Hamadah and Wirtz [39] investigated the effect
of thermal buoyancy opposing the flow between two vertical plates with different boundary conditions
(uniform asymmetric temperatures, uniform asymmetric heat fluxes, and the case of one wall at a
uniform temperature and the other with uniform heat flux). Boulama and Galanis [35] provided
analytical solutions for the fully-developed steady-state mixed convection flow past two vertical plates
at constant temperatures and at constant heat flux (the two walls with the same type of boundary
conditions or one with uniform temperature and the other with uniform heat flux).

Barletta et al. [34] studied the problem of a fully developed mixed convection flow with frictional
heat generation in a vertical channel bounded by isothermal plane walls having the same temperature.
Barletta [33] carried out an study of a laminar and fully developed flow with mixed convection
in a rectangular and vertical duct where at least one of the two walls was isothermal, providing
an analytical solution for the velocity and temperature fields. Desrayaud and Lauriat [73] investigated
the flow reversal phenomena in a vertical channel with two parallel plates at symmetrically uniform
heated walls when air is used as the fluid, for a laminar, mixed-convection flow with Reynolds number
in the range 300 < Re < 1300. The velocity and temperature profiles caused by the buoyancy forces
were analyzed. Finally, Jeng et al. [42] investigated the mixed convection flow in a vertical channel
with parallel walls at different temperatures: @, was in the range of 0 < @, < 1, the Reynolds number
was in the range of 1 < Re < 1000, and the ratio Gr/Re in the range of 0 < Gr/Re < 500. They found
that when the streamwise coordinate was scaled out using the Reynolds number, the velocity and the
temperature profile were independent of the Reynolds number for Re > 50.

4.2.2. Boundary and Initial Conditions

In the simulations presented below, the right wall is assumed to be at a higher temperature than
the left wall, Tj, > T.. Two cases are considered in the study. In the first one the cold wall is at the same
temperature than the incoming fluid, T = Teo, or @, = 0, and in the second case the cold wall is at
a temperature halfway between the incoming fluid and the hot wall, T, — Teo = 0.5(T}, — T ), 0r ©, = 0.5.
The dimensionless boundary condition for the velocity, pressure and normalized temperature are

e Left, cold non-slip wall: u =v =0 — @, = 0.

e Right, hotnon-slipwal: u =v=0—-1=0.

*  Bottom side, incoming flow: 1 =v —-1=0 = 0.

o Top side, outgoing flow: p = u = dv/dy = 90 /dy = 0.

Since the channel width is taken as length scale, the dimensionless width of the channel is one.
By contrast, the dimensionless length of the channel is set to H/L = 80 > 1, which is long enough to
ensure that the flow is fully developed in the outflow boundary (see Figure 5 for details; note that the
height and width are not to scale).

4.2.3. Discussion of Results

As previously discussed, Aung and Worku [32] obtained analytical expressions for the velocity
profile and the temperature profile in the fully developed mixed convection flow established far
downstream the channel, namely

X3 2

Gr x x >
(x)=5-(1-0) | ——+—— | —6x" +6x
(x) Re( C)( 6 4 12> 0<x<1 (33)

O(x) =x
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the later corresponding to a linear temperature profile (i.e., a purely conductive heat flux) between
the hot and cold walls. It is interesting to note that the analytical problem solved by Aung and
Worku [30-32] included a simplified form of the energy equation that accounted only for thermal
energy convection and heat conduction. As a consequence, the numerical results obtained with
DynamFluid, which incorporates the general form of the energy Equation (10) or (13), can not be
expected to match exactly the fully developed profiles given above.

Figure 6 shows the comparison between the fully developed profiles (33) with the numerical
profiles predicted by DynamFluid in the outflow boundary corresponding to Re = 100, Gr = 25,000,
and two values of ©. = {0,0.5}. In both cases the flow reversed near the cold wall (x = 0)
with higher downward velocities for ®: = 0, and the temperature profiles are very close to
linear. The minor differences observed between the numerical and analytical predictions can be
attributed to the differences in the treatment of the energy equation. In summary, the figure shows
an excellent agreement between the numerical profiles and the analytical solution for both values of
O¢. This indicates that DynamFluid is able to predict accurately the velocity and temperature profiles
in mixed convection problems under different conditions.

1

v(z,H/L)

0 0.2 0.4 0.6 0.8 1 0 0.2 0.4 0.6 0.8 1
Figure 6. Comparison between the fully developed velocity (left) and temperature (right) profiles as
predicted by DynamFluid (solid lines) and by the fully developed theory of Aung and Worku [32]
(symbols) corresponding to Re = 100, Gr = 25,000, and ©, = {0,0.5}.

4.3. Isothermal Flow Past a Circular Cylinder

The flow past a circular cylinder is the prototypical benchmark case for the validation of external
flows: either steady (the flow does not vary with time) or unsteady (the flow varies with time exhibiting
either a transient or oscillatory behavior). Figure 7 shows an schematic representation of the flow:
a circular cylinder of diameter D (= Lo ) surrounded by an unbounded fluid of density p (= p) and
viscosity ¢ (= o) With an uniform incoming velocity U (= Ue). In the non-isothermal flow past
a circular cylinder, to be considered in the next section, the cylinder is assumed to be at a uniform
temperature T,y different from that of the incoming stream T¢.. In both cases, the only non-dimensional
parameter that appears in the limit of non-buoyant flows (Ri = Gr/ Re? — 0) to be considered here is
the Reynolds number, Re = UD /v, based on the incoming flow velocity, the diameter of the cylinder,
and the kinematic viscosity of the fluid.
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Figure 7. Schematic representation of the flow past a circular cylinder showing the coordinate system,
dimensional parameters, and boundary conditions. The size of the computational domain is determined
by the parameters L, Ly and H.

4.3.1. Literature Review

The flow past a non-heated circular cylinder at moderate Reynolds numbers exhibits
flow separation and vortex shedding and has been studied numerically by many authors.
De Sampaio et al. [56] obtained the solution of the incompressible Navier-Stokes equations with
a Petrov-Galerkin method using an adaptive remeshing strategy applied to transient viscous flows.
Ding et al. [54] used a mesh-free least square-based finite difference method to study the steady and
unsteady viscous flow past a circular cylinder up to Re = 200. Park et al. [55] computed several
flow properties such as the Strouhal number, the drag and lift coefficients, the pressure and vorticity
distributions, the separation angle and the bubble separation length as a function of the Reynolds
number up to Re = 160.

Nithiarasu [74] used the CBS algorithm in its fully explicit form and with artificial compressibility
to predict the flow past a circular cylinder for a wide range of Reynolds numbers. Massarotti et al. [75]
performed a comparison between the explicit and semi-implicit form of the CBS algorithm using benchmark
test cases for both steady and unsteady flows, founding only slightly differences between both schemes for
transient flows and identical results for steady flows. They concluded that the fully explicit version of the
algorithm was an interesting option. Selvam [76] used an implicit CBS scheme with large eddy simulation
in a 2D domain to compute the Strouhal number for high Reynolds numbers Re = {104, 10°, 5 x 10°,
10°} and compared his results with the available experimental and numerical data. He reported that the
measured reduction in the drag coefficient with the Reynolds number was not appropriately captured
numerically and needed to be double-checked using a 3D model.

Qu et al. [77] performed several simulations using a FVM-based code for a wide range of Reynolds
numbers (Re = 50-200) and studied the effect of the blockage ratio and the grid density in the vicinity of
the cylinder wall, concluding that at lower Reynolds numbers the simulation requires a more uniform
grid whereas at higher Reynolds number a finer grid near the vicinity of the cylinder wall is needed to
resolve the thin viscous boundary layer that develops around the cylinder and eventually separates
from it. Subhankar et al. [57] studied the critical Reynolds number that first causes flow separation
from the cylinder wall, founding that for non-confined flows the value is Re = 6.29. Other authors
that have addresses this problem include Sahin and Owens [78], Posdziech and Grundmann [79],
Mittal and Raghuvanshi [80], Mittal and Kumar [81], Kieft et al. [82], and Jordan and Ragab [83].

4.3.2. Computational Domain, Boundary and Initial Conditions and Mesh Generation

The domain used for the simulations is shown in Figure 7. The cylinder is located a distance Ly
from the inlet. The total length in the streamwise direction, L > Ly, must be large enough so that the
perturbations introduced by the cylinder become sufficiently small at the right limit of the domain
for an outflow boundary condition to be used. In the simulations, the domain had a dimensionless
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size of L/D = 64 with L/ D = 16. Behr et al. [84] studied the influence of the distance of the lateral
boundaries on the computation of two-dimensional unsteady incompressible flow past a circular
cylinder. They concluded that the distance between the center of the cylinder and the lateral boundaries
has a significant effect on the Strouhal number and other flow properties. In particular, they found that
the minimum distance at which this influence vanishes for Re = 100 is 32 cylinder diameters. For this
reason, in our simulations we chose also H/D = 64 in order to rule out any influence of the boundary
conditions in the solution obtained. The Reynolds numbers chosen for the validation campaign are
100 [56,85,86] and 200 [54,77], so that the lateral boundaries are expected not to perturb the results in
either case.

The boundary conditions are schematized in dimensional form in Figure 7 for non-isothermal flow
past a circular cylinder at uniform temperature, to be considered in the next section. For the isothermal
flow considered here, the dimensionless boundary condition for the velocity and pressure are

e Left boundary, uniform incoming flow: u —1 = v = 0.

*  Right boundary, outflow boundary condition: p = du/dx = v = 0.

e Top and bottom boundaries, symmetry boundary condition: du/dy = v = 0.
*  Cylinder wall, non-slip condition: u = v = 0.

As initial condition, the components of the velocity are set to 0 in all the points of the domain,
except at the inflow boundary, where u is set to 1. The non-dimensional vertical velocity component v
is set to 0 everywhere.

The strategy followed for the generation of the mesh was to use small elements in the vicinity
of the cylinder and in the cylinder wake, whereas a coarser mesh was used in the rest of the domain,
with the size of the elements varying gradually from the finest to the coarser regions as shown
schematically in Figure 8. Several grids have been tested, from coarse to fine grids. The final grid
used for the computations did not provide significantly different results than the previous coarser
grid, but it was selected in order to get better estimates. In the final grid, the number of nodes was
77,011 and the number of TRIA elements was 153 318. Being D the cylinder diameter, the mesh size in
the vicinity of the cylinder up to a concentric cylinder of diameter 1.1D was 0.01D. The mesh size in
the vicinity of the previous inner cylinder up to a concentric cylinder of radius 2D was less than 0.05D.
In a rectangular region with height 2D, continuous to the outer concentric cylinder, the mesh size was
less than 0.05D. In the rest of the domain, the mesh size was less than 0.5D.
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Figure 8. Close-up view of the mesh in the vicinity of the cylinder and in the wake.

4.3.3. Discussion of Results

The flow past a circular cylinder is periodic for Re = 100. Figure 9 shows the long-term variation
of the vertical velocity v in a point located at the wake of the cylinder just in the middle of the outflow
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boundary (x = 64, y = 32). As can be seen, after an initial transient the flow becomes periodic with
a given frequency f. As can be seen in Figure 10, counter rotating eddies are shed periodically with
period T = 1/ f, giving rise to the well-known Karman vortex street in the cylinder wake.

Re =100

0 25 50 75 100 125 150 175 200
t

Figure 9. Vertical velocity v in the mid plane far downstream the cylinder for Re = 100.

Figure 10. Vorticity field of the flow past a circular cylinder for Re = 100 at four successive instants
during the vortex shedding cycle.

Table 2 shows the variation of the Strouhal number (St = fD/Us) associated with the
vortex shedding process corresponding to Re = 100 and different blockage ratios (D/H).
For the smallest blockage ratio, the predicted Strouhal number perfectly matches that obtained by
De Sampaio [56] (0.165), while it deviates only 0.01% from the value obtained by Ding et al. [54]
and by Rahman et al. [85] (0.164). As the Reynolds number increases the influence of the blockage
ratio becomes less important, hence the mesh with blockage ratio equal to 1/64 has been used in
the computations presented below for both Re = 100 and 200. For Re = 200 the computed Strouhal
number is 0.1954, which deviates only —0.18% from the value obtained by Qu et al. [77] (0.1958) and
—0.3% from the value obtained by Ding et al. [54] (0.196).

Table 3 compares the results obtained with DynamFluid with those of previous references. As can
be seen, the Strouhal number obtained for the two Reynolds numbers considered in the study show
very good agreement with the existing literature, which validates the performance of DynamFluid for
the prediction of unsteady flows.
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Table 2. Strouhal number as a function of the blockage ratio for Re = 100.

D/H St

1/16  0.1792
1/32  0.1703
1/64 0.1650

Table 3. Comparison between the Strouhal number for Re = {100,200} as predicted by DynamFluid
and reported by previous authors.

Re  [56] [771 [86] [85] [54] Present Work

100 0.165 0.1649 0.1569 0.164 0.164 0.165
200 - 0.1958  0.1957 — 0.196 0.1954

4.4. Flow Past a Heated Circular Cylinder with Forced Convection

The non-isothermal flow past a heated circular cylinder is similar to that past a non-heated cylinder
with the particularity that the temperature of the cylinder, Ty, is now different from the temperature of
the bulk fluid, Te. In the presence of buoyancy forces, the temperature variations that cause the flow to
exhibit additional features due to the effects of aiding or opposing buoyancy, but for simplicity attention
will be restricted here to the case where the effects of buoyancy can be neglected. As the main difference
with the mixed convection problem in a vertical channel, the Prandtl number is assumed here to be
Pr = 0.71 (instead of 0.72) in order to match the value used in previous works used here for validation.

4.4.1. Literature Review

Flow and heat transfer in forced convection past a circular cilinder has been studied by Apelt and
Ledwich [87], Dennis et al. [46] and Rashid and Ahmad [88] up to Re = 40. Bitwas et al. [58] showed
that in the absence of thermal buoyancy, the separation angle and the length of the recirculation bubble
increase with the Reynolds number. They also showed that the average Nusselt number increases
with increasing Reynolds number and the predicted results were in accordance with well-known
experimental observations. Badr [89] studied numerically the influence of the flow direction, vertically
upwards (parallel flow) vs. vertically downwards (opposing flow), accounting for buoyancy effects.

4.4.2. Computational Domain and Boundary Conditions

The computational domain used for the simulations is similar to that used in previous section,
but in this case the length of the domain was reduced to L/D = 25 cylinder diameters, and the height
of the domain was reduced to H/D = 20 cylinder diameters, which gives a blockage ratio of 0.05.
The center of the cylinder is located at Ly /D = 10 diameters from the inlet. As a result, the outflow
boundary is located 15 diameters downstream the center of the cylinder. The boundary conditions
imposed to the velocity and pressure fields are the same as in the previous section, with additional
Dirichlet boundary conditions for the temperature (® = 0) at the inlet and at the cylinder wall (© = 1),
zero heat flux boundary conditions at the upper and lower boundaries (0®/dy = 0) as well as the
outflow boundary (0@/9dx = 0).

4.4.3. Discussion of Results

Several simulations were carried out for increasing Reynolds numbers ranging from Re = 10 to 40 in
the limit of non-buoyant flows (Ri = Gr/Re? — 0). Figure 11 shows the steady-state solution reached in
each simulation, including the streamlines and temperature contours obtained for the different Reynolds
numbers under study. As previously reported by Williamson [90], for low Reynolds numbers (Re < 49)
a vertically symmetric steady wake is formed with the structure shown schematically in Figure 12.
The nomenclature used to describe the flow behind the cylinder is: A is the front stagnation point, B
the rear stagnation point, C the stagnation point in the cylinder wake, E and F the upper and lower
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separation points, Ls the eddy length of the recirculation region E-C-F-B-E and ¢ the angle with respect
to the horizontal line where the fluid detaches from the cylinder. The plots in the left panels of Figure 11
show a perfect symmetry with respect to the horizontal mid-line which passes through the center of the
cylinder as previously reported by Williamson [90]. The temperature gradient at the front stagnation
point, the eddy length, and the separation angle all increase monotonically with the Reynolds number.
For reference purposes, Table 4 shows the variation with the Reynolds number of the non-dimensional
eddy length and the separation angle. Note that the eddy length is made non-dimensional with the
cylinder radius (D/2) to be consistent with previous references, and that the angles are measured
from the rear stagnation point. As can be seen, the results obtained with DynamFluid show excellent
agreement with the values obtained by other authors [44,54,58,59] for all Reynolds numbers under study.

Streamlines Temperature

Figure 11. Streamlines and temperature contours of the steady state solution for several Reynolds
numbers and Ri = 0: (a) Re = 10, (b) Re = 15, (c) Re = 20, (d) Re = 25, and (e) Re = 40. The color map
in the left plots represents the modulus of the velocity vector.
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Table 4. Comparison between the eddy length (Ls) and the separation angle (6s) for several Reynolds
numbers as predicted by DynamFluid and reported by previous authors.

Variable Re [44] [59] [58] [54] [55] DynamFluid

10 0504 0498 052 0504 051 0.512
15 - 1.162 1.189 — — 1.227
2Ls/D 20 188 1.844 1865 186 1.87 1.866
25 — — 2517 — — 2.548
40  4.69 465 4424 44 459 4.480
Variable Re [44] [59] [58] [54] [55] DynamFluid
10 296 293 2912 300 - 28.57
15 — 38.6  38.57 - — 38.57
05 (°) 20 437 43.65 4364 441 — 43.58
25 — — 46.89 — — 47.14
40 538 5355 531 53.5 — 51.43

Figure 12. Schematic description of the recirculation region showing the dimensionless eddy length
(Ls) and the separation angle (6s).

The local heat lost from the cylinder by heat conduction to the fluid is given by the local
Nusselt number

00

—=—
where 1 denotes the outward normal to the cylinder surface. The local value of Nu along the cylinder
surface was computed and compared with previous results taken from the literature [46,58,89], as can
be seen in Figure 13. The Nusselt number computed with DynamFluid shows good agreement with
the results by Biswas et al. [58] for all Reynolds number under study, showing also good agreement
in the rear stagnation point with other authors [46,89]. However, it deviates slightly in the front
stagnation point from the value computed by Bard [89] and Dennis et al. [46]. The results shown
in Figure 13 indicate that Badr [89] overstimated the value of the Nusselt number in the range
Re = 2040, while Dennis et al. [46] overestimated the value of the Nusselt number in the range
Re = 10—40. Note that the works by Dennis et al. [46] and Bard [89] were published in 1968 and 1984,
when the precision of numerical computations was still far from that of today. These results indicate
that DynamFluid is able to reproduce with good agreement results of forced convection heat transfer
problems, particularly those published more recently, exhibiting only local small variations that can be
attributed to the imprecision of the numerical results reported decades ago.

Nu = (34)
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Figure 13. Variationof the local Nusselt number on the surface of the cylinder at different Reynolds
number as predicted by DynamFluid (solid lines) and by previous authors.

5. Conclusions

A new CFD software tool (DynamFluid) based on the finite element method and the
characteristic-based-split algorithm has been presented and validated against four benchmark
constant-density and Boussinesq-type non-isothermal two-dimensional flows, showing excellent
agreement with previous results taken from the literature. The test cases have comprised both
stationary problems, such as the lid-driven cavity flow, mixed convection in a vertical channel, or flow
past a heated circular cylinder at low Reynolds numbers, as well as unsteady problems, such as
isothermal flow past a circular cylinder at moderate Reynolds numbers, covering a wide range of
Reynolds, Grashof and Richardson numbers. The results provide the prospect users high confidence
for the application of this software to other 2D fluid dynamic problems of interest, particularly those
involving isothermal and non-isothermal incompressible flows under the Boussinesq approximation.
In the near future, DynamFluid is expected to cover a broader scope of flow regimes, including fully
compressible three-dimensional flows, non-constant density flows, and general non-isothermal flows.
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Nomenclature

a Speed of sound

B Blockage ratio (D /H)

cp Specific heat at constant pressure
Cp Specific heat at constant volume
D Cylinder diameter
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Internal energy per unit mass, e = ¢, T

Total energy per unit mass, ey = e + u;u;/2

Energy tensor containing the values of pet in every node of the mesh
Difference in the estimating function between mesh #i and mesh #j
Frequency

Acceleration of gravity

Grashof number

element size

Characteristic height of the problem

Identity tensor

Thermal conductivity

Characteristic length of the problem

Distance from the inlet to the center of the cylinder

Eddy length

outward normal coordinate

Shape functions

Local Nusselt number

Pressure

Pressure tensor containing the values of p in every node of the mesh
Prandtl number, v/«

Reynolds number

Richardson number, Gr/Re?

Strouhal number

Time

i-th component of the prescribed stress

Temperature

Prescribed Temperature

Temperature tensor containing the values of T in every node of the mesh
i-th component of the prescribed temperature gradient

i-th component of the velocity vector, (1, v,w)T

Velocity tensor containing the i-th component of the velocity vector in every node of the mesh
i-th component of the prescribed velocity

i-th Cartesian coordinate, (x,v,z)T

Greek letters

o Thermal diffusivity, k/ (ocp)

B Thermal expansion coefficient, —p~!(9p/3T),

u Dynamic viscosity

¢ Variable to approximate using the finite element method
s Angle of detachment

0 Density

v Kinematic viscosity, u/p

Tij deviatoric viscous stress tensor

61 velocity relaxation factor

0 pressure relaxation factor

[OF the wall temperature difference ratio, (T — Teo) / (T, — Too)
Ty, unstructured triangulation composed by non-overlapping elements
Subscripts

c Cold boundary
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h Hot boundary

w Wall

) Reference value
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Abstract: Solution blow spinning (SBS) is gaining popularity for producing fibres for smart textiles
and energy harvesting due to its operational simplicity and high throughput. The whole SBS process
is significantly dependent on the characteristics of the attenuation force, i.e., compressed air. Although
variation in the fibre morphology with varying air input pressure has been widely investigated,
there is no available literature on the experimentally determined flow characteristics. Here, we have
experimentally measured and calculated airflow parameters, namely, output air pressure and velocity
in the nozzle wake at 12 different pressure values between 1 and 6 bar and 11 different positions
(retracted 5 mm to 30 mm) along the centreline. The results obtained in this work will answer many
critical questions about optimum protrusion length for the polymer solution syringe and approximate
mean fibre diameter for polyvinylidene fluoride (PVDF) at given output air pressure and velocity.
The highest output air pressure and velocity were achieved at a distance of 3-5 mm away from
the nozzle wake and should be an ideal location for the apex of the polymer solution syringe. We
achieved 250 nm PVDF fibres when output air pressure and velocity were 123 kPa and 387 m/s,
respectively.

Keywords: solution blow spinning (SBS); air pressure and velocity; computational fluid dynamics
(CED); polyvinylidene fluoride (PVDF); energy harvesting

1. Introduction

The solution blow spinning (SBS) technique has two main advantages over its competi-
tor electrospinning: Firstly, it does not require an electric field, and secondly, its throughput
can be two orders of magnitude higher than that of electrospinning [1-5]. SBS process is
also very simple since it mainly contains compressed air that passes through a nozzle and
attenuates polymer solution droplet converting it into a fibre. The fluid flow characteris-
tics are significantly dependent on the nozzle design. Park and Reitz [6] employed a jet
superposition modelling approach using an equation they derived based on the law of
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conservation of momentum and then used that equation as a sub-grid-scale sub-model
in a Lagrangian Drop-Eulerian Gas CFD model. They reported that when the angle of
convergence increases, spray cross section becomes ellipsoidal, and the air entrainment
becomes more conspicuous. The air entrainment can affect the droplets’ size range since
it can favour collision, resulting in either division or coalescence. The droplet size is an
essential parameter in fibre spinning because it dictates the diameter of the produced fibre.

Similarly, nozzle diameter also influences the fibre spinning process. Morrall et al.
carried out Reynolds-averaged Navier-Stokes (RANS) simulations based on k-w shear
stress transport and the Reynolds stress models [7]. They reported that nozzle diameter
significantly influences the flow swirl and head losses in the nozzle. A stronger flow
swirl retains jet energy for a longer duration that helps in the thorough mixing of the
fluids coming out of the nozzle. The prolonged interaction time can aid in more extensive
stretching in the fibre resulting in thinner fibres and can help in rapid evaporation of
the solvent in the polymer solution, resulting in comparatively dry fibres. They further
reported that although both tested models predict flow characteristics that are in good
agreement with the experimental results; however, at higher flow swirls, the Reynolds
stress model appears to be more accurate.

Although the SBS process has been mainly carried out at room temperature, the inflow
temperature can be an interesting parameter to investigate. Xue et al. carried out CFD
simulations of spray nozzles using mixture models and reported that the discharge coeffi-
cient is dependent on the inflow temperature, and as the inflow temperature increases, the
discharge coefficient decreases [8]. They further observed that higher inflow temperatures
lead to higher cavitation intensity, higher saturation pressure, and an increased vapour
phase concentration at the nozzle’s exit point. Such factors can significantly reduce the
mass flow rate. The heating of the compressed gas interacting with the polymer solution
can cause it to dry quickly. In the case of polyvinylidene fluoride (PVDF), the polymer
solution is generally comprised of 10-20 wt/vol%, which means that there is 80-90% of
organic solvent that needs to be removed entirely from the spun fibres since any retained
solvent or volatiles can degrade both mechanical and piezoelectric properties [9]. Hot
compressed air can aid in obtaining solvent-free dry fibres.

Since air is the only attenuation force, the fibre morphology is significantly dependent
on the airflow characteristics. If air does not have significant pressure and velocity to
overcome surface tension, the polymer droplet will not elongate but rather solidify as a
spherical particle [10-13]. Therefore, the input air pressure and related velocity should be
above a specific threshold value depending on the polymer type, viscosity of the polymer
solution, and diameter of the droplet. The mean fibre diameter should then intuitively
decrease with increasing input air pressure and related velocity. However, the more the
input air pressure and corresponding velocity are, the more turbulent the flow will be. This
turbulence might cause random and localised variations in the fibre diameter or even break
the fibres [14]. Therefore, it is important to determine an optimum input air pressure and
related velocity under a given set of conditions. This makes the investigation of the airflow
fields important.

In this work, we have investigated the airflow field using a pitot tube and a manometer
and compared the results with computational fluid dynamics (CFD) results based on the
k—¢ turbulence model. We have then approximated the flow characteristics with the mean
fibre diameter based on experimentally produced PVDF nanofibres.

2. Materials and Methods

A schematic diagram showing the procedure to measure dynamic pressure and data
logging is presented in Figure 1, and the experimental setup is shown in Figure 2. Two
different datasets were acquired with the central nozzle hole, as shown in Figure 2 (inset)
where polymer solution syringe was stationed, completely blocked for the first dataset, and
fully opened for the other dataset. A Bambi air compressor (VIS 150D, Bambi, Newcastle
upon Tyne, UK) was used to provide oil-free dry air. An SBS nozzle was clamped on a stand
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pressure

and air was supplied through a 6 mm internal diameter hose. To measure the centreline
dynamic air pressure coming out of the nozzle, a pitot tube with an inner diameter of 0.4
mm and an external diameter of 0.7 mm was positioned right in front of the nozzle end.
The distance between the tip of the pitot tube and the nozzle was varied and pressure was
measured at 11 different locations, as shown in Figure 3. Due to its small size, the pitot
tube could be inserted into the nozzle (Figure 3a). It was positioned 5 mm inside the nozzle
and called —5 mm, where the minus sign indicates retraction. The second measurement
was made right at the tip of the nozzle end with a distance of 0 mm. The following nine
readings were made at distances of 1, 2, 3, 5, 7, 10, 15, 20, and 30 mm. The pitot tube was
connected to the positive terminal of the manometer (TPI 665), while the negative terminal
was exposed to the atmosphere and hence dynamic pressure was recorded. To achieve
continuous digital values, a manometer was connected to a laptop, and the frequency
of data logging was 1 Hz. From the dynamic pressure, air velocity was calculated using

Equation (1). .
1o v e\
5PV —y_lp{(p 1 M

where p is air density (1.225 kg/m3), v is the air velocity, v is the ratio of specific heats
(1.4 for air), p is the dynamic pressure, and p is the total pressure. The values obtained
were compared with the k—¢ turbulence model based on CFD results and the mean fibre
diameter of PVDE. A detailed description of the CFD method and production of PVDF
nanofibres is provided elsewhere [15] and will not be repeated here for the sake of brevity.

Device for real-time data logging

SBS nozzle

Pitot tube ===

Manometer (TPI665) to
measure differential

Air compressor (Bambi VIS150D Oil
[free dry air)

Figure 1. A schematic diagram showing the setup to measure the airflow field as it exists the SBS nozzle.
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Four side holes

Central nozzle hole

Figure 2. The experimental setup consisting of the pitot tube, SBS nozzle, manometer, and laptop for data logging. Inset
shows the central nozzle hole and four side holes for air.
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Figure 3. Varying distance between pitot tube and the nozzle outlet: (a) —5 mm (negative sign shows that the pitot tube
is inside the nozzle), (b) 0 mm, (c¢) 1 mm, (d) 2 mm, (e) 3 mm, (f) 5 mm, (g) 7 mm, (h) 10 mm, (i) 15 mm, (j) 20 mm, and
(k) 30 mm.

3. Results and Discussion

When the pitot tube was inside the nozzle, only negative pressure values were
recorded, confirming that no air passed through the central hole. The air coming out
through the annulus around the central hole caused a negative air pressure, and CFD
demonstrated this phenomenon as reverse flow [15]. The variation in output air pressure
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along the centreline at different input air pressure values with the central hole completely
blocked is shown in Figure 4. The central nozzle hole was blocked in the experimental
work and simulations; therefore, the comparison charts presented are under the same
conditions. At 1 bar input air pressure, CFD predicted that output air pressure would
fluctuate between 0 and 5 kPa as we move away from the nozzle end to a distance of
5 mm. The first four readings (i.e., up to 3 mm distance away from the nozzle end) of
the experimentally measured output air pressure were relatively closer to CFD values.
However, the experimental value at a distance of 5 mm showed a considerable jump and
recorded a value of ~80 kPa, nearly equal to 0.8 bar. This value suggested that about 80%
of the input air pressure was transmitted through the nozzle. A decrease of 20% can be

attributed to pressure losses at the junctions, reverse flow, and turbulence.

(a) 1 bar (b) 2 bar
-s-Experimental  ~+CFD result -s-Experimental  -+CFD result
90 140
80 4 120
70 1 100
— 60 —
z g
2 50 4 =]
- = 60
] z
Z 5 g 40
= =2
A 20 A [
10 4 0 . . ;
10 15 20 25 30
0 ¥ " r ' ; : -20
10 5 10 15 20 25 30 35 40
Distance from Nozzle exit [mm] Distance from Nozzle exit [mm]
(c) 3 bar (d) 4 bar
-=-Experimental -+CFD result -s-Experimental -+CFD result
140 140
120 4 120
100 A 100
£ w0 £ s
2 % z°
£ 60 4 2 60
s El
2 2
£ 40 1 g 40
a ~
20 A 20
0 - - - . - . 0 - - - - -
5 10 15 20 25 30 35 10 15 20 25 30
220 -20
Distance from Nozzle exit [mm] Distance from Nozzle exit [mm]
(e) 5 bar 63} 6 bar
-=-Experimental  -+CFD result -s-Experimental  -+CFD result
140 180
120 A 160
140
100
— —120
£ 0 - £
=) 2100
£ 60 4 2 80
H H
@ & 60
2 40 1 2
= A 40
20
20
0 : : : : ; . 0 . ) . . .
5 10 15 20 25 30 35
20 i i 20 10 15 02 30
Distance from Nozzle exit [mm] Distance from Nozzle exit [mm]

Figure 4. Comparison between CFD and experimental results for output air pressure at different input pressure values:

(a) 1 bar, (b) 2 bar, (c) 3 bar, (d) 4 bar, (e) 5 bar, and (f) 6 bar.
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Although achieving 80% of the input as output seemed reasonable, CFD prediction of
~0 kPa seemed highly unlikely. However, such a difference can be easily explained based
on reverse flow and the limitation of the pitot tube diameter.

When a fluid exited through a convergent nozzle, a reverse flow developed in the
proximity of the exit point. If we were to place a pitot tube in that region, the pressure
recorded could either be negative or close to zero. However, if some part of the opening of
the pitot tube was outside of the reverse flow region, a positive value of pressure would
be recorded. Since we observed a negative value of output air pressure (at 2, 3, and 4 bar
input air pressure), it suggested that the diameter of the pitot tube was smaller than the
reverse flow region. This left us assuming that the reverse flow region did not extend to
5 mm away from the nozzle end. At a distance of 10 mm away from the nozzle end, the
output air pressure values plummeted to ~10 kPa. Both CFD and experimental values
showed a remarkable match.

At 2 bar input air pressure, CFD predicted output air pressure value close to zero.
However, the experimental value was ~—12 kPa, indicating the pitot tube was inside the
reverse flow region. At a distance of 2 mm, CFD predicted a value of ~1 kPa. On the
contrary, the pitot tube recorded a value of ~117 kPa, which is the highest value recorded
at 2 bar. At 3 mm and 5 mm, the recorded values decreased to ~105 kPa and ~84 kPa,
respectively. The CFD and experimental values remained in agreement at a distance of
>10 mm. The comparative trends remained similar at higher pressures, except that CFD
overestimated output air pressure values at a distance of >10 mm. This indicated that
pressure decayed more rapidly in reality than that predicted by CFD. Although the k-¢
turbulence model predicted a slow decay in the air velocity, some other theoretical studies
suggest a rapid decay. Zhang et al. [16] carried out CFD of a sharp-edged nozzle using the
OpenFOAM source code and reported that the axial velocity showed a rapid decay at the
jet centre (within the axial distance).

The trends suggested that CFD underestimated the values of air pressure and velocity.
The discrepancy resulted from the underestimation of the turbulence intensity of the nozzle
in CFD simulations. Turbulence intensity represents the intensity of velocity fluctuation
of a fluid. It is defined as the ratio of the standard deviation of fluctuating fluid velocity
to the mean fluid speed. Some work has been recently carried out to optimise the role
of turbulence intensity to better predict the overall flow characteristics [17]. The explo-
ration into the modification of the influential parameters has led to the development of
various turbulence models that can be traversed for a more accurate prediction of the flow
characteristics [18,19].

The highest output pressure values were recorded outside the nozzle at around 5 mm
away from the nozzle end. This is an important result since the protrusion length of the
polymer solution syringe is critical in achieving a smooth and continuous process as flow is
hindered in the retracted syringes and causes disruption in the process. Lou et al. [20] showed
that a protrusion length of 4 mm is optimum, and our results were in close agreement.

The variation in output air velocity with input air pressure is shown in Figure 5. The
air velocity could reach as high as 600 m/s. Compared to firearm muzzle velocities that
range from ~100 m/s to 350 m/s, a velocity of 600 m/s can be lethal. This much high
velocity can rupture the eardrum and knock the eye out of its socket. Therefore, care had
to be exercised while the SBS nozzle was in operation.
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Figure 5. Comparison between CFD and experimental results for output air velocity at different input pressure values:
(a) 1 bar, (b) 2 bar, (c) 3 bar, (d) 4 bar, (e) 5 bar, and (f) 6 bar.

The mean fibre diameters achieved experimentally at 2, 3, and 4 bar input air pressure
were 530, 420, and 250 nm, respectively. The achieved air pressure and velocity can be
correlated with the mean fibre diameter as listed in Table 1. When the air output pressure
was around 117 kPa, the mean fibre diameter (15 wt% PVDEF in DMF at a feed rate of
10 mL/h) was around 530 nm. Similarly, if the output air velocity was around 380 m/s, the
mean fibre diameter was around 530 nm. A similar discussion extends to other pressure
and velocity values, as presented in Table 1.
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Table 1. Various airflow parameters and resultant mean fibre diameter.

Sr Input Air Output Air Output Air Mean Fibre
: Pressure (bar) Pressure (kPa) Velocity (m/s) Diameter (nm)
1 2 117 379.9 530
2 3 121 384.4 420
3 4 123 386.9 250

At input air pressure values of >5 bar, we observed intertwined fibres rather than
individual fibres separated from each other. Such variation in fibre morphology could be
explained based on turbulence. When the flow rate exceeded a certain limit, it behaved
more turbulent than laminar. The variation in output pressure and velocity became promi-
nent at elevated flow rates, and input pressure >5 bar provided such conditions. This
suggested that any nozzle design would limit the maximum allowable input pressure since
fibre morphology depended on the air pressure or velocity as well as on the turbulence.
Therefore, a trade-off was essential between pressure and turbulence to achieve fibres with
suitable morphology.

The pressure values were also measured by removing the blockage from the central
hole, and the manometer readings for all locations have been shown in the Supplementary
Materials (Figures S1-59). In general, the pressure values recorded were higher than those
achieved with a blocked central hole. For example, at 5 bar input air pressure, the output
air pressure was 124 kPa (with blocked central hole), increasing to 157 kPa after opening
the central hole. Although this could be easily explained on the basis of increased mass
flow rate, it suggested that the clearance between nozzle and polymer solution syringe
could be an important influential factor in defining the fibre morphology. This factor has
been ignored in the reviewed literature.

4. Conclusions

In this work, we built a setup to determine air pressure and velocity as the air comes
out of a solution blow spinning (SBS) nozzle. The setup comprised an air compressor, SBS
nozzle, pitot tube, manometer, and a laptop for real-time data logging with a frequency
of 1 Hz. We determined output air pressure and calculated air velocity and compared
them with computational fluid dynamics (CFD) results based on the k—¢ turbulence model.
We investigated two variables: input pressure up to 6 bar with increments of 0.5 bar
and distance from the nozzle end and the selected range was —5 mm to 30 mm (minus
sign shows retraction). We investigated pressure and velocity with the central hole either
completely blocked or fully opened for the polymer solution syringe. When the central hole
block was blocked, the maximum output air pressure was recorded at a 3-5 mm distance.
On the other hand, in the case of the central hole fully opened, the maximum output air
pressure mainly was recorded at a —5 mm distance. This difference in the location of
maximum pressure suggested that the clearance between the nozzle and polymer solution
syringe is an important influential factor. We observed that when output air pressure
(velocity) values were 117 kPa (380 m/s), 121 kPa (384 m/s), and 123 kPa (387 m/s), the
mean fibre diameters of produced PVDF nanofibres were 530 nm, 420 nm, and 250 nm,
respectively. By comparing the values of output air pressure (velocity), one can infer that
turbulence plays a crucial role in defining fibre morphology. The obtained results will help
in achieving a more tailored morphology of the fibres. The data presented here have been
limited to PVDF but can be extended to other polymers with similar rheological properties.

Supplementary Materials: The following are available online at https://www.mdpi.com/article/10
.3390/pr9061014/s1, Figure S1: (a-1) Air compressor dial gauge readings showing the input pressure
values and the corresponding manometer output dynamic pressure values are shown immediately
below, Figure S2: (a-1) Manometer readings when pitot tube was placed at a distance of 0 mm from
the nozzle end along the centreline, Figure S3: (a-1) Manometer readings when pitot tube was placed
at a distance of 1 mm from the nozzle end along the centreline, Figure S4: (a-1) Manometer readings
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when pitot tube was placed at a distance of 2 mm from the nozzle end along the centreline, Figure S5:
(a-1) Manometer readings when pitot tube was placed at a distance of 3 mm from the nozzle end
along the centreline, Figure S6: (a—1) Manometer readings when pitot tube was placed at a distance
of 5 mm from the nozzle end along the centreline, Figure S7: (a-1) Manometer readings when pitot
tube was placed at a distance of 10 mm from the nozzle end along the centreline, Figure S8: (a-1)
Manometer readings when pitot tube was placed at a distance of 20 mm from the nozzle end along
the centreline, Figure S9: (a-1) Manometer readings when pitot tube was placed at a distance of
30 mm from the nozzle end along the centreline.
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Abstract: Water accumulation at the bottom of the product oil pipeline will lead to corrosion
damage to the pipeline. The study on water carrying laws of refined oil could provide a reference
for the safe operation of the pipeline. In this paper, the actual size of Lanzhou-Jiangyou section
of Lanzhou-Chengdu—Chongqing pipeline was taken as the pipeline size. The volume of fluid
(VOF) model of oil-water two-phase flow based on large eddy simulation (LES) was established.
The numerical simulation of the water-carrying behavior of the product oil in the inclined pipeline
was carried out. The LES-based two-phase flow model can capture the characteristics of stratified
flow, wavy stratified flow, and dispersed flow under various operating conditions. The model was
applied to simulate the water carrying process under various oil inlet velocities and the inclined pipe
angles. The results show that as the pipeline inclined angle is 10~20° and the oil inlet velocity is
0.66 m/s, the flow patterns in the pipeline mainly include stratified flow and wavy stratified flow.
As the oil inlet velocity is 0.88~1.55 m/s, the flow patterns in the pipe are mainly stratified flow, wavy
stratified flow, and dispersed flow. As the inclined angle of the pipeline is 30~40°, the flow patterns in
the pipeline mainly include stratified flows, wavy stratified flows, and dispersed flows. Finally, with
the increase of flow time, water can be carried completely from the pipeline through the oil. With the
increase of oil inlet velocity, the water carrying capacity of oil gradually increases. With the increase
of pipeline inclination, the water carrying capacity of oil firstly increases and then decreases.

Keywords: Lanzhou-Chengdu-Chongqing product oil pipeline; water carrying capacity of oil; VOF;
LES; flow pattern

1. Introduction

Lanzhou-Chengdu-Chongqing (Lan-Cheng—Yu) product oil pipeline is a typical pipeline with
many ups and downs and large drops with complex terrain [1-3]. The pipeline is put into production by
water combined transport. During the production process, due to the large fluctuation of the pipeline,
part of the water phase may not be able to climb over the high point, and the water accumulates
in the low-lying area along the inclined pipe and forms water in the pipe. Sulfur in the product oil
dissolves in accumulated water to form an acidic environment and impurities such as O,, CO,, CaCOs3,
and SiO; in the pipe form electrochemical internal corrosion in this environment [4,5]. Corrosion of
product oil pipeline occurs from time to time and corrosion products do exist in the pigging process of
Lan-Cheng-Yu product oil pipeline. Up to now, accidents caused by corrosion products in the product
oil pipeline have occurred frequently [6,7]. Since the refined oil pipeline has a certain carrying effect on
the water when transporting oil, if the water in the low-lying part of the pipeline can be carried out by
oil flow, the corrosion problem caused by the water in the pipeline can be solved [8,9].
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The water-carrying process of oil flow in the product oil pipeline is affected by many factors, such
as the apparent velocity of oil phase [10,11], physical properties of oil products [12,13], pipeline inclined
angle [14,15], accumulated water amount [16], and pipeline diameter [17,18]. It can also be observed
through experiments [19,20], numerical simulation [21,22], and theoretical analysis [23]. Based on the
above influencing factors, different researchers have studied the influence of water accumulation on
pipeline corrosion, interface distribution [24,25], influencing factors of oil flow carrying capacity [26,27],
flow pattern characteristics [19,28], and oil-water interface fluctuation characteristics, etc. [14] However,
the turbulence models based on Reynolds average method are mostly used in the above simulation
studies, which cannot identify the small-scale turbulence information. After average processing,
the instantaneous information representing turbulence pulsation is smoothed out, which makes the
oil-water interface in the pipeline evenly distributed without any mixing phenomenon. Only stratified
flows with the smooth oil-water interface can be identified. Tao Zhang et al. [29] established a
multiphase flow model based on the LES method through mutual verification of simulation and
experiment. Compared with Reynolds average method, this method adopts the modeling method for
small-scale pulsation and direct simulation methods for large-scale pulsation, which shows more flow
information. However, all the above studies were carried out under the experimental scale, and the
experimental pipe diameter is small, which is quite different from the engineering pipe diameter.

Therefore, a VOF model based on LES was applied to study the laws of diesel oil carrying water
in the engineering pipe. The actual size of Lanzhou-Jiangyou section of Lan-Cheng-Yu pipeline was
taken as the model size to study the oil carrying water law. All simulation parameters were set strictly
according to the actual operating parameters of this section and the numerical calculation method was
extended from the experimental scale to engineering practice.

2. Mathematical Model

2.1. Governing Equation of VOF Model

A set of momentum equations is used for different fluid components in VOF. The phase interface
of each computing unit can be tracked by introducing the variable of phase volume fraction [30].

Continuity:
8ui -
i 0 1)
Momentum: 5 5
3ui 0 N 1dp d Bui uj
o axj(”luf) T pox * Ix; [v(axj - Ix; etk @)
Volume fraction: 3 3
o o
E + uia_x,- =0 (3)

where u; and u; are the velocities in i and j directions, m/s; p is pressure, Pa: p is density, kg/m3; v is the
kinematic viscosity of the mixture, m?/s; Fs means the unit mass force under surface tension, m/s2; a
indicates the dimensionless volume fraction in the liquid phase.

2.2. LES and Sub-Grid Scale Model

Filters are used to deal with the N-S equation in LES. Large-scale vortices are stimulated directly
by the unsteady N-S equation. The effects of small vortices on large vortices are modeled through a
sub-grid scale (SGS) model [31].

The velocity is divided into the filtered velocity u; and the sub-grid velocity ;.

up = u; + Uisgs 4)
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A spatial filtering function is used for the filtering process. The filtered N-S equation is shown in
Equation (5):

I g g 9 [ Ju;
j, =% o I j
“ 8xi B &xj + 8xi( ) (5)

a P om, ~ 1

where u;, ﬂ/ are the filtered velocity in the 7 and j directions, m/s; ¢ is called time, s; p is defined the
filtered pressure, Pa; the superscript “—” means filtered; p is the density, kg/m3; 7;j is the sub-grid
stress and is shown in formula Equation (6):

Tij = Ujllj — Uil (6)
In the sub-grid model, Tjj is the sub-grid stress tensor, as shown below:

—_ __ 1 — 1—_
1 = (i - wit) = 3 Thkij — ZHSgS(Sij - §5kk5ij) @)

_ — Ou: _ = . L.
where S;; = %(% + i) is the strain rate tensor, pses = p(CSA)2|S| is called eddy viscosity in the
j

Xi

Smagorinsky model, A is the filter width and |§| = 4/25;;S;j is the strain rate, and Cs indicates the
Smagorinsky coefficient.

2.3. Surface Tension Model

The continuous surface force model (CSF) and the continuous surface stress model (CSS) are
applied to modeling for surface tension in Fluent. The CSF is calculated in Equation (8) [30]:

Fs = oA(1)5(7)7 ®)

where o is the surface tension coefficient; 5(7 ) is the Dirac delta function; A(l) is the curvature at the
-
position of [; n is the unit normal vector at the interface.

7 = Ve(a) 9)
where c¢(a) is the color scale function. A(!) is calculated as:
A1) = (V- n) (10)
3. Numerical Model

3.1. Geometrical Model

The actual size of Lanzhou-Jiangyou section of Lan-Cheng—Yu pipeline is taken as the model size,
and a pipeline with a diameter of 508 mm is adopted. As shown in Figure 1, the actual wall thickness
is 0, the length of the horizontal pipe section is Lj, the inclined pipe section is L, the angle between the
horizontal pipe and inclined pipe is a, and the radius of curvature is R. The specific parameters of the
model are listed in Table 1. The left side of the horizontal section is an oil phase inlet, and the right side
of the inclined section is the oil-water outlet.

Table 1. Parameters of the geometrical model.

Ly (m) Ly (m) D (mm) ) R (mm)
10 10 508 9 2450
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A-A profile

e R=5D

Figure 1. Geometrical model of the pipeline.
3.2. Mesh Generation

In order to ensure the calculation accuracy, the model in Figure 1 is divided into a block-structured
mesh. The mesh division and mesh quality inspection results are listed in Figures 2 and 3, respectively.

Figure 2. Mesh generation.
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Figure 3. Cont.
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Figure 3. Results of mesh quality inspection.
3.3. Parameter Settings

The oil phase inlet is set to the velocity inlet. Since the annual oil transportation volume of
Lanzhou-Jiangyou section in recent years is between 304~608 x 10* t [10], the speeds are 0.66, 0.88,
1.11, 1.33, and 1.55 m/s, with an interval of 0.22 m/s. All velocities at the inlet section of the pipe are the
same. The turbulent intensity at the inlet of the pipe is 5% considering the inlet pulsation. The oil-water
outlet is set as an outflow. The part around the pipe adopts the no-slip wall boundary. The initial
water content is set as shown in Figure 4 and / is 150 mm. The length of the assumed water region is
5 m along the pipe length. At the beginning of the simulation, the initial velocities of the water phase
and the oil phase in the pipeline are assumed to be 0 m/s. This is an ideal hypothesis. However, since
both fluids are incompressible, the state in the pipe is consistent with the actual flow when the flow
begins. In addition, the pipeline in the Lanzhou-Jiang oil section is highly undulating, with inclined
angles ranging from 10° to 40°, so four sets of inclined angles of 10°, 20°, 30°, and 40° are selected.
The physical properties of diesel oil and water at 20 °C are listed in Table 2.
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Figure 4. Initial water content.

Table 2. Physical parameters.

Medium Dynamic Viscosity/mPa-s Density/kg-m~3
Diesel oil 3.575 908.2
Water 1.03 1000
Surface tension 0.01795 N/m

3.4. Numerical Methods

Numerical methods play an important role in simulation research and different methods often get
different simulation results. LES method was used for numerical simulation and the specific model
and solution method was shown in Table 3.

Table 3. Model and numerical solution methods.

Specification Category Methods
Turbulence model LES Smagorinsky-Lilly
Pressure-velocity coupling Scheme PISO
Gradient Least square cell based
Spatial discretization Pressure PRESTO!
Momentum Bounded central differencing
Volume fraction First order upwind

3.5. Mesh Independence Verification

Under the same operating conditions, five grids with the model inclination of 30° and the number
of meshes of 1,754,910, 2,889,432, 3,849,120, 4,368,125, and 5,706,880 were simulated to verify the mesh
independence. The time step size is 0.005 s. The velocity distribution at Bl of the B-B profile in Figure 1
was extracted for comparative analysis to determine the appropriate mesh model.

The inlet velocity of the oil was set at 1.11 m/s, and other settings were consistent. The above five
meshes were used to simulate the process. As the flow time is 8 s, the velocity magnitude curve at Bl is
shown in Figure 5. This velocity is the instantaneous velocity magnitude at B1 in Figure 1. As shown in
the figure, when the number of meshes gradually increases, the change in velocity decreases. As the mesh
numbers are 4,368,125 and 5,706,880, the velocities are basically the same. To improve the efficiency and
accuracy of calculation, the mesh model with 4,368,125 is taken as the final calculation model.
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Figure 5. Mesh independence verification.

3.6. Analysis of y+

The results have shown that the calculation results of y+ between 0 and 30 in the LES method are
the most accurate [32,33]. Therefore, the distribution of the y+ value in the pipeline direction when
the flow time is 15 s is extracted in Figure 6. The value of y+ along the pipeline is between 2 and 50,
which meets the requirements of calculation accuracy required for LES.

35

o y+
30 +
25+
20 |

+

> |

154

10

J

e L 1 1 1 1
0 2 4 6 8 10 12 14 16 18 20 22

A

Position (m)
Figure 6. y+ along the pipeline.

4. Analysis of Simulation Results

4.1. Method Verification

An inclined pipe model was established by Tao Zhang et al. [29] to verify the application of the
LES method with diameter D = 50 mm, horizontal part L; = 1000 mm, inclined part L, = 1000 mm,
and curvature radius R = 5D = 250 mm. Under the conditions of corresponding parameters, the LES
simulations are compared with the experimental data by means of experimental observation and
simulation verification. The results show that the experimental and simulation results of the oil
carrying water process are highly consistent, which proves that LES can be applied to the simulation
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of carrying water. Figure 7 shows the oil-water distribution of experimental results and simulation
results with v = 0.25 m/s, a = 10° and 40°.

0.15 o T O =

0‘1 0 0102030403060.70809 1
50.05
0
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(a) Experimental image after image processing. (b) Large eddy simulation (LES) (a =10°).
04 @) o=40° oil I T water

0 02 04 0608 1
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Eo2
>
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0.6 08 1 12 1.4 1.6
x/m
(c) Experimental image after image processing. (d) LES (a =40°).

Figure 7. Comparison of two methods (t = 3 s) [29].

The flow pattern presents a wavy stratified flow in Figure 7a. The water in the horizontal section
gradually enters the inclined section, and most of the water is mainly concentrated in the lower part
of the inclined pipe, and obvious wavy stratification appears at the oil-water interface. In Figure 7b,
the contour of the LES method shows a wavy stratified flow, the oil-water interface is evenly distributed
and there is a phenomenon of mutual mixing at the interface, which is consistent with the experimental
results. In addition, the streamline was distorted and formed a vortex, and then formed a wave
structure in the process of oil carrying water. As shown in Figure 7d, there is a smooth stratified flow
pattern in the horizontal section. As the water is carried to the inclined part of the pipeline by oil, the
water is quickly dispersed into the oil to form a dispersed flow pattern, which basically conforms to
the Figure 7c flow pattern characteristics.

The comparative analysis of the experimental and simulation results under the two operating
conditions proves that the LES method can identify the flow characteristics of oil carrying water. It is in
good agreement with the experimental results, which can be used for the study of the law of oil and water.

4.2. Processes of Oil Carrying Water

The water-carrying process of oil is a typical transient flow process. The LES is used to simulate
the dynamic water carrying process of Lan—Cheng-Yu pipeline. As the inclined angle « is 10° and the
oil inlet velocity v is 1.33 m/s, the contours of the water-carrying process are shown in Figure 8.

As shown in Figure 8, the flow in the pipe is at the initial stage of 1~8 s, the oil-water interface
is smooth, and there is no mixing phenomenon. The water flows to the inclined section in a smooth
stratified flow pattern with the displacement function of the oil. As the time is between 9~14 s, the water
is carried by the oil phase into the inclined section. The kinetic energy of water is gradually transformed
into potential energy, velocity decreases, oil-water velocity difference increases, shear effect increases,
and the stratified flow transforms into a wave-like stratified flow. As flow time is 15~19 s, the oil-water
is mixed, the oil flow area decreases and the velocity increases at the crest, while the oil flow area
increases and the velocity decreases at the trough. The fluctuation between crest and trough gradually
develops into a vortex, resulting in more severe disturbance of the oil-water interface. Then the flow
pattern appears as a dispersed flow.
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Figure 9 is the contours of the water-carrying process of the oil as the inclined angle « is 30° and
the inlet velocity is 1.33 m/s. As the flow time is 1~8 s, the oil phase has just entered the pipeline.
The inclined section presents a smooth stratified flow, and the oil-water interface is evenly distributed
with little disturbance. As the flow time is 9 s, the flow time increases, the oil-water velocity difference
increases, the front end of the water and the oil phase are mixed with each other, and the water content
decreases. At this time, the stratified flow becomes a wavy stratified flow. As flow time is 10~19 s,
the flow state is turbulent, the fluid in the pipe pulsates violently, the oil-water mixing in the inclined
pipe is serious, the shearing action is great, and the flow pattern develops into a dispersed flow.

The Lan-Cheng-Yu product oil pipeline fluctuates greatly in Figures 8 and 9. The flow patterns in
the pipeline are mainly stratified flow, wavy stratified flow, and dispersed flow. In addition, the transition
time of flow patterns is different under various operating conditions.
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Figure 9. Phase distribution of water-carrying process (a = 30°).

4.3. The Transition of Flow Patterns

4.3.1. Distribution of Two Phases

The variation laws of flow pattern in the process of oil carrying water in Lan-Cheng—Yu pipeline
under variable oil inlet velocities and angles were studied with the above-mentioned numerical model.

Figure 10 shows the oil-water distribution and streamline diagram under different oil phase
inlet flow rates as the flow time is t = 11 s and the pipeline inclined angle is « = 10°. In Figure 10,
as the velocity is 0.66~1.11 m/s, the water gradually flows from the bottom of the horizontal section to
the inclined section. At this time, the oil-water velocity difference is small, the shear effect is small,
the oil-water two-phase interface fluctuates little, and the streamline is less affected by the fluctuation,
showing a smooth stratified flow pattern. As the velocity is 1.33~1.55 m/s, the oil-water velocity
difference increases, the shearing effect is greater, the oil-water two-phase interface begins to fluctuate,
and the oil-water intermixes with each other. The streamlines of the oil-water interface are slightly
distorted. The oil and water present a wavy stratified flow and moves to the bottom of the inclined pipe.
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Figure 10. Distribution of oil and water (o =10°,t =11.0 s).

Figure 11 shows the oil-water distribution and streamline diagram at different oil-phase inlet
velocities as tis 11 s and a is 20°. As the velocity is 0.66~0.88 m/s, the water phase has not completely
entered the bottom of the inclined section, the flow pattern in the horizontal part is stratified flow, and
the flow pattern at the bottom of the inclined section has a tendency to transition to wavy stratified
flow. As the velocity is 1.11 m/s, the flow of o0il and water presents a wavy stratified flow. As the
velocity is 1.33~1.55 m/s, the oil-water two phases are mixed with each other, the wavy stratified flow
disappears, and the flow flows to the inclined pipe in the form of dispersed flow.

Figure 12 shows the oil-water two-phase distribution and streamline diagram at different oil-phase
inlet flow velocities as the flow time t is 11 s and the pipe inclination o is 30°. As the velocity is
0.66~0.88 m/s, the tube presents a smooth stratified flow pattern. The streamline is relatively stable at
the oil-water interface. It is seriously distorted at the water phase, forming vortices at the bottom and
top of the inclined tube. As the velocity is 1.11 m/s, the stratified flow gradually changes into a wavy
stratified flow, and a vortex is performed at the bottom of the inclined tube. When the velocity continues
to increase, the vortex disappears and the flow pattern eventually develops into a dispersed flow.
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Figure 12. Distribution of oil and water (o = 30°, t = 11.0 s).

Figure 13 shows the oil-water distribution and streamline diagram at different oil-phase inlet
velocity as the flow time tis 11 s and the pipe inclination « is 40°. As the velocity is 0.66 m/s, the oil-water
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interface is evenly distributed and the flow pattern is stratified flow. The streamline behind the water
phase is greatly affected by disturbance, and vortices exist in every position of the inclined pipe. As the
oil inlet velocity is 0.88 m/s, the streamline distortion range increases, the vortex is mainly concentrated
on the bottom of the inclined tube, and the flow is wavy stratified flow. As the velocity is 1.11 m/s,
the flow pattern is dispersed flow. There is a vortex at the bottom of the inclined pipeline. When the
velocity continues to increase, the vortex disappears, the oil carries the water and flows out from the
right side of the inclined pipe in a dispersed flow pattern.
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Figure 13. Distribution of oil and water (o = 40°,t =11.0's).

According to the four inclined angles, the flow patterns in the inclined part change with flow
time as the inlet velocity is 0.66~1.55 m/s, shown in Figure 14. There are three main flow patterns
in the pipe, such as stratified flow, wavy stratified flow, and dispersed flow. As the pipe inclined
angle is fixed and the oil inlet velocity is low, the two phases enter into the inclined pipe at a certain
velocity difference due to the carrying effect of oil to the water phase. At this time, the flow pattern is
smooth and stratified flow. After a period of time, the kinetic energy of the mixed fluid is gradually
transformed into potential energy in the inclined part. The velocity difference between the two phases
is further increased on account of the difference of oil-water content and density, which leads to the
increase of shear action, the increasingly severe fluctuation of the interface, and the change of flow
pattern from stratified flow to wavy stratified flow. When the inlet velocity of the oil phase continues
to increase, the shear action is enhanced, the flow state in the pipe is turbulent, the pulsation is very
severe, the mixing degree of oil and water is deepened, and the flow pattern tends to a dispersed
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flow. In addition, the transition time of flow patterns is gradually advanced with the increase of oil
inlet velocity.
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Figure 14. Flow pattern changes under various operating conditions.

As the oil inlet velocity is fixed, the oil flow carries the water phase into the inclined section. With
the increase of velocity difference between two phases in the inclined section, the oil-water shearing
action increases, and the flow pattern changes from stratified flow to wavy stratified flow. At this
time, when the inclined angle of the pipeline gradually increases, the wavy stratified flow becomes a
dispersed flow. As the inlet velocity of oil is fixed, the transition time of time for the flow patterns is
also accelerated with the increase of pipeline inclination.

4.3.2. Distribution of Oil-Water Velocity

To observe the velocity distribution at different inlet velocities, the velocity distribution in the
pipe under the conditions of 20° and 40° inclined angles were studied.

Figure 15 performs the velocity distribution in the pipe at different oil phase inlet flow velocities
when the flow time is 11 s and the pipe inclination is 20°. As shown in the figure, the places with higher
speed in the pipe are mainly concentrated at the upper part of the inclined pipe, and the velocity at the
bottom of the inclined tube is relatively slow. And the area with higher velocity gradually moves to
the outlet position of the pipeline with the increase of the oil inlet velocity.
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Figure 15. Velocity distribution in pipe at & = 20° (t = 11.0 s).

As the inclined angle « is 20° and the flow time is 11.0 s, the velocity distribution, and shear rate
distribution at Al on section A-A in Figure 1 are shown in Figure 16. As shown in Figure 16a, velocities
at the bottom and upper section are relatively small, while the velocity in the middle part is relatively
large and evenly distributed. With the increase of oil inlet velocity, the velocity in the middle of the
pipeline also increases gradually. Among them, the inlet oil phase velocities are 0.66 m/s, 0.88 m/s,
1.11 m/s, 1.33 m/s, and 1.55 m/s, and the corresponding maximum velocities are 0.79 m/s, 1.06 m/s,
1.30 m/s, 1.58 m/s, and 1.82 m/s, respectively.
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Figure 16. Velocity distribution and shear rate distribution of the A-A section (a = 20°).
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In Figure 16b, the maximum shear rate 17.5 g1 corresponding to 0.66 m/s appears at y = 9 mm;
the maximum shear rate 18.2 s™! corresponding to 0.88 m/s appears at y = 7 mm; the maximum shear
rate 28.0 s™! corresponding to 1.11 m/s appears at y = 68 mm; the maximum shear rate of 54.1 s~
corresponding to 1.33 m/s appears at iy = 36 mm; and the maximum shear rate of 67.5s~! corresponding
to 1.55 m/s appears at y = 14 mm. In conclusion, as the oil inlet velocity was 0.66 m/s and 0.88 m/s,
the oil-water velocity difference was small and the maximum shear rate was small. As the oil inlet
velocity is 1.11~1.33 m/s, the velocity increases, so does the oil-water velocity difference and the shear
rate. The region with the maximum positive shear rate gradually moves from the lower part of the
pipeline to the bottom of the pipeline with the increase of the velocity.

Figure 17 is a contour of the velocity distribution in the pipe under different oil phase inlet flow
rates when the flow time is 11 s and the pipe inclination o is 40°. As shown in the figure, when the
velocity is 0.66 m/s, the velocity at the bottom and top of the inclined section is smaller while largest in
the middle. When the velocity is 0.88~1.11 m/s, the velocity at the top of the pipeline increases with the
increase of velocity, and the area with higher velocity flows along the top of the pipeline to the outlet of
the pipeline. When the velocity is 1.33 m/s, the velocity distribution in the pipeline is relatively uniform
except for the high-speed area. When the velocity continues to increase, the velocity distribution in the
pipe is uniform, and the oil flow basically carries the water out of the inclined section.
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Figure 17. Contour of velocity distribution in pipe at &« = 40° (t = 11.0 s).

The velocity distribution and shear rate distribution at section Al of A-A in Figure 1 are shown in
Figure 18 at @ = 40° and t = 11.0 s. As the inclined angle « is 40°, the velocity distribution at section Al
of A-A is basically consistent with that when o is 20°. The maximum velocities at 0.66 m/s, 0.88 m/s,
1.11 m/s, 1.33 m/s, and 1.55 m/s are 0.80 m/s, 1.07 m/s, 1.30 m/s, 1.58 m/s, and 1.82 m/s, respectively.
It can be seen that the change of the pipeline inclination has little effect on the velocity distribution and
the maximum velocity of the inclined pipe section entrance section.

108



Processes 2020, 8, 1049

05 -
T S S R —— 0.66m/s
| ~ —— 0.88m/s|
1
04} [ 0.66m/s s r - 1 e 1.11m/s
——0.88m/s N e 1.33m/s
----1.11m/s| i —— 1.55m/s|
03} :-A~_-‘~~_>1.33rn/s ! 50.3 -
b5 ’ z
) ; ®
Fo2f i T 02
1
i
i
01} i 01l \\
; ¢
i
0.0 ke 0.0 ' R '
0.0 2.0 -40 20 0 20 40 60 80

Velocity (m/s)

Shear rate (s™)

(a) Velocity distribution (b) Shear rate distribution

Figure 18. Velocity distribution and shear rate distribution in section A-A (a = 40°).

As shown in Figure 18b, when the flow time is 11.0 s and the inclined angle a is 40°, the maximum
shear rate of 18.6 s™! corresponding to 0.66 m/s appears at y = 9 mm; the maximum shear rate of 18.9 7!
corresponding to 0.88 m/s appears at y = 7 mm; the maximum shear rate of 28.1 s™! corresponding
to 1.11 m/s appears at y = 59 mm; the maximum shear rate of 1.33 m/s corresponding to 63.0 s™!
appears at y = 36 mm; the maximum shear rate of 54.8 s7! corresponding to 1.55 m/s appears at
y =9 mm. In conclusion, when the oil inlet velocity is 0.66~0.88 m/s, the oil-water velocity difference is
small and the maximum shear rate is small. At this time, the oil flow just begins to carry the water
phase, and the shear rate near the pipe wall is the highest; When the oil inlet velocity increases from
1.11 m/s to 1.33 m/s, the oil inlet velocity increases, the oil-water interface fluctuates sharply, the water
phase decreases gradually, the oil-water interface moves down, and the maximum positive shear rate
also increases and moves down. As the oil velocity is 1.55 m/s, the water in the pipeline basically
disappeared. The velocity of water increases after being carried by oil. At this time, the oil-water
velocity difference decreases, and the maximum positive shear rate decreases.

4.4. Analysis of Water Carrying Capacity

The process of oil carrying water can determine the changing characteristics of oil-water flow
patterns under the influence of different oil inlet velocity and pipeline inclined angle. In addition,
the variation law of water accumulation with time is more important to the engineering practice when
the oil inlet velocity and pipe inclined angle are different.

Figure 19 shows the variation curve of water accumulation mass with flow time under different
velocities at a = 10°, 20°, 30°, and 40°. The mass of the water in the pipe gradually decreases with the
increase of the flow time. In addition, the mass of the water in the pipe decreases with the increase
of the oil inlet velocity. As the inclined angle of the pipeline is 10°, the oil inlet velocity is 0.66 m/s,
0.88 m/s, 1.11 m/s, 1.33 m/s, and 1.55 m/s, the corresponding time for the water to be completely output
from the pipe is 90's, 55 s, 36 s, 35 s, and 25 s, respectively. As the inclined angle of the pipeline is
20°, the oil inlet velocity is 0.66 m/s, 0.88 m/s, 1.11 m/s, 1.33 m/s, and 1.55 m/s, the corresponding time
for the water to be completely output from the pipe is 85,48 s, 33 s, 23 s, 22 s, respectively. As the
inclined angle of the pipeline is 30°, as the oil inlet velocity is 0.66 m/s, 0.88 m/s, 1.11 m/s, 1.33 m/s,
1.55 m/s, the corresponding time for the water to be completely output from the pipe is 92's,49 s, 37 s,
24 s, 23 s, respectively. As the inclined angle of the pipeline is 40°, as the oil inlet velocity is 0.66 m/s,
0.88 m/s, 1.11 m/s, 1.33 m/s, 1.55 m/s, the corresponding time for the water to be completely output
from the pipe is 95, 50s, 39 s, 26 5, 25 s, respectively.
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Figure 19. The remaining mass change curve of the water in the pipe.

To sum up, when the inclined angle of the pipeline is the same, the water carrying capacity of
oil flow increases with the increase of oil inlet velocity. In addition, when the inclined angle of the
pipeline changes, the time required to completely carry the accumulated water in the pipeline out of
the pipeline under different inclined angles are shown in Figure 20. As the inclined angle increases
from 10° to 20°, the power of part of the water mass moving along the inclined pipe is mainly caused
by the shearing action of the high-speed oil and water. At this time, the water-carrying capacity of
the oil is gradually increased. The time to completely carry water out of the pipeline is shortened.
As the inclined angle of the pipeline increases from 20° to 40°, the increase in the inclined angle of
the pipeline gradually converts the kinetic energy of the oil phase into gravitational potential energy,
resulting in insufficient water-carrying power of the oil phase and reduced water-carrying capacity,
and the oil phase will completely carry out the water. The time required for the pipeline gradually
increases. Therefore, as the inclination of the pipeline increases, the water-carrying capacity of oil first
increases and then decreases.
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5. Conclusions

(1) A numerical model based on LES-VOF in the small-diameter pipeline was established. It was
applied to study the law of oil carrying water in Lanzhou-Jiangyou section of Lan-Cheng-Yu product
oil pipeline. Combined with the research literature on the small pipe diameter and the simulation results
of Lan—Cheng—Yu pipeline, it can be seen that the flow patterns in the pipeline of oil carrying water
in both large pipe diameter and small pipe diameter mainly include stratified flows, wavy stratified
flows, and dispersed flows.

(2) As the pipeline inclined angle is 10~20° and the oil inlet velocity is 0.66 m/s, the flow patterns
in the pipeline mainly include stratified flows and wavy stratified flows. As the oil inlet velocity is
0.88~1.55 m/s, the flow patterns in the pipe are mainly stratified flow, wavy stratified flow, and dispersed
flow. As the inclined angle of the pipeline is 30~40°, there are three main types of flow in the pipeline:
stratified flows, wavy stratified flows, and dispersed flows. The increase of oil inlet velocity accelerates
the transition between different flow patterns.

(3) As the maximum positive shear rate is less than or equal to 17.5 s71, the flow pattern in the
pipe is a stratified flow. As the maximum positive shear rate is between 18.2~28.1 s71, the flow pattern
in the pipe is a wavy stratified flow. As the maximum positive shear rate is between 54.1~67.5 st
the flow pattern in the pipe is a dispersed flow.

(4) The simulation results show that the accumulated water in the pipe can be cleaned from the
bottom of the pipe by the oil flow. With the increase of oil phase inlet flow rate, the water carrying
capacity of oil also increases. As the pipeline inclined angle increases from 10° to 40°, the water
carrying capacity of oil firstly increases and then decreases.
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Abstract: Internal floating-roof tanks (IFRTs) are widely used to store light oil and chemical products.
However, if the annular-rim gap around the floating deck becomes wider due to abrasion and
aging of the sealing arrangement, the static breathing loss from the rim gap will be correspondingly
aggravated. To investigate the oil-vapor migration and emissions from an IFRT, the effects of varying
both the floating-deck height and wind speed on the oil-vapor diffusion were analyzed by performing
numerical simulations and wind-tunnel experiments. The results demonstrate that the gas space
volume and the wind speed of an IFRT greatly influence the vapor-loss rate of the IFRT. The larger
the gas space volume, the weaker the airflow exchange between the inside and outside of the tank,
thereby facilitating oil-vapor accumulation in the gas space of the tank. Furthermore, the loss rate of
the IFRT is positively correlated with wind speed. Meanwhile, negative pressures and the vortexes
formed on the leeward side of the tank. In addition, the higher concentration areas were mainly
on the three vents on the downwind side of the IFRT. The results can provide important theoretical
support for the design, management, and improvement of IFRTs.

Keywords: internal floating-roof tank; evaporation loss; diffusion; numerical simulation; wind
tunnel experiment

1. Introduction

Internal floating-roof tanks (IFRTs) are widely used to store light oil, oil products, and chemical
products. These tanks can significantly reduce the evaporating area of the stored liquids owing to the
arrangement of a floating deck, thereby effectively restraining oil evaporation and reducing oil-vapor
discharge from the tank. However, even if an IFRT is equipped with a sealing device on the annular-rim
gap between the floating deck and the inner tank wall, the oil surface and the tank gas space cannot be
completely isolated for the convenience of the floating deck moving up and down [1]. In addition,
when the elasticity of the rim seal gradually decreases, and the gap of the rim seal is widened with
long-term usage and abrasion, oil evaporation from the rim gap will gradually increase. Furthermore,
oil evaporation from the stored liquid into the tank gas space and vapor emissions from the tank gas
space into the atmosphere will cause oil loss, environmental pollution, and potential fire hazards [2].
Therefore, the interior mechanism of oil-vapor migration and emissions in IFRTs must be analyzed to
ensure their safe operation.
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Scientists have conducted many relevant research works, where the combination of numerical
simulations and experimental measurements have been widely used as important tools for studying
the oil-evaporation loss mechanism. Pasley et al. [3], and Zhao et al. [4], numerically simulated
and experimentally measured the distribution of wind speeds and flow field around an external
floating-roof tank and above the floating deck, and they observed that the airflow had two different
flow characteristics each for the floating deck at lower positions and higher positions, respectively.
Uematsuet et al. [5,6], investigated the wind-force distribution and the buckling behavior for
open-topped oil-storage tanks. Wang etal. and Huang et al. [7-9], and Karbasian et al. [10], compared the
effects of different oil-collection methods, oil-collection rates, and initial oil-vapor-mass fractions on the
oil-vapor-diffusion law in the storage tank during the collection process of oil products. Hou et al. [11],
analyzed the evolution of the flow field, temperature field, pressure field, oil-concentration field,
and evaporation rate during the refueling process. In addition, many researchers have also studied
other factors affecting oil-vapor emissions, such as vehicle and ship loading operations [12,13],
the temperature-change characteristics of oil products in a storage tank [14-17], and the characteristics
of oil vapors emitted from oil depots [18-20]. Subsequently, the researchers proposed a series of
methods for assessing oil-vapor emissions [21,22]. However, these previously conducted studies have
paid little attention to oil-vapor migration and emissions from an IFRT. The oil loss in a storage tank
under normal operating conditions can be roughly divided into three processes: (1) heat and mass
transfer between the liquid phase and the gas phase in the storage tank; (2) oil-vapor migration in the
gas phase (i.e., in the gas space) of an IFRT; (3) oil-vapor emission and diffusion from the gas space into
the atmosphere. In this study, the oil-evaporation rates were measured using self-made wind-tunnel
experimental measurements. Subsequently, the species transfer model and the realizable k—¢ model in
the ANSYS Fluent software were used to simulate the oil-vapor diffusion process in an IFRT, following
which the effects of floating-deck heights and ambient wind speeds were investigated.

2. Methodology

2.1. Experimental Protocol

To measure the oil-evaporation rate and the wind speed in the tank under different operating
conditions, a model IFRT (1000 m?) was built according to the length ratio of 32:1, as depicted in
Figure 1. The inner diameter, wall height, roof height, and rim gap of the tank were 360, 375, 39,
and 6 mm, respectively. The size of the vents of the model tank was designed according to the selection
principle of the prototype tank as follows:

B > 0.06D 1)

where B denotes the total effective ventilation area of the model-tank vents, m2, and D is the inner
diameter of the tank, m. The effective ventilation area of the model-tank vents should be greater
than 0.69 m?, and the number of vents should not be less than four. Eventually, the model tank was
equipped with four vents, each being 19 mm wide and 10 mm high. Further, the vents were evenly
placed at the tank wall near the tank roof. In addition, four different floating-deck heights measuring
88, 176, 264, and 312 mm were set for the IFRT.
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Figure 1. Wind tunnel for the experiment and simulation.

Due to the uncertainty of gasoline composition, the authors used n-hexane as the experimental oil
for the convenience of research. The mass-difference method was used to measure the mass change
of n-hexane in a certain period of time. The wind fields were generated using a self-made wind
tunnel (DFWT-10), the size of the test section is 1.5 (H) x 1.5 (W) x 3 m (L), as depicted in Figure 1.
The pitot tube anemometer is composed of a static pressure pitot tube (Kimo Instruments Co., Ltd.,
Bordeaux, France) and a digital micro-manometer (Yokogawa Electric Corporation, Musashino, Japan),
which is used for real-time monitoring and feedback of wind speed in the wind tunnel [23]. The wind
tunnel could provide wind fields with wind speeds ranging from 0.5 to 20 m-s™!. The wind speed,
temperature, and humidity were measured using a hot-wire anemometer (TES-1341, TES Co., Ltd.,
Taiwan, China, having the following specifications: wind-speed range of 0-30 m-s~! with a resolution
of 0.01 m-s~1; temperature range of —10 to —60 °C with a resolution of 0.01 °C; humidity range of
10-95% Relative humidity (RH) with a resolution of 0.1% RH). The evaporation loss in the IFRT
could be automatically measured using a high-precision electronic balance (WT-30000-1B, Xinheng
Electronics Co., Ltd., Shanghai, China, having a range of 0-30 kg with a resolution of 0.01 g). The mass
of n-hexane was measured before and after the experiment, and the change in the mass could be
calculated as the mass loss of n-hexane during this period. Subsequently, the variation in the mass per
unit time can also be calculated as the mass-loss rate of n-hexane. The experiments were arranged
under the following conditions: the ambient temperature of 13 °C, and wind speeds of 4.36 and
6.36 m-s~!. The wind direction was directly opposite one of the four vents on the tank wall, and the
mass-loss rates of n-hexane under different wind speeds were measured respectively.

2.2. Theoretical Models for Oil-Vapor Diffusion

2.2.1. Basic Governing Equations

The single-phase multicomponent diffusion problem without chemical reaction needs to be solved
using the mass- and momentum-conservation equations. The mass-conservation equation can be
written as follows: 3

p =)
where S, denotes the mass source term (in kg'm=3-s71), and U the velocity vector (m-s™1).

The momentum-conservation equation can be written as follows:
d,; — —— — —T -
E(pv)+v-(pvv)=—Vp+V-[y(Vv +Vo )]+pg+1—" 3)
where p denotes the static pressure (Pa), and p§ and F denote the gravitational body force and external
body force (both in N-m~3), respectively. Term u denotes the dynamic viscosity (Pa-s).
The energy-conservation equation can be written as follows:
J -
5 (E) + V[0 (pE +p)| = Ve(keg/VT) + S @)
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where energy E (]-kg’l) and temperature T (K) are mass average variables, k. the effective thermal

conductivity (W-m™1.K™ 1), and Sj, the energy source term Jm™3-s71).

In turbulent flows, the species-conservation equation can be written as follows:

5 (YD) +V-(p0Yi) = V-ji +5; ®)
- vT
Ji=~(eDin+ £-)7Yi - Dri ©)

where Y; denotes the local mass fraction of species i, and ] ; denotes the diffusion flux of species i
(kg'm~2:s71), which arises because of the gradients of concentration and temperature. Furthermore,
S; denotes the source term (kg-m~3-s71), D; ,,, the mass-diffusion coefficient for species i in the mixture,
Dr; the thermal-diffusion coefficient, and S the turbulent Schmidt number.

2.2.2. Turbulence Equation

The oil vapors diffused from the IFRT are greatly affected by the ambient wind, and the oil-diffusion
process is a complex unsteady turbulent flow. Therefore, the realizable k—¢ model with better turbulent
accuracy is selected. The following is the modeled transport equation for k and ¢ in the realizable
k—e model:

%(pk)+aixj(pkuj) 38 [(y+ g}i);k]+Gk+Gb—pe—YM+Sk (7)
and 5 5 5 2
= (pe) + a—x]_(psuj) - a—x]_[(y L& );x ] +pC1Se — pCszr =t CLiCuG+S.  ®)
where

lemax[043 n" ] = sk S = \J25,8;

In the above-mentioned three equations, k denotes the turbulence kinetic energy(m=2-s72) and ¢
the dissipation rate (m?-s~3). Furthermore, Gy and G, denote the generation of the turbulence kinetic
energy due to the mean velocity gradients and buoyancy, respectively (kg-m’l-s’l). Y denotes the
contribution of the fluctuating dilatation in compressible turbulence to the overall dissipation rate
(kgm~1s71). C, and Cj, are constants. oy and o, are the turbulent Prandtl numbers for k and ¢,
respectively. Sy denotes the source of the turbulence kinetic energy (kg:m~!s) and S, the source of

the dissipation rate (kg-m_1~s_4).

2.3. Physical Model and Methodology

In wind-engineering calculations, the blocking ratio is usually employed as the basis for setting
the cross-sectional area of the computational domain. The blocking ratio r; is defined as follows:

Ap

I’b:A—C

)
where A;,;, and A, denote the maximum windward area of the model and the cross-sectional area of the
computational domain (both in m?), respectively. If the blocking ratio is less than 5%, the simulation
results of the flow field may not be affected by each boundary [24-26]. An experimental model
that is too small will increase the difficulty of experimental data measurement and lead to greater
errors. We increased the size of the tank in the wind tunnel experiment to make the measurement
results more exact. The blockage rate of the wind tunnel experimental model is 6%, calculated by
Equation (9). To obtain the numerical-simulation results independent of the computational domain,
the computational domain was selected as a cuboid (see Figure 2) of dimensions 2 (H) x 2 (W) x 6 (L),
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and the size of the model tank (see Figure 3) was consistent with that of the experimental model.
A three-dimensional grid-type model of the IFRT was established using ICEM CFD 14.5 software
(ANSYS Inc., Pittsburgh, PA, USA).

Pressure-outlet

Figure 3. Grid model for the IFRT.

In the numerical calculation, the locations where the physical parameters in the flow field change
require particular attention. These locations include the annular-rim gap between the floating deck and
the inner tank wall of the IFRT, and the four vents on the tank wall. The grid of these regions must be
partly encrypted to obtain more accurate numerical solutions. In this study, a structured grid type was
designed for the computational domain. The number of cells was approximately 2 million; the quality
of the grid was above 0.6, and its independency was also examined. The numerical-calculation
procedure was performed using the commercial software package, ANSYS Fluent 14.5. Based on the
species-transfer model, the measured oil-vapor-loss rates as the initial values of the mass transfer rate
in the annular rim gap. The computational-domain inlet was set as the velocity boundary, and the
computational-domain outlet was set as the pressure outlet. The vents on the tank wall were set as
the interior boundary. The pressure and velocity were coupled using the SIMPLE scheme, and the
spatial discretization of pressure was based on the Standard algorithm. The momentum-conservation
equations were discretized using a second-order upwind scheme to reduce the numerical diffusion.

In wind tunnel experiments, we chose the inner floating roof tank as the experimental model.
Re was calculated as 104,495 when the characteristic length is the model diameter, the wind velocity
is 4.36 m-s~1, the atmospheric density is 1.205 kg:m~3, and the dynamic viscosity is 1.81 x 1075 Pa-s.
Actually, the model is 1/32 of the actual size, which requires that the inflow speed of the wind tunnel
must be 32 times the actual wind speed to achieve Re equality, it is obviously difficult to achieve.
Thus, it is unrealistic to strictly achieve Re equivalence. Some researchers [27,28] believe that the
speed distribution would be independent of Re if the studied model Re is over the critical Re, which is
Re-independence. Based on this, a good agreement was achieved between the CFD simulation and
wind-tunnel experiment.
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3. Results and Analysis

3.1. Verification of the Flow Field

Before using the numerical model, the consistency of the flow field of the numerical simulation
must be experimentally verified. This experiment studied the speed boundary layer in the wind tunnel
when no tank was placed in the wind tunnel. When the flow speed of the wind tunnel is controlled at
4m-s~!, the wind speed in the X direction was measured at the center line of the section 500 mm away
from the entrance of the wind tunnel test section. The measuring points are 20, 40, 60, 80, 100, 150, 200,
250, 300, 350, 400, 450, 500, 550, and 600 mm from the bottom, respectively. The experimental results
are compared with the simulation results, listed in Figure 4. The boundary layer is 60 mm, so the tank
is located in a uniform flow. According to Figure 4, the numerical simulation can better simulate the
boundary layer conditions of the wind tunnel experiment.

4 -

3l —8— Numerical
) O Experimental
'a
g2f
<
=

-1 L 1 1 L L L 1
-50 50 150 250 350 450 550 650

Y/mm
Figure 4. Comparison of wind speed in the X direction between the wind-tunnel experiment and

numerical simulation on the inlet of 500 mm.

Four points on the tank circumference near the four vents were selected (assuming the center of
the tank bottom as the origin). The ambient wind speed was set to 4.36 m-s~!, and the floating-deck
height was set to 176 mm. The hot-wire anemometer (TES-1341, TES Co., Ltd., Taiwan, China) was used
to measure the wind speeds at these points. Each point was measured five times, and the wind-speed
results are presented in Table 1.

Table 1. X-axis wind speeds at each measuring point of the tank.

Measuring Point and Measured Value, m's~! Simulated o,
Its Coordinates, mm  Test 1 Test 2 Test 3 Test 4 Test5  Average Value, ms~! o
Point 1 (190, 360, 0) 0.54 0.53 0.65 0.72 0.61 0.61 0.48 21.3
Point 2 (=190, 360, 0) 2.63 2.71 2.62 2.64 2.68 2.66 2.57 34
Point 3 (0, 360, 190) 5.62 4.65 4.70 4.71 4.51 4.84 5.40 11.6
Point 4 (0, 360, —190) 4.76 4.64 4.62 4.51 4.66 4.64 5.39 16.7

It can be seen from Table 1 that the average wind speeds at Points 3 and 4 are approximately
equal, both of which are slightly greater than the ambient wind speed of 4.36 m-s™! owing to the
effect of the tank body. However, because the airflow was blocked by the tank wall, the average wind
speed at Point 2 (which lies in the windward side of the tank) is lower than the ambient wind speed.
In addition, the average wind speed at Point 1 (which lies in the back side of the tank) is the smallest.
The four measured wind-speed values at Points 1 to 4 basically accord with the distribution law of
the flow field around the tank. However, the measured values and the numerically simulated values
are slightly different from each other. The reasons for the difference are as follows: (1) although the
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flow field is stabilized in general, the uncertainty of turbulence exists partly; the physical parameter
(i.e., wind speed) in the flow field fluctuates within a certain range; the measured values are also slightly
different at different moments; (2) the error in the measuring instrument itself and the interference
of the measuring instrument with the flow field can also cause measurement errors. Therefore,
the consistency of the flow field of the numerical simulation was verified using the experiment,
and the numerical-simulation model can be considered to be relatively suitable for oil-vapor-diffusion
simulation of an oil tank.

3.2. Influence of Different Floating-Deck Heights on N-Hexane-Loss Rates

It can be seen from the experimental results in Table 2 that the loss rates of n-hexane can be
influenced greatly by varying both floating-deck heights and wind speeds. In general, the floating-deck
heights of the IFRT were positively correlated with the evaporation rates of n-hexane. However,
the loss rates increased as the floating-deck heights and wind speeds increased. For the ambient
wind speeds of 4.36 and 6.36 m-s~!, setting the floating-deck height to 312 mm (the highest height),
the loss rates of n-hexane reached 4.139 x 107 and 5.960 x 107 kg-s~!, respectively. However, upon
setting the floating-deck height to 88 mm (the lowest height), the loss rates were only 2.189 x 1076 and
3.773 x 107 kg-s~1, respectively.

Table 2. Loss rates of n-hexane measured in model tanks *.

Floating-Deck Height, mm  Full Coefficient  r1/(107¢ kg-s™1)  r2/(107¢ kg-s™1)

88 0.24 2.189 3.773
176 0.48 2.719 4.453
264 0.71 3.560 5272
312 0.84 4139 5.960

*: r1, r2—The loss rates measured for the wind speed of 4.36 and 6.36 m-s~!

, respectively.

The reasons for this phenomenon are as follows: the evaporation of n-hexane is driven by a
diffusion process that is induced by the gradient of n-hexane-vapor concentration at the liquid surface.
The larger the gas space inside the tank, the slower the gas flow, and thus the less frequent the gas
exchange between the tank and the atmosphere. Therefore, the n-hexane-vapor concentration remains
at a relatively stable level, and the driving force for n-hexane evaporation was reduced. Conversely,
the smaller the gas space inside the tank, the more frequent the gas exchange between the tank and the
atmosphere. As a result, the n-hexane vapor in the tank released into the atmosphere, resulting in fresh
air entering the tank from the vents. The n-hexane-vapor concentration in the tank was maintained at
a low value, increasing the n-hexane-vapor concentration difference between the gas space and the
gas-liquid interface, thereby aggravating the evaporation of n-hexane.

3.3. Simulation of the Large IFRT

To investigate the concentration-distribution characteristics of the light oil products in the actual
IFRT, the authors continued to simulate the oil-vapor-diffusion process in a large IFRT in the length ratio
of 1:1 for a 1000 m3 IFRT. N-hexane was still chosen as the stored oil product. The inner diameter, wall
height, roof height, and rim gap of the tank were 11.5, 12.0, 1.254, and 0.2 m, respectively. The outlet
boundary of the flow field was set as the pressure outlet boundary condition while the gap between
the floating deck and the tank wall was set as the mass-flow boundary condition. The tank bottom,
tank wall, and floating deck were all set as no-slip boundaries and the ambient temperature was set at
13 °C. The mass fraction of the saturated concentration of n-hexane when it diffuses in the gap of the
floating disk is 0.30, according to the calculation of the saturated vapor pressure of n-hexane at 13 °C.
We took the k—¢ turbulence model to describe the diffusion process of the oil vapor.
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3.3.1. Flow-Field Simulation

The streamtraces inside the tank with different floating-deck heights for the ambient wind speed
of 4.36 m's™! were simulated, as depicted in Figures 5-8. As can be seen from Figure 5, in the larger
gas space of the tank, a clockwise vortex was formed, and the streamtraces of the vortex resembled
the “0” type. As the gas space became smaller, the streamtraces of the vortex in the tank gradually
assumed the shape of a flat ellipse (see Figures 6 and 7). Finally, the gas space became sufficiently small,
following which the vortex mentioned above was divided into several small vortexes; it means that the
airflow in the gas space was faster and more disorderly at this moment. Furthermore, the streamtraces
outside the tank were simulated, as depicted in Figure 9. It can be seen from the figure that a part of
the airflow from the inlet entered the tank and that the other part of the airflow bypassed the tank.
Moreover, the airflow behind the tank did not flow in the original direction, and many vortexes were
generated there.

Figure 5. Streamtraces inside the tank for the floating-deck height of 2.82 m.

Figure 6. Streamtraces inside the tank for the floating-deck height of 5.63 m.

Figure 7. Streamtraces inside the tank for the floating-deck height of 8.45 m.

Figure 8. Streamtraces inside the tank for the floating-deck height of 9.98 m.
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Figure 9. Streamtraces inside and outside the tank.

The diffusion of the n-hexane vapors evaporating from the tank was greatly affected by the
ambient wind. In the numerical simulation, the ambient wind was set along the X-axis, and the wind
speeds in the inlet were set to 4.36 and 6.36 m-s~!, respectively. The velocity-contour distributions both
inside and outside the IFRT in the XY plane are depicted in Figures 10 and 11. The results demonstrate
that the airflow was obstructed by the tank at the windward side and that the velocity of the airflow was
gradually reduced from 4.36 to 0 m-s~!. Combined with the pressure-cloud diagram at the windward
side of the tank wall in Figure 12, it can be concluded that the pressure on the windward side of the
tank body increased because the wind speed translated into stagnation pressure. On the surface of
the tank roof, the flow cross-section of the ambient wind shrunk, causing a sudden increase in the
wind speed and negative pressure (see Figure 13). The wind speed near the tank roof exceeded the
ambient wind speed, and the maximum wind-speed value reached 5.5 and 8.0 m-s™!, respectively.
On the leeward side of the tank wall, the wind-speed iso-surface continuously shrunk toward the
bottom of the tank because of the obstruction of the tank body (see Figures 10 and 11). The minimum
value of the wind speed was approximately 0 m-s~! at the bottom of the leeward side of the tank
wall. Compared to the windward side, the region of lower wind speed was larger in the leeward side.
Combined with the wind-flow diagram of the inside and outside of the tank (see Figure 9) and the
tank-wall pressure-cloud diagram on the leeward side of the tank (see Figure 13), it can be seen that
negative pressure and vortexes appeared near the leeward side of the tank.

Figure 11. Velocity distribution of the IFRT under the ambient wind speed of 6.36 m-s~1.
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Pressure

Figure 13. Pressure-cloud diagram for the leeward side of the tank wall (Pa).

Several monitored points were set along the central axis of the tank to obtain the data of wind
speed inside the tank, as depicted in Figure 14. The wind speed in the tank was low because the sizes
of the vents were too small relative to the size of the gas space. It can be seen from Figure 15 that for
the ambient wind speed of 4.36 m-s~!, the velocities of the airflow in the gas space of the tank were less
than 0.6 m-s~!. In addition, upon lowering the floating-deck height, the speeds measured from the
monitored points changed greatly. The wind speeds at the points near the roof and floating deck were
higher than those at other monitored points, while the wind speed at the center of the gas space was
low. The minimum wind speed in the gas space was approximately 0.05 m-s~!. Upon increasing the
height of the floating deck, the low-velocity region gradually reduced. When the floating-deck height
reached a certain height, the velocity distribution became irregular. This irregularity reconfirmed the
conclusions drawn previously that upon changing the floating-deck height, the streamtraces of the
airflow in the tank also changed.

Tank roof

Tank wall

Annular
rim gap

Floating deck

\//

Figure 14. Location of monitored points.
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Figure 15. Velocities inside the tank for different floating-deck heights.

3.3.2. Concentration Distribution of N-Hexane Vapor in the Tank

The concentration distribution at different floating-deck heights in the tank is depicted in Figure 16.
It can be seen that upon increasing the wind speed under a fixed floating-deck height, the concentration
of n-hexane in the gas space in the tank becomes low. The higher concentration of n-hexane vapors
was mainly distributed near the rim gap, and the concentration distribution of n-hexane vapors in
the upper gas space of the tank was relatively uniform. Upon setting the floating-deck height to
2.82 m, because of the resulting large gas space in the tank, the airflow inside and outside the tank is
exchanged infrequently, and thus the concentration of n-hexane in the tank becomes evenly distributed.
Upon increasing the floating-deck height to 5.63 m, the n-hexane-vapor concentration was affected by
the air inflow, which formed a large vortex in the tank. Upon further raising the floating-deck height to
8.45 m, the gas exchange between the inside and outside of the tank was accelerated, and thus the large
vortex in the tank was destroyed (wind speed = 6.36 m-s~1) or compressed (wind speed = 4.36 m-s~1)
because of the reduction of the gas space in the tank. Furthermore, upon increasing the floating-deck
height to 9.98 m, the n-hexane vapors were mainly concentrated in the area near the gap. In addition,
n-hexane vapors at other regions were quickly discharged out of the tank along with the airflow, and it
became difficult for the n-hexane vapors to stay in the tank.
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Figure 16. Distribution of n-hexane vapors (mass fraction) in the IFRT at different floating-deck heights.
(a) Wind speed = 4.36 m's™!, floating-deck height = 2.82 m. (b) Wind speed = 6.36 m:s™!, floating-deck
height =2.82 m. (c) Wind speed = 6.36 m-s~!, floating-deck height = 5.63 m. (d) Wind speed = 4.36 m-s~},
floating-deck height = 5.63 m. (e) Wind speed = 6.36 m-s~1, floating-deck height = 8.45 m. (f) Wind
speed = 4.36 m's™!, floating-deck height = 8.45 m. (g) Wind speed = 6.36 m:s~!, floating-deck
height = 9.98 m. (h) Wind speed = 4.36 m's™!, floating-deck height = 9.98 m.
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The n-hexane-vapor emission from the IFRT was also investigated; the floating-deck height
was at 9.98 m, wind speed 4.36 m-s~!, and the concentration distribution as depicted in Figure 17.
It can be seen that the n-hexane vapors discharged from the vents on the front and rear sides of the
tank were diffused along the wind direction and that the vapors discharged from the leeward-side
vent spread around the vent. Irrespective of the front and rear sides or the leeward side of the tank
(the vent on the windward side is the airflow inlet), the mass fraction of n-hexane vapors near the vents
reached 0.002, and such high concentration of vapors discharged into the atmosphere do not meet
environmental safety requirements and will cause air pollution. Therefore, if equipping the vents with
an oil-vapor-recovery unit is necessary, priority should be given to the above-mentioned three vents.
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0.0020
0.0018
0.0016
0.0014
0.0012
0.0010
0.0008
0.0006
0.0004
0.0002

Figure 17. Distribution of n-hexane-vapor concentration (mass fraction) near the vents.

4. Conclusions

The evaporative loss rates of n-hexane in the IFRT model and the wind speeds of gas space above
the floating deck inside the tank were measured using wind-tunnel experiments and also simulated
using ANSYS Fluent software. The conclusions drawn from the research results can be summarized
as follows:

(1) Based on numerical simulation and the wind-tunnel experiments, the oil-vapor diffusion process
in the IFRT was simulated and was then verified to be relatively suitable to the oil-vapor-diffusion
simulation for different sizes of IFRTs. This further revealed the law of mass transfer between the
oil vapors and air for the evaporation and diffusion process in the IFRTs.

(2) Different floating-deck heights of the IFRT corresponded to different loss rates of n-hexane.
The larger the gas space inside the tank, the weaker the airflow exchange between the inside and
outside of the tank became. Therefore, the gradient of the n-hexane-vapor in the tank was lower,
thereby reducing the driving force for n-hexane evaporation.

(3) Outside the tank, the direction of the ambient wind would change suddenly while bypassing
the tank. In addition, negative pressure and vortexes were generated on the leeward side of
the tank. Inside the tank, the n-hexane-vapor distribution was relatively uniform at lower
floating-deck heights. Upon increasing the floating-deck height, a large vortex formed in the tank,
intensifying the airflow disturbance in the tank. Upon further increasing the floating-deck height,
the aforementioned large vortex was divided into several small vortexes, and the airflow in the
gas space became faster and more disorderly than that in the previous floating-height condition.

(4) The higher vapor-concentration regions near the vents, compared with other regions in the tank,
are mainly concentrated on the front and rear sides and the leeward side of the IFRT. Therefore,
if it is decided to employ an oil-vapor-recovery unit, more attention should be paid to the regions
having higher vapor concentrations.
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Abstract: As an important over-current component of the waterjet propulsion system, the main
function of a nozzle is to transform the mechanical energy of the propulsion pump into the kinetic
energy of the water and eject the water flow to obtain thrust. In this study, the nozzle with different
geometry and parameters was simulated based on computational fluid dynamics simulation and
experiment. Numerical results show a good agreement with experimental results. The results show
that the nozzle with a circular shape outlet shrinks evenly. Under the designed flow rate condition,
the velocity uniformity of the circular nozzle is 0.26% and 0.34% higher than that of the elliptical
nozzle and the rounded rectangle nozzle, respectively. The pump efficiency of the circular nozzle
is 0.31% and 0.14% higher than that of the others. The pressure recovery and hydraulic loss of the
circular nozzle are superior. The hydraulic characteristics of the propulsion pump and waterjet
propulsion system are optimal when the nozzle area is 30% times the outlet area of the inlet duct.
Thus, the shaft power, head, thrust, and system efficiency of the propulsion pump and waterjet
propulsion system are maximized. The system efficiency curve decreases rapidly when the outlet
area exceeds 30% times the outlet area of the inlet duct. The transition curve forms greatly affect
thrust and system efficiency. The transition of the linear contraction shows improved uniformity,
and the hydraulic loss is reduced. Furthermore, the hydraulic performance of the nozzle with a linear
contraction transition is better than that of others.

Keywords: hydraulic performance; waterjet propulsion; nozzle; energy loss; efficiency; numerical simulation

1. Introduction

Waterjet propulsion is a type of special propulsion system that is different from a propeller.
This device has been widely used in many high-speed ships because of its high propulsion efficiency,
low noise and vibration, and simple transmission structure [1]. Waterjet propulsion systems are gradually
developed from small and medium to large-sized, highly efficient, low noise, and high-speed mechanisms
to meet the requirements of industrial production and military operations [2-5]. A stern-mounted
waterjet propulsion system used in commercial applications can be divided into four components,
namely, inlet duct, propulsion pump, nozzle, and steering device. Each component of the waterjet
propulsion system should function effectively to achieve higher efficiency and reduce energy loss.
The inlet duct transfers the bottom water to the propulsion pump. Its performance directly affects
the efficiency of the waterjet propulsion systems. The hydraulic loss of the inlet duct also strongly
influences the water jet propulsion system. From the perspective of energy loss, Verbeek et al. [6]
found that approximately 7-9% of the total power is lost in the inlet duct due to local flow separation
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and non-uniformity. Jiao et al. [7] used the numerical simulation method to simulate cavitation
two-phase flow in the waterjet propulsion pump section and waterjet propulsion system. Ding et al. [8]
determined the flow loss of the inlet duct through computational fluid dynamics (CFD). Park et al. [9]
observed flow separation and predicted the location of the stagnation point on the lip, in accordance
with particle image velocimetry measurement. The flow phenomena occurring within the inlet duct
are essential to reduce power loss. The pump is the core component of the waterjet propulsion system,
and it delivers the head to produce the jet at the nozzle exit. The main function of the pump is turning
the circumrotation power energy into the kinetic energy of water. Waterjet propulsion pumps are
of two main types: Mixed-flow pump and axial-flow pump. The efficiency of waterjet propulsion
depends on the pump and system efficiency. Insufficient understanding of large deviations between
theoretical efficiency and measured efficiency is a major problem in waterjet propulsion design and
application. Cao et al. [10] found that the low efficiency was primarily due to the non-uniform inflow
of the water-jet pump. Cheng et al. [11] observed the rotating stall region, which is an unstable head
curve when many mixed-flow and axial-flow pumps are operated. This region should be generally
avoided given the risk of instabilities during pump start and operation. Xia et al. [12] analyzed the
rotating stall at a low flow rate and suppressed it with separators. Wang et al. [13,14] simulated
the self-priming process of a multistage self-priming centrifugal pump by CFD and optimized the
design of a typical multistage centrifugal pump based on energy loss model and CFD. Kim et al. [15]
and Etter et al. [16] obtained a number of useful results on the performance optimization of waterjet
propulsion pumps through model tests. The thrust of the waterjet propulsion system is obtained by
the reaction force of the water flow ejected from the propulsion pump. The main function of the nozzle,
which is an important part of the waterjet propulsion system, is to transform the mechanical energy of
the propulsion pump into the kinetic energy of the water and eject the water flow to obtain thrust.
The gross thrust is used as an alternative because measuring the net thrust of a waterjet installation is
cumbersome. The relation between net thrust and gross thrust is not fully understood. Eslamdoost
et al. [17] used numerical simulations to investigate this relation. Park et al. [18] conducted a numerical
simulation to obtain the complicated viscous flow feature of the waterjet and predict the performance
of thrust and torque to obtain waterjet propulsion characteristics. In actual operation, the momentum
of the water flow cannot be fully converted into the thrust that propels the ship forward due to the
existence of energy loss. The hydraulic loss of the nozzle is closely related to the jet velocity loss because
the nozzle is installed immediately after the outlet of the pump. Jian et al. [19] used CFD software
Fluent 14.0 for the numerical simulation of four different nozzles and analyzed the effects of geometric
and dynamic parameters of nozzles on the momentum thrust of the waterjet propulsion system of
autonomous underwater vehicles. Abcand et al. [20], Chin [21], and Jiao et al. [22] performed an overall
optimization analysis of the waterjet propulsion system with a nozzle. The steering device can deflect
the jet to create steering and reversing forces, and its performance is an important characteristic of the
waterjet propulsion [23,24].

In previous decades with the rapid development of computer technology, CFD technology has
been widely used in many fields, such as pressure fluctuation and vibration [25-27], heat and mass
transfer [28,29], flow control [30,31]. At the same time, the test method is still one of the effective
research methods [32-34]. In this study, the nozzle with different geometric parameters was simulated
based on CFD simulation and experiment. The influences of the nozzles with different geometric
parameters on energy loss, efficiency, internal flow characteristics, and hydraulic performance of
waterjet propulsion were investigated. The selection of nozzle affects the waterjet propulsion system
efficiency. A reasonable nozzle structure is conducive to improving the propulsion system efficiency
and reducing energy consumption.
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2. Numerical Calculation

2.1. Numerical Model

Calculations are performed using the commercial code ANSYS CFX 14.5. ANSYS CFX uses the
element-based finite volume method. The hull boundary layer, inflow velocity, and pressure affect
the water flow. Thus, the water flow into the inlet duct is not uniform. The water around the inlet
of the waterjet propulsion system should also be included in the computational domain. As shown
in Figures 1 and 2, the entire model includes the water body and waterjet propulsion pump system,
composed of the inlet duct, propulsion pump, and nozzle. The propulsion pump consists of an impeller
with six blades and a guide vane with seven vanes. The rotating speed of the impeller is 700 rpm. Dy
represents the inlet diameter of the impeller. 0 represents the dip angle of the inlet duct.

/ Impeller
\

Nozzle

4 Inlet passage

1.5D0

.
0 (\-\
e

Figure 1. Waterjet propulsion pump system.

) /Watel'jet propulsion pump system

Inlet
Outletl

Lyater=30D

Figure 2. Computational domain.
2.2. Governing Equations

Reynolds-averaged N-S equation and continuity equation were selected to describe the 3D
incompressible viscous flow. The continuity equation is as follows:

J d(pu;
ap i (p ])
ot ax]-

=0 @
The momentum conservation equation is as follows:
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where p represents water density (in m3/s), u;, u j represents velocity component of fluid in the i and j
directions (in m/s), f represents time (in s), p represents pressure (in Pa), F; represents volume force
component in the i direction(in N), u represents dynamics viscosity coefficient, and x;, xj represents
coordinate component.
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2.3. Grid Sensitivity Analysis

The computational domain consists of the water body, inlet duct, propulsion pump, and nozzle.
The entire computational domain is generated with hexahedral grids and tetrahedral grids by ICEM
software. An O-type grid of hexagonal cells was created around the impeller and stator blades by
using an extrusion method to ensure good mesh quality in terms of size and skewness. The interior of
the impeller and guide vane domain is filled with an unstructured mesh of tetrahedral cells because of
the complex topology of the pump. The grid of the calculation domain is shown in Figure 3.

(a) Surface mesh of impeller and guide vane (b) Inlet duct

Figure 3. Grid of the computational domain.

A grid sensitivity study was conducted to assess the required grid density. Several grid sizes
were considered, ranging from a total number of cells of 4.3 x 10° up to 2.1 x 10°. The standard k-¢ is
selected as the calculation model in this study. Hence, the y+ values are guaranteed to vary between
30 and 100 to satisfy the computational requirements while changing the grid density.

Figure 4 shows the mesh sensitivity analysis of the entire computational domain. The figure
reveals that the efficiency and head of the waterjet propulsion pump system increase with the increase
in the number of cells. When the number of cells reaches 1.5 million, the head and efficiency remain
unchanged with the increase in the number of grids. Theoretically, with the increase in the number
and density of grids, the calculation accuracy is generally improved. However, as the number of cells
increases, the requirement for computer resources also increases, and the computing speed slows
down. Therefore, the final cell number of the entire computational domain is 1,752,299. The y+ value
of the propulsion pump is in the range of 30-100 in this study.
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Figure 4. Mesh sensitivity analysis.
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2.4. Turbulence Model Selecting

The turbulence model was introduced into the numerical calculation to solve the N-S equations.
k-¢ and k-w are the commonly used turbulence models in calculation [35-37]. To select the most
suitable turbulence model for calculation, this study used several different turbulence models, and the
numerical results were compared with the experimental results. Table 1 presents the numerical and
experimental results of different turbulence models under the operating conditions of 700 rpm. A slight
difference was observed between the calculated values. However, under the condition of the standard
k-¢ turbulence model, the calculated values are in good agreement with the experimental values.
Therefore, the standard k-¢ is selected as the calculation model, and the scalable wall-function is used
to improve robustness and accuracy.

Table 1. Numerical and experimental results with different turbulent models.

Standard RNG Standard

Turbulence Model P P P SST SSG
H/Hy, 1.0115 1.0263 1.0437 1.0655 1.0271
Efficiency 1/ 1.0237 1.0274 1.1088 1.1098 1.0341

Hyy represents the test value of head under design flow rate condition. 1 represents the test value of pump
efficiency under design flow rate condition.

2.5. Boundary Conditions

The inlet of the water body was set as the inlet boundary of the entire computational domain,
and normal speed 8 m/s was adopted as the inlet boundary condition. The Reynolds number of the
water body inlet is 4.19 x 10°. The inflow velocity is equal to ship speed, and nominal turbulence
intensities (with a value equal to 5%) are used at the inlet boundary. The outlet of the water body and
nozzle were set as the outlet boundary. An average static pressure outlet boundary condition is applied
with 1 atm at the water body outlet, and the mass—flow rate was adopted as the outlet boundary of
the nozzle. No-slip condition was applied at solid boundaries. The interfaces between the rotational
impeller and static diffuser were set as the frozen stage condition. The convergence precision is set
to107°.

3. Hydraulic Characteristics Test

3.1. Test Rig Set-Up

A test rig is built, as shown in Figure 5, to study the hydraulic performance of the waterjet
propulsion pump. The test rig is a closed circulation system that consists of two circulation pipeline
systems: Main circulation pipeline and second circulation pipeline. The main circulation pipeline
system is designed to ensure the water circulation of the test rig and provide the bottom speed.
The second circulation pipeline system is the circulating pipe of the water jet propulsion pump, which is
used to test the performance of the waterjet propulsion pump. The propulsion pumping system
consists of a propulsion pump, a guide vane, and an inlet duct, as shown in Figure 6.

The propulsion pump with six impeller blades and the guide vane with seven stator vanes are built
into the system. The scale model of a waterjet pump is used for ship propulsion. The head, flow rate,
torque, and speed were tested to obtain the hydraulic performance of the waterjet propulsion pump.
The pump is driven by a DC electromotor at speeds varying from 700 rev/min to 2400 rev/min and
equipped with an auxiliary axial pump to regulate the flow rate. The test rig has two electromagnetic
flowmeters with an absolute accuracy of +0.5%. These flowmeters are used to test the flow rate of the
main circulation pipeline system and the second circulation pipeline system. The head of the waterjet
propulsion pump is measured by the differential pressure transmitter with an absolute accuracy
of +0.2%.
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Figure 6. Waterjet propulsion system.
3.2. Experimental Verification

As shown in Figure 7, in the numerical calculation, the front section (1—1) of the impeller inlet
and the back section of the guide vane outlet (2—2) were considered the pressure measuring sections
for the head calculation and analysis.

Figure 7. Pressure measuring section.

The pump efficiency 7, shaft power N, and head H were used to define the hydraulic characteristics
of the waterjet propulsion pump system. The calculation formula is as follows:

P=Py, 5-P14 (3)

H=— 4
03 4)
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2nTn

N= 1000 = 60 ®
OH

n =28 ©)

where P is the pressure of the section (in Pa), p is water density (in kg/m3), g is gravitational acceleration
(in m/s?), T is the torque of blades (in N-m), 7 is the rotating speed of the impeller (in r/min), Q is the
flow rate (in m3/s), and N is the shaft power (in kW).

The comparative finding of the calculation and the experiment results reveals that the overall trend is
similar, as shown in Figure 8. In general, the predicted H and 1 are in good agreement with the experiment
results. Figure 8 shows that the difference between the experiment results and predicted results of H and
1 is minimum under the design flow-rate condition. In the numerical results, the performance of the
head is better than that in the test results. At the design flow rate, the head difference between the test
data and numerical data is 1.2%, and the efficiency difference between them is 2.4%. The findings show
that the numerical results are reliable.
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Figure 8. Comparison of calculation and experiment results. Qg represents the design flow rate.
Hpgp and 1), represent the head and efficiency of the waterjet propulsion pump under the designed
flow rate condition, respectively.

4. The Influence of Nozzle with Different Geometric Parameters on Hydraulic Characteristics of
Waterjet Propulsion System

Conducting an in-depth study on the nozzle is necessary to further improve the hydraulic
performance and waterjet propulsion efficiency of the waterjet propulsion system. Nine cases are
designed to analyze the influence of nozzles with different geometric parameters on the waterjet
propulsion system. As shown in Table 2, Cases 1-3 were selected to further investigate the influence
of different nozzle outlet shapes on the hydraulic characteristics of the waterjet propulsion system.
Case 1 and Cases 4-7 were selected to further investigate the influence of different nozzle outlet areas
on the hydraulic characteristics of the waterjet propulsion system. Case 1 and Cases 8-9 were selected
to further investigate the influence of different transition curve forms of the nozzle on the hydraulic
characteristics of the waterjet propulsion system.
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Table 2. Research cases.

Case Shape Area (':I' ran51It:10n Note
urve rorm Diagram of Shape Value
. o Linear _
1 Circle 30%A,4 contraction Dy =0.55 Dy
o Linear ay =0.33 Dy
0,
2 Elliptical 30%A4 contraction b, =0.22 Dy
. 3 = 0.65 D()
3 l:"‘t‘“:eld 30%A, itl;‘e‘": N d5 = 0.43 Dy
ectangle contractio; r =022 Dy
4 Circle 10%A, Linear D; =0.32 Dy
contraction
5 Circle 20%Aq Linear Dy = 0.45 Dy
contraction
. o Linear _
6 Circle 40%A4 contraction Dy =0.63 Dy
7 Circle 50%A, Linear D; =0.71 Dy
contraction
Curve
. o contraction _
8 Circle 30%A4 followed by Dy =0.55 Dy
straight line
9 Circle 30%A4 Arc contraction Rounded rectangle Dy =0.55Dg

A4 represents outlet area of the inlet duct.

4.1. The Influence of Different Nozzle Outlet Shapes on the Hydraulic Characteristic

The nozzle with a circular shape was mostly used in practical applications, but whether the
hydraulic performance of the circular nozzles is optimal remains unclear. Three different nozzle outlet
shapes were set up for comparison, as shown in Figure 9, to explore the influence of different nozzle
shapes on the hydraulic characteristics of the waterjet propulsion system. The nozzle outlet section
shape is changed under the premise of maintaining a constant outlet area of the nozzle. The outlet
section of the nozzle in Case 1 is circular, the outlet section of the nozzle in Case 2 is elliptical, and the
outlet section of the nozzle in Case 2 is a rounded rectangle. All three outlet sections of different shapes
have an area of 30% A,. a and b denote the long axis and short axis of the elliptical outlet section,
respectively. Meanwhile, a and b denote the width and height of the rounded rectangle outlet section.
The ratio of a and b is 1.5.

Guide vane

(a) Case 1 (b) Case 2 (c) Case 3

Figure 9. Three-dimensional diagram of nozzles with different shapes.
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The pressure coefficient C, is used to characterize the change of the nozzle outlet pressure.
The pressure coefficient Cp is a dimensionless value that describes the relative pressure throughout the
flow field in fluid dynamics.
C, = 1P —r @)
1 2
2 PVout

where p is instantaneous pressure (in Pa), p is average pressure (in Pa), and v, is averaged outlet
velocity at the nozzle (in m/s).

Figure 10 presents the pressure contours and streamlined diagram of the nozzle outlet section
with different nozzle shapes. As shown in Figure 10a, the pressure on the outlet of the circular nozzle is
distributed uniformly as a ring. The pressure decreases uniformly from the circumference to the center
of the circle. The streamline distribution shows that the flow lines on the outlet section intersect at the
center of the circle, and the flow direction of the streamlines is consistent with the rotation direction of
the impeller mainly because the guide vanes fail to completely recover the velocity loop. As shown
in Figure 10b, the pressure distribution of the elliptical nozzle is relatively uneven. The pressure is
symmetrically distributed diagonally. The flow direction of the streamlines is consistent with the
direction of the rotation of the impeller. The intersection line of the streamlines at the center of the
ellipse is curved. Figure 10c shows four high-pressure zones on the outlet section of the rounded
rectangle nozzle. The high-pressure zone is mainly distributed at four rounded corners. The area
of the high-pressure zones of the upper and lower side walls is larger than that of the left and right
side walls. The flow direction of the streamlines is consistent with the direction of the rotation of the
impeller. The intersection line of the streamlines at the center of the rounded rectangle is curved.
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Figure 10. Pressure contours and streamline with different nozzle shapes.

The uniformity of the velocity distribution at the nozzle outlet is represented by the axial velocity
distribution coefficient V. The axial velocity distribution is the best when the axial velocity distribution
coefficient is close to 100%. The formula for the axial velocity distribution coefficient V' is as follows:

Y (uai - u_a)z
n

V=|1- é % 100% 8)
Uq

where 1, is the axial velocity of each element of the calculated section (in m/s), 1, is the averaged axial
velocity of the calculated section (in m/s), and # is the number of cells of the calculated section.

The velocity uniformity of the three cases is 97.57%, 97.31%, and 97.23%. Different nozzle shapes
provide a slight difference in the velocity distribution of the nozzle outlet section. Figure 11 shows the
axial velocity distribution curve, and the data point coordinates are normalized. The axial velocity
points were uniformly selected for the outlet sections of the three cases along the direction of the vertical
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and horizontal centerlines. Figure 11a shows the velocity curve along the vertical direction of the
center of the outlet section. The vertical direction is the X-axis direction in Figure 10. The high-velocity
zones of the three cases are concentrated in the outlet center. The axial velocity drops rapidly close to
the upper and lower walls of the nozzle. The three curves show that the axial velocity curve of Case 1
changes more smoothly and evenly. Among the three cases, Case 3 has the greatest range of velocity
variation, and the velocity at the center of the nozzle outlet has the largest difference from the velocity
at the side wall. Figure 11b shows the velocity curve along the horizontal direction of the center of
the outlet section. The horizontal direction is the Y-axis direction in Figure 10. The high-velocity
zones of the three cases are concentrated in the outlet center. However, the velocity of the outlet center
fluctuates greatly in the horizontal direction. In particular, because the section shrinkage of Cases 2
and 3 is not as uniform as that of Case 1, the velocity changes of Cases 2 and 3 fluctuate intensely.
Among the three cases, Case 1 has the greatest range of velocity variation. However, the velocity curve
of Case 1 is the most uniform and has a smooth curve. The velocity drops rapidly at the side wall
because the velocity near the nozzle wall is very small. The velocity of the three cases in the Y-axis
direction is not as uniform as that in the X-axis direction. In particular, the velocity fluctuates greatly
near the center in the Y-axis direction.
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Figure 11. Axial velocity distribution curve.

The hydraulic performance of the nozzle and guide vane is measured by hydraulic loss. The pressure
energy recovery coefficient is introduced to reflect the recovery of static pressure on the nozzle and guide
vane. The formulas for the hydraulic loss Al and pressure energy recovery coefficient & are as follows:

Ah:Pin_Paut (9)
08
&= % x 100% (10)

m
where P;, is the total pressure of the inlet section of the nozzle or guide vane (in Pa), and P, is the
total pressure of the outlet section of the nozzle or guide vane (in Pa).

Figure 12 shows the relationship between the hydraulic loss and the pressure energy recovery
coefficient of the nozzle and guide vane. As shown in Figure 12a, the hydraulic loss of the nozzle is
small when the pressure energy recovery coefficient of the nozzle is large. The hydraulic loss and
pressure energy recovery coefficients of Cases 1 and 2 are nearly identical when the flow rate is 0.5
to 0.75 times the design flow rate. The hydraulic loss of Case 3 is larger than that of Cases 1 and 2,
and the pressure energy recovery coefficient is smaller than that of Cases 1 and 2. The increase in the
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hydraulic loss of Case 3 is slower when the flow rate is 0.75 to 1 time the design flow rate, initially
larger than that of Cases 1 and 2, and then gradually smaller than that of Cases 1 and 2. The pressure
energy recovery coefficient of Case 3 is smaller than that of Cases 1 and 2, and then larger than that of
Cases 1 and 2. Under the design flow rate condition, the pressure energy recovery coefficient of Case 3
is the largest, and the hydraulic loss is the smallest. The pressure energy recovery coefficient of Case 2
is minimum. At this time, the pressure recovery coefficients of Cases 1, 2, and 3 are 98.26%, 98.21%,
and 98.32%, respectively. When the flow rate is greater than the designed flow rate, the pressure
recovery performance of Case 3 is better than that of Cases 1 and 2. Thus, the hydraulic loss of Case 3 is
smaller than that of Cases 1 and 2. When the flow rate is greater than 1.25 times the designed flow rate,
the hydraulic loss of the three cases decreases more severely with the increase in the flow rate. When the
flow rate is 1.5 times the designed flow rate, the pressure energy recovery coefficient of Case 3 is 0.26%
and 0.43% higher than that of Cases 1 and 2, respectively. As shown in Figure 12b, the relationship
between the pressure energy recovery coefficient and hydraulic loss of the guide vane is opposite to
that of the nozzle. In addition, the relationship between the pressure energy recovery coefficient (and
the hydraulic loss) and the flow rate of the guide vanes is not a monotonic function. The pressure
energy recovery coefficient of the guide vane initially increases and then decreases with the increase
in the flow rate. The hydraulic loss of the guide vane initially decreases and then increases with the
increase in the flow rate. When the flow rate is 1.25 times the designed flow rate, the hydraulic loss of
the guide vanes of the three cases reaches the maximum, and the pressure energy recovery coefficient
is the smallest. Figure 12a,b shows that when the pressure recovery of the guide vane is worse, the
pressure recovery of the nozzle is better. Under the conditions of small flow rate and designed flow
rate, the difference between the pressure recovery coefficient and hydraulic loss of nozzles and guide
vanes in the three cases is extremely small. Under large flow rate conditions, the pressure energy
recovery coefficient and hydraulic loss of Case 3 are optimal, and those of Case 2 are the worst.
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Figure 12. Hydraulic loss and pressure energy recovery coefficient.

Figure 13 shows the distributions of the pressure contours of the longitudinal section of the
nozzles. Four longitudinal sections are intercepted equidistantly in the nozzle. As illustrated in the
figure, seven high-pressure zones due to the influence of guide vane are shown in Plane 4. Compared
with the three results, the change in the shape of the nozzle affects the pressure distribution at the
nozzle. In Case 1, as the section approaches the outlet of the nozzle, the pressure distribution in the
section becomes increasingly uniform. The pressure distribution in Case 3 is the most uneven. In the
three cases, the pressure distribution near the outlet is similar to the shape of the outlet section.
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(a) Case 1 (b) Case 2

(c) Case 3

Figure 13. Distributions of pressure contours of the longitudinal section of nozzles.

Figure 14 shows the comparison of the hydraulic performance of different nozzle shapes. The figure
shows that the trend of the head and efficiency curves of the three cases is consistent. The head initially
decreases and then increases with the increase in the flow rate, and then continues to decrease. The head
increases with the flow rate when the flow rate is 0.5 to 0.75 times the designed flow rate. The efficiency
initially increases and then decreases with the increase in the flow rate. It has the highest efficiency
point. The corresponding flow rate of the high-efficiency area is (1.0-1.2) Q4. When the flow reaches
(0.42-1.2) Qy4, the flow and head curves of the three cases are almost coincident. Each performance
value is higher near the design flow range. The head and efficiency are lower when the flow rate is
larger than the designed flow rate. The head and efficiency of Cases 2 and 3 are lower than those of
Case 1. When the flow rate is larger than 1.25 times the designed flow rate, the head and efficiency
curves of Case 2 drop rapidly because the elliptical nozzle is more irregular and shrinks more sharply
than those in the other two cases.
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Figure 14. Hydraulic performance curve of pump system with different nozzle shapes.
4.2. The Influence of Different Nozzle Outlet Areas on the Hydraulic Characteristic

Figure 15 shows the 3D diagram of the circular nozzle with different outlet areas. The hydraulic
characteristics of the waterjet propulsion pump system are better when the circular nozzle is used.
The hydraulic characteristics of different outlet areas of the nozzle were studied under the condition
of the circular nozzle. The hydraulic characteristics of the waterjet propulsion systems with five
different nozzle areas were studied. The nozzle area varies from 10% to 50% times the outlet area of
the inlet duct.

Figure 16 shows the pump efficiency, head, shaft power, and IVR (Inlet Velocity Ratio) curves
of the waterjet propulsion pump system with different outlet areas of the nozzle. IVR refers to the
ratio of the ship speed to the averaged axial outflow velocity at the duct outlet. The averaged axial
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outflow velocity at the duct outlet is an important parameter to describe the flow phenomena in the
inlet, where the speed is changed from the ship speed to the pump velocity. IVR is defined as follows:

[VR = Zduct 1)
Us

where vy, is the averaged axial outflow velocity at the duct outlet (in m/s), and vs is the ship speed
(in m/s).

(a) 10%Ad

(b) 20%As (€) 30%Aa (d) 40%Aa (e) 50%Ad

Figure 15. 3D diagram of the circular nozzle with different outlet areas.

Figure 16a presents the relationship between efficiency and head with the nozzle area. The head
decreases and efficiency initially increases and then decreases with the increase in the nozzle area.
The head decreases slowly when the nozzle outlet area changes from 10% A4 to 30% A,;. From the
curve, the head drops from 1.14 H; to 1.0 Hy. Meanwhile, the efficiency curve increases, and the
efficiency rises from 0.53 14 to 1.0 1. When the nozzle area exceeds 30% A, the head curve drops
rapidly, and the efficiency curve begins to decline. When the nozzle outlet area changes from 30%
Ag to 50% Ay, the head drops from 1.0 Hy to 0.36 H;, and the efficiency is reduced from 1.0 14 to
0.67 114. The best efficiency point is obtained when the outlet area is near 30% A,. Figure 16b shows
the relationship between power and IVR with the nozzle area. With the increase in the nozzle outlet
area, IVR increases, and the power initially increases and then decreases. When the nozzle outlet area
changes from 10% A, to 30% Ay, IVR rises from 0.32 IVR; to 1.0 IVR, and the shaft power rises from
0.69 N to 1.0 Nj. When the nozzle outlet area changes from 30% A, to 50% Ay, the IVR curve rises
slowly from 1.0 IVR; to 1.37 IVR;. When the nozzle outlet area exceeds 30%A,, the power curve no
longer rises and begins to fall. The maximum power point is obtained when the outlet area is near
30%A,. Therefore, the maximum efficiency and shaft power occur when the nozzle outlet area is 30%
Ay, and the hydraulic characteristics of the waterjet propulsion pump system are better.
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Figure 16. Hydraulic performance curve of waterjet propulsion pump system with different outlet
areas. * Ay represents the impeller outlet area. 1y, H;, Ny, and IVR; represent the pump efficiency,
head, shaft power and IVR of the waterjet propulsion pump system under the nozzle outlet area of 30%
Ay, respectively.
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The purpose of the waterjet propulsion system is to produce thrust to propel a ship. To study
the influence of the nozzle outlet area on the waterjet propulsion system, this study considers two
important factors, namely, thrust and system efficiency, in addition to the performance curves.

The thrust of the waterjet propulsion system is defined, considering the influence of the boundary,
as follows:

T = pQ(vout — Vin) (12)
Uiy = Qg (13)
Q = Avout (14)

where A is the outlet area of the nozzle, v;, is the mass-averaged ingested velocity at the duct inlet, and «
is the effect coefficient of the boundary layer, which is 0.95 according to the reference documentation.
The efficiency of the waterjet propulsion system 7, denotes the ratio of the output power of the
system to that of the propulsion pump. Considering the pipeline loss coefficient, the formula for the 7,
is as follows:
2(k—a)

= 7 1
7]0 k/z—ﬁ-f—K] (5)

p=d? (16)

where Kj is the pipeline loss coefficient in the range of 0.40-0.50. In this study, K; is 0.45, k” is the ratio
of vout to vs vs, and f is the effect coefficient of the boundary layer.

Figure 17 shows the system efficiency and thrust curves of the waterjet propulsion system with
different nozzle outlet areas. The thrust and system efficiency of the waterjet propulsion system
initially increase and then decrease with the increase in the outlet area. When the nozzle outlet area
changes from 10% A, to 30% Ay, the thrust rises from 0.27 F; to 1.0 F;4, and the system efficiency rises
from 0.89 14 to 1.0 neg. When the nozzle outlet area exceeds 30% Ay, the thrust and system efficiency
curves no longer rise and begin to fall. When the nozzle outlet area changes from 30% A, to 50%
Ay, the thrust reduces from 1.0 F; to 0.51 F;, and the system efficiency declines from 1.0 1.4 to 0.19
Ned- The maximum system efficiency and thrust are obtained when the outlet area is close to 30%
Ag. The nozzle area greatly influences the thrust. When the outlet area exceeds 30% A, the system
efficiency curve decreases rapidly. When the nozzle outlet area is extremely large, the nozzle diffuses
the water flow. Thus, the axial velocity of the nozzle outlet v, is less than the velocity of the inlet
section of the inlet duct v;,, and the thrust value is negative.
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Figure 17. Hydraulic performance curve of waterjet propulsion system with different outlet areas.
4.3. The Effect of Different Transition Curve Forms on the Hydraulic Characteristic

Figure 18 shows the transition curve forms of the nozzle. The first component is the nozzle,
and the second component is the guide vane outlet. The total length of the nozzle and outlet section
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of the guide vane L’, guide vane outlet diameter D, nozzle outlet diameter D, and shrinkage arc
radius of the guide vane outlet section Ry are constant. In Cases 1, 8, and 9, the transition curve forms
of the nozzle were changed. In Case 1, the linear contraction is selected as the transition curve form.
The shrinkage angle 07 of the nozzle with linear contraction is 13°. In Case 8, the combined contraction
of the curve and the straight line is selected as the transition curve form. The curve segment consists of
arc segments with radii R2 and R3. In Case 9, the arc contraction is selected as the transition curve
form. The geometric parameters of the nozzle are shown in Table 3.

' —
¢ L » ¢ L’ »
(a) Case 1 (c) Case 9

Figure 18. Transition curve forms of the nozzles.

Table 3. Geometric parameters of the nozzles with different contraction curves.

Case L D1 Dg R1 0 Rz R3 R4
1 056D, 055D, 086D, 037D,  13° / / /
8 056D, 055D, 0.86D,  0.37Dj / 030Dy 0.11Dg /
9 056D, 055D, 0.86D,  0.37Dj / / / 0.87Dy

Figure 19 shows the ratio of the hydraulic performance of the three types of transition curves to
that of Case 1. The thrust value is the axial thrust from the inlet duct to the nozzle section. The figure
indicates that the system efficiency and thrust of the system corresponding to Case 1 are the greatest
for the three types of nozzles, but their values are similar to those of Case 8. The main reason is that
the hydraulic losses of the two types of nozzles are relatively small. The hydraulic losses of Case 9 are
larger than those of the others given the excessive contraction at the nozzle.
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Figure 19. Hydraulic performance curve of waterjet propulsion pump system with different
contraction curves.
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The ideal nozzle outflow condition is that the outlet water flow angle is perpendicular to the
nozzle outlet section. Thus, the mechanical energy of the propulsion pump can be maximally converted
into the kinetic energy of the water. The outlet water flow cannot be completely perpendicular to the
nozzle outlet section due to the tangential velocity of the nozzle outlet. Thus, the weighted-velocity
average swirl angle 6 is used to measure the outflow conditions of the nozzle. The outlet water flow
angle perpendicular to the nozzle outlet section is better when 0 is closer to 90°. The formula for
velocity-weighted average swirl angle 0 is as follows:

3 él [Uai(90 - arctan%’:)]
0= - 17)

where uy; is the tangential velocity of each element of the calculated section (in m/s), and u,; is the axial
velocity of each element of the calculated section (in m/s).

Table 4 shows the hydraulic performance of the nozzle with different contraction curves.
Umax denotes the maximum axial outlet velocity of the nozzle, v denotes the averaged outlet axial velocity
of the nozzle, V denotes the axial velocity distribution coefficient, and 6 denotes the velocity-weighted
average swirl angle.

As shown in Table 4, the maximum axial velocity values of the nozzle outlet section of the three
cases are basically the same. Therefore, the three cases have good shrinkage effects. The comparative
result of the average axial velocity of the three cases shows that the average axial velocity of Case
1 is much larger than that of Cases 2 and 3. The average axial velocity of Case 1 is 1.025 and 1.021
times that of Cases 2 and 3, respectively. The comparative result of the axial velocity distribution
coefficient of the three cases shows that the axial velocity distribution coefficient of Case 1 is the best.
The axial velocity distribution uniformity of Case 1 is 3.33% and 1.5% more than that of Cases 2 and 3.
The velocity-weighted average swirl angle of Case 2 is 80.1°, which is 1.37° and 5.03° higher than that
of Cases 1 and 3, respectively. The velocity-weighted average swirl angle of Case 2 is the best mainly
due to the rectification effect of the straight section before the outlet of the nozzle in Case 2.

Table 4. Hydraulic performance of the nozzle with different contraction curves.

Case  Umax (m/s) T (m/s) \% )
1 10.42 10.02 97.57%  78.73°
8 10.47 9.78 9424%  80.10°
9 10.44 9.81 96.07%  75.07°

Figure 20 shows the axial velocity contours and streamlines of the nozzle outlet section with
different contraction curves. The figure shows that the axial velocity of the three cases is distributed in
a ring-like manner, and the high-speed zone is concentrated at the center of the circle. The area of the
high-speed zone in Cases 2 and 3 is larger, but the axial velocity distribution uniformity of Case 1 is
better. The streamline distribution indicates that Case 2 is more affected by the straight section of the
outlet of the nozzle, and the flow lines on the outlet section are more deflected.
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(a) Case 1 (b) Case 8 (c) Case 9
Figure 20. Axial velocity contours and streamlines of the nozzle outlet section with different contraction curves.
5. Conclusions

In this study, the hydraulic characteristics of the nozzle of the waterjet propulsion system were
studied by a combination of numerical simulation and experimental verification. Different grid values
and turbulence models were used for calculation and analysis to determine the appropriate numerical
settings and ensure the accuracy of the calculation. The model test was used to verify the external
characteristics of the waterjet propulsion pump, and the numerical results are in good agreement with
the test results. Therefore, the numerical results are reliable. Nine different cases were established to
systematically study the hydraulic characteristics of the nozzle in accordance with the different nozzle
outlet shapes, nozzle outlet areas, and nozzle transition curves. The following results are obtained
through calculation and analysis:

(1) The pressure coefficient Cp, axial velocity distribution coefficient v, hydraulic loss Ah,
and pressure energy recovery coefficient £ were introduced to analyze the hydraulic characteristics
of the waterjet propulsion system with different nozzle outlet shapes. The outlet section pressure
and streamline the distribution of the circular nozzle case is superior to those in the other two cases.
The pressure on the outlet of the circular nozzle is distributed uniformly as a ring, and the flow lines on
the outlet section intersect at the center of the circle. Under the design flow-rate condition, the velocity
uniformity of the circular nozzle is 0.26% and 0.34% higher than that of the elliptical nozzle and the
rounded rectangle nozzle, respectively. The pump efficiency of the circular nozzle is 0.31% and 0.14%
higher than that of the others. At this point, the pressure recovery and hydraulic loss of the circular
nozzle are superior. Under large flow-rate conditions, the pressure recovery and hydraulic loss of the
rounded rectangle nozzle are superior to those in the other two cases. The external characteristic curves
show that the circular nozzle case is better. The hydraulic performance of the elliptical nozzle is lower
because the elliptical section is more irregular and shrinks more sharply than the other two sections.

(2) The comprehensive hydraulic characteristics are analyzed in accordance with the different
nozzle outlet areas, waterjet propulsion pumps, and waterjet propulsion systems. The analysis of
the hydraulic performance of the waterjet propulsion pump reveals that when the nozzle outlet area
is close to 30% A, the waterjet propulsion system has the highest efficiency and the best hydraulic
performance. When the nozzle area exceeds 30% A, the head curve descends faster and the IVR curve
ascends slowly. The analysis of the hydraulic performance of the waterjet propulsion system reveals
that when the outlet area is close to 30% Ay, the thrust and system efficiency reach the maximum value.
When the outlet area exceeds 30% A, the system efficiency curve decreases rapidly.

(3) The comparison among different transition curve forms of the nozzle shows that the transition
curve forms greatly affect the thrust and system efficiency. The linear contraction of Case 1 slightly
affects the hydraulic performance of the nozzle mainly because the transition of the linear contraction
is more uniform with less hydraulic loss. The average axial velocity and axial velocity distribution
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uniformity of Case 1 are better than those of the other cases. The velocity-weighted average swirl angle
of Case 2 is optimal, but the hydraulic characteristics of Cases 2 and 3 are not as good as those of Case 1.
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Nomenclature

Symbols

Dy inlet diameter of the impeller, mm

0 dip angle of inlet duct, °

U velocity component of the direction of x, y

t time, s

P pressure, pa

F; volume force component in the i direction, N

u dynamics viscosity coefficient

Xij coordinate component

Hy head under design flow rate condition, m

N4 efficiency under design flow rate condition, %

Qu design flow rate, m?/s

Hyy test value of head under design flow rate condition, m
Mtd test value of efficiency under design flow rate condition, %
P14 pressure of section 1-1, Pa

P14 pressure of section 2-2, Pa

P water density, kg/m?

g gravitational acceleration, m/s?

T torque of blades, N-m

Q flow rate, m3/s

N shaft power, kW

Ay outlet area of inlet duct, m?

D; diameter of nozzle with circle shape, m

a; major axis of nozzle with elliptical shape, m

b; minor axis of nozzle with elliptical shape, m

ci length of nozzle with rounded rectangle, m

B effect coefficient of boundary layer

Ky pipeline loss coefficient

kK the ratio of vy, to vg

Fy thrust under design flow rate condition, N

Dg outlet diameter of guide vane, m

Ry shrinkage arc radius of guide vane outlet section, m
6/ shrinkage angle of nozzle with linear contraction, °
L total length of nozzle and outlet section of guide vane, m
d; width of nozzle with rounded rectangle, m

r radius of nozzle with rounded rectangle, m

Cp pressure coefficient

P time-average pressure, Pa

Uout averaged outlet velocity at the nozzle, m/s

v the axial velocity distribution coefficient, %

Upj axial velocity of each element of the calculated section, m/s
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g averaged axial velocity of the calculated section, m/s

n number of cells of the calculated section

V, axial velocity of nozzle outlet, m/s

V. averaged axial velocity of nozzle outlet, m/s

Ah hydraulic loss, m

Py total pressure of inlet section, Pa

Pout total pressure of outlet section, Pa

& pressure energy recovery coefficient, %

IVR inlet velocity ratio

Vduct averaged axial outflow velocity at the duct outlet, m/s

Vs ship speed, m/s

Ny shaft power under design flow rate condition, %

IVRy IVR under design flow rate condition

T thrust of the waterjet propulsion system, N

A outlet area of the nozzle, m?

Uiy mass averaged ingested velocity at duct inlet, m/s

a effect coefficient of boundary layer

e efficiency of waterjet propulsion system, %

R, first transition arc radius of nozzle in case 8, m

R3 second transition arc radius of nozzle in case 8, m

Ry transition arc radius of nozzle in case 9, m

0 s weighted-velocity average swirl angle, °

Uy tangential velocity of each element of the calculated section, m/s

Umax maximum axial outlet velocity of the nozzle, m/s

19 averaged outlet axial velocity of the nozzle, m/s
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Abstract: The impact of solar radiation on spacecraft can increase the cooling load, degrade the
material properties of the structure and possibly lead to catastrophic failure of their missions. In this
paper, we develop a computational model to investigate the effect of the exposure to solar radiation
on the thermal distribution of a spacecraft with a cylindrical shape which is traveling in low earth
orbit environment. This is obtained by the energy conservation between the heat conduction among
the spacecraft, the heating from the solar radiation, and the radiative heat dissipation into the
surroundings while accounting for the dynamics of the space vehicle (rotational motion). The model
is solved numerically using the meshless collocation point method to evaluate the temperature
variations under different operating conditions. The meshless method is based on approximating the
unknown field function and their space derivatives, by using a set of nodes, sprinkled over the spatial
domain of the spacecraft wall and functions with compact support. Meshless schemes bypass the use
of conventional mesh configurations and require only clouds of points, without any prior knowledge
on their connectivity. This would relieve the computational burden associated with mesh generation.
The simulation results are found in good agreement with those reported in previously-published
research works. The numerical results show that spinning the spacecraft at appropriate rates ensures
low and uniform temperature distribution on the spacecraft, treated as thick-walled object of different
geometries. Therefore, this would extend its lifetime and protect all on-board electronic equipment
needed to accomplish its mission.

Keywords: thermal analysis; rotating spacecraft; meshless method; computational model

1. Introduction

The space environment during the spacecraft travelling time and mission continues to be a major
cause of anomalies in many space missions. The most common factors of such anomalies are surface
charging and discharging, solar radiation heating loads, and the existence of orbital debris in space as
indicated by several published studies [1-12]. In addition, the solar load, shielding material, onboard
equipment location, thermal control and air conditioning systems must be considered during the
design stage of spacecraft/satellites [13—19]. The thermal control and vehicle dynamics play a pivotal
role during the design stage of the spacecraft [19]. This is mainly due to the exposure of the spacecraft
and onboard equipment to high solar loads and the penetration of heat into the spacecraft structure
that affect the temperature gradient of the spacecraft body and its cooling load. The design process of
any space vehicles such as satellites requires detailed thermal characteristics in addition to the dynamic
analysis of the vehicle motion to guarantee no thermal stresses due to high temperature fluctuations
on the vehicle structure as well as on the payload. In order to avoid severe thermal stresses that may
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damage onboard electronic equipment, the temperature variation of the entire vehicle should be kept
within the appropriate range during the entire mission [20]. Since material tensile strength decreases
with elevated temperature [13], it is important to study the effect of rotation and solar radiation on
temperature distribution around and inside the spacecraft. Thus, thermal control of spacecraft and
communication satellites is very important for a successful space mission and safe return [21-24].
Basically, during the spacecraft travel in space at different elevations, it receives heat from the sun and
dissipates heat into the surrounding atmosphere. On the other hand, in deep space, the heat received
from solar radiation must be dissipated partially by radiation to deep space. As such, the structure of
the spacecraft will attain thermal instability with its space environment due to temperature variation
along the outer and the inside surfaces of the space vehicle. In general, solar radiation is incident from
a fixed direction, one side of the space vehicle body will be shone bright and the other side remains
dark and then this will induce temperature variations. The temperature gradients that arise during the
heat transfer from the bright side to the dark side lead to temperature variations across the body of the
spacecraft in the absence of any rotational dynamics. Consequently, the space astronauts, onboard
electronic equipment, and cryogenic-fuel tanks gain severe heat on the bright side and losing heat
from the dark side.

As a result of the great interest in space environment, studies concerning the thermal behavior
of spacecraft in space during travelling and in deep space during flight mission have become very
important in real-time satellite simulators. Controlling the thermal characteristics is mandatory for the
safe operation of a spacecraft/satellite [25]. In general, it is considered that the satellite has a pitch
angle rotation maneuver due to the severe solar radiation during daytime transition. Modeling of the
thermal behavior is then associated with heat radiation effects and thermally-induced vibration may
exist at the high temperature gradients [25,26]. Therefore, a coupled-thermal structural analysis for an
altitude maneuvering under solar thermal loading and maneuvering dynamics is very important in
the analysis. One main aspect of this thermal behavior includes the temperature variation that the
spacecraft will attain due to the coupling between the rotational speed, space solar heating, and heat
conducted through the spacecraft wall. Not only will the temperature level be of great importance,
but also the temperature variation from one point to another point on the spacecraft structure due to
the thermal sensitivity of all onboard equipment carried by space vehicle. This variation is associated
with the combined effect of conduction, radiation, and spacecraft/satellite spinning speed. During the
design stage of any space mission, all hazards should be considered and investigated in a detailed and
right manner to avoid any possible damage to the space vehicle and any failure that may happen to
the space mission [4,5].

Previous research studies tend to overlook the conductive phase of the heat transfer due to the
assumption of a thin-walled spacecraft as indicated by Charnes and Raynor [21] and Nicholes [27].
Roberts [28] derived approximate formulae for the temperature distribution in solid cylinders without
considering any spacecraft rotation. Jenness [29] treated the solid cylinder with a uniformly varying
surface temperature but also did not consider the effect of rotation. Torres et al. [30] developed
a mathematical model that considers spacecraft thermal designs while accounting for the harsh
environment on the design temperature of on-board satellite equipment, antenna and subsystems.
The authors developed a transient numerical model that is capable to simulate the thermal dynamic
behavior of integrating radiators via loop heat pipes and performed thermal control architecture.
The mismanagement in thermal control may lead to severe damage to all on-board electronics and
subsystems [30].

In this paper, we develop a computational model to obtain the temperature distribution over a
rotating spacecraft exposed to solar radiation under different operating conditions. The spacecraft is
treated as a thick-walled object of different geometries and it is assumed to be placed or traveling in
low Earth orbit environment. The objective is to provide guidance for the design of thermal control
systems for space vehicles. The remainder of the paper is organized as follows. In Section 2, we present
the mathemtaical model governing the heat transfer of a rotating spacecraft. Section 3 is concerned
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with the description of the numerical procedure based on meshless method. In Section 4, we present
and discuss the results of the numerical investigation. In Section 5, we summarize the main findings of
the study and conclude with some remarks for the design of spacecraft.

2. Heat Transfer Modeling of a Rotating Spacecraft Under Solar Radiation

The performance requirements of a spacecraft’s mission could be assessed at the earliest stages
of design through the development of mathematical models and deployment of computational tools.
Recent advances in computer hardware and software have enabled to reduce the computational burden
associated with the numerical integration of the high-fidelity equations governing the heat transfer of
the aforementioned systems [2,9,26]. Software tools can be deployed to assist the design process and
provide guidelines to enable enhanced operability of spacecraft.

As a first step towards developing a good understanding of the thermal behavior of a space
vehicle, being in exposure to different heat sources while traveling along the atmospheric layers,
we represent this system by an infinitely long and hollow cylindrical shape rotating at constant angular
speed w. The space vehicle is expected to operate in low Earth orbit environment. The inner boundary
of the cylindrical vehicle is assumed fully-insulated and the outer surface is subjected to the solar
radiation and the radiative heat dissipation into the surroundings. The axis of the vehicle is placed
at an angle ¢ to the direction of the parallel rays of the impinging radiation of intensity f; as shown
in Figure 1. The objective is to examine the temperature variations within the space vehicle under
different operating conditions, including the spinning speed and the altitude.

Incident solar rays f
s

“Y

Spinning spacecraft

Perspective 3d view Side view

Figure 1. Schematic showing the incident solar rays and rotating coordinate system of spacecraft: an
infinitely long and hollow cylindrical shape rotating at constant angular speed w.

The governing equation of the temperature field is given by as follows:

10T 9T 19T | 10°T

PR v il )

where « is the thermal diffusivity, T is the temperature, r is the radius coordinate, t is the time, and 6 is
the angular coordinate fixed in the space vehicle. Following [9], we introduce the angular coordinate as

¢ =6—wt )
and rewrite the governing equation as
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Accounting for the effect of the solar ray incidence and the radiative heat dissipation, the boundary
condition at the outer vehicle surface (7 = r,) can be expressed as

K%—Z(rg,qy) = afssin(P)gs — 0’€T4(1’0,¢) 4)

where K is the thermal conductivity, a is the absorptivity of the surface exposed to radiation, f; is
the intensity of the solar radiation, i is the inclination the vehicle axis to the radiation axis, ¢ is the
Stefan-Boltzman constant, € is the emissivity of the vehicle surface, and g is given by
cos(¢), —3<¢<7
8 = {

b8
2
g 3
0, 7 <Pp<F%

©®)

The inner vehicle surface (r = r;) is insulated and the corresponding boundary condition is
expressed as

oT
Ky(r,-,(p) =0 6)

Expanding the nonlinear term of the outer boundary condition while assuming small temperature
variation with respect to a characteristic temperature T,, introducing the following dimensionless

parameters [9]
T= @ == ﬁ \f @)

we obtain the following dimensionless governing equations and boundary conditions

2T 1aT aT 1 02T
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E)T ri
%(gir 47) = Or éi = E (10)

We note that the characteristic temperature T, is given by the following expression as derived
in[7]

The mathematical model presented above will be used to investigate the temperature distribution
over a thick-walled cylindrical space vehicle rotating at different angular speeds while exposed to
solar radiation.

3. Numerical Procedure: Meshless Method

3.1. Theoretical Background

Meshless methods (MMs) have been recently used to solve problems arising in physics and
engineering. The motivation behind meshless methods lies in relieving the burden of mesh generation.
All traditional mesh-based numerical methods have difficulties on obtaining a suitable mesh. In fact,
the problem of generating meshes has become more acute in recent years. Since the application of
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computational methods to real world problems appears to be paced by mesh generation, alleviating
this bottleneck potentially impacts an enormous field of problems.

Meshless methods are based on approximating the unknown field functions and their derivatives,
by using a set of nodes, “sprinkled” over the spatial domain and, functions with compact support.
Meshless schemes bypass the use of a conventional mesh. The major fields of computational mechanics,
such as finite element methods (FEM), finite difference methods (FDM), and finite volume methods
(FVM), rely on the use of elements, interlaced grids, or finite volumes as the underlying structures upon
which to discretize governing partial differential equations (PDE). On the other hand, meshless schemes
only require clouds of points, without any prior knowledge on their connectivity. On this set of nodes,
the spatial domain is represented and PDEs are discretized. Local clouds for each point in a domain are
proximity-based subsets of the global set of points. Local clouds of points replace the more traditional
forms of connectivity found in FEM, FDM, and FVM. Several formulations of the meshfree method
have been formulated such as smoothed particle hydrodynamics (SPH) [31], the diffuse approximation
method (DAM) [32], and the element free Galerkin method (EFG). The present study employs the
discretization corrected particle strength exchange (DC PSE) [33,34]. DC PSE was formulated as an
extension of the particle strength exchange (PSE) method [35]. The latter is used for the evaluation of
spatial derivatives of a continuous function, discretized over scattered collocation points. A drawback
from the construction procedure of the PSE operators is the introduction of an overlap condition [36],
which results in a large number of particles for small kernel sizes. For the DC PSE method, the overlap
condition can be relaxed by directly satisfying discrete moment conditions over collocation points.
The DC PSE operators ensure that the discretization error at the collocation points does not dominate
the overall order of accuracy of the approximation. Next, we introduce the DC PSE operators for
strong form formulations (excluding collocation point volumes) in 2D and how to construct them.
For higher dimensions and more general analysis and discussion the reader is directed to [36].

We consider the differential operator for a continuous field function f(x) = f(x,y) at point
xi = (xi, yi)

gmtn
D" f(x;) = Wf(x’y)‘xiryi (12)
where m and 7 are integers that determine the order of the differential operator. We define the DC PSE
operator for the spatial derivative DO, n) f (x;) as follows:

Q(m'n)f(xi) — e()(l);mw E (f(X] if("l))) e(i)Z?](’Z(:(l,)(]) (13)

X €N(x;)

where €(x) is a local scaling parameter, 77(x,€(x)) is a kernel function normalized by the factor
ﬁ, and N(x) is the set of points in the collocation grid within the support of the kernel function.
The objective is to construct our DC PSE operators so that as the average spacing between neighbours
is decreases, hi(x;) tends to zero, around the point x,, and then the operator converges to the spatial

derivative D" f(x;) with an asymptotic rate r, as expressed below
QU f(x) = D () + O ((x;) (14)

where the average neighbour spacing / is defined as

1
h(xi) =< Y, |x—xi+y—uyil (15)
inEN(x)
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where N is the number of points in the support domain of x;. Additionally, we define a kernel function,
17(x) and a scaling relation €(x,) which satisfy Equation (14). To achieve this, we begin by replacing
the terms f(x;) in Equation (13) with their Taylor series expansions around the point x;. This gives

j+k—m—n ( _1) i

o X k i .
Q(m,n)f(xi) _ <Z; 5( 1) ][k' + D(]'k)f(Xi)Z]’k(Xi)>
]

£ Z%%x)e(x) " f(xi) (16)

where

e ¥ B oy

e(x))? ) an

X EN(xg)

are the discrete moments. The convergence behavior of Equation (16) is determined by the coefficients
of the terms e(x;)/¥="="DUK) We enforce the DC PSE operator to satisfy Equation (16) by setting
the coefficients m and 1 of the term D("")
Finally, using the kernel function we obtain

equal to one, and all other coefficients equal to zero.

*(X,’*Xj)zf(y,'*yj)z

X; — X; P L S
)l (x)e W (18)

Qflx = o T (705 % £
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The row vector p(x) contains monomials and vector a” is the column vector of unknown
coefficients. For example, if we set r = 2 and approximate the first spatial derivative in the x
direction (D'?), we have I = 6 and the monomial basis is p(x) = {1, x,y,x% xy,y}. The discrete
moment conditions can be expressed as

A)a(x) =bT" (19)
with
A(x) = BT(x)B(x) (20)
B(x) = E(x)V(x) (21)
b= (_1)m+nD(m,Vl)P(x)|x:0 (22)

where k is the number of points in the support domain of the operator, / is the number of moment
conditions to be satisfied and V(x) is the Vandermonde matrix, computed using the set of monomials.
The matrix E(x) is a diagonal matrix determined by the kernel’s window function

pi(x1/e) pa(xi/e) -+ pm(x1/€)
Vi) = pl(x:z/e) Pz(x:2/€) pz(x:z/e) -
pi(xx/€) pa(xi/e) -+ pm(xi/e)
%%
E(x) = diag({e” > }1,) 2
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The matrix A, often referred to as moment matrix, gives information about the spatial distribution
of the nodes x; around the centre point x. On the other hand, b determines the approximation properties
of the kernels. From the mathematical point of view, the invertibility of matrix A depends entirely on
that of the Vandermode matrix V.

3.2. Generation of the Point Cloud

In the context of meshless methods, generating point clouds that represent the geometry and
computing spatial derivatives is a straightforward procedure. Nodes can be selected randomly or
uniformly (following a uniform (Cartesian) or irregular nodal distributions) at the interior domain and
on the boundary of the geometry without no prior knowledge on their connectivity. The former is easy
to construct while the second requires the use of robust triangular mesh generators.

In this study, we apply an embedded Cartesian grid method to represent the complex geometry
(the two cylinders). We start the procedure by setting the boundary nodes from which we will compute
the average spacing /i for the Cartesian grid (Figure 2b). The Cartesian grid step size h,, is defined as
7(}""‘2’1"”’). From the
Cartesian grid, we use only the nodes located in the interior of the domain, while special care is
taken for the nodes located close to the boundary nodes. These nodes, often called as degenerated
nodes, are the grid nodes with distance less than 0.2k, as shown in Figure 2c. The built-in MATLAB
function inpolygon has been used to define the Cartesian grid nodes that are located inside the spatial
domain. Degenerated nodes are removed and not included in the point cloud, since they give rise to
ill-conditioned Vandremode matrices.

the average of the inner and outer boundary nodes spacing, as given by hp. =

seces
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Figure 2. Node distribution over the simulated domain: (a) boundary nodes, (b) full set of nodes,
(c) interior and boundary nodes.

3.3. Explicit Solver

The diffusion-convection problem simulating the temperature variations of the space vehicle is
described by Equations (1)—-(10). To implement the meshless point collocation method, it is necessary
to represent the spatial domain with a set of nodes, distributed over the interior domain and on the
boundary. The spatial derivatives of the dependent variable (in our case temperature) are computed by
the DC PSE method. As described above, the DC PSE method computes the derivatives of temperature
field in a local sense, by using the neighboring nodes. Applying the Euler explicit time integration
method, one can rewrite the governing equations in the Cartesian form as follows:

T(n+1) _ 7(n) oT(™m) 9T 2T 27(n)
5t x oy ( ) 25

B PR ay?
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where T1) and T are the temperature values at the current and previous time steps, respectively,
and 1 = rw cos(¢) and v = rw sin(¢) are the velocity components. We note that the time step Jt of the
explicit solver should be carefully selected to guarantee stable and accurate numerical solutions.

In the present application, Neumann boundary conditions are imposed in the inner and outer
surfaces of the cylinder, as given by

oT oT oT
— = — . = — - ]/
Ka lr=r, K(VT-n) K(ax + ay ) 0 (26)
aT aT . oT 4
_ o . y _
K pw lr=r, K(VT:-n) = K( pl + 3y n ) afssin(y)gs + oeT (27)
where n = (n%,nY) is the unit normal vector pointing outward. We compute the values on the

boundary nodes with Neumann boundary conditions based on values of interior nodes that belong to
the support domain, as shown in Figure 3.
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Figure 3. A boundary stencil for enforcing no flux boundary conditions. The stencil is based at the one
center located on the boundary. Base center marked with a square (green) and supporting centers with
a circle (red).

The temperature on the inner and outer surfaces of the cylinder are computed using the Neumann
boundary conditions as follows. First, we compute the weights, w* and wY, for the first spatial
derivative with respect to x— and y—, respectively, based on the support nodes. The support nodes
(stencil) include one boundary point (center number i) such as the stencil shown in Figure 3 and the
nodes located in the interior of the geometry. The boundary values of the temperature are computed as

; 1
T = 7(71 o Al < ni (w3 Ty + - +wyTy) — (102T2 4+ 4 wZTH)) (28)
Touter 1 . ( —nf(WiTo+ -+ wiTy) —nl (Wi To+ -+ wh Ty)
(-t + S )
rottfs sin(i)gs
—_—— o 29
KT, ) (29)

The computational model described above is implemented on Matlab. We discretize the spatial
domain using successively finer uniform Cartesian embedded grids with spacing of i = 2.5 x
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1073, 1.25 x 1073 and 6.25 x 10~* m to ensure a grid independent solution, resulting in 34,580, 136,972
and 545,416 nodes, respectively. The results on the two finest grids are almost indistinguishable,
indicating grid independence. Therefore, in our simulations we use the grid with a spacing of
h = 1.25 x 1073 m. The time step used in the simulations is set to dt = 1073 s for all angular velocity
values considered while the initial values for all flow variables at the interior points were set to zero.
Computations were conducted using an Intel i7 quad core processor with 16 GB RAM.

4. Results and Discussion

The developed model, given by Equations (8)—(10), is obtained by energy conservation between
the heat conduction among the space vehicle, the heating from the solar radiation, the radiative heat
dissipation into the surroundings while accounting for the dynamics of the space vehicle (rotational
motion). This model is solved numerically using the meshless collocation point method (MCP) to
evaluate the temperature distribution under different operating conditions. The simulation results are
expected to provide baseline and guidance for the design of thermal control systems for space vehicles.

To verify the numerical predictions of the meshless collocation point method, we consider the
simulated case of rotating cylinder exposed to solar radiation reported in [9]. The numerical values of
the geometry and thermal parameters are presented in Table 1. The vehicle is assumed to be a black
body made of natural rubber with a low conductivity. We simulate the thermal response of the space
vehicle while varying the spinning speed w from 0 to 1000 rad /h. The current simulation results are
compared against those obtained from the finite difference method (FDM) by Gadalla and Wehba [9].
We plot in Figure 4 the variations of the steady-state temperature at the outer surface for different
spinning speeds as obtained from the two numerical approaches: MCP (current study) and FDM (as
used in [9]). The two sets of data show good agreement. This demonstrates the capability of MCP
method to perform thermal analysis of moving space vehicles subjected to heat sources and dissipation.
For a fixed space vehicle (w = 0 rad/h), we observe a symmetric distribution of the temperature about
the location of the radiant heat source. Once the rotational motion is initiated, this symmetry is broken.
As the spinning speed increases, the maximum and minimum temperatures shift to lower and higher
values, respectively. Clearly, the rotational motion of the space vehicle at higher angular speeds enables
further reduction in the temperature gradients. At w = 1000 rad/h, the temperature distribution at the
outer surface is found almost insensitive to the circumferential position ¢.

Figure 5 depicts the variations of the temperature with the angular position ¢ at the internal
circumferential surface located at { = 0.8. The current simulation results compare well with those
obtained using FDM [9]. The simulations show that the rotational motion tends to reduce more the
temperature gradients in the internal circumferential surfaces in comparison to those achieved at
the outer surface, directly exposed to the solar radiation. At w =2 rad/h, a slight variation in the
temperature distribution is observed.

Table 1. Numerical values of the parameters used for the rotating spacecraft [9].

Parameter Symbol Numerical Value
Outer radius To 0.3048 m
Inner radius T 0.1524 m
Inclination of the vehicle P 5
Intensity of the sloar radiation fs 1.4 kW/m?
Thermal conductivity K 0.173W/m K
Absorptivity o 1
Emissivity € 1
Characteristic temperature To 297.46 K
Non-dimensional radius ¢ 0.8 and 1
Spinning speed w 0-1000 rad/h
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Figure 4. Temperature variations of outer vehicle surface for varying spinning speeds: comparison
between current simulations and FDM results [9].
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Figure 5. Temperature variations of the internal vehicle surface (- = 0.8) for varying spinning speeds:
comparison between current simulations and FDM results.

Figure 6 shows the maximum and minimum temperatures at the outer surface (¢ = 1) for different
values of the spinning speed w. Rotating the space vehicle at higher speeds results in shrinking the
bandwidth between the temperature extrema. At very high rotational speeds («w > 1000 rad/h),
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the maximum and minimum temperatures converge to the reference temperature T, given by
Equation (11).

450
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200 - I- I 1 I
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Figure 6. Variations of the temperature extrema (maximum and minimum) at the outer surface with
the spinning speed: current simulations.

To gain an insight into the impact of the rotational motion on the temperature distribution over
the full space vehicle, we plot in Figure 7 the temperature contours for varying spinning speeds.
Again, a symmetric temperature field is obtained for a fixed space vehicle. The rotational motion
breaks the symmetry and induces reduction in the temperature range. For w higher than 10 rad/h,
the temperature is observed to be varying only within a thin layer near the outer surface, otherwise
constant over the internal domain. We note that these results are consistent with those obtained in [9].
The simulation results reveal the importance of incorporating the rotational motion of the spacecraft
to achieve lower temperature with a uniform distribution over the entire structure. This would
enable a safer operability of the spacecraft. The Earth’s atmosphere comprises four main layers.
Moving upward from ground level, these layers are named the troposphere, stratosphere, mesosphere,
and thermosphere, each with its own specific traits. The exposure to different heat and pressure loads
within these layers present a major cause of anomalies in many space missions. The present numerical
analysis shows that the design of spacecraft can be then significantly enhanced in terms of thermal
resistance to the exposure to heat sources by incorporating the rotational motion.

We discretize the spatial domain shown in Figure 8 using successively finer uniform Cartesian
embedded grids with a spacing of 1 = 1.875 x 1073, 1.25 x 1072 and 9.3755 x 10~* m to verify
the convergence behavior of the numerical solution and obtain a grid independent temperature
solutions. We note the aforementioned spacings lead to 114,490, 256,875 and 456,057 nodes, respectively.
The results on the two finest grids are almost indistinguishable, indicating grid independence. As such,
in the subsequent simulations, we use a grid with spacing of 1 = 1.25 x 10~3 m. The time step is set
to dt = 107° s, while the initial values for all flow variables at the interior points were set to zero.
Computations were conducted using an Intel i7 quad core processor with 16 GB RAM.
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Figure 8. Schematic of the cross section of the rotating space vehicle.
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We show in Figure 9 the contour plots of the temperature over the thick-walled vehicle for
varying angular speeds. Keeping the vehicle at static position leads to a large temperature gradients.
Activating the rotational motion results in a significant reduction in temperature variations and enables
more uniform temperature distribution on the body of the space vehicle.
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Figure 9. Temperature contours obtained for different spinning speeds: current simulations.
(a) w =0rad/h, (b) w =0.1rad/h, (c) w = 1 rad/h, (d) w = 10 rad /h.

5. Conclusions

In this work, we developed a computational model based on the meshless collocation point
method to simulate the temperature distribution over a rotating spacecraft under solar radiation
effect. The spacecraft is treated as a thick-walled object of different geometries. The numerical results
compared well with those reported in the literature. The simulations revealed that spacecraft may
undergo large temperature gradients when traveling over the Earth’s atmospheric layers or in low
Earth orbit. We showed the usefulness of spinning the spacecraft to avoid large temperature variations
that may degrade its performance. Rotating the spacecraft at an angular speed of or higher than
10 rad/h enables a quasi-uniform temperature distribution over its internal domain. The numerical
study is expected to provide a baseline for thermal control of space vehicles.
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Abstract: Renewed interest in freeze desalination has emerged due to its advantages over other
desalination technologies. A major advantage of the freeze desalination process over evaporative
methods is its lower energy consumption (latent heat of freezing is 333.5 kJ/kg and latent heat of
evaporation is 2256.7 kJ/kg). Cryogenic fluids like LN,/La;r are emerging as an effective energy storage
medium to maximise utilisation of intermittent renewable energy sources. The recovery of this stored
cold energy has the potential to be used for freeze desalination. Computational Fluid Dynamics (CFD)
modelling was developed to simulate the evaporation of liquid nitrogen to simultaneously conduct
freeze desalination to investigate the feasibility of using cryogenic energy for freeze desalination.
This integrated CFD model was validated using experimental heat exchanger test facility constructed,
to evaporate liquid nitrogen to supply the cooling required for freezing. Parametric study on the
LN, flow rate to observe the volume of ice obtained was also examined using CFD, where increasing
the velocity of LN, by 6 times, increased the volume of ice obtained by 4.3 times. A number of
freezing stages were required in order to reduce the ice salinity from 1.5% down to 0.1% as regarded
by the World Health Organisation (WHO) as safe to drink. In the cryogenic desalination test rig,
approximately 1.35 L of liquid nitrogen was required to reduce the ice salinity from 1.5% to less than
0.1%. Furthermore, the above results illustrate the potential of using the cold energy of cryogenic
fluids such as Liquified Natural Gas (LNG) and LN,/Lj;, for freeze desalination applications as most
cold energy during LNG regasification has been unexploited today.

Keywords: cryogenic energy; liquid nitrogen; CFD; freeze; desalination

1. Introduction

Sustainable resources of water and energy are essential for social, economic and human wellbeing
in the modern world [1]. The basic substance for life is water, and it is progressively becoming a scarce
resource with half of the population of about 88 developing countries affected by water shortages [2]. In
these developing countries, 80% to 90% of all diseases are caused by poor water quality and 30% deaths
are also due to poor water quality [2]. The people affected by harsh water shortages are projected to
rise in the next 25 years due to the growth in population and the demands of industrialization [3]. At
present, the rate of increase of water consumption is twice the rate of population growth, where it
doubles every 20 years [4]. There is a vast amount of water available on Earth, about 1.4 x 10° km?3 [4].
However, less than 3% of this amount is fresh water, about 3.5 x 107 km®. A major part of this
(about 2.4 x 107 km? is not accessible due to it being located in ice caps and glaciers. Approximately,
1.1 x 10”7 km? of the Earth’s water is retained as groundwater, plants, atmosphere and surface water
in rivers, lakes, etc. [5]. The greatest part of this water has slowly accrued over time, and it is not
considered to be renewable [2]. Freshwater production by the removal of dissolved minerals from

Processes 2020, 8, 19; doi:10.3390/pr8010019 www.mdpi.com/journal/processes

165



Processes 2020, 8, 19

seawater is known as desalination, and it appears to be an answer to the water shortage issue [6,7].
Cost-effective and possibly climate independent water resources can be produced by desalination
technologies for agricultural uses [8]. In order to address the water shortage issue, seawater is the
leading feed water in the world for installed desalination techniques, thus making it the most applied
solution [8].

Freeze desalination (FD) is an evolving desalination technology due to its low energy usage. In
comparison to other desalination techniques, FD has several advantages [9-14]. In freeze desalination,
the salts are rejected during ice formation and ice formed is of pure water where the crystal lattice
does not allow the inclusion of any salts due to the nature of the ice crystal structure [9,10]. The
process of freezing an aqueous salt solution results in ice crystals that are of pure water in the solid
phase; this process is the physical principle of freeze desalination [15]. The Low energy usage is
achieved in the FD process due to the latent heat of fusion being about 335 kJ/kg while the latent heat
of vaporization is about 2256.7 kJ/kg [11,12]. Another key advantage of the freeze desalination process
is its low operating cost of 0.34 $/m> compared to 0.75 $/m3 for the commonly used Reverse Osmosis
(RO) desalination technology. A key advantage of the freeze desalination technology is the ability to
utilize the cold energy from the regasification of liquefied natural gas (LNG). This high-quality cold
energy source can be used to freeze saltwater in the freeze desalination process, but most cold energy
during LNG regasification has been unexploited until today. Approximately 830 kJ/kg of cold energy
is released during LNG regasification and this cryogenic exergy can be used for the freeze desalination
process [16]. Due to the on-going energy supply-demand disparity, augmenting these technologies can
aid in providing solutions for this and in improving the economics of the renewable energy powered
desalination systems, as desalination capacity is escalating worldwide [17].

Research has been carried out experimentally and numerically on ice formation on subcooled
surfaces for the rate of ice growth and conditions for control [18], temperature distribution [19], heat
transfer coefficient [20], unsteady heat transfer [21], and ice growth kinetics for a continuous freezing
process [22,23]. Nonetheless, this research did not include the progression of salt separation and the
increase of brine salinity in the remaining solution. Abid et al. [24] studied the separation of binary
mixture freezing for saltwater desalination, but the effect of saline water ice growth dynamics was not
investigated widely. During the FD process, the separation of salt from ice and the rise of brine salinity
in the remaining solution were not studied by other researchers.

Energy storage is a vital part of energy production, using renewable energy sources [25]. Cryogenic
energy offers better exploitation of renewable energy, due to the fact that liquid nitrogen and liquid air
are known to be important energy carriers in the recent past. This is mainly due to the high energy
density and the availability of cryogenic energy. Cryogenic energy storage uses surplus electricity
to cool air to liquefy it, and then, it is stored in tanks. Liquid air can be stored in a compact manner
in small tanks because of the energy density and pressure. In low pressure insulated tanks, these
cryogenic fluids can be stored for months with losses as small as 0.005% volume per day [26]. When
needed, the liquid air is pressurized and transformed into gaseous state (evaporated), usually using
waste heat from another process (higher temperature source). This gas is then expanded to run a
turbine to generate electricity [26,27].

The novelty of this research is the study of evaporation of liquid nitrogen for freeze desalination.
Many researchers have looked into the use of cryogenics as a source of energy for many applications
such as cooling for domestic and industrial processes and driving turbines and engines for power
generation, etc. [28-32]. Cryogenic energy has also been utilised in freeze desalination by few
researchers [14,16,33]. However, numerical modelling of cryogenic energy for freeze desalination
has not yet been studied, and the use of the evaporation of liquid nitrogen for indirect contact freeze
desalination has not yet been investigated. Therefore, this paper focuses on the evaporation of liquid
nitrogen for indirect contact freeze desalination. Computational fluid dynamics (CFD) analysis of this
process was carried out, and an experimental test rig was built to further understand this process and
to validate the CFD model.
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2. CFD Modelling Theory

Literature on CFD modelling of the evaporation of liquid nitrogen process and the freeze
desalination process is very limited. Therefore, CFD modelling of the evaporation of liquid nitrogen
as a source of cooling for the freeze desalination process was established. In this paper, 3D CFD
simulations were developed to simulate the evaporation of liquid nitrogen to simultaneously conduct
freeze desalination. The modelling theories of the evaporation of liquid nitrogen process and of the
freeze desalination process are discussed in this paper.

2.1. Evaporation of Liquid Nitrogen Theory

Liquid nitrogen turns from liquid to nitrogen gas in the evaporation process of LN,. Therefore, for
modelling the evaporation process where the fluid changes phase (liquid to gas), the multiphase model
in ANSYS Fluent (19.1, ANSYS, Canonsburg, Pennsylvania, United States, 2018) is used. Additionally,
the energy and the turbulent models were used to determine temperature variation during the turbulent
flow of the fluid. In the ANSYS multiphase module, three different Euler-Euler multiphase models are
offered: the Eulerian model, the mixture model and the volume of fluid (VOF) model [34]. All of these
Euler-Euler multiphase models can be used to model the evaporation of liquid nitrogen. However,
only the volume of fluid (VOF) can be used in conjunction with the solidification/melting model that is
used to model the freeze desalination process. Therefore, when simulating the evaporation of liquid
nitrogen simultaneously with the freeze desalination modelling, only the VOF option in the multiphase
model can be used.

By solving a single set of momentum equations and tracking the volume fraction of each of the
fluids in the field, the VOF model is able to model two or more immiscible fluids [34]. Key processes
that the VOF model is able to model are steady/transient tracking of any liquid—gas interface, motion
of bubbles in a liquid, prediction of jet breakup, etc. [34].

In the VOF model, the tracking of the interfaces between the phases is achieved by using the
continuity equation for the volume fraction of one or more of the phases. Hence, Equation (1) represents
this for the g™ phase [34].

1.d > o .
p—q[a(“qpq) + Vi(agpgvq) = Say + Z (1tpg = th1gp)] @
r=1

where the mass transfer from phase p to phase g is denoted as 71, and the mass transfer from phase g
to phase p is denoted as 711 . Sy, is a source term which is zero by default, but a user-defined mass
source for each phase can be specified.

For the primary phase, the volume fraction equation is not solved; based on the following

n
constraint, the primary-phase volume fraction is calculated as }, a; = 1. Through implicit or explicit
q=1

time discretization, the volume fraction equation is solved [34].

In the VOF model, a single momentum equation is solved, and the subsequent velocity field is
shared amid the phases. The momentum equation is dependent on the volume fractions of all phases
via the properties i and p, as shown in Equation (2) [34].

d

— - — —T -
E(pv)+V.(pvv)=—Vp+V.[y(Vv +Vo )]+pg+F )

In the VOF model, the energy Equation (3), is shared among the phases [34].

& (PE) + V.(B(pE +p)) = V.(keyVT) + 5, 6
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Energy E (Equation (4)) and temperature T are treated as mass-averaged variables in the
VOF model. u
Zq:l agpeEq

E=
23:1 AqPq

)
where the specific heat of that phase and the shared temperature are what E; for each phase is based
on [34]. The effective thermal conductivity k.fr and p are shared by the phases. Influences from
radiation and any other volumetric heat sources are what the source term S;, comprises [34].

2.2. Freeze Desalination Process Theory

In order to simulate the freeze desalination process, energy (heat transfer), species transport and
solidification/melting modules were used. Solidification/melting and species transport modules were
utilised in order to separate the pure water (as ice) from the rejected brine solution [17]. Equations (5) to
(17) describe the freeze desalination process on ANSYS Fluent and it is detailed by Jayakody et al. [7,17].

The material’s enthalpy is calculated from Equation (5).

H=h+AH 5)
h is the sensible enthalpy calculated by Equation (6).

T
= hyes + f CpdT (6)
Truf

The energy equation for solidification problems with the inclusion of species transport is shown
in Equation (7) [17].

d - 1-p°, -
7 (PH) +V-(poH) = V-(kVT) + (ﬁz—JrE)AmushU @)
The liquid fraction, 8 is found by Equation (8) [7].
T — Tsoii
solidus , when Tgpigys < T < Tliquidus (8)

Tliquidus ~ Lsolidus

ﬁ =0, when T < Tsprigus
B =1, when T > Tigyigus

The latent heat content is determined in terms of the latent heat of the material and the liquid
volume fraction  as shown in Equation (9). With values of  ranging from 0 to 1, this latent heat
content can differ from 0 (solid) to L (liquid).

AH = pL )

The apparent melting temperature is T},.;; , where phase change occurs for solidification of a pure
substance. A mushy freeze/melt region happens at a higher liquidus (Tj;yiqus) temperature and a lower
solidus temperature (Tsyjiq,s) for a multicomponent mixture as shown in Equations (10) and (11) [35].

Tsotidus = Thmert + Z m;Y/K; (10)
solutes
Tliquidus = T + Z m;Y; (11)
solutes
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For species separation, the ‘scheil” rule has been sourced at the micro-scale as it assumes no
diffusion of solute species in the solid, and the species transport Equation (12) is determined as [7,36].

2 (pYitiq) + V-(plBotig Yitig + (1= B)Yisall) = V-(0BDimigV Y itig)— 12
d d (12)
KiYijigg (p(1=B)) + g (p(1 = B)Yi1iq)

Equation (12) displays the mass fractions of liquid Y ;; and solid Y 5, which are related by K;,
the partition coefficient [7].
Yiso = Ki¥iig (13)

For the Scheil rule, T, the temperature at the interface is shown in Equation (14) [7].

Ns—1

T = T+ Y mYipS! (14)
i=0

Thermal buoyancy occurs due to the variations in density with temperature and is determined by
natural convection flows. Solutal buoyancy happens when density varies with species composition,
and Equation (15) is used to calculate the solutal buoyancy body forces [17].

Ns
Fs = prefg Z ﬁs,z‘(Yl,i Y ,i) (15
i=0

ANSYS Fluent uses a conservation equation of mass and momentum to solve for chemical species
and the local mass fraction of each species and it is conducted by solving a convection-diffusion
Equation (16) [17].

d — -
2 (PYi) T V-(poYi) = =V-J; (16)

The momentum Equation (17) is solved between the phases and the subsequent velocity is
shared [17].

d — —— — —
(P0) +V-(pvv) = =Vp+ puVio + pg (17)

3. CFD Methodology

Computational fluid dynamics (CFD) was used to model the evaporation of liquid nitrogen to
simultaneously conduct freeze desalination of saline water using the software ANSYS Fluent version
19.1 (ANSYS, Canonsburg, Pennsylvania, United States, 2018) [37].

3.1. The Geometry

The geometry has then been modelled using ANSYS geometry modeller of the CFD software, to
the exact dimensions of the experimental test rig, which was designed based on results obtained for
the cryogenic chill down process studied by Hartwig et al. [38].

Figure 1 shows the 3D geometry modelled using ANSYS geometry modeller consisting of two
concentric tubes where the inner one is made of copper with an 8 mm diameter and it is surrounded
by a Pyrex glass tube with a 28 mm diameter. The thickness of the copper tube and the glass tube were
0.5 and 3 mm, respectively, with a total length of 1000 mm. Liquid nitrogen flows through the inner
tube, while the seawater stays stationary in the glass tube surrounding the copper tube. Only half of
the geometry has been modelled due to the symmetrical nature of the pipes as shown in Figure 2, in
order to reduce the computational time.

169



Processes 2020, 8, 19

Figure 1. The geometry of the heat exchanger.

Figure 2. Heat exchanger domains and flow directions—cross-sectional view.

3.2. The Mesh

*ANSYS Meshing’ (19.1, ANSYS, Canonsburg, Pennsylvania, United States, 2018) was used to
create the 3D mesh of the geometry where a tetrahedral mesh has been created with edge sizing in
order to optimise the mesh. Mesh independency study was conducted by using finer and coarser
meshes with different edge sizing in order to select a suitable mesh as shown in Table 1. The predicted
salinity of ice was compared with the measured salinity of ice (0.9%), and the percentage errors are
shown in Table 1. The quality of all the three meshes was good; however, increasing the density of the
mesh requires longer computational time but produces more accurate results [7]. Further increase in
the mesh density did not improve the results a great deal, thus a medium mesh has been chosen.

170



Processes 2020, 8, 19

Table 1. Mesh types used.

Mesh Types Description

o Coarse mesh without edge sizing.
e Nodes: 16750

o Elements: 10461

e Salinity of ice (%): 0.65

o Percentage error (%): 27.8%

o Total Running Time: 2 Days

e Medium mesh with edge sizing.
o Nodes: 101081

o Elements: 64517

e Salinity of ice (%): 0.73

o Percentage error (%):18.9%

o Total Running Time: 6 Days

e Fine mesh with edge sizing.
o Nodes: 194542

e Elements: 123550

e Salinity of ice (%): 0.75

e Percentage error (%):16.7%

e Total Running Time: 10 Days

3.3. Set-Up

*ANSYS Fluent-Setup’ (19.1, ANSYS, Canonsburg, Pennsylvania, United States, 2018) was used
to define the solvers, materials, modules, boundary conditions, solution methods and discretization
settings for the imported mesh. A transient solving process was selected due to time variation of the
wall temperature during the cryogenic chill down process. A pressure-based solver was used with
absolute velocity formulation enabled.

The boundary conditions are set to match the experimental test rig, and Figure 2 displays the
labelled cross-sectional view of the CFD model. The system is divided into two sections where, the
evaporation of liquid nitrogen domain is inside the copper tube while the surrounding glass tube
contains the saltwater mixture domain to be frozen. Initially, the system is at ambient of 293.15 K. Then,
liquid nitrogen enters the tube at a temperature of 77.364 K, evaporates inside the tube and leaves as
nitrogen gas. The inlet is set as velocity inlet where the velocity of liquid nitrogen entering the system
was 0.0006 m/s, and the outlet was set as a pressure outlet at atmospheric pressure. The surrounding
salt solution is of 15 g/L concentration (1.5%) with an initial temperature of 293.15 K. This salt solution
is present inside the surrounding Pyrex glass tube where the copper tube makes contact with the salt
solution to indirectly freeze and desalinate the solution.

In order to obtain the most accurate results in less computational time, a suitable time step must
be selected by conducting time step size independency tests. Therefore, it is understood that increasing
the time step size, decreased the computational time; however, decreasing the time step size improved
the results” accuracy and avoided many errors in the ANSYS Fluent software. After conducting time
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step size independency tests by trial and error, a time step of 0.0001 s was used with 20 iterations per
time step; thus, 5.4 X 10° s of time steps were required to run the simulation for 9 min real time. This
was the optimum time step size that could be used, where increasing this time step size produced less
accurate results, and decreasing this time step resulted in longer computational time. Increasing this
time step also produced many errors such as ‘floating point exception” to appear in the “ANSYS Fluent
Solution’, resulting in the system crashing. With this time step size, it took about 6 days to complete
one run with the mesh nodes and elements stated above in Table 1.

4. CFD Results

Figures 3-7 display the contours obtained after 9 min of real time. The temperature distribution
of the liquid nitrogen in the copper tube in Figure 3 shows that LN, travels from left to right, where
only the beginning of the tube is at very low temperatures due to the very low velocity of LN,. The
temperature distribution of the salt water surrounding the copper tube is shown in Figure 4.
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Figure 3. Temperature distribution of the LN, copper tube.
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Figure 4. Temperature distribution of the salt water surrounding the copper tube.
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Figure 6. Salt water mass fraction contours.

Figure 5 displays the liquid phase fraction contours, where the formation of ice is shown. The blue
region indicates the ice formed; the brine remaining is indicated by the red region, and the intermediate
colours denote the liquid/solid mushy zone. Moreover, these contours go from 0 to 1 where 1 means it
is pure liquid, 0 means it is pure solid, and the intermediate numbers represent the mushy regions.
Liquid phase fraction contours in Figure 5 show that ice was formed only at the beginning of the tube
due to the low velocity of LN;. The volume of ice formed was calculated by taking the blue region in
Figure 5 and generating the volume in the software which is 46.71 mL.
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Figure 7. Pure water mass fraction contours.

Figures 6 and 7 show the salt water mass fraction and pure water mass fraction contours
respectively. The salt water mass fraction is minimal in the regions where the ice is formed as shown in
Figure 6, and the pure water mass fraction is very high in these regions as shown in Figure 7. The ice
region generated from Figure 5 was used to calculate the salinity of ice, where the average salinity
of the ice volume was calculated by the software. The volume remaining is the brine solution and
its average salinity is calculated by the software. Hence, the salinity of ice formed was 0.73%; the
salinity of the remaining brine was 1.70%, and it is calculated by taking the volume average over the
whole domain.

5. Experimental Test Facility

This test rig was constructed to develop a system where the evaporation of liquid nitrogen would
simultaneously desalinate seawater. The primary objective of this test rig was to understand the
evaporation process of liquid nitrogen to be used for desalinating seawater. The heat transfer process
was also examined where a method for enhancement of heat transfer was implemented in order to
capitalize on the cold energy stored in liquid nitrogen.

The experimental test facility’s schematic diagram is shown in Figure 8. This test rig is divided
into two circuits, the evaporation of liquid nitrogen circuit and the freeze desalination one, which are
connected by a heat exchanger. The concentric tube heat exchanger consists of a copper tube for the
evaporation of LN,, which is surrounded by a glass tube that contains stationary seawater. A glass
tube was chosen to store seawater in order to observe the formation of ice, and a copper tube was used
for the LN, evaporation process to ensure effective heat transfer between the evaporating nitrogen and
the saline water.

In the first circuit, the liquid nitrogen was poured into an insulated LN, tank, and it was circulated
through an 8 mm diameter copper tube and into the atmosphere at moderately higher temperature.
The LN, flow rate was measured, and cryogenic thermocouples were placed at the inlet and outlet of
the heat exchanger and as well as at different locations at the surface of the copper tube to measure the
temperatures as shown in Figure 9. The pressure difference between the inlet and outlet was measured
using a manometer. Insulation sheets and aluminium foil has been used to insulate the LN, tank and
the joining copper tubes.
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Figure 8. Schematic diagram of the experimental test facility.
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Figure 9. Schematic diagram showing the test rig with the thermocouple points.

In the second circuit, seawater of known salinity is poured into the glass tube which is surrounding
the copper tube. This stationary seawater is cooled down by the evaporation of LN,. The temperature
was measured at different locations at the surface of the copper tube using thermocouples. The
temperature sensors were all connected to two data loggers that are connected to a computer to
record the data. The complete test rig is shown photographically in Figure 10 with all its main
components labelled.
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Figure 10. The developed test rig.

The overall length of this heat exchanger is 1000 mm. The copper tube has an inner diameter of
8 mm with a 0.5 mm wall thickness, and the glass tube has an inner 28 mm diameter with a 3 mm
wall thickness. The outer tube was made from glass that can handle cryogenic temperatures, and this
allows the ice formation to be seen clearly as shown in Figure 10.

This test rig was built to study the evaporation of liquid nitrogen process for freeze desalination.
In the first set of tests, the copper tube was kept as it was, and the flow rates were changed. In the
second set of tests, a copper mesh was inserted into the copper tube in order to increase the transfer of
heat and to improve the freezing rate. The inserted copper mesh had a wire diameter of 0.5 mm and is
shown in Figure 11.

Figure 11. Copper Mesh.

The liquid nitrogen cryogenic tank is made of copper which has a total volume of 0.51 L. The
54 mm diameter tank with a 207 mm length is connected to a reducer from 54 to 15 mm by a copper
push fitting. This is then welded to another reducer to decrease the diameter to 8 mm. In order to
minimize heat transfer from the surrounding to the LN in the tank, 21 insulation sheets were wrapped
around it. Moreover, aluminium foil was used between the insulation layers to reduce radiation heat
transfer. A total of 21 layers of insulation sheets were selected as the temperature of the last insulation
sheet was measured, and it was close to ambient temperature. These insulation sheets have a thermal
conductivity of 0.035 W/m.K and of 3 mm thickness. Therefore, the total diameter with the insulation
sheets converts to 230 mm. Figure 12 shows the entire tank with its components.
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Figure 12. LN tank with its components.

The liquid nitrogen flow rate is controlled using an adjustable rod that is placed inside the tank as
shown in Figure 12. The 430 mm rod works similar to a valve, where it is rotated to open and close at
the rod head. The adjustable rod has several holes seen in Figure 12, and when it is inserted into the
tank and placed at the tank head, it is used to prevent any build-up of pressure due to the evaporation
of liquid nitrogen in the tank.

Thermocouples, salinity meter and a manometer were used in this experiment to measure
temperatures, salinity and pressure difference respectively. In total, 12 calibrated thermocouples were
used to measure the temperature at different locations in the test rig. Out of the 12, two of them were
used to measure the temperature at the inlet and outlet of the liquid nitrogen copper tube. These two
were thermocouple probes of type-K, which were used to measure the inlet temperature of LN, and
the outlet temperature of N,. The rest of the 10 thermocouples were cement-on surface thermocouples
of type-K and were fitted at the outer surface of the copper tube to measure the temperature of the
surface. These 10 thermocouples were equidistant from each other as shown in Figure 13, where T1 is
closest to the LN, inlet and T10 is closest to the N, outlet.

LN20UT T10 L] T8 7 T6 T5 T4 T T 1t LN2|N

Figure 13. Thermocouple distribution.

The pressure difference between inlet and outlet of the evaporation of liquid nitrogen was
measured using an inclined differential manometer. In order to measure the salinity of the saline water,
an Omega handheld salinity meter [39] was used. This has a range of 0.1% to 10% salinity and can
operate at temperatures from —5 to 60 °C [39]. The salinity meter was used to measure the salinity
of ice and brine after the freeze desalination process and also to measure the salinity when making
saltwater solutions before the experiment.
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6. Experimental Results

6.1. Effect of Test Conditions on Temperature and Energy

Two tests were conducted, where the first test was conducted by evaporating LN, in a smooth
copper tube. In the second test, a copper mesh has been inserted in order to increase the heat transfer.
The two tests were analysed in terms of the inlet and outlet temperatures of liquid nitrogen; the
temperature of ice forming at the surface of the copper tubes and the volume and salinity for the ice
and brine. In both tests, the initial saltwater salinity was 1.5%, and three stages were conducted in
order to desalinate the salt water to below 0.1%, which is regarded as safe to drink by the WHO (World
Health Organisation) [40]. The test matrix for the two tests carried out are shown in Table 2.

Table 2. Test matrix for experimental results.

Test Parameters Test 1—without Mesh Test 2—with Mesh
LN, mass flow rate (kg/s) 0.000869 0.00055
Inlet LN, temperature (K) 77.15 79.15
Outlet LN, temperature (K) 199.15 276.5
Initial saltwater temperature (K) 291.15 291.15
Final ice temperature (K) 269.74 261.15
Final brine temperature (K) 283.8 278.47
Average surface temperature of copper tube (K) 275.14 273.55
Pressure difference (Pa) 255 950.16
Initial saltwater salinity (%) 1.5 1.5
First stage ice salinity (%) 0.9 0.9
Second stage ice salinity (%) 0.4 0.4
Third stage ice salinity (%) 0.1 0.1
Total energy lost by water (kJ) 31.81 102.65
Total energy in LN, (k]J) 149.41 149.41
Perceptage of energy lost by water from LN, to 2142 69.61
form ice (%)
Heat exchanger effectiveness (%) 21 85

In the first test, liquid nitrogen passed through the copper tube and evaporated at a flow rate
of 8.69 x 107* kg/s, simultaneously freezing the saline water surrounding the copper tube. Figure 14
shows the temperature distribution of liquid nitrogen at inlet and outlet and the initial and final water
temperatures. The inlet temperature of LN, was 77.15 K, and the outlet temperature was 199.15 K
indicating that energy has been lost by water for ice formation, and a considerable amount of energy
has been lost to the surroundings. The initial temperature of salt water was 291.15 K, and the average
temperatures for ice formed and brine remaining were 269.74 K and 283.8 K, respectively.

The surface temperatures at the copper tube surface T1 to T10 were monitored and are displayed
in Figure 15. It is seen in this figure that the temperature increases from T1, which is closest to the
LNy inlet to T10, which is closest to the LN, outlet. The decrease in temperature causes the water
to freeze and to form ice. Hence, it is clear that ice is only formed at locations T1 to T3 where the
surface temperature is below 273.15 K. This ice is of low salinity compared to the rest of the remaining
brine solution. The mean temperature at the tube surface was calculated to be 275.14 K. The pressure
difference was also monitored using the manometer to be 255 Pa.
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Figure 14. Test 1—LN, and water temperature distribution.
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Figure 15. Test 1—Temperature at copper tube surface T1-T10.

The total energy lost by water was calculated using Equation (18), consisting of four terms: firstly,
the energy lost from the remaining brine; secondly, the energy lost from water when ice was formed
which was calculated from the initial conditions to the freezing point (EP) of salt water; thirdly, the
energy gained by ice which was calculated from the freezing point (F.P) of salt water to the final
temperature of ice; and finally, the latent heat of fusion.

Qtotal water = Qbrine + Quater to F.P + QF.P to ice + mLf (18)

where L is the latent heat of fusion for seawater and m is the mass. Equation (19) was used to find the
energy for ice, water and brine.

Qice/water/brine = m(CPzTZ - CP1T1) (19)

where Cp; and Cp, are the initial and final specific heat capacities of water respectively. T; and T, are
the initial and final temperatures respectively.
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The energy balance for the hot stream of saline water and the cold stream of LN, passing through
the heat exchanger was evaluated. The total energy lost by salt water to form ice was calculated using
Equations (18) and (19).

In order to find the percentage of energy lost by water to form ice from liquid nitrogen, first the
energy in liquid nitrogen is calculated using Equation (20).

Ern2 = Energy Density of LN, X Volume of LN, (20)

The energy density of LN, was calculated using H; and H,, which are the inlet and outlet
enthalpies obtained from thermodynamic property tables for nitrogen [41]. The volume of LN, used
depended on how many freezing stages were carried out.

Then, the percentage of energy lost by water to form ice (overall efficiency) from liquid nitrogen
was calculated using Equation (21).

% of Cold Energy Recovered = % x 100 (21)

where Qtotar water is the total energy lost by water calculated using Equations (18) and (19).
The energy calculations were calculated using Equations (18) to (21), and they are summarised in
Table 3. It can be seen that only 21.42% of energy was absorbed in order to form ice in the first test.

Table 3. Test 1—Energy calculations.

Total energy lost by water (kJ) 31.81

Total energy in LN, (k]) 149.41

Percentage of energy lost by water from LN, to form ice (%) 21.42
Heat exchanger effectiveness (%) 21

The heat exchanger effectiveness has been calculated using Equations (22) to (28). When designing a
heat exchanger, the two primary approaches are the Log Mean Temperature Difference (LMTD) method
and the effectiveness Number of Thermal Units (NTU) method. The heat exchanger effectiveness was
calculated as follows. Firstly, the LMTD was calculated using Equation (22).

AT, — ATy

AT,
In T

ATpmmp = (22)

where AT and AT, are the difference in temperatures at the ends of the heat exchanger and are
calculated by Equations (23) and (24).

ATl = TWl - TNl (23)

ATy = Twa — Tne (24)

Tw1 and Ty, are the water inlet and outlet temperatures and Ty and Ty are the nitrogen inlet
and outlet temperatures.
In order to calculate the effectiveness, the NTU, was calculated using Equation (25).

UA

Cmin

NTU =

(25)

Chin is the smaller heat capacity, and it is calculated by Equation (26). A is the surface area of the
copper tube, and U is the overall heat transfer coefficient calculated by Equation (27).

Cin = mCp (26)
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__Q
AATiMTD
When phase change evaporation occurs in the heat exchanger, then the behaviour of the heat
exchanger is independent of flow arrangement. Therefore, the effectiveness of the heat exchanger is
calculated using Equation (28).

U (27)

e=1-¢NU (28)

The heat exchanger effectiveness for the test without the mesh was very low, and it was only 21%
as shown in Table 3.

In the second test, a copper mesh (Figure 11) was inserted halfway through the copper tube in
order to increase the heat transfer between the fluids, and these two tests varied due to different flow
rates of LN,. The mesh was only inserted at the halfway point of the tube due to the fact that there is a
considerable amount of freezing seen at the beginning of the tube where the liquid nitrogen is entering;
therefore, adding a mesh here would mean that there would be an uncontrollable amount of freezing,
causing the surrounding glass tube to crack at the beginning of the tube.

In the second test, the LN, flow rate was 5.55 x 107 kg/s and the water remained stationary. The
LN; inlet and outlet temperatures were 79.15 and 276.5 K, respectively, as shown in Figure 16. The
initial temperature of saline water was 291.15 K, and the produced ice had a temperature of 261.15 K
and the remaining brine a temperature of 278.47 K.
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Figure 16. Test 2—LN, and water temperature distribution.

The mean temperature at the surface walls was calculated to be 273.55 K. The temperature
distribution is very different to the first test as shown in Figure 17. This can be explained as follows;
since the copper mesh was inserted up to the halfway point of the tube, a considerable amount of heat
transfer is seen at the beginning of the mesh, leading to low temperature, at points T5-T8.

The pressure difference was 950.16 Pa and 69.61% of the cold energy was absorbed by water from
LNj,. The heat exchanger effectiveness was also much higher for the test with the mesh inserted as it is
85%, which is 4 times more than the first test without the mesh as shown in Table 4.
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Figure 17. Test 2—Temperature at copper tube surface T1-T10.

Table 4. Test 2—Energy calculations.

Total energy lost by water (kJ) 102.65
Total energy in LN, (k]) 149.41
Percentage of energy lost by water from LN, to form ice (%) 69.61
Heat exchanger effectiveness (%) 85

The first test had a higher liquid nitrogen flow rate due to the absence of the copper mesh
and resulted in most of the energy being wasted into the atmosphere as the nitrogen leaves at low
temperature with trapped liquid droplets. The copper mesh enhanced the heat transfer rate at a great
deal resulting in more ice production. The percentage of energy lost by water from LN, to form ice is
shown in Tables 2 and 3, where it is seen that the mesh improved the percentage of energy lost by water
significantly. The heat exchanger effectiveness values for the two tests conducted with and without the
mesh are shown in Tables 2 and 3. It is seen that the energy loss is greater in the test conducted without
the mesh. The test with a mesh being inserted showed greater effectiveness and less energy loss.

6.2. Effect of Test Conditions on Salinity and Volume of Ice

A salt solution of 1.5% salinity was indirectly freeze desalinated by the evaporation of liquid
nitrogen. Three stages of freezing were conducted in order to bring 1.5% salt water salinity to 0.1%,
which is recommended as safe to drink by the WHO [40]. In order to obtain accurate results by
undergoing repeatability, three experiments were conducted of the same initial conditions, where 1.5%
salinity was desalinated in three stages as shown in Figure 18. The salinity dropped to 0.9% in the first
stage and then after freezing the 0.9% salinity solution in the second stage, it dropped to 0.4%. The
0.4% solution was then taken to conduct freezing in the final stage and it dropped to 0.1%, which is
within the acceptable limits of safe to drink water by the WHO [42].

Figure 19 shows the volume of ice obtained at each freezing stage for the experiment conducted
with a mesh being inserted. Therefore, it is seen that in the first stage, the volume of ice obtained is low,
and it increases as the salinity of the initial salt solution decreases. Jayakody et al. [7] explained that
the ice crystals become less pure at higher initial salt water concentrations. William et al. [43] proved
that the initial salt water salinity had a significant effect on salt rejection and water recovery ratios.
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Figure 19. Volume of ice for different freezing stages on average for the 3 experiments conducted for
the tests done with the mesh.

7. CFD Modelling Validation

The CFD model was validated using experimental work, where the operating conditions of the
experiment were inputted in the CFD model as boundary conditions. The validation process was only
carried out to a test done without the mesh as including a mesh inside the copper tube would require
an excessively large computational time on CFD. The validation process was carried out in terms of
the temperatures at the outer surface of the copper tube, volume of ice formed and also the ice and
brine salinities.

Figure 20 compared the CFD predicted temperatures to their corresponding measured values at
various locations on the copper tube surface at 9 min of real time. In this figure, the experimental (a
test carried out with a mass flowrate of 7.45 x 107* kg/s) temperature from T1-T10 were compared
with those predicted by CFD, showing good agreement. The deviation from the experimental values
was minimal with maximum deviations at T3 and T9 of 9.9 and 9.2 K, respectively. Additionally, the
average deviation of all the points was 6.3 K. The average wall temperature of the experimental work
was 277.75 K and that of the CFD was 275.25 K indicating good agreement.
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Figure 20. Temperature comparison at different locations of the copper tube.

The CFD predicted volume of ice formed, and the ice and brine salinities were compared to the
experimental values for each stage of freezing as shown in Table 5. It is apparent that the ice and brine
salinities and the volumes of ice formed at each stage of freezing show good agreement.

Table 5. Salinity and volume for each stage of freezing for CFD and experimental without mesh.

Initial Salinity of Seawater (%) at Each Stage of Freezing

Parameters Stage 1—1.5% Salinity Stage 2—0.9% Salinity Stage 3—0.4% Salinity
Exp. CFD % Error Exp. CFD % Error Exp. CFD % Error
Ice Salinity (%) 0.90 0.73 18.78 0.40 0.33 17.75 0.10 0.08 17.00
Brine Salinity (%) 1.50 1.70 13.60 0.90 0.96 6.56 0.40 0.43 6.62
Volume Ice (mL) 55.00 46.71 15.07 70.00 64.29 8.16 75.00 72.73 3.03

It is also seen in Figure 19 and Table 5, for cases done with and without the mesh respectively, that
in the third stage of freezing, 2.6 times more volume of ice was produced for the case with the mesh in
comparison to the case without the mesh.

8. CFD Parametric Analysis—Flow Rate

The validated CFD model was used to carry out parametric analysis to investigate the effect of
LN, flow rate on the produced volume of ice. Figure 21 shows the volume of ice at various inlet LN,

velocities ranging from 0.0001 to 0.016 m/s. It can be seen that the volume of ice increased with the
increase of LN, velocity.

400 358.55

350
300
250
200
150

91.75
100

46.71
50

) 10.78 -

0.0001 0.0006 0.0016 0.016
Velocity of LN2 (m/s)

Volume of ice obtained (ml)

Figure 21. Volume of ice obtained at different LN, velocities.
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Figure 21 shows that for 0.0001 m/s and 0.0006 m/s of LN, velocities, a volume of 10.78 mL and
46.71 mL of ice were obtained, respectively. Therefore, increasing the velocity of LN, by 6 times,
increased the volume of ice by about 4.3 times. For 0.0016 m/s velocity of liquid nitrogen, the volume
of ice obtained was 91.75 mL, producing 96.42% more ice in comparison to the 0.0006 m/s velocity of
LN,. Moreover, for 0.016 m/s velocity of LNy, it is seen that a greater volume of ice of about 358.55 mL
was obtained, which was about 3.91 times more than the volume obtained at 0.0016 m/s velocity of
LNj. This is due to the fact that, as the flow rate is increased, LN, travels further along the copper
tube before being fully evaporated and thus reducing the temperature at a large area of the copper
tube. Figures 22 and 23 display the liquid phase fraction contours for 0.0001 and 0.0006 of LN, velocity,
respectively. It is seen that by increasing the velocity of LNy, the LN, travels further along the copper
tube before being evaporated and thus producing more ice.

Mﬁ&ﬁ'?c“""

Figure 22. LN, velocity of 0.0001 m/s: liquid phase fraction contours.

Figure 23. LN, velocity of 0.0006 m/s: liquid phase fraction contours.

Therefore, it can be concluded that, by increasing the velocity of LN,, more ice would be generated,
and thus more water could be desalinated due to the fact that the LN, travels further along the copper
tube before being evaporated. However, increasing the velocity means that the N, outlet conditions
will have a higher amount of cold energy.
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9. Conclusions

This work investigated numerically and experimentally the feasibility of using cryogenic energy
by the evaporation of liquid nitrogen for indirect freeze desalination. Computational fluid dynamics
have been used to simulate the evaporation of liquid nitrogen to provide the cooling required for freeze
desalination. The main physics used in the modelling process were multiphase, solidification/melting,
species transport and energy to develop a CFD model for the evaporation of liquid nitrogen to conduct
freeze desalination. This CFD model predicted the surface temperatures of the copper tube, the final ice
and brine salinities and the volume of ice produced. A heat exchanger test rig was built to evaporate
liquid nitrogen while simultaneously freezing seawater in order to validate the CFD model. The
CFD results were compared to experimental showing good agreement, where the average surface
temperature deviation was 6.3 K, and the percentage errors for ice, brine and volume of ice were 17%,
6.62% and 3.03%, respectively.

Two experiments were conducted with and without a mesh being inserted in order to enhance
the heat transfer. Inserting the copper mesh improved the heat transfer to a great deal, producing
more ice and more desalinated water. The percentage of energy lost by water (overall efficiency) from
liquid nitrogen to form ice increased significantly for the test with the mesh; it was 70% for the test
with the mesh and only 21% for the test without the mesh. The heat exchanger effectiveness improved
considerably when the mesh was inserted as it increased by about 4 times for the test with the mesh in
comparison to the test carried out without using a mesh.

Three stages of freezing were done in order to bring the ice salinity of 1.5% down to 0.1%, which
is stated as safe to drink by the WHO [40]. It was also concluded that, the initial salinity of salt water
had a significant effect on the volume of ice produced and the rate of freezing. Liquid nitrogen (0.5 L)
was evaporated with 104 kJ of energy consumption to freeze 450 mL of salt water in order to obtain a
volume of 150, 170 and 200 mL of pure water in the first, second and third freezing stages, respectively,
to bring the ice salinity below 0.1%.

Parametric study was then carried out by changing the liquid nitrogen flow rate to observe the
volume of ice obtained. When increasing the velocity of LN; by 6 times, the volume of ice obtained
increased by 4.3 times. It was concluded that by increasing the constant velocity of LN, more volume
of ice was generated due to LN, travelling further along the copper tube before being evaporated,
leading to lower surface temperatures and higher rate of freezing. Hence, the above results illustrate the
potential of using the cold energy of cryogenic fluids such as LNG and LN,/L;; for freeze desalination
applications, as most cold energy during LNG regasification has been unexploited today.
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Nomenclature

Symbols

A surface area (m?)

Aush mushy zone constant (-)

Conin smaller heat capacity (J.kg/K.s)

Cpy initial specific heat capacity (J/K)

Cp2 final specific heat capacity (J/K)

Dj mass diffusion coefficient for species (m?/s)

Erne total energy in a known volume of liquid nitrogen (J)
; body force (N)

1_:)5 solutal buoyancy body forces (N)

E gravity (m/s?)

H enthalpy [energy/mass (J/kg), energy/mole (J/mol)]
H,y inlet enthalpy (J/kg)

Hy outlet enthalpy (J/kg)

7;- diffusion flux of the species (kg/m?-s)

Keff effective conductivity (W/m-K)

K; partition coefficient of the solute (-)

L latent heat (J/kg)

Ly latent heat of fusion (J/kg)

m mass (kg)

m mass flow rate (kg/s)

g rate of mass transfer from phase q to phase p (kg/s)
Titpg rate of mass transfer from phase p to phase q (kg/s)
m; slope of the liquidus surface (K)

n number of phases (-)

N number of species (-)

p pressure (Pa)

Qprine energy lost by brine remaining (J)

Qice energy loss by ice (J)

Quater energy loss by water (J)

Sa, source term

Si influences from radiations and any other volumetric heat sources
T temperature (K)

Twi inlet water temperature (K)

Tw2 outlet water temperature (K)

TNt inlet nitrogen temperature (K)

Tn2 inlet nitrogen temperature (K)

U overall heat transfer coefficient (W/m?K)

v velocity (m/s)

Y; mass fraction of the solute (-)

Greek Symbols

a volume fraction (-)

B liquid volume fraction (-)

Bs,i solutal expansion coefficient (K1)

€ small number (0.001) (-)

€ effectiveness of the heat exchanger (-)

u viscosity of the fluid (Pa-s)

P density of fluid (kg/m3)

187



Processes 2020, 8, 19

Acronyms

CFD computational fluid dynamics

FD freeze desalination

LNG liquefied natural gas

LMTD logarithmic mean temperature difference

NTU number of transfer units

RO reverse 0smosis

EP freezing point

VOF volume of fluid

Subscripts

Eut eutectic

i solute

1 liquid

lig liquid

liquidus liquid

m mixture

melt melting

N nitrogen

P secondary phase p

q q™ phase

ref reference

S species

sat saturated

sol solid

solidus solid

w water

Superscripts

* interface

T temperature
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Abstract: A selection flowchart that assists, through Computational Fluid Dynamics (CFD) simu-
lations, the design of microfluidic experiments used to distinguish the performance in Chemical
Enhanced Oil Recovery (CEOR) of two surfactants with very similar values of interfacial tension
(IFT) was proposed and its use demonstrated. The selection flowchart first proposes an experimental
design for certain modified variables (§: porosity, grain shape, the presence of preferential flowing
channels, and injection Velocitﬁy)‘ Experiments are then performed through CFD simulations to obtain

a set of response variables (Y: recovery factor, breakthrough time, the fractal dimension of flow

pattern, pressure drop, and entrapment effect). A sensitivity analysis of ? regarding the differences
in the interfacial tension (IFT) can indicate the CFD experiments that could have more success when
distinguishing between two surfactants with similar IFTs (0.037 mN/m and 0.045 mN/m). In the
range of modifiable variables evaluated in this study (porosity values of 0.5 and 0.7, circular and
irregular grain shape, with and without preferential flowing channel, injection velocities of 10 ft/day
and 30 ft/day), the entrapment effect is the response variable that is most affected by changes in
IFT. The response of the recovery factor and the breakthrough time was also significant, while the
fractal dimension of the flow and the pressure drop had the lowest sensitivity to different IFTs. The
experimental conditions that rendered the highest sensitivity to changes in IFT were a low porosity
(0.5) and a high injection flow (30 ft/day). The response to the presence of preferential channels
and the pore shape was negligible. The approach developed in this research facilitates, through
CFD simulations, the study of CEOR processes with microfluidic devices. It reduces the number of
experiments and increases the probability of their success.

Keywords: computational fluid dynamic simulations; chemical enhanced oil recovery; surfactant
flooding; microfluidics

1. Introduction

Oil extraction is becoming more dependent than ever on enhanced oil recovery (EOR)
to improve oil production [1]. One of the best-known EOR methods is the injection of
surfactants to reduce the IFT between the oil and the displacement fluid, increase the
capillary number, separate the crude oil from the reservoir walls, and increase the recovery
factor [2].
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Surfactant injection has been a widely used technique to increase the recovery factor
in hydrocarbon reservoirs. This technique has been extensively studied to optimize its
application. One problem present in the surfactant injection is the interaction that it may
have with a porous medium, causing adsorption of the fluid on the rock and decreasing
the effective concentration of surfactant that will act at the interface between the displacing
fluid and the crude. Another point of interest in the surfactant application is the change in
wettability that it can cause in the medium, favoring the recovery process.

Regarding the study of surfactants, research focused on optimizing its effect using
other substances that decrease adsorption in a porous medium, increasing its effectiveness
in reducing IFT, or increasing the displacing fluid’s viscosity. The use of ionic liquids as
surfactant adsorption inhibitors in porous media have been investigated [3]. In addition,
novel technologies such as nanotechnology have also been involved by applying nano-
materials of different nature (hydrophilic and hydrophobic) to avoid the adsorption of
surfactants in a porous medium [4-10]. On the other hand, surfactants of natural origin that
are more effective than synthetic surfactants and are low cost, have high availability, and
are biodegradable have been investigated [11-14]. These investigations have demonstrated
the great interest of the academy, industry, and the community in general focused on
improving EOR processes for evaluating surfactants in search of more efficient processes.

Evaluation of the performance that surfactants may present at reservoir conditions
is commonly conducted in core-flooding tests that typically do not allow for flow visual-
ization and are of an extended duration, of the order of 80 h or more [15]. Microfluidic
devices can complement, and in some cases even replace, core-flooding tests because they
demand shorter evaluation times and allow for the visual characterization of the flow at the
pore level [16]. Micromodels of different materials can be fabricated, such as glass [17-21],
quartz [22], silicon [19,21], or polymers [23]. The porous media geometry in micromodels
can take different forms: perfectly regular [24], partially regular [25-27], fractal [28], and
irregular [29]. The geometry of a micromodel device can resemble a reservoir prototype
that mimics the texture of scanning electron microscopy (SEM) images from a reservoir
rock [30]. The most common fabrication methods for micromodels are optical lithog-
raphy [31], etching [20,22], stereolithography [31], and soft lithography [32-36]. These
fabrication procedures need to guarantee the material’s transparency and aim to repli-
cate the flow conditions. The selection of the best combination of microfluidic materials,
fabrication methods, and experimental conditions can be overwhelming. There were no
guides on selecting all these variables in the refereed literature for a specific microfluidic
device application [28]. One way to assist this process is through a selection flowchart
that indicates steps to select and classify elements according to defined criteria. Selec-
tion flowcharts are part of the decision-making processes in multiple industries such as
management [37], waste treatment [38], transportation [39], equipment selection [40], and
mining [41]. Moreover, in the oil and gas industry, these selection flowcharts have been
used to evaluate methodology for selection of equipment used for the treatment of gas and
oil [42], and to evaluate upstream water treatment [43].

This study proposes a selection flowchart that defines key geometric parameters and
experimental conditions of a microfluidic test that could make the detection of differences in
the performance of surfactants in the low interfacial tension range faster and more reliable.
To this aim, it takes advantage of Computational Fluid Dynamics (CFD) [24-27,29,44,45] to
represent the flow in microfluidic devices. In this way, this research shows the application
of a selection flowchart together with CFD simulations to evaluate a set of variables
considered in the experiments carried out in microfluidics to evaluate the performance of
surfactants. Additionally, it provides the ability to choose a set of conditions that allows
to better compare the effect of surfactants on variables of interest to the oil industry such
as the oil recovery factor and other types of variables that are easy to evaluate through
micromodels such as the distribution of fluids.

Although this research focuses on applying a selection flowchart, it can be used for
a specific oil reservoir. In this case, the variables must be chosen within a range where
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they are found, and a multiphase model in CFD that contemplates all the phenomenology
around these variables must be used.

CFD has been widely used to study systems that involve fluid flow and heat transfer,
among other phenomena, through computer-solved algorithms [46-54]. CFD simulations
of microfluidic experiments can address the effect on the micromodel performance on
variables such as pore morphology and size-distribution in terms of pore-throat connectiv-
ity [29], heterogeneity [25], shape and tortuosity [24,29], viscosity [30], temperature [27],
interfacial tension [24,25], wettability [45], and the addition of nanomaterials [26,27,45].
All this research on the CFD analysis of microfluidic devices has led to an enhanced un-
derstanding of the process of oil recovery and a reduction in the duration and cost of
experimental tests [35,36,55].

To engineer the selection flowchart, typical microfluidic geometries were meshed in
CFD. Their performance was analyzed based on characteristic metrics for EOR processes
with surfactant injection such as recovery factor, pressure drop, and breakthrough time, as
well as with some that are not that frequently used but give more information on the flow
and can be easily calculated in CFD, such as the fractal dimension of the flow pattern and
the amount of trapped oil. Two surfactants in the low IFT range were evaluated. Sensitivity
analysis was carried out to propose a flowchart that can be followed to determine the
micromodel experiment that allows for better differentiation of the performance of various
surfactants in the low IFT range.

2. Towards a Micromodel Experiment Selection Flowchart

Different characteristics of oil exploitation can be explored with microfluidic de-
vices; examples are: porosity [29,56], grain shape [24,29], existence and configuration of
preferential channels [57-60], pore size distribution [29,61], shape [24,29], tortuosity [29],
pore-throat connectivity [29], and injection velocity [62]. These variables can be modi-
fied during the construction of the microfluidic device or the experiment and are inputs

(§) to a model—the microfluidic experiment—that yields several outputs (?) that char-
acterize the performance of the flow process. Examples of these outputs are: recovery
factor [24-27,29,63-65], pressure drop [65-67], fractal dimension of the flow pattern [68,69],
breakthrough time [29], viscosity of the fluid that leaves the microfluid device [27,66], dis-
placement micromechanisms [65,67,70], emulsion formation [71], drop shape [63-65,70,72],
and fluid distribution [24-27,29,63,64,67,70].

A flowchart for the design of microfluidic experiments for the evaluation of surfac-

5
tants, such as the one described in this study, should state the values of the inputs (X)

N
which would have the most significant effect on the outputs (Y), so that the performance
of surfactants in the low interfacial tension range can be evaluated quickly. Figure 1
summarizes this approach. The start of the flowsheet should be a characterization of the
surfactants to be analyzed based on their interfacial tension (IFT). In a second step, the user
-
should define the modified variables of the micromodel (X) that will be selected in the
-
analysis. Knowledge of (X) allows for an experimental design step where these variables
are combined, for instance, by factorial design. In a third step, the CFD simulations of the
microfluidic “experiments” proposed in the previous step are conducted. This process

involves multiple CFD simulations that yield the output vector (17) A sensitivity analysis
of the outputs to the IFT then provides the required information to recommend a microflu-
idic experiment that can best distinguish the performance of the surfactants. An extensive
flowchart is shown in the Figure S10 in Supplementary Material information that includes
the steps to follow when CFD simulations are not available and when evaluating one or

Y
multiple outputs (Y).
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Figure 1. Flowchart to select a microfluidic experiment to evaluate the performance of surfactants during EOR through

CFD simulations.

2.1. Surfactants

The first step in Figure 1 involves knowledge of the IFT of the selected surfactants.
The IFTs for the surfactants in the low interfacial range in these studies were: 0.037 mN/m
and 0.045 mN/m. While 0.037 mN/m represents the actual IFT of a surfactant [62], a value
20% higher (0.045 mN/m) was arbitrarily selected to test the ability of the flowchart to
recommend experimental conditions to differentiate the performance of both surfactants.

N
2.2. Modifiable Variables (X)

If unlimited resources and time were available, all possible input and output variables
could be used in the experimental design and sensitivity analysis, respectively. In fact,
with the constant improvement in computational capacity and the advances in machine
learning and artificial intelligence, it could be a realistic possibility in the following years.

Nevertheless, in a more realistic framework, the number of variables in (X) and (Y') should
be defined based on the number of available resources. To assist in the process of variable

= —
selection, Table 1 proposes a scale that grades the relation between (X) and (Y). In this

way, the total number of possible combinations of (g) and (Y) can be reduced. In Table 1
the intensity of the greyscale is indicative of the relationship between variables. An intense
gray indicates a strong relationship, while white implies almost no relation between both.
For instance, the presence of a preferential flowing channel, the injection velocity, and
the pore-throat connectivity have the highest effect on the oil recovery factor. In contrast,

5
the effect of grain and pore shape is lower. The relationships shown between (X) and

(?) are obtained from a literature search on the interaction of different variables in EOR
processes with surfactant injection [17,25-27,29,30,45,57-60,73]. Table 1 represents a direct
relationship between the modifiable variables and the outputs; for a better interpretation,
it should be clarified that the combined effects of different modifiable variables must be
considered. For this purpose, it is recommended to carry out tests where combinations can
be made.

According to Table 1, when a user wants to address the effect of the surfactant on the
recovery factor, the input variables that should be analyzed are the presence of preferential
flowing channels, injection velocity, and pore-throat connectivity. These are the modifiable
variables that significantly impact the recovery factor (strong influence). A similar approach
can be used for other outputs.

194



Processes 2021, 9, 1887

5
Implicit in the above analysis is the a priori knowledge of (Y'), the vector that involves

the results that are going to be measured after the microfluidic experiment. (17) depends,
obviously, on the experimental setup and on the objectives of the research. Measurable
variables such as recovery factor, breakthrough time, pressure drop, and fluid distribution
are standard in most microfluidic experiments. In contrast, other results such as fractal
dimension and displacement micromechanisms are more sophisticated and demand more
time and resources from the experimentalists. Variables such as emulsion formation and
drop shape respond to a particular interest in emulsification processes. While the variables

listed for (Y') in Table 1 are those of more common use in the microfluidic experiments of
the authors, other variables, such as species diffusion, fluid mixing, asphaltene deposition,
surfactant adsorption, microemulsion properties, salinity changes, and surfactant solubility,
can be readily included in Table 1. However, these have their limitations in the application
of CFD models.

From the nine variables in Table 1, five were selected to illustrate the ability of the
proposed flowchart to select the microfluidic experiment that distinguishes the effect of
the two surfactants. (1) Recovery factor: the amount of crude oil that can be obtained
from the displacement of a fluid in a porous medium, usually reported as a percentage of
the initial crude oil. The recovery factor is one of the most used variables in microfluidic
experiments, given that an increase in the recovery factor is the ultimate goal of any
CEOR process. (2) Breakthrough time: the time it takes for the displacement flow to reach
the outlet of the porous medium; this variable indicates how easily the displacement
fluid can be channeled or can move through the porous medium. It is usually measured
as PVI (Pore Volume Injected). (3) Fractal dimension of flow pattern: quantifies the
flow pattern of the displacement front within the micromodel. The cases evaluated in
this investigation are approximated as occurring in two dimensions, indicating that
the fractal dimension takes values between one and two, where two indicates a greater
uniformity. (4) Pressure drop: indicates the ease with which a fluid moves within the
porous medium. (5) Entrapment effect: quantifies the amount of crude trapped or stuck
on the grains of the porous medium due to interfacial forces in areas where the surfactant
could enter or contact the crude oil.

2.3. Experimental Design
An experimental design should be used to define a proper combination of the vari-

ables in (§) to assess the applicability of the surfactant. A two-level factorial experimental
design with five factors (2° factorial designs) was applied [74]. The two limits of each
modifiable variable in the CFD simulations were selected from typical values available in
the literature. A circular (—) and an irregular (+) grain shape were considered as the former
makes the detachment of crude oil easier compared to a quadratic or triangular shape [29],
and an irregular pore shape is a better representation of the porous media of the reser-
voir [30,36]. The minimum and maximum porosities were 0.5 (—) and 0.7 (+), respectively.
Although these values are high compared to the typical porosity in the reservoir, much of
the research in microfluidics has been conducted within this range [25,28,30,58,59,75-82].
The minimum and maximum injection velocities were 10 ft/day (—) and 30 ft/day (+),
respectively. The low-level injection velocity was chosen due to its common use in mi-
crofluidics processes [25,62,75,83]. The high level is of interest because it is indicative of the
effect of high injection velocities on the flow pattern [75]. The presence (+) or absence (—)
of preferential flowing channels assesses the response of other variables, such as pressure
drop, recovery factor, and fractal dimension [57,59,60], to disruptions in the grain pattern.
Table 2 details the 2° factorial experimental designs.
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2.4. Sensitivity Analysis

The response in an output variable (Y;) to changes in IFT was used as indicative of the
capacity of the micromodel to differentiate the properties of the surfactant. This response
was measured as a normalized sensitivity coefficient (x; rr) such as that described in

Equation (1):
(LN (1 Ya-
XiJFT = (Yim) AIFT =~ (yi,ma) IFT, — IFT, e

where, % is the change of the variable Y;, Y 4y is the maximum value of the output
variable in the CFD experiment i, Yj; is the value of the output variable in the CFD
experiment i when using surfactant one, Y}, is the response variable in the CFD experiment
i when using surfactant two, and IFT; and IFT, are the interfacial tensions between each
surfactant and the crude oil.

3. Numerical Implementation

The center in the selection flowchart in Figure 1 is the experiment based on CFD
simulations (CFD experiments). In the case of this research, those CFD experiments are
simulations that typically include a geometry or representation of the physical space
where simulations take place, i.e., a mesh that discretizes the geometry so that the balance
equations can be solved, and the actual CFD solution.

3.1. Geometry

The micromodels were considered in a two-dimensional space given their negligible
depth (0.099 mm) when compared to their other dimensions (12.7a x 26.5 mm?). The ex-
perimental design in Table 2 results in eight different micromodels, given the possible com-
binations between grain shape, porosity, and the presence of preferential flowing channels.

The geometries with circular pore shapes were generated using Matlab to randomly
distribute non-overlapping circles with a radius between 0.4 mm and 0.6 mm for porosities
of 0.7, and a radius between 0.5 mm and 0.7 mm for porosities of 0.5. Micromodels
with irregular pore shapes were based on a micromodel template obtained from the
literature [62]. A micromodel without the presence of a preferential flowing channel with
an irregular pore shape is the same as that used to validate the CFD results below [62].
Preferential flowing channels were placed in the center of the porous medium with an
average width of 1.8 mm positioned at an angle of 45° with respect to the direction of the
fluid. Figure 2 and Table 3 show the geometries and the main characteristics of all the
micromodels used in the simulations.

Table 3. Characteristics of the micromodels.

Presence of Preferential

Micromodel Grain Shape Porosity Flowing Channel
a Circular 0.5 no
b Circular 0.7 no
c Irregular 0.5 no
d Irregular 0.7 no
e Circular 0.5 yes
f Circular 0.7 yes
g Irregular 05 yes
h Irregular 0.7 yes
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@

Figure 2. Geometries of the micromodels in Table 3. (a) Micromodel with circular grain shape
and porosity 0.5. (b) Micromodel with circular grain shape and porosity 0.7. (c) Micromodel with
irregular grain shape and porosity 0.5. (d) Micromodel with irregular grain shape and porosity 0.7.
(e) Micromodel with circular grain shape, presence of preferential flowing channel, and porosity 0.5.
(f) Micromodel with circular grain shape, presence of preferential flowing channel, and porosity 0.7.
(g) Micromodel with irregular grain shape, presence of preferential flowing channel, and porosity 0.5.
(h) Micromodel with irregular grain shape, presence of preferential flowing channel, and porosity 0.7.

3.2. Mesh

The geometry was discretized in two-dimensional, unstructured meshes with triangu-
lar elements. The evaluation of grid independence was carried out for water injection with
a velocity inlet of 10 ft/day. The relative difference (,,.s1) between the pressure drops,
expressed as described by Equation (2), within micromodels with a different number of
elements was considered when comparing the grids

5 _ |APFiner — APCOW‘SEI"
mesh AP, Finer

(@3]

where APrine, and APcygser are the pressure drops between the inlet and outlet of the
microfluidic device in the finer and coarser meshes, respectively. Table 4 shows the number
of cells and nodes, the pressure drop, and J,,,,s), for all grids. The ratio between the number
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of elements in the mesh i (n;) and those in the mesh with the lowest number of elements
(ng) varied between 1.6 and 2.4 for an initial refinement and between 3.5 and 6.4 for final
refinement. Grid independence was carried out for all eight micromodel geometries. When
Omesh was lower than 0.060, the grid with the lower number of cells was selected as the
grid for simulating the surfactant injection process. Figure 3 shows the grid of micromodel
(d) as an example. Figures S1-S8 in the Supplementary Material information depict the
mesh for all the geometries. The geometry of the cell was adjusted to guarantee that the
skewness had average values below 0.28 and maxima below 0.98 for all the micromodels.

Table 4. Analysis of mesh independence.

Number

Number

Number

Micromodel of Grid of Cells of Nodes ni/mg AP (Pa.) Omesh

1 106232 82422 1.0 0.0175
a 2 178656 * 118890 1.7 0.0166 0.051
3 683801 372377 6.4 0.0161 0.034

1 83248 51722 1.0 0.0068
b 2 146637 * 83689 1.7 0.0064 0.059
3 379198 200661 45 0.0063 0.022

1 253863 143892 1.0 0.0954
c 2 411068 * 227317 1.7 0.0777 0.229
3 1163110 617919 45 0.0761 0.020

1 134200 74919 1.0 0.0137
d 2 324776 * 175961 24 0.0128 0.073
3 701344 36823 5.2 0.0127 0.005

1 94784 76642 1.0 0.0218
e 2 155622 * 107304 1.6 0.0186 0.171
3 335658 197753 35 0.0179 0.042

1 106986 63755 1.0 0.0083
f 2 218876 * 120112 2.1 0.0074 0.122
3 378635 200444 3.6 0.0070 0.058

1 252252 143061 1.0 0.0941
g 2 408536 * 226044 1.7 0.0807 0.166
3 1169517 620897 4.7 0.0777 0.039

1 133312 74410 1.0 0.0150
h 2 320726 * 173874 24 0.0134 0.125
3 694060 364896 5.2 0.0129 0.039

* Number of elements selected for the simulations.

'
el
P he ahe

Figure 3. Detail of the mesh for the micromodel (d).
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3.3. CED Implementation
The commercial software Ansys Fluent 19.1 was used to model the flow in the micro-
models [84].
The characteristics of the machine used for the simulations are as follows:
Intel® Xeon ® CPU E5-1620 v2 3.70 GHz
4 Cores
8 Logic processors
16.0 GB RAM

3.3.1. Governing Equations

CFD solves the continuity (Equation (3)), momentum conservation (Equation (4)), and
Volume of Fluid (VOF) (Equations (5) and (6)) to represent the flow in the porous medium.
The multiphase VoF approach tracks the interface between the oil and the displacing
fluid. VOF calculates the volumetric fraction of each of the phases within each cell in the
domain [84], taking into account the IFT between phases and the contact angle of each
phase to describe the wettability of the medium:

op —
2TV (p u) =0 ©)
where 1l = (u,v) is the velocity vector and p is the fluid volume-averaged density, which
is considered constant due to the low compressibility of the fluids.

2 (o)
% +V(pun) = —Vp—i—V{y(VZ-i—VzT)} +F @)

5
where p is the pressure, y the dynamic viscosity coefficient, and F is the vector representing
external forces, which for this research is the surface tension force.

%i [@ +V (aipjzi) = Szxi:| ©)
where S,; is the source term of phase i, p; is the density of phase i, u i is the velocity vector
for phase 7, and «; is the volume fraction of phase i. The phases within the micromodel are
considered immiscible. The volume fraction, «;, is 0 if the cell is empty, varies between 0
and 1 if the interface is located in the cell, and is 1 if the cell is filled with phase i. The sum
of the volumetric fractions of each phase in the domain must be one.

Yu=1 ©)
i=1

The density (p) and viscosity (i) of the fluid in a cell where the interface is located are
calculated as the volume-weighted average of each of the phases (Equations (7) and (8)).

p = aip;i + (1 —a;)p; )
po= i+ (1= a;)p, ®)
—
To calculate the surface tension force (F), the continuum surface force model (Equation (9))

is used [85]:
? — o ox;Va;

1
3 (pi +pj)
where ojj is the coefficient of surface tension, which represents the effect of each surfactant
through the IFT, and it is considered constant and «; is the curvature of the interface taken

©)
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from inside phase i. x; is defined in terms of the divergence of the unit vector (/1) of the
gradient of the volume fraction of phase i as Equations (10) and (11) describe:

n=Va; (10)

K= Vi (11)

where 7 is the vector normal to the interface surface, and the phase wettability and the
contact angle are used to adjust the interface curvature in areas close to the grains of the
micromodel.

i = fiy cos 0; + f, sin ; (12)

where fi;, and f, are unit vectors that are normal and tangential to the grains, respectively,
and 6; is the contact angle of phase i with the grains.

From the equations presented in this section, the effect of IFT (Equation (9)), wet-
tability of the medium (Equation (12)), phase distribution (Equation (5)), viscosity, and
velocity are related, allowing the analysis of the process through solving equations in
different scenarios.

3.3.2. Solver and Boundary Conditions

The CFD simulation used the Pressure Implicit with Splitting of Operators (PISO)
approach, a convergence criterion of 0.001 for all the parameters (continuity and velocities),
under-relaxation factors of 0.7, 1.0, 1.0, and 0.3 for pressure, density, body forces, and
momentum, respectively, and a second-order upwind scheme.

The boundary conditions applied to the simulations were a uniform velocity inlet
(left side of the geometry in Figure 2) that was varied according to the CFD experiments
defined in Table 2 and a constant pressure outlet (right side in Figure 2) that was set equal
to the atmospheric pressure. All grain surfaces were considered walls with total wettability
to oil (8,; = 0). The gravitational forces were supposed to have a negligible effect on
the flow through the porous media. The micromodels were initially saturated with crude
oil. A variable time-step approach was used with a global Courant number of two. The
Supplementary Material information (Section S2) presents additional parameters of the
variable time-step algorithm.

3.3.3. CFD Model Limitations

The chemistry of the EOR processes is fundamental because it allows the descrip-
tion of the processes and phenomena to understand the interaction between the phases
better. Processes such as adsorption of surfactant in the porous medium, microemul-
sion properties, surfactant solubility, distribution of surfactant between phases, among
other processes, were not considered in the development of this research. However, these
are of great importance in EOR processes with surfactants, as can be seen in additional
research [3-7,11-14,86].

This model was specified with a constant IFT (Equation (9)), and the adsorption
process would modify the IFT, making it sensitive to changes in adsorption rate and fluid
distribution inside the micromodel. In the model developed in this research, only the
IFT effect was considered; for this reason, a constant IFT and a simple relationship with
wettability were proposed.

The model developed focuses on the displacement of fluids and their interaction
through interfacial tension. Parameters such as retaining surfactants in the walls can be
modeled through boundary conditions and dynamic changes in IFT. For this purpose, it is
essential to consider the experimental adsorption kinetics and the adsorption isotherms
of the different components of the system in the medium and their effect on the effec-
tive concentration of surfactant in the displacement front [87]. Moreover, asphaltene
deposition can be modeled through reaction models, where equilibrium constants are
necessary [88]. Furthermore, emulsions can be modeled with an Eulerian type multiphase
model for each phase present in the system [89]. However, these were not considered for
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the simplicity of the model and the practicality of micromodel evaluation, as done in other
research [26,27,29,45].

Supplementary Material information (Section S4) gives more information about the
phase behavior and the modeling carried out in this research.

3.4. Evaluation of Output Variables

The oil recovery factor was obtained through an area-weighted average of the mass of
oil inside the micromodel at the end of the CFD experiment. This number was compared
with the amount of crude oil at the beginning of the displacement process to compute
the recovery factor. The breakthrough time was determined as when the concentration of
displacing fluid at the exit of the micromodel changed from 0 to 0.03 and was reported
as injected pore volume. The pressure drop was determined as the difference from line
averages of the pressure at the exit and the entrance of the simulation domain. The
calculation of the fractal dimension of the flow pattern at the breakthrough time involved
image analysis and the fractal box-counting method [90]. With the box-counting method,
the fractal dimension is obtained as the slope of the line of the logarithm of the number
of boxes occupied by the pattern (N) and the logarithm of the inverse of the box size (r).
Supplementary Material information (Section S3) gives more details on the procedure to
compute the fractal dimension of the flow pattern. High values of the fractal dimension
(close to two) indicate a more uniform displacement front, where the flow pattern looks
like a square. In contrast, low values (close to one) suggest a line-like displacement front,
where the fluid is not distributed throughout the available space in the micromodel. For the
entrapment effect, the proportion of area enclosed by the displacing fluid was calculated.
As an example, Figure 4 illustrates the entrapment effect as the oil, in red color along with
the grains where the crude is stuck, is enclosed by the displacing fluid (black) on the porous
media (white). The flow direction is from left to right. The fraction of oil entrapped was
calculated by a custom-made subroutine that, through color differentiation, identifies areas
of the micromodel where the o0il is surrounded by displacing fluid and/or around a pore
through which the displacing fluid has passed, the subroutine calculates the area of this
section and compares it with the total area available in the micromodel, subtracting the
area of the grains only to consider the amount of crude stuck to them. Thus, the areas in
red color presented in Figure 4 are subtracted from the grains located in those red zones to
calculate the total amount of crude oil stuck in the micromodel. The entrapment effect in
Figure 4 is 0.041.

Figure 4. The entrapment effect in the micromodel. The flow direction is from left to right. White
represents the porous medium, black is the displacing fluid, and red is the entrapped oil.
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3.5. Fluid Properties

The properties of the displacing fluid (surfactant solution) and the oil used in the
analysis were taken from reference [62]. Table 5 presents the values of density and rheolog-
ical parameters for both fluids. Equation (13) shows the power-law used to estimate the
non-Newtonian viscosity:

n=ky"! (13)

where 7 is the apparent viscosity of the fluid, k is the consistency index that is a measure of
the average viscosity of the fluid, v is the shear rate, and # is a measure of the deviation of
the fluid from Newtonian. The properties of the oil phase were the same as those reported
in [62].

Table 5. Density and rheological parameters of the fluids used in the simulations.

Densit Maximum Minimum

Fluid ( /m3})’ k n Viscosity Viscosity
& (Pa-s) (Pa-s)
Surfactant solution 1084.3 0.028 0.638 0.017 0.005
Oil 926.5 0.103 0.977 0.099 0.092

The modeling of properties such as viscosity allows for obtaining a better detail of
the flow characteristics within the micromodel, considering that the analyzed medium
presents geometric characteristics that dispose the fluid at different stresses.

4. Results
4.1. Validation of Numerical Results

The oil recovery factor, the breakthrough time, the fractal dimension of the flow pat-
tern, and the entrapment effect at the breakthrough time were compared with experimental
data reported in reference [62], and these variables were also analyzed in different scenarios
in order to evaluate the expected trend with the results of the numerical simulation. As
the mentioned study [62] does not report the pressure drop, the CFD predictions were
compared to Darcy’s law.

The experimental data were carried out in previous research [62] which described
the detailed experimental setup that consisted of the following elements: a digital camera,
microfluidic device, light source, computer, OEM (Original Equipment Manufacturers)
syringe pump, and waste storage.

The fluids used in the experimental test consisted of synthetic brines formulated based
on saltwater of a Colombian field. The brine composition consisted of 6.46 g L1 of NaCl,
0.136 g L~! of CaCl,-2H,0, and 0.20 g L' of MgCl,-2H,0. The surfactant used in the
experimental test consisted of a mixture of hydrophilic and hydrophobic surfactant in a
ratio of 80:20. In preparing the surfactant mixture, the hydrophilic surfactant was first
added to the synthetic brine and then the hydrophobic surfactant was added.

Displacement tests were carried out at atmospheric pressure at a temperature of
25 °C in a micromodel made of polydimethylsiloxane (PMDS). Details of the process of
fabrication can be found in [91]. The tests were evaluated through image analysis taken
in a high-resolution digital camera, where the high contrast between the phases is taken
advantage of, and by pixel analysis, it is possible to calculate the recovery factor and the
distribution of phases within the micromodel. Other details can be consulted in [62].

To validate the predictions for the recovery factor and breakthrough time, the surfac-
tant injection process was simulated in the oil-saturated micromodel (d) with an injection
velocity of 10 ft/day, the interfacial tension between the fluid and crude oil was 0.03 mN/m;
these conditions were the same as those in the experimental test in [62], as well as those
of the oil and surfactant already reported in Table 5. Figure 5 shows that the numerical
results present the same trend as that of the experimental data and that the change in slope
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around 0.55 PVI was captured. The relative errors were 10% (experiments: 0.50, simulation:
0.45) for the oil recovery factors at the breakthrough time and 12.7% (experiments: 0.47,
simulation: 0.41) for the breakthrough time. These errors are within the uncertainty of
the experiments.

0.7 = Experimental data
—— Numerical results
0.6
0.5 s
e
8
@
04 5
5
§ i
8 0.3 (]
N
0.2
0.1
0.0 ) T v T T T d T J T T T
0.0 0.2 04 0.6 0.8 1.0 1.2

Pore volume of injected fluid

Figure 5. Comparison of numerical results with experimental data from Betancur et al. [62]. Repro-
duced with permission from Céspedes-Zuluaga S, Computational fluid dynamics as a tool for the
design of micromodels for the evaluation of surfactant injection in enhanced oil recovery processes;
published by Universidad Nacional de Colombia, 2020.

Figure 6 shows the distribution of fluids at the breakthrough time in the CFD experi-
ments (Figure 6a) and as predicted by the CFD simulation (Figure 6b). While the pattern
is not the same, both images present a certain resemblance. The images in Figure 6 were
analyzed to calculate the fractal dimension of the flow pattern as explained above. The
fractal dimension for the experimental test was 1.85, while this value for the numerical
simulation was 1.83 as in the experimental test, the fluid maintains a more defined front
of advance with less interdigitation, while in the numerical simulation, interdigitation is
more evident.

(b)

Figure 6. Flow distribution within the micromodel at rupture time. Injection velocity: 10 ft/day and IFT 0.03 mN/m.

(a) Experimental and (b) simulation.
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The simulation response to changes in IFT, an essential part of the selection flowchart
given the presence of the derivative in the sensitivity analysis, was validated with experi-
mental data. The predicted recovery factor, breakthrough time, fractal dimension of the
flow pattern, and entrapment effect were compared in a surfactant injection process in
the oil-saturated micromodel (d) with an injection velocity of 10 ft/day and a value of
IFT between the fluid and crude oil of 2.7 mN/m. Figure 7 compares the distribution of
fluids at the breakthrough time predicted by CFD with the one reported in the experiments
in [62]. Interdigitation is evident, in the upper part of the figure, for both images. The
model predicts a second preferential path at the lower part of the image, although this one
is more advanced in the simulation.
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Figure 7. Flow distribution within the micromodel at rupture time. Injection velocity: 10 ft/day and IFT 2.7 mN/m.
(a) Experimental and (b) simulation.

The simulation finely predicts the breakthrough time (0.26 PVI both for simulation
and experiment) as well as the recovery factor (experiment: 0.375, simulation: 0.362), the
fractal dimension of the flow pattern (experiment: 1.72, simulation: 1.76), and entrapment
effect (experiment: 0.0397, simulation: 0.0417). These results give confidence in the model’s
performance to exhibit the effect of changes in IFT on the characteristics of the porous flow.

A final validation involved comparing the pressure drop predicted by CFD and that
predicted by Darcy’s law [92] for the medium’s permeability (5.71 D) and the length of the
porous media (26.5 mm). Both values (Darcy’s law: 11.76 Pa, simulation: 11.96 Pa) are in
good agreement.

On the other hand, Table 2 shows the capillary number for each system evaluated. This
number indicates the relationship between viscous and surface forces and was calculated
as shown in Equation (14) [93]:
ul

o cos(0) (14

Cy =
where Cy is the capillary number, 4 (N/m) and U (m/s) are the viscosity and velocity of
displacement phase, o (N/m) is the IFT between the phases inside the micromodel, and 6
is the oil phase contact angle. The numerator involved in Equation (14) refers to viscous
forces, while the denominator to surface forces or those related to the interface between
the fluids.

Due to the conditions proposed for the simulations, the capillary number takes four
values: 0.013, 0.039, 0.011, and 0.032. All these values indicate the superiority of the
interfacial forces (Cy < 1) [65], giving importance to the interfacial tension value between
the crude oil and the displacing phase. In this way, in each case evaluated, it is guaranteed
that the surfactant solution is of great importance.

Considering that the decrease in IFT between the phases is one of the main mechanisms
used in EOR processes with surfactant injection, as shown [2,86], this research considers
this effect as the main one for the development of the selection flowchart.
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4.2. Application of the Micromodel Experiment Selection Flowchart

Table 2 presents the values of (?) for the 32 simulations proposed in the factorial
experimental design. The 32 CFD experiments in Table 2 can be grouped in four cases based
on the characteristics of the micromodel (grain shape and the presence of a preferential
flowing channel): case 1, micromodels without the presence of a preferential flowing chan-
nel with circular grain shape; case 2, micromodels without the presence of a preferential
flowing channel with irregular grain shape; case 3, micromodels with a preferential flowing
channel with circular grain shape; and case 4, micromodels with a preferential flowing
channel with irregular grain shape. Table 6 presents the values of the normalized sensitivity
coefficient x; ;rr (Equation (1)) obtained from the CFD results in Table 2. The last column
in Table 6 presents Xy, pr that sums up the contribution of all the individual values of
Xi1rT- A high value for x; ;rr indicates those CFD experiments where the difference in IFT
has a higher effect on the output variable or the CFD experiments that would more easily
predict a difference in the behavior of both surfactants. For instance, for case 1, the highest
XTotal,irT (42.4) was calculated for the CFD experiment with the largest porosity, 0.7, and
the highest injection velocity (30 ft/day) as the CFD model indicated a significant effect of

changes in IFT in the recovery factor (;(,mmy Factor IFT = 14.2) and breakthrough time

( Xbreakghrough time ,IFT = 15.2) . As a comparison, for the same case 1, an injection velocity of

10 ft/day decreased x7ytq1,1p7 to only 3.88. Table 6 allows for identifying for each displace-
ment condition and micromodel, the output most affected by the difference in interfacial
tension presented for each surfactant. In addition, it can be identified in each micromodel
which is the output where the IFT change has the most impact. This type of analysis, the
result of the application of a selection flowchart, together with CFD simulations and a
statistical treatment, allows for having a clearer idea regarding the necessary parameters in
a micromodel for the evaluation of surfactants.

Table 6. Normalized sensitivity coefficients x; ;rr obtained from the CFD simulations.

Presence
Grain of Pref- Injection
Case Shape erential ~ Porosity  Velocity  xrrrr®  XBrTIFT ® Xepgrr€ XPaFT XEatgrr® XTOTAL IFT
Flowing (ft/day)
Channel
circular no 0.5 10 0.59 0.80 0.73 0.12 517 7.41
1 circular no 0.7 10 1.49 1.85 0.12 0.00 0.42 3.88
circular no 0.5 30 3.05 3.31 0.87 0.37 1.51 9.12
circular no 0.7 30 14.24 15.18 1.95 0.01 11.01 42.38
irregular no 0.5 10 3.18 8.97 0.38 0.51 7.72 20.75
) irregular no 0.7 10 2.23 1.74 0.53 0.07 23.94 28.51
irregular no 0.5 30 5.40 3.43 0.41 1.82 35.76 46.85
irregular no 0.7 30 5.48 6.10 0.33 1.67 4.83 18.42
circular yes 0.5 10 2.40 2.19 0.15 0.15 7.67 12.56
5 circular yes 0.7 10 1.50 157 0.93 0.08 0.44 453
circular yes 0.5 30 2.76 1.22 0.02 0.09 75.58 79.68
circular yes 0.7 30 1.36 1.62 0.60 0.03 3.23 6.84
irregular yes 0.5 10 2.41 3.06 1.02 1.97 13.04 21.50
s irregular yes 0.7 10 1.07 116 2.63 0.26 2.75 7.87
irregular yes 0.5 30 1.93 1.67 1.34 3.08 18.72 26.74
irregular yes 0.7 30 1.79 2.72 0.61 1.27 7.12 13.50

2 RF: Recovery factor, bBTT: Breakthrough time, © FD: Fractal dimension of the flow, d Ent: entrapment factor.
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A similar analysis for all the other cases can be conducted to yield Table 7, which
summarizes what experimental conditions have the most significant change based on dif-
ferences in IFT. This table considers the conditions where the performance of the evaluated
surfactants can be better differentiated, grouped according to the grain shape and the
presence of preferential flow paths. In this way; it is possible to identify parameters that
can be used in microfluidic experiments for the evaluation of surfactants, highlighting
some of the outputs (recovery factor, breakthrough time, fractal dimension, pressure drop,
entrapment effect).

Table 7. Conditions of injection velocity and porosity that yield the highest values of x; rpr.

Recovery Factor Breakthrough Time Fractal Dimension Pressure Drop Change Entrapment Effect
Case Major Major Minor Major Minor Major Minor Major Minor
Change Change Change Change Change Change Change Change Change Change
1: Circular
grain High High Low High Low High High High Low
shape and injection injection injection injection injection injection injection injection injection injection
non- velocity— velocity— velocity— velocity— velocity— velocity— velocity— velocity— velocity— velocity—
preferential High High Low High High Low High High High
channe{jrrii- porosity porosity porosity porosity porosity porosity porosity porosity porosity porosity
cromode
2: Irregular
grain Low Low Low High High Low High High
shape and High injection injection injection injection injection injection injection injection
non- injection injection velocity— velocity— velocity— velocity— velocity— velocity— velocity— velocity
preferential velocity velocity Low High High High Low High Low -High
channeldrrii- porosity porosity porosity porosity porosity porosity porosity porosity
cromode
3: Circular . . . .
grain . Low Niri-n . Low _ High , Low . High . Low _ High _High . Low
shape and injection injection injection injection injection injection injection injection injection injection
referential velocity— velocity— velocity— velocity— velocity— velocity— velocity— velocity— velocity— velocity—
p h 1 mi Low Low Low High Low Low High Low High
C;;‘[ﬂg dreril- porosity porosity porosity porosity porosity porosity porosity porosity porosity porosity
ElEE Low  Low  Low Low Low _ High High Low High Low
shape and injection 1nJ€CF10n injection mJecpon m]ec"rlon injection injection mjecflon injection mjecflon
referential  VelOCity— velocity— velocity— velocity— velocity— velocity— velocity— velocity— velocity— velocity—
Ph 1 mi- Low Low High High High Low High Low High
Cc 1:“‘0111:112 d:il porosity porosity porosity porosity porosity porosity porosity porosity porosity porosity

For case 4 (irregular grain shape with the presence of preferential flowing channel),
low injection velocity and low porosity are preferred to distinguish the effect of IFT on
the recovery factor. At the same time, changes in the pressure drop become more evident
for a high injection velocity and low porosity. The data in Table 7 can readily be used to
determine experimental conditions that can favor the evaluation of the effect of IFT on any

of the output variables (17) considered in this study.

Table 8 presents a global summary of the results in Table 7 that provide a comprehen-
sive response to the question of what experimental configuration would best differentiate
between two IFTs. While Table 7 responds to the question of what conditions are preferred
to have a more noticeable effect on an individual output variable (Y;), Table 8 considers the

—

set of experimental conditions that would indicate the largest change in (Y') for smallest
differences in IFT. Table 8 indicates that for case 3, for instance, a high injection velocity
and low porosity, in the range of the simulations used in this paper, should be preferred
when evaluating two different surfactants.

Finally, from the values of x1orar 1T in Table 6, it is possible to choose the micro-
model among the eight evaluated in this research. The conditions where a higher value of
XtoTAL ,irT (76.98) was obtained were those of the micromodel with circular grain shape,
with the presence of a preferential flowing channel, a porosity of 0.5, and an injection
velocity of 30 ft/day. This means that this micromodel with the evaluated conditions is
the one that allows the best differentiation of the performance between the surfactants
analyzed in this research. This was obtained from the application of the selection flowchart.
The example outlined above illustrates how the flowchart proposed in Figure 1, which uses
CFD simulations to represent the flow in a microfluidic device, can assist in selecting the
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microfluidic experiment that would have more success in distinguishing the performance
of two surfactants with very similar IFTs.

Table 8. Conditions of injection velocity and porosity that yield the highest values of Xotal 1FT -

C Changes Considering the Effect of All Response Variables (Y)
ase

Major Change Minor Change

1: Circular grain shape and non-preferential

flowing channel micromodel High injection velocity—High porosity = Low injection velocity—High porosity

2: Irregular grain shape and non-preferential

flowing channel micromodel High injection velocity—Low porosity ~ High injection velocity—High porosity

3: Circular grain shape and preferential

flowing channel micromodel High injection velocity-Low porosity Low injection velocity — High porosity

4: Irregular grain shape and preferential

flowing channel micromodel High injection velocity—Low porosity Low injection velocity—High porosity

Also, the conditions where the micromodel best differentiates the performance of
surfactants is found for the highest capillary numbers, with values of 0.039 and 0.032,
corresponding to an IFT of 0.037 mN/m and 0.045 mN/m, respectively. However, this
indicates a significant influence of viscous forces, specifically the injection velocity, other
parameters must also be considered as will be discussed later depending on the output
variables evaluated.

Further information can be obtained from the analysis of Table 6, particularly on the
importance of the output variables on the evaluation of surfactants. The sum of all x; ;rr
over all the CFD experiments indicates that the entrapment effect (Y x gt 1pr = 218.9) is the
variable that can more easily differentiate the performance of both surfactants. The recovery
factor and breakthrough time (). xrr,irr = 50.9, ¥ X7 T,1FT = 56.6) can also be used to
distinguish the performance of surfactants with very similar IFTs. The fractal dimension
(X xrp,1rT = 12.6) and pressure drop (¥ xp,;rr = 11.5) have the smallest sensitivities to
changes in IFT. The strong influence of the surfactant on the entrapment effect, the recovery
factor, and the breakthrough time is probably because surfactants have a substantial effect
on entrapment as they modify the surface interaction between the oil and the porous media,
and increase the amount of crude oil displaced through the micromodel to increase the
recovery factor and reduce the breakthrough time. The low effect on the fractal dimension
of flow indicates that in the small length scale of a microfluidic device, such as those used
in this study, the fractal dimension of flow differences are slight for surfactants of very
similar IFTs, such as those used in this study. The same is true for the pressure drop.

A similar attempt at correlating the microfluidic grain shape (circular vs. irregular)
or the presence or absence of preferential flowing channel does not allow a definitive conclu-

sion as similar values of Y x;;rr were obtained for these variables
no preferential channel preferential channel circular irr fegular

Y xroravier =177.3, Y xtorarier = 1732, Y xtorarirr = 1664, Y xtorarirr = 184.1

porosity=0.5 porosity=0.7

A lower porosity ZXTOTAL,IFT =224.6, ZXTOTAL,IFT = 125.9 | and a higher injection

10ft/day 30ft/day

flow Z Xrorar,irr = 107.0, Z XTOTAL,IFT = 243.5 | increase the ability of the microflu-
idic experiment to distinguish between two surfactants. This indicates that more extreme

conditions, lower porosity, and a higher velocity make the effect of the surfactant in the oil
recovery process more evident.
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5. Conclusions

This research proposed and demonstrated a flowchart for selecting microfluidic exper-
iments to evaluate the performance of surfactants in the low interfacial tension range. The
flowchart guides the user through comprehensive CFD simulations, experimental design,
and sensitivity analysis with the ultimate goal of defining the microfluidic characteristics
and the experimental conditions that can make the difference between two surfactants
either in one specific output variable, e.g., recovery factor, or in a set of performance
variables more evident.

For the output variables that can be measured in microfluidic experiments and that
were considered in the analysis, i.e., recovery factor, breakthrough time, fractal dimension,
pressure drop, and entrapment effect, the latter is the one that makes the differences
between the surfactants used in the study more evident; however, the recovery factor and
the breakthrough time can also be used to distinguish between surfactants.

For the microfluidic design characteristics and experimental conditions evaluated in
this study, a high injection velocity and a low porosity have the most significant effect
on the ability of the CFD experiments to differentiate the performance of the surfactant.
The presence of preferential flowing channels on whether circular or irregular grains form
the microfluidic does not have a significant effect when the objective is to analyze the
performance of a surfactant.

Although this type of process facilitates the evaluation of EOR technologies with
surfactant injection, it is recommended to carry out experimental tests to complement the
results obtained from this type of research. The objective of this research is not the design
of EOR processes, but of micromodels that help to select surfactants and other variables
before the application of the technologies in the field.

Phenomena such as adsorption of surfactant in the porous medium, microemulsion
properties, surfactant solubility, distribution of surfactant between phases, among other
processes, were not considered in the model proposed. However, they are essential for
evaluating surfactants and should be included in future studies.

The results obtained in this research facilitate the design of micromodels to evaluate
surfactants in EOR processes. The application of surfactants in the field involves different
types of phenomena and interactions between surfactant-porous media that were not
considered in the modeling present in this investigation. For this reason, the results and
conclusions obtained in this investigation are limited to the design of micromodels in the
evaluation of surfactants.
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mesh for micromodel (d), Figure S5: Detail of the mesh for micromodel (e), Figure S6: Detail of the
mesh for micromodel (f), Figure S7: Detail of the mesh for micromodel (g), Figure S8: Detail of the
mesh for micromodel (h), Figure S10: Extensive Selection Flowchart for micromodel experiments.
Table S1: Parameters for the variable time-step algorithm used in the simulations, Section S3: Fractal
dimension of the flow pattern, Section S4: Phase behavior.

Author Contributions: Conceptualization, S.C., A.M. and EB.C.; methodology, S.C.; software, S.C.;
validation, S.C., A M., EB.C., B.L. and M.S.P; formal analysis, S.C. and C.A.F; investigation, S.C.;
resources, B.L. and M.S.P,; writing—original draft preparation, S.C., A.M. and F.B.C.; writing—review
and editing, A.M., C.A.F. and EB.C.; visualization, S.C., A M. and FE.B.C.; supervision, A.M. and
EB.C.; project administration, EB.C.; funding acquisition, EB.C. All authors have read and agreed to
the published version of the manuscript.

Funding: This research was funded by MINCIENCIAS AND Agencia Nacional de Hidrocarburos
(ANH) through the Agreement 064-2018.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

210



Processes 2021, 9, 1887

Data Availability Statement: Not applicable.

Acknowledgments: The authors acknowledge MINCIENCIAS, ANH, and Universidad Nacional de
Colombia for their financial and logistic support.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Liu, Z.-x; Liang, Y.; Wang, Q.; Guo, Y.5j.; Gao, M.; Wang, Z.-b.; Liu, W.-1. Status and progress of worldwide EOR field applications.
J. Pet. Sci. Eng. 2020, 193, 107449. [CrossRef]

2. Sheng, ].J. Status of surfactant EOR technology. Petroleum 2015, 1, 97-105. [CrossRef]

3. Hanamertani, A.S.; Pilus, RM,; Idris, A K.; Irawan, S.; Tan, I.M. Ionic liquids as a potential additive for reducing surfactant
adsorption onto crushed Berea sandstone. |. Pet. Sci. Eng. 2018, 162, 480-490. [CrossRef]

4. Ahmadi, M.A; Shadizadeh, S.R. Induced effect of adding nano silica on adsorption of a natural surfactant onto sandstone rock:
Experimental and theoretical study. J. Pet. Sci. Eng. 2013, 112, 239-247. [CrossRef]

5. Ahmadi, M.-A.; Ahmad, Z.; Phung, L.T.K.; Kashiwao, T.; Bahadori, A. Experimental investigation the effect of nanoparticles on
micellization behavior of a surfactant: Application to EOR. Pet. Sci. Technol. 2016, 34, 1055-1061. [CrossRef]

6.  Amedi, H.; Ahmadi, M.-A. Experimental investigation the effect of nanoparticles on the oil-water relative permeability. Eur. Phys.
J. Plus 2016, 131, 1-8. [CrossRef]

7. Ahmadi, M.-A.; Shadizadeh, S.R. Nanofluid in hydrophilic state for EOR implication through carbonate reservoir. J. Dispers. Sci.
Technol. 2014, 35, 1537-1542. [CrossRef]

8. Ahmadi, M.A_; Sheng, J. Performance improvement of ionic surfactant flooding in carbonate rock samples by use of nanoparticles.
Pet. Sci. 2016, 13, 725-736. [CrossRef]

9. Ahmadi, M.A; Shadizadeh, S.R. Nano-surfactant flooding in carbonate reservoirs: A mechanistic study. Eur. Phys. |. Plus 2017,
132, 1-13. [CrossRef]

10. Ahmadi, M.A. Use of nanoparticles to improve the performance of sodium dodecyl sulfate flooding in a sandstone reservoir. Eur.
Phys. J. Plus 2016, 131, 1-9. [CrossRef]

11.  Ahmadi, M.A.; Shadizadeh, S.R. Spotlight on the new natural surfactant flooding in carbonate rock samples in low salinity
condition. Sci. Rep. 2018, 8, 1-15. [CrossRef]

12.  Ahmadi, M.A.; Shadizadeh, S.R. Adsorption of a nonionic surfactant onto a silica surface. Energy Sources Part A 2016, 38,
1455-1460. [CrossRef]

13.  Ahmadi, M.A.; Shadizadeh, S. Experimental and theoretical study of a new plant derived surfactant adsorption on quartz surface:
Kinetic and isotherm methods. J. Dispers. Sci. Technol. 2015, 36, 441-452. [CrossRef]

14.  Ahmadi, M.A.; Galedarzadeh, M.; Shadizadeh, S.R. Wettability alteration in carbonate rocks by implementing new derived
natural surfactant: Enhanced oil recovery applications. Transp. Porous Media 2015, 106, 645-667. [CrossRef]

15. Keelan, D.; Koepf, E. The role of cores and core analysis in evaluation of formation damage. J. Pet. Technol. 1977, 29,
482-490. [CrossRef]

16. Chapman, E.M. Microfluidic Visualisation and Analysis of Multiphase Flow Phenomena at the Pore Scale. Ph.D. Thesis, Imperial
College London, London, UK, 2014.

17.  Cheraghian, G. An experimental study of surfactant polymer for enhanced heavy oil recovery using a glass micromodel by
adding nanoclay. Pet. Sci. Technol. 2015, 33, 1410-1417. [CrossRef]

18.  Hematpour, H.; Arabjamloei, R.; Nematzadeh, M.; Esmaili, H.; Mardi, M. An experimental investigation of surfactant flooding
efficiency in low viscosity oil using a glass micromodel. Energy Sources Part A 2012, 34, 1745-1758. [CrossRef]

19. Hug, T; Parrat, D.; Kunzi, P.-A.; Staufer, U.; Verpoorte, E.; de Rooij, N.F. Fabrication of nanochannels with PDMS, silicon and
glass walls and spontaneous filling by capillary forces. In Proceedings of the 7th International Conference on Miniaturized
Chemical and Biochemical Analysts Systems, Squaw Valley, CA, USA, 5-9 October 2003.

20. Kolari, K.; Saarela, V.; Franssila, S. Deep plasma etching of glass for fluidic devices with different mask materials. . Micromech.
Microeng. 2008, 18, 064010. [CrossRef]

21. Rock, A.; Hincapie, R.; Wegner, J.; Ganzer, L. Advanced Flow Behavior Characterization of Enhanced Oil Recovery Polymers
using Glass-Silicon-Glass Micromodels that Resemble Porous Media. In Proceedings of the SPE Europec Featured at 79th EAGE
Conference and Exhibition, Paris, France, 12-15 June 2017.

22.  Wegner, M.; Christie, J. Chemical etching of deformation sub-structures in quartz. Phys. Chem. Miner. Vol. 1983, 9,
67-78. [CrossRef]

23. Park, D.; Bou-Mikael, S.; King, S.; Thompson, K.; Willson, C.; Nikitopoulos, D. Design and fabrication of rock-based polymer
micromodel. In Proceedings of the ASME 2012 International Mechanical Engineering Congress & Exposition, Houston, TX, USA,
9-15 November 2012; pp. 709-716.

24. Mohammadi, F.; Haghtalab, A.; Jafari, A.; Gharibshahi, R. CFD study of surfactant flooding in a micromodel with quadratic

pore shape. In Proceedings of the 1st National Conference on Oil and Gas Fields Development (OGFD), Tehran, Iran, 28-29
January 2015.

211



Processes 2021, 9, 1887

25.

26.

27.

28.

29.

30.

31.

32.

33.

34.

35.

36.

37.

38.

39.

40.

41.

42.

43.

44,

45.

46.

47.

48.

49.

50.

51.

Jafari, A.; Pour, S.E.F,; Gharibshahi, R. CFD Simulation of Biosurfactant Flooding into a Micromodel for Enhancing the Oil
Recovery. Int. |. Chem. Eng. Appl. 2016, 7, 353-358. [CrossRef]

Ghanad Dezfully, M.; Jafari, A.; Gharibshahi, R. CFD simulation of enhanced oil recovery using nanosilica/supercritical CO,.
Adv. Mater. Res. 2015, 1104, 81-86. [CrossRef]

Gharibshahi, R.; Jafari, A.; Ahmadi, H. CFD investigation of enhanced extra-heavy oil recovery using metallic nanoparticles/steam
injection in a micromodel with random pore distribution. J. Pet. Sci. Eng. 2019, 174, 374-383. [CrossRef]

Karadimitriou, N.; Hassanizadeh, S. A review of micromodels and their use in two-phase flow studies. Vadose Zone J. 2012, 11,
vzj2011.0072. [CrossRef]

Gharibshahi, R.; Jafari, A.; Haghtalab, A.; Karambeigi, M.S. Application of CFD to evaluate the pore morphology effect on
nanofluid flooding for enhanced oil recovery. RSC Adv. 2015, 5, 28938-28949. [CrossRef]

Clemens, T.; Tsikouris, K.; Buchgraber, M.; Castanier, L.M.; Kovscek, A. Pore-Scale Evaluation of Polymers Displacing Viscous
Oil—Computational-Fluid-Dynamics Simulation of Micromodel Experiments. SPE Reserv. Eval. Eng. 2013, 16, 144-154. [CrossRef]
Melchels, EP; Feijen, J.; Grijpma, D.W. A review on stereolithography and its applications in biomedical engineering. Biomaterials
2010, 31, 6121-6130. [CrossRef] [PubMed]

Anbari, A.; Chien, H.T.; Datta, S.S.; Deng, W.; Weitz, D.A.; Fan, J. Microfluidic model porous media: Fabrication and applications.
Small 2018, 14, 1703575. [CrossRef] [PubMed]

Gerami, A.; Alzahid, Y.; Mostaghimi, P.; Kashaninejad, N.; Kazemifar, F.; Amirian, T.; Mosavat, N.; Warkiani, M.E.; Armstrong, R.T.
Microfluidics for porous systems: Fabrication, microscopy and applications. Transp. Porous Media 2018, 130, 277-304. [CrossRef]
Gerold, C.T.; Krummel, A.T.; Henry, C.S. Microfluidic devices containing thin rock sections for oil recovery studies. Microfluid.
Nanofluid. 2018, 22, 76. [CrossRef]

Gogoi, S.; Gogoi, S.B. Review on microfluidic studies for EOR application. ]. Pet. Explor. Prod. Technol. 2019, 9,
2263-2277. [CrossRef]

Lifton, V.A. Microfluidics: An enabling screening technology for enhanced oil recovery (EOR). Lab. Chip 2016, 16,
1777-1796. [CrossRef]

Bergman, D.; Cire, A.A.; van Hoeve, W.-].; Hooker, J. Decision Diagrams for Optimization; Springer: Berlin/Heidelberg, Germany,
2016; Volume 1.

Shammay, A.; Evanson, LE.].; Stuetz, R M. Selection framework for the treatment of sewer network emissions. J. Environ. Manag.
2019, 249, 109305. [CrossRef]

Salman, B.; Salem, O.; He, S. Project-Level Sustainable Asphalt Roadway Treatment Selection Framework Featuring a Flowchart
and Analytic Network Process. J. Transp. Eng. Part B 2020, 146, 04020041. [CrossRef]

Gupta, A; Kamat, D.; Shahrum, Z.; Firmansyah, A.; Salleh, N.; Tan, B.; Madon, B. Unique & practical approach in selection and
classification of hydrocyclone desander technology: Utilizing a decade of experience. In Proceedings of the SPE/IATMI Asia
Pacific Oil & Gas Conference and Exhibition, Jakarta, Indonesia, 17-19 October 2017.

Trumm, D. Selection of passive AMD treatment systems-flow charts for New Zealand conditions. In Proceedings of the
Australasian Institute of Mining and Metallurgy New Zealand Branch 40th Annual Conference, Christchurch, New Zealand,
13-15 August 2007.

Priyanta, D.; Zaman, M. The development of a risk-based maintenance flowchart to select the correct methodology to develop
maintenance strategies of oil and gas equipment. In Proceedings of the IOP Conference Series: Materials Science and Engineering,
Suzhou, China, 17-19 March 2021; p. 012042.

Bagheri, M.; Roshandel, R.; Shayegan, J. Optimal selection of an integrated produced water treatment system in the upstream of
oil industry. Process Saf. Environ. Prot. 2018, 117, 67-81. [CrossRef]

Gharibshahia, R.; Jafaria, A.; Haghtalaba, A.; Karambeigib, M.S. Simulation of nanofluid flooding in a micromodel with quadratic
pore shape using CFD. In Proceedings of the 5th International Congress on Nanoscience & Nanotechnology, Tehran, Iran, 11
June 2014.

Rostami, P; Sharifi, M.; Aminshahidy, B.; Fahimpour, J. The effect of nanoparticles on wettability alteration for enhanced oil
recovery: Micromodel experimental studies and CFD simulation. Pet. Sci. 2019, 16, 859-873. [CrossRef]

Versteeg, H.K.; Malalasekera, W. An. Introduction to Computational Fluid Dynamics: The Finite Volume Method; Pearson Education:
London, UK, 2007.

Pires, J.C.; Alvim-Ferraz, M.C.; Martins, EG. Photobioreactor design for microalgae production through computational fluid
dynamics: A review. Renew. Sustain. Energy Rev. 2017, 79, 248-254. [CrossRef]

Windt, C.; Davidson, J.; Ringwood, ].V. High-fidelity numerical modelling of ocean wave energy systems: A review of computa-
tional fluid dynamics-based numerical wave tanks. Renew. Sustain. Energy Rev. 2018, 93, 610-630. [CrossRef]

Yu, H.; Engel, S.; Janiga, G.; Thévenin, D. A review of hemolysis prediction models for computational fluid dynamics. Artifial
Organs 2017, 41, 603—-621. [CrossRef]

Park, HW.; Yoon, W.B. Computational fluid dynamics (CFD) modelling and application for sterilization of foods: A review.
Processes 2018, 6, 62. [CrossRef]

Faizal, W.; Ghazali, N.; Khor, C.; Badruddin, L A.; Zainon, M.; Yazid, A.A_; Ibrahim, N.B.; Razi, R M. Computational fluid dynamics
modelling of human upper airway: A review. Comput. Methods Programs Biomed. 2020, 196, 105627. [CrossRef] [PubMed]

212



Processes 2021, 9, 1887

52.

53.

54.

55.

56.
57.

58.

59.

60.

61.

62.

63.

64.

65.

66.

67.

68.

69.

70.

71.

72.

73.

74.
75.

76.

77.

78.

79.

Toja-Silva, F.; Kono, T.; Peralta, C.; Lopez-Garcia, O.; Chen, J. A review of computational fluid dynamics (CFD) simulations of the
wind flow around buildings for urban wind energy exploitation. J. Wind Eng. Ind. Aerodyn. 2018, 180, 66-87. [CrossRef]

Tey, W.Y.; Asako, Y.; Sidik, N.A.C.; Goh, R.Z. Governing equations in computational fluid dynamics: Derivations and a recent
review. Progress Energy Environ. 2017, 1, 1-19.

Xu, G.; Luxbacher, K.D.; Ragab, S.; Xu, J.; Ding, X. Computational fluid dynamics applied to mining engineering: A review. Int. |.
Min. Reclam. Environ. 2017, 31, 251-275. [CrossRef]

Vavra, E.D.; Zeng, Y.; Xiao, S.; Hirasaki, G.J.; Biswal, S.L. Microfluidic Devices for Characterizing Pore-scale Event Processes in
Porous Media for Oil Recovery Applications. J. Vis. Exp. 2018, 131, €56592. [CrossRef]

Owete, O.S.; Brigham, W.E. Flow behavior of foam: A porous micromodel study. SPE Reserv. Eng. 1987, 2, 315-323. [CrossRef]
Farzaneh, S.; Ghazanfari, M.; Kharrat, R.; Vossoughi, 5. An experimental and numerical investigation of solvent injection to heavy
oil in fractured five-spot micromodels. Pet. Sci. Technol. 2010, 28, 1567-1585. [CrossRef]

Mohajeri, M.; Hemmati, M.; Shekarabi, A.S. An experimental study on using a nanosurfactant in an EOR process of heavy oil in a
fractured micromodel. J. Pet. Sci. Eng. 2015, 126, 162-173. [CrossRef]

Sedaghat, M.; Mohammadzadeh, O.; Kord, S.; Chatzis, I. Heavy oil recovery using ASP flooding: A pore-level experimental
study in fractured five-spot micromodels. Can. J. Chem. Eng. 2016, 94, 779-791. [CrossRef]

Wan, J.; Tokunaga, T.K.; Tsang, C.E; Bodvarsson, G.S. Improved glass micromodel methods for studies of flow and transport in
fractured porous media. Water Resour. Res. 1996, 32, 1955-1964. [CrossRef]

Willingham, T.W.; Werth, C.J.; Valocchi, A J. Evaluation of the effects of porous media structure on mixing-controlled reactions
using pore-scale modeling and micromodel experiments. Environ. Sci. Technol. 2008, 42, 3185-3193. [CrossRef] [PubMed]
Betancur, S.; Olmos, C.M.; Pérez, M.; Lerner, B.; Franco, C.A.; Riazi, M.; Gallego, J.; Carrasco-Marin, E,; Cortés, EB. A microfluidic
study to investigate the effect of magnetic iron core-carbon shell nanoparticles on displacement mechanisms of crude oil for
chemical enhanced oil recovery. J. Pet. Sci. Eng. 2020, 184, 106589. [CrossRef]

Lv, M.; Wang, S. Pore-scale modeling of a water/oil two-phase flow in hot water flooding for enhanced oil recovery. RSC Adv.
2015, 5, 85373-85382. [CrossRef]

Zhao, J.; Wen, D. Pore-scale simulation of wettability and interfacial tension effects on flooding process for enhanced oil recovery.
RSC Adv. 2017, 7, 41391-41398. [CrossRef]

Goudarzi, B., Mohammadmoradi, P.; Kantzas, A. Pore-level simulation of heavy oil reservoirs; competition of capillary, viscous,
and gravity forces. In Proceedings of the SPE Latin America and Caribbean Heavy and Extra Heavy Oil Conference, Lima,
Cyprus, 19-20 October 2016.

Timgren, A.; Tragardh, G.; Tragardh, C. Effects of cross-flow velocity, capillary pressure and oil viscosity on oil-in-water drop
formation from a capillary. Chem. Eng. Sci. 2009, 64, 1111-1118. [CrossRef]

Zhao, J.; Yao, G.; Wen, D. Pore-scale simulation of water/oil displacement in a water-wet channel. Front. Chem. Sci. Eng. 2019, 13,
803-814. [CrossRef]

Ferer, M.; Sams, W.N.; Geisbrecht, R.; Smith, D.H. Fractal nature of viscous fingering in two-dimensional pore level models.
AIChE ]. 1995, 41, 749-763. [CrossRef]

Nittmann, J.; Daccord, G.; Stanley, H.E. Fractal growth viscous fingers: Quantitative characterization of a fluid instability
phenomenon. Nature 1985, 314, 141-144. [CrossRef]

Nabizadeh, A.; Adibifard, M.; Hassanzadeh, H.; Fahimpour, J.; Moraveji, M.K. Computational fluid dynamics to analyze the
effects of initial wetting film and triple contact line on the efficiency of immiscible two-phase flow in a pore doublet model. J. Mol.
Lig. 2019, 273, 248-258. [CrossRef]

XU, K.; Zhu, P; Tatiana, C.; Huh, C.; Balhoff, M. A microfluidic investigation of the synergistic effect of nanoparticles and
surfactants in macro-emulsion based EOR. In Proceedings of the SPE Improved Oil Recovery Conference, Tulsa, OK, USA, 11-13
April 2016.

Afsharpoor, A.; Balhoff, M.T.; Bonnecaze, R.; Huh, C. CFD modeling of the effect of polymer elasticity on residual oil saturation
at the pore-scale. J. Pet. Sci. Eng. 2012, 94, 79-88. [CrossRef]

Dong, M.; Liu, Q.; Li, A. Displacement mechanisms of enhanced heavy oil recovery by alkaline flooding in a micromodel.
Particuology 2012, 10, 298-305. [CrossRef]

Gutiérrez Pulido, H.; Vara Salazar, R.D.L. Anlisis y Disefio de Experimentos; McGraw-Hill: New York, NY, USA, 2012.

Ferrari, A.; Jimenez-Martinez, J.; Borgne, T.L.; Méheust, Y.; Lunati, I. Challenges in modeling unstable two-phase flow experiments
in porous micromodels. Water Resour. Res. 2015, 51, 1381-1400. [CrossRef]

Rosero, G.; Peniaherrera, A.; Olmos, C.; Boschan, A.; Granel, P,; Golmar, E; Lasorsa, C.; Lerner, B.; Perez, M. Design and analysis of
different models of microfluidic devices evaluated in Enhanced Oil Recovery (EOR) assays. Matcria 2018, 23, €12129. [CrossRef]
Nilsson, M.A.; Kulkarni, R.; Gerberich, L.; Hammond, R.; Singh, R.; Baumhoff, E.; Rothstein, J.P. Effect of fluid rheology on
enhanced oil recovery in a microfluidic sandstone device. J. Non-Newton. Fluid Mech. 2013, 202, 112-119. [CrossRef]
Karambeigi, M.; Schaffie, M.; Fazaelipoor, M. Improvement of water flooding efficiency using mixed culture of microorganisms
in heterogeneous micro-models. Pet. Sci. Technol. 2013, 31, 923-931. [CrossRef]

Maaref, S.; Rokhforouz, M.R.; Ayatollahi, S. Numerical investigation of two phase flow in micromodel porous media: Effects of
wettability, heterogeneity, and viscosity. Can. . Chem. Eng. 2017, 95, 1213-1223. [CrossRef]

213



Processes 2021, 9, 1887

80.

81.

82.

83.

84.
85.

86.

87.

88.
89.
90.

91.

92.
93.

Borji, M. Alkali-based Displacement Processes in Microfluidic Experiments: Application to the Matzen Oil Field. Ph.D. Thesis,
Univeristy of Leoben, Leoben, Austria, 2017.

Karadimitriou, N.K. Two-phase flow experimental studies in micro-models. Ph.D. Thesis, Faculty of Geosciences—UU Depart-
ment of Earth Sciences, Utrecht, The Netherlands, 2013.

Cui, J.; Babadagli, T. Use of new generation chemicals and nano materials in heavy-oil recovery: Visual analysis through micro
fluidics experiments. Colloids Surf. A 2017, 529, 346-355. [CrossRef]

Yarveicy, H.; Javaheri, A. Application of Lauryl Betaine in enhanced oil recovery: A comparative study in micromodel. Petroleum
2019, 5, 123-127. [CrossRef]

ANSYS. ANSYS Fluent Theory Guide; ANSYS: Canonsburg, PA, USA, 2013.

Brackbill, J.U.; Kothe, D.B.; Zemach, C. A continuum method for modeling surface tension. ]. Comput. Phys. 1992, 100,
335-354. [CrossRef]

Levitt, D.; Jackson, A.; Heinson, C.; Britton, L.N.; Malik, T.; Dwarakanath, V.; Pope, G.A. Identification and evaluation of
high-performance EOR surfactants. In Proceedings of the SPE/DOE Symposium on Improved Oil Recovery, Tulsa, OK, USA,
22-26 April 2006.

Belhaj, A.E; Elraies, K.A.; Mahmood, S.M.; Zulkifli, N.N.; Akbari, S.; Hussien, O.S. The effect of surfactant concentration, salinity,
temperature, and pH on surfactant adsorption for chemical enhanced oil recovery: A review. J. Pet. Explor. Prod. Technol. 2020, 10,
125-137. [CrossRef]

Haghshenasfard, M.; Hooman, K. CFD modeling of asphaltene deposition rate from crude oil. . Pet. Sci. Eng. 2015, 128,
24-32. [CrossRef]

Roudsari, S.E; Turcotte, G.; Dhib, R.; Ein-Mozaffari, F. CFD modeling of the mixing of water in oil emulsions. Comput. Chem. Eng.
2012, 45, 124-136. [CrossRef]

Falconer, K. Fractal Geometry: Mathematical Foundations and Applications; John Wiley & Sons: Hoboken, NJ, USA, 2004.

Olmos, C.M,; Vaca, A_; Rosero, G.; Peniaherrera, A.; Perez, C.; de Sa Carneiro, L; Vizuete, K.; Arroyo, C.R.; Debut, A.; Pérez, M.S.
Epoxy resin mold and PDMS microfluidic devices through photopolymer flexographic printing plate. Sens. Actuators B 2019, 288,
742-748. [CrossRef]

Neuman, S.P. Theoretical derivation of Darcy’s law. Acta Mech. 1977, 25, 153-170. [CrossRef]

Moore, T.; Slobod, R. Displacement of oil by water-effect of wettability, rate, and viscosity on recovery. In Proceedings of the Fall
Meeting of the Petroleum Branch of AIME, New Orleans, LA, USA, 2-5 October 1955.

214



2 W processes MBPY

Article
Swirled Jet Flame Simulation and Flow Visualization
Inside Rotary Kiln—CFD with PDF Approach

Hassan F. Elattar 1'>*, Eckehard Specht 3, Ali Fouda 14, Saeed Rubaiee 1'5, Ahmed Al-Zahrani !
and Sameh A. Nada 2°

1 Department of Mechanical and Materials Engineering, Faculty of Engineering, University of Jeddah,

Jeddah 21589, Saudi Arabia; aafoudah@uj.edu.sa (A.F.); salrubaiee@uj.edu.sa (S.R.);
aalzahrani@uj.edu.sa (A.A.-Z.)

Department of Mechanical Engineering, Benha Faculty of Engineering, Benha University, Benha,
Qalyubia 13511, Egypt; samehnadar@yahoo.com

Institute of Fluid Dynamics and Thermodynamics, Otto-von-Guericke-University of Magdeburg,
Universitatsplatz 2, 39106 Magdeburg, Germany; eckehard.specht@vst.uni-magdeburg.de
Department of Mechanical Power Engineering, Faculty of Engineering, Mansoura University,
El-Mansoura 35516, Egypt

Department of Industrial and Systems Engineering, Faculty of Engineering, University of Jeddah,
Jeddah 21589, Saudi Arabia

Egypt-Japan University of Science and Technology, New Borg El-Arab City, Alexandria 21934, Egypt
*  Correspondence: hassan.alattar@bhit.bu.edu.eg; Tel.: +966-501-531-215

6

Received: 29 December 2019; Accepted: 22 January 2020; Published: 29 January 2020

Abstract: CFD (computational fluid dynamics) simulation using a commercial package (Fluent-ANSYS)
on industrial rotary kilns using annulus-type burners and methane gas was carried out to examine
the characteristics of the flame length and flow visualization. New influencing design and operating
parameters—primary air swirl number, primary air inlet annulus diameter, and secondary air
temperature—were investigated and discussed. The influence of these parameters on axial temperature
distribution, axial mean mixture fractions, velocity vectors, mixture fractions, and temperature contours
were investigated. The current numerical findings were compared with existing experimental results
to validate the simulation approach. The results showed that the primary air swirl number had a
remarkable influence on the flame length at a lower primary air inlet annulus diameter ratio of 2.3.
Moreover, the flame length increased by 20% and 6% with increasing the swirl number from zero to
one for primary air inlet annulus diameter ratios of 2.3 and 5, respectively, and it also increased by 19%
with increasing primary air inlet annulus diameter ratio from 2.3 to 5.

Keywords: numerical simulation; rotary kiln; annulus burner; flame length; swirled flow

1. Introduction

Rotary kiln is a rotated cylinder lined with refractory material and is slightly axially inclined for
the production of cement or other materials. Basically, rotary kilns can be considered as heat exchangers
in which heat is liberated from combustion gases through the solid material and produces cement [1].
Rotary kilns are used in several industrial applications comprising lime and cement firing [2], petroleum
coke calcination [3], and aluminum oxide calcination [4,5]. Cement production is considered to be
dominated by the use of rotary kilns. Moreover, rotary kilns are widely utilized in waste incineration,
as it can provide different kinds of waste solids and it can incinerate them effectively [6].

Over the last several years, the CFD (computational fluid dynamics) technique as a useful tool was
implemented strongly for problems concerned with the effects of operating conditions and geometric
parameters on rotary kiln performance. In the design stage, the flame heat transfer rate to materials has
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a vital influence on the kiln performance. The flame characteristics (i.e., length, maximum temperature,
and shape) play significant role in the kiln performance, which influence significantly the heat transfer
rate, the product quality, the lining material life time, and the emissions. The flame instability may
lead to a large deviation in combustion gas temperatures, where the short flame can destroy the lining
material and the long flame may not be capable of liberating sufficient heat to complete the chemical
reaction. The operating variables such as kind and flow rate of fuel have a remarkable influence on
the flame characteristics [7]. Because of the variation in the kiln operating variables, the research
on the flame behavior is challenging to study [8-11]. Elattar et al. [8] presented a two-dimensional
simulation to explain the influence of rotary kiln main operating and construction parameters on
the flame characteristics, including heat and fluid flow using gaseous fuels (CHy, CO, and Biogas).
Elattar [9] developed flame length numerical correlations for rotary kilns as a function of excess-air
factor, diameter of air inlet, and kind of fuel, which have considerable influence on the flame behavior.

The impacts of primary air ratio, geometry of the burner (annulus type), and burner powers
(i.e., several jet momentums of the fuel) on the flow field and kiln wall peak temperature were
numerically investigated by Elattar et al. [10] using methane fuel. Nada et al. [11] studied the flow
field and mixing characteristics of outwardly injected jets into a cross flow in a cylindrical chamber
simulating the flow filed in Kiln burner. Khoei et al. [12] presented a mathematical simulation including
heat transfer and fluid flow to find and enhance the temperature distributions inside the rotary kiln
using the ELFEN finite element package. Mastorakos et al. [13] presented CFD modeling for rotary
kilns used in cement production including heat transfer, flame shape, and clinker chemistry simulations
using CFD commercial code and the Monte Carlo technique for radiation modelling. It was observed
that radiation is the dominant heat-transfer mode from combustion gases to kiln walls, and heat losses
across kiln walls is about 10%. Marias [14] presented a study using CFD simulation for the kiln gaseous
phase and the postcombustion chamber including turbulence, combustion, and radiation, using natural
gas fuel. The model was capable of expecting the radiation received by kiln walls and the volatile
matter combustion.

Most of the industrial kilns use annulus burners for flame stability. Moreover, the secondary
air is used in the kiln to reduce the overall kiln energy consumption by recuperating the heat from
the charge to the kiln again, in addition to supplying the oxygen required in the combustion process.
Furthermore, the swirl of primary air plays an important role in kiln flame stability and service life
time of burner tips, as well as the refractory wall. Khalil et al. [15] studied experimentally the flow
field of swirl confined/unconfined flames. It was found that confinement improves recirculation for
both reacting and nonreacting flow. Moreover, the turbulence intensity and recirculation strength
improved by flame confinement cause the increase of the Reynolds number. Elbaz and Roberts [16]
examined experimentally the influence of quarl geometry on the flame shape of swirling CHy for
un-pre-mixed combustion, which represents a significant parameter in industrial burners and gas
turbine applications. It was found that air swirling and quarl geometry considerably affects flame
structure and flow shape, flame stability, and emissions. Elbaz and Roberts [17] experimentally studied
flow field of non-pre-mixed swirled CHy flames settled in quartz quarl by measuring the flow field
instantaneously. Two different flames (i.e., two different fuel-jet velocities) were tested. The results
showed a couple of vortex regions appeared at quarl exit corners at low fuel-jet velocity, while in the
high fuel-jet velocity, additional downstream vortex collapsing varies the flame sheet path close to the
central flame region.

The above literature review showed that investigations on flame geometry (shape and length),
gas temperature, and flow field in rotary kilns are not completely covered. Several operating/design
parameters relating to rotary kilns are still under study like primary air swirl number (Sp), primary
air inlet annulus diameter ratio (dp/do), and secondary air temperature (Tsa) on the flame length
characteristic. Therefore, the current work is conducted in order to examine and discuss the influence
of swirl number and annulus diameter of the primary inlet air and temperature of the secondary air
on the flame length characteristic, which directly affects the thermal processes and consequently the
product’s quality throughout the rotary kiln.
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2. Physical Model, Grid Generation, and Boundary Conditions

For studying the effects of kiln operating conditions and geometric parameters of the burner on
flame length, the physical model of the simulated kiln was developed as schematically shown in Figure 1.
The kiln diameter and length was 2.6 and 20 m, respectively, and it was fully opened for secondary air
(i.e., secondary air inlet diameter ratio, d, ;/D = 1). The kiln was operated by a pilot annulus tube burner
using methane fuel having uniform axial velocity of 30 m/s with 20 °C and 1.975 MW burner thermal
powers. The fuel nozzle diameter, primary air ratio, and excess air number were assumed d, = 50 mm,
a = 0.1, and A = 1.3, respectively. The studied parameters are—swirl number of primary air (S, =0,
0.3, 0.5, 0.7, and 1), primary air inlet annulus diameter ratio (dp/do = 2.3 and 5) and secondary air
temperature (Ts, = 20, 200, 400, 600, 800, and 1000 °C). A comparison between 2-D and 3-D simulation
studies was carried out by Elattar [9] as an earliest step to present the maximum errors. The maximum
error refers to the maximum deviation between the calculated variables obtained from 2-D and 3-D
simulations throughout the computational domain. The results showed that the maximum error in axial
velocity, axial temperature, and centerline mixture-fraction profiles were 5%, 2%, and 6%, respectively.
So, for time and cost savings, 2-D axisymmetric simulation was preferred to fulfill the current work
within acceptable errors.
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Figure 1. Physical model layout.

2-D computational domain geometry and grids with boundary types are illustrated in Figure 2, as
presented by Elattar [18]. A hemikiln was used for computational cost saving and an ANSYS package
preprocessing tool was used for mesh generation (structured and quadrilateral cells). In the flame
region, the grid generated was dense. The boundary conditions of the computational domain were inlet
velocities of fuel, primary air and secondary air, pressure of outlet flue gases, and the kiln walls were
considered adiabatic. All temperatures and velocities at the kiln inlet were specified as uniform. The grid
independence study was carried out using several 2-D meshes with various resolutions. The cells
numbers varied from 3 x 10% to 100 x 10° for illustrating the flame length convergence as depicted in
Figure 3. The study shows that cells greater than 30 x 10> had diversity in flame length prediction
smaller than 0.2%. Accordingly, the mesh of 30 x 103 cells was used to accomplish the present study.
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Figure 2. Computational domain: (a) Geometry, (b) grid and boundary types.

200
CH,, A=13,
g T,= 20 °C, Ty =20 °C
~ 196 —
e
~
~ i
o
IS}
S 192
Q
o i
€
©
L 188 o
4 \
184 T | T | T | T | T

0 20,000 40,000 60,000 80,000 100,000
Number of cells

Figure 3. Grid independence study.
3. Computational Methodology

3.1. Mathematical Procedure and Assumptions

A CFD approach using ANSYS-Fluent (finite volume technique) was engaged in the current
simulation to resolve the Reynolds-Averaged Navier-Stokes equations (RANS) in addition to energy,
radiation, and the species transport equations. Steady, incompressible, and axi-symmetry flow were
assumed. Moreover, the walls were considered adiabatic (i.e., heat flux = 0) with zero thickness and
internal wall emissivity = 1. These assumptions result in relatively approximated and acceptable results
if compared with real conditions [19,20]. Kiln rotational speed, bed percent filling, and buoyancy have
remarkable impacts on the characteristics and aerodynamics of the flame [21].

Continuity and momentum equations for steady-state flow gas are presented in Equations (1) and
(2), respectively, as follows [22]:

2
3z, (i) = Sm ()
1
2 dp 9T
a—xj(puiu]-):—a—iJr?']"ergiJrFﬁsm @)

where S, is the source term produced from fuel injection.
The turbulence model (realizable k-€) is distinct from other k-€ models in its constant terms, and k
and € are transport formulations which are given be Equations (3) and (4).

2 (pkuuy) = i[(w “*)%]mwch—pe @)
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where Gy and G, denote turbulence kinetic energy generation of mean velocity gradients and buoyancy.
While o} and o, are turbulent Prandtl numbers of k and ¢, C;. and C, are constants. For the current
simulations, the turbulent intensity at inlet (I) was specified 10% for air and 5% for fuel according to
Equation (5) [23]:

I = 0.16(Repy) %1% (5)

The chemical reaction was simulated based on PDF and non-pre-mixed combustion models
which are effective computational models because of using fewer formulations for resolving. In
addition, the chemical reaction kinetics state is fast and the flow can fulfill close to the state of chemical
equilibrium [23]. The PDF is a favored method in the case of turbulent combustion flow because of
variation in turbulent mixing properties. The current simulation utilizes the f-PDF model for turbulent
non-pre-mixed combustion flow simulation because of its distinct results compared to other PDF
models [24]. The p-PDF is stated based on the two parameters—mean scalar quantity and variance.
Therefore, for simplicity in solution of the species formulations, the mixture fraction in a g-PDF (f) was
calculated based on species mass fraction (Z;) as follows:

fm gt ©
i,fuel — %i,0x
where ox and fuel refer to oxidizer and fuel inlets, f equals 1 and 0 for fuel and oxidizer streams,
respectively, and it varies from 0 to 1 in the flow domain.

The formulations ofj_r and f’? (mean mixture fraction and variance) are given by Equations (7)

and (8), respectively.

J, - 0
5D+ 3 2 (pujf) = ax][ﬁj af] ] )
of7 IFY —
2 ofD + 2 3 Pl D) = 5 [gi a{c] Cg”{&f;] ~CargS” ®

where f' = f - f, o¢ = 0.850, Cg =2.860, and C; = 2. Thus, the chemical reaction was simplified in one
variable (f) which features the mixture fraction modeling. Moreover, species mass fractions, density,
and temperature and other thermochemical properties were completely associated with f and the
instant scalars depend on f as follows:

¢i = ¢i(f) )
¢i = ¢i(f, H) (10)

where ¢; represents instant thermochemical scalar quantities and H is the instant enthalpy. Species
and temperature average mass fraction, ¢,, can be given by Equation (11) for adiabatic systems and
Equation (12) for nonadiabatic systems, where the PDF model is expressed as p (f).

1

¢ = f p(f) oi(f) df (11
0
f U)ol D af 12

Accordingly, the mean time-averaged fluid density, p, is given by Equation (13).
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where p(f) = —f}(w—lfll—;;ﬁ’ldf; aand pare o = f[f—(%zf) - 1], g=(1 —f)[f—(%f) - 1].

For solving the formulation of mean enthalpy, H, Equation (14) is used:

7:II>—l
‘D

J o k  —
5;(pH) + V- (pvH) = V~(éVH) (14)

For pressure interpolation the PRESTO algorithm was used, while SIMPLE algorithm was engaged
for coupling pressure and velocity. Species thermal properties were calculated based on the temperature
and at a pressure of 1.013 x 10° Pa (standard atmospheric pressure). For solving the enthalpy, the
following energy equation was utilized.

dJ J oh
37, (pvih) = E(th) + Sy (15)

where S}, is the source term including radiation and combustion heat transfer rate.

For calculating kiln-radiation heat flux, the P-1 radiation model was used, which is the simplest
model amongst the other P-N radiation models [25,26]. It is appropriate for use at higher optical
thickness (x L), where « and L are the absorption coefficient and domain length scale, respectively.
The « is determined based on the local concentrations of H,O and CO,, total pressure, and path length
according to a Weighted-Sum-of-Gray-Gases model which was used in the current simulation and
given by Equation (16),

~ Vg, = G — 4xoT* (16)

where the —Vg, term is utilized in energy equation for radiation heat source.
To describe burner swirl, a swirl number (defined as ratio of angular to axial momentum) was

used as given by Beer [27]:

B fol" (wr) pup2mrdr

17)
p for” uppup2mrdr

For constant parameters: S;, = 5.

3.2. Model Validation

The present model was validated by comparing its results with the experimental results of
TECFLAM [19,20]. TECFLAM is a German corporation that presented a series of experimental
measurements to provide a database for various flams to improve and validate various numerical
model for combustions. Among their work, a database for swirled confined flames generated by
natural-gas standard burners is available. The results of the current model are compared with the
data in Figure 4. The goals of TECFLAM research programs are to establish a wide experimental
database from selective flames and to validate and improve the mathematical combustion models.
From this point, the comparisons between experimental measurements of TECFLAM [19,20] and
current numerical results are presented in Figure 4.

For the validation work, the model was run based on methane fuel at the conditions—T,;, = 300 K,
To =300K, S, = 0.9, and A = 1.2. Figure 4 compares axial, radial, and tangential velocity components of
the radial profiles at 30 and 60 mm away from the burner tips. The radial distribution of mixture fraction,
mean temperature, CO, mass fraction, and CHy mass fraction at different distances from the burner tips
are also compared. A reasonable agreement between the results of the current model using (realizable
k-¢) the turbulence model and TECFLAM [19,20] experimental data was obtained as shown in Figure 4.
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The small deviation between the two results can be attributed to the simplifying assumptions used in
combustion and turbulence models and to the uncertainty in experimental measurements. Thus, the
turbulence model (realizable k-¢) was capable of accomplishing this simulation work.
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Figure 4. Model validation—comparisons between present numerical and experimental data of TECFLAM [19,20].

4. Results and Discussion

4.1. Influence of Primary air Swirl Number (S,)

The influences of swirl number (Sy) of the primary air at Tp, = 20 °C, Tsa = 20 °C, T, = 20 °C,
A =1.3,and « = 0.10 on temperature profiles and inverted mixture fraction profiles, velocity vectors,
flame length, and mixture fraction contours are shown in Figures 5-9 for dp/do = 2.3 and 5.

Figure 5a,b illustrates centerline temperature profiles over flame at various swirl numbers (Sp,) for
two different dimensionless annulus burner diameters of 2.3 and 5. The figures show that the location
of the highest flame temperature was moved to right by 20% and 6% with increasing swirl number
from 0 to 1 for dp/do = 2.3 and 5, respectively. Moreover, the peak flame temperature magnitudes were
unchanged. Furthermore, the impact of swirl number of primary air on the maximum temperature
location in the flame vanished with the increase of the annulus diameter for specific excess air and
primary air ratio. This is due to the decrease of the size of the recirculation zone and less air diffusion in
the fuel with the increase of the swirl number (see Figure 6). The decreased penetration of air into the
fuel leads to the increase of the flame length, which causes a shift in highest flame temperature location.
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Figure 5. Effect of swirl number of primary air on centerline temperature profiles: (a) dp/do

(b) dp/do

Figure 6. Effect of swirl number of primary air velocity vectors at Ty =20 °C, T,

=0.1.
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Figure 9. Mixture fraction contours for different primary air swirl numbers at T,;, =20 °C, T, =20 °C,
u, =30 m/s, and « = 0.1.

Effect of swirl number of primary air on centerline mixture fraction profiles for two different
annulus diameters (dp/do = 2.3 and 5) is explained in Figure 7a,b, respectively. The figure shows that
the swirl number of the primary air has a remarkable influence on the profile of the mixture fraction
and the flame length. Accordingly, the flame length increases with the increase of the swirl number
due to the less diffusion and penetration of air in the fuel, which lead to incomplete reaction in a
small distance and the spread of the flame for complete oxidation. The effect of the swirl number of
primary air on the flame lengthening is strong at a small annulus diameter and weak at a large annulus
diameter. The figures show that the flame lengthens by 20% and 6% with increasing the swirl number
of the primary air in the range 0-1 at dp/do = 2.3 and 5, respectively. The predicted flame lengths in
the entire range of the swirl number are shown in Figure 8 for annulus diameters dp/do = 2.3 and 5.
The figure shows that the swirl number has a remarkable and slight impact on the flame length at
dp/do = 2.3 and dp/do = 5, respectively. Figure 9 shows the effect of the swirl number on the mean
mixture fraction contours at dp/do = 2.3 for illustrating the influence of S, on the flame length.

4.2. Influence of Primary air Inlet Annulus Diameter Ratio (dy/d,)

Concentric/annulus burners are commonly used in industrial applications with a confined flame
for flame stability. The flame characteristics are mainly dependent on the annulus diameter as shown
in Figures 10 and 11, which show the effects of the dimensionless annulus diameter on temperature
and mixture-fraction profiles, temperature and mixture fraction contours, and velocity vectors.

Figure 10a gives centerline axial temperature profiles for dp/do = 2.3 and 5 and Tpa = 20 °C,
Tsa = 20 °C, and Sn = 0.5. The figure shows that the location of the maximum flame temperature
point transferred to the right keeping its value with increasing dp/do from 2.3 and 5. This can be
attributed to the increase of the velocity of the primary air velocity with the decrease of annulus diameter.
The increase of the velocity enhances the mixing process of the fuel and oxidizer leading to a complete
reaction in a short distance close to the burner tip. Accordingly, the location of the maximum flame
temperature point moved to left with the decrease of annulus diameter leading to a shortening in the
flame length (see Figure 10b). Figure 10a,b shows that the location of the maximum flame temperature
point moved to the right, i.e., the flame lengthened by 19% due to the increase of dp/do from 2.3 to 5.
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Figure 11. Effect of annulus diameters on (a) velocity vectors, (b) temperature contours, and (c) mixture
fraction contours at T, =20 °C, To =20 °C, up =30 m/s, « = 0.1, A = 1.3, and S, = 0.5.

The vectors of the velocity for two annulus diameters, dp/d, = 2.3 and 5, are shown in Figure 11a.
The figure shows that the recirculation region size decreases with increasing annulus diameter and the
location of the maximum flame temperature point moved to the right, causing the increase of the flame
length as shown in Figure 11b,c.

4.3. Influence of Temperature of Secondary Air (Tsa)

To increase efficiencies of furnaces, heat recovery by preheating the air before combustion is
commonly used in the practice of industrial furnaces. The effects of the temperature of the secondary air
on air temperature profiles, wall temperature profiles, temperature contours, and velocity vectors are
shown in Figures 12 and 13. The variation of the centerline temperature profiles with the temperature
of the secondary air in the range 20-1000 °C is illustrated in Figure 12a for dp/do = 2.3, Tpa =20 °C, Ty
=20 °C and S, = 0. The figure shows the increase of the centerline temperature with the increase of
the temperature of the secondary from 20 to 200 °C, then the centerline temperature decreases with
the increase of the temperature of the secondary air up to 600 °C. Increasing the temperature of the
secondary air above 600 °C does not affect the centerline axial temperature profile.
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Figure 12. Effect of temperature of secondary air temperature on: (a) temperature profiles and (b)
mixture fraction profiles at uo = 30 (m/s).

Figure 12b shows the increase of the maximum wall temperature with the increase of the
temperature of the secondary air and the shifting of the location of the maximum wall temperature
point to the left. This can be attributed to the decrease of the air density with the increase of the
temperature of the secondary air, which leads to weak diffusion and mixing of the combustion air
with the fuel. This causes the existence of a hot zone close to the air entrance at a high temperature of
the secondary air. Figure 13a,b shows the growth of the recirculation region with the increase of the
temperature of the secondary air due to the reduction of the momentum of the secondary air causing
entrainment and recirculation.
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Figure 13. Effect of temperature of secondary air on: (a) temperature contours and (b) velocity vectors
at Tpa =20 °C,To=20°C,uo =30m/s, x=0.1,and A = 1.3.
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5. Conclusions

Numerical simulation using the CFD method is implemented to predict and discuss the influences
of primary air swirl number, primary air inlet annulus diameter, and temperature of secondary air on
the length of the rotary kiln flame and its flow field. The main findings obtained from this study are as
follows:

e The swirl number of the primary has a remarkable influence on flame length at lower primary air
inlet annulus diameter ratio (dp/do = 2.3);

e  The flame lengthens with increasing primary air swirl number—the length increases by 20% and
6% with increasing the swirl number from 0 to 1 for dp/do = 2.3 and 5, respectively;

e The flame lengthens with the increase of the annulus diameter of the inlet primary air—the flame
lengthens by ~19% with rising of dp/do from 2.3 to 5;

e The peak wall temperature rises and moves close to the burner tip and the recirculation region
size growths with the increase of the temperature of the secondary air.
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Nomenclatures

D kiln diameter (m)

dyi diameter of secondary air inlet (m)

do fuel-nozzle diameter (m)

dp annulus diameter of primary air inlet (m)
f mean mixture-fraction

L air-fuel ratio, mass basis (kgair/Kgfuel)
Ly length of flame (m)

R rotary kiln-radius (m)

Tp radius of primary air (m)

Sy swirl number

T local temperature (°C)

u axial velocity (m/s)

v velocity in radial direction (m/s)

w velocity in tangential direction (m/s)

X longitudinal distance measured from burner (m)
€ turbulent dissipation rate (m?2/s3)

A excess-air factor

o equivalence ratio, @ = (A/F)st/(A/F)actual-
p density (kg/m?)

Subscript

a axial

air air

0 fuel

pa primary air

sa secondary air

st stoichiometric
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Abstract: Optimization of flow fields in redox flow batteries can increase performance and efficiency,
while reducing cost. Therefore, there is a need to establish a fundamental understanding on the
connection between flow fields, electrolyte flow management and electrode properties. In this
work, the flow distribution and pressure drop characteristics of interdigitated flow fields with
constant and tapered cross-sections are examined numerically and experimentally. Two simplified
2D along-the-channel models are used: (1) a CFD model, which includes the channels and the
porous electrode, with Darcy’s viscous resistance as a momentum sink term in the latter; and (2) a
semi-analytical model, which uses Darcy’s law to describe the 2D flow in the electrode and lubrication
theory to describe the 1D Poiseuille flow in the channels, with the 2D and 1D sub-models coupled at
the channel/electrode interfaces. The predictions of the models are compared between them and
with experimental data. The results show that the most influential parameter is -y, defined as the ratio
between the pressure drop along the channel due to viscous stresses and the pressure drop across
the electrode due to Darcy’s viscous resistance. The effect of Re in the channel depends on the order
of magnitude of v, being negligible in conventional cells with slender channels that use electrodes
with permeabilities in the order of 10712 m? and that are operated with moderate flow rates. Under
these conditions, tapered channels can enhance mass transport and facilitate the removal of bubbles
(from secondary reactions) because of the higher velocities achieved in the channel, while being
pumping losses similar to those of constant cross-section flow fields. This agrees with experimental
data measured in a single cell operated with aqueous vanadium-based electrolytes.

Keywords: modeling; interdigitated flow field; channel tapering; pressure drop; flow distribution;
lubrication theory; redox flow battery

1. Introduction

The extensive use of fossil fuels in today’s lifestyle has led to climate change from greenhouse
gas emissions and has increased the need for use of renewable energy [1]. The major issue limiting
the wide-spread usage of intermittent renewable energy sources is the availability of efficient and
cost-effective energy storage systems [2]. Recently, redox flow batteries (RFBs) have attracted significant
attention due to their flexible design and ability to efficiently store large amounts of energy [3-5]. RFBs

Processes 2020, 8, 775; doi:10.3390/pr8070775 www.mdpi.com/journal/processes
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are composed of two differently charged electrolyte systems that convert electrical energy directly into
chemical energy by means of reversible electrochemical reactions [6-9]. The electrolytes are stored
in external tanks and pumped through an electrochemical redox cell, where the redox reactions take
place, storing or producing electricity [9-12]. In the redox cell, a membrane separates the electrode and
electrolyte of each half-cell. The role of the electrode is to allow for electrolyte transport and enable the
reactions in each half-cell, while the membrane serves to prevent the mixing of the electrolytes and
allow for the proton transfer between the two half-cells, to maintain electro-neutrality [13,14]. Once the
charged electrolytes have participated in the reaction, they are circulated back to the electrolyte tanks
for recharging. Unlike traditional batteries, the key advantage of RFBs is that power generation and
energy storage are decoupled, such that the energy storage capacity is determined by the volume of
electrolytes, whereas the power rating is dictated by the size of redox cells [3-9]. This makes them
ideally suited for a wide range of applications, especially grid-scale energy storage. RFBs are typically
categorized based on the redox active species that are used. Among various types of flow batteries,
all-vanadium flow batteries (VRFBs), which employ the V] /V3i and V, /VJ redox couples in an
aqueous solution as the negative and positive electrolytes, offer unique advantages [15,16]. The use of
the same but differently charged species in both half-cells of VRFBs eliminates cross-contamination of
electrolytes, which is considered to be one of the major problems that affect the life and durability of
other RFBs [17]. Therefore, significant emphasis has been placed on all-vanadium systems since the
invention of the flow battery technology [4,18].

The flow-assisted nature of RFBs presents many challenging issues, including but not limited
to significant transport losses due to poor electrode and cell design and the related low power
density [19-26]. It can be hypothesized that many of these challenges are primarily related to the
concept of electrolyte utilization [27-32]. Electrolyte utilization is described as the most effective use
of electrolyte circulation for the optimum charge and discharge of the RFB. The primary issues of
concern regarding electrolyte utilization are gathered around (i) electrode design and (ii) electrolyte
flow mechanisms in the cell. The primary role of the electrode is to enable transport of electrolytes,
facilitate charge transfer and provide reaction sites for electrochemical reactions [21,33]. Therefore, the
nature of the electrode is critically important as it directly governs the transport related losses [23,34,35],
cell resistance [36,37], performance degradation [20,38] and many other issues. For instance, proper
engineering of electrolyte circulation within the electrode can potentially increase the amount of
electrode surface area used for reactions and charge transfer [39-41]. Failure to do so will increase the
mass transport losses and the concentration overpotential, reducing overall battery performance.

Proper selection of electrolyte flow configuration is critical for the effective use of electrolyte.
Two different flow configurations have been widely used in the field, namely flow-through and flow-by
flow fields, which are defined based on how the electrolyte flows with respect to the electrode [19,29,42].
In a flow-through design, the electrolyte is forced to permeate through the porous electrodes, whereas
in a flow-by design, the electrolyte is directed along the surface of the electrode (i.e., flows parallel
to the electrode surface) in two ways: (i) through a flow frame placed between the electrode and the
membrane, or (ii) through the flow channels in the current collector (similar to a fuel cell) [27,28,43].
Understanding the unique aspects of each flow scheme is critical for selecting the flow cell architecture
that leads to minimum losses. While one flow configuration can minimize certain types of losses, it may
inadvertently increase others. For instance, the flow-through design maximizes the contact between
the electrolyte and the electrode; however, it increases the pressure drop and induces accelerated
electrode degradation due to the high viscous forces. While the flow-by configuration eliminates the
pressure drop losses, it suffers from poor electrolyte utilization.

Existing studies show the possibility of achieving higher performance ratings through the use of
different flow-field geometries [23,27,28,42,43]. Among these studies, one promising solution is to use
flow fields with non-uniform depth by adding channel obstructions and ramps. According to a recent
study [28], integration of ramps (i.e., with tapered channels) into flow fields results in improvements in
peak power densities for both open-ended (e.g., parallel flow field) and close-ended (e.g., interdigitated
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flow field) geometries. A reduction in the pressure drop has also been observed in interdigitated flow
fields with tapered flow fields [28]. In this work, the pressure drop and flow characteristics of constant
cross-section and tapered interdigitated flow fields used in RFBs (and related electrochemical devices)
are investigated theoretically, numerically and experimentally. The organization of the paper is as
follows. In Section 2, the formulation of the 2D CFD model used to analyze the problem is presented,
along with a simplified 2D+1D model based on lubrication theory (Appendix A). In Section 3, the
pressure drop experiments conducted in a single cell VRFB are described. The results are discussed in
Section 4, including a comparison between both numerical models and the experimental data. Finally,
the concluding remarks are given in Section 5.

2. Mathematical Model

Figure 1 shows schematically the repeating unit cell of an interdigitated flow field typically
used in electrochemical devices, such as RBFs or fuel cells. The liquid electrolyte enters the system
with uniform velocity, U, continues through the inlet channel, );, permeates through the porous
electrode, (), and is finally collected at the outlet channel, (),, before leaving the system. In typical cell
designs, the height and width of the channels, H ~ wg, ~ 1 mm, are comparable to the characteristic,
effective channel-to-channel distance, w?“, and also to the electrode thickness, ¢, to provide a good
balance between charge and mass transport. Note that the effective channel-to-channel distance
includes the out-of-plane movement of the fluid as it travels around the rib, through the porous
electrode. The characteristic, effective channel-to-channel distance is of the same order as the rib
width and electrode thickness (wgff ~ Wyip, ~ J¢). By contrast, the channel length, L, is much larger
than the characteristic cross-sectional size, L > H ~ wq, ~ wﬁf“ ~ J¢, which results in slender
channel geometries. Hence, the flow in the channels is slender, or quasi-one-dimensional, with
v/u ~ H/L < 1, as implied by mass conservation. Here, u and v are the axial and transverse velocity
components in the x and y directions, respectively.

Considering the above hierarchy of scales, a 2D CFD model is used here to facilitate the analysis
and reduce computational cost, while still retaining the main physics of the problem. A detailed study
would require the use of 3D geometries to account for the effective channel-to-channel distance, but this
is out of the scope of this work, which seeks to understand the role of the main parameters governing
the fluid-dynamic problem. The 2D geometry is shown in the bottom panel of Figure 1, where
x = (x,y), being x and y the Cartesian coordinates in theaxial and transverse direction, respectively.
The fluid enters the system through the inlet channel, (3;, which runs in the x-direction parallel to the
porous electrode. In the domain of interest, 0 < x < L, hereafter referred to as the flow-through section,
the height of the inlet channel decreases gradually from its initial value, /;(0), to the dead-end height,
h;i(L). Similarly, the height of the outlet channel, (),, located at the opposite side of the electrode,
grows gradually from the dead-end height, h,(0), to its final value, h,(L). To facilitate the analytical
treatment, the analysis is restricted to cases where the height of the inlet and outlet channels are
equal, 1;(0) = hy(L) = H, so that the pressure gradients in the channels upstream and downstream
the flow-through section are equal. The inlet and outlet channels have a trapezoidal (i.e., tapered)
geometry given by the following expressions

hi(x) = H [1— 1-¢) %] and fip(x) = H [¢+(1—¢) %] for 0<x<L, )
with constant cross-section channels corresponding to ¢ = 1, and tapered channels to 0 < ¢ < 1.
The geometrical parameters and fluid properties used in the analysis are listed in Table 1. To remove
the singularity that emerges at the closed end of ramped channels with ¢ = 0, ramped profiles are
truncated to a trapezoidal shape assuming a fixed taper ratio ¢ = 0.1, which results in an end-wall
height of 10% of the initial height H. In Section 4.3, a nearly triangular along-the-channel shape
(¢ = 1072) is also considered for comparison with a semi-analytical lubrication model that will help
with the interpretation of the pressure drop results. The formulation of the lubrication model is
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presented in Appendix A. To ensure that the flow is fully developed in the electrode region, the inlet
and outlet channels are provided with upstream and downstream extensions of constant height H to
allow for the complete development of the flow and avoid any effect of the inlet and outlet boundary
conditions. The length of these extensions, 20H, is of the order of the flow development length for the
highest Reynolds numbers considered in this study.

outlet channel (Q,)

end walls

porous electrode
()

inlet channel (£;)

L |

Figure 1. (top) Cell fixture and constant cross-section interdigitated flow field used in the experiments,
indicating the repeating unit cell, (middle) schematic representation of the 3D geometry of a unit cell of
an interdigitated flow field with constant cross-section and tapered channels, and (down) the simplified
2D along-the-channel geometry used in the CFD model. The flow direction (blue arrows), the notation
used for the geometrical parameters and the coordinate system are indicated.

The density and viscosity of the fluid, p and y, depend strongly on the type of electrolyte, state of
charge and temperature [7,44,45]. Whereas the feed flow rate, Q, used in a cell with, e.g., 10 inlet and
outlet channel segments and an active area of roughly 16 cm? does not usually exceed 200 ml/min,
corresponding to 20 ml/min per channel segment [27,28,46,47]. This leads to a characteristic inlet
velocity below U ~ 0.33 m/s and a Reynolds number in the channel lower than Re = pUH /u = 300,
considering an inlet area of 1 x 1 mm? and the properties of liquid water at room temperature.
However, aqueous and non-aqueous electrolytes often exhibit higher viscosities [48], so that Re < 100
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is expected in most practical applications. In this exploratory work, liquid water is taken as working
fluid, and the inlet velocity is conveniently varied (see Table 1) to investigate the role of inertia in an
extended range of Reynolds numbers, Re = 1 — 800.

Table 1. Geometrical parameters, fluid properties and operating conditions used in the 2D CFD model.

Parameter Symbol Value

Characteristic channel length L 4cm,10emt

Reference inlet/outlet channel height H 1 mm

Effective channel-to-channel distance wef 1.5 mm

Electrode permeability K, 1071310710 m?2 *

Density 0 10° kg m3

Dynamic viscosity u 103 kgm1s7!

Inlet velocity (volume flow rate) u(Q) 1-800mm s~ (1-800 mm?2 s~ 1)
1 An additional channel length of L = 10 cm and various electrode permeabilities K, are explored in
Section 4.3.

The equations determining the flow and pressure drop are the steady-state Navier-Stokes
equations for an incompressible fluid of uniform density and viscosity, written here in their generalized
form for flow in porous media

V-u=0 (2a)
S%(u V)u=—Vp+ %V2u+su (2b)

where u = (u,v) is the superficial velocity (equal to the fluid velocity in the channels), ¢ is the porosity
(equal to unity in the channels), and S, is the momentum sink term due to Darcy’s viscous resistance

1z .
——u, in Q
Su=4 Ke ‘ @)
0, in Q; and Q,,

where K, is the (isotropic) electrode permeability.

Inertial effects (i.e., Forchheimer drag [46,49,50]) can be neglected in the porous electrode because
the characteristic Reynolds number, Re,, based on the fiber diameter, d i and the interstitial velocity,
1, /¢, is usually of order unity or smaller. From mass conservation, the superficial velocity in the
electrode can be estimated as u, ~ [H?/(3,L)]JU ~ (H/L)U, given that 5, ~ H, which for the
representative geometry considered here, H/L = 0.025, with U ~ 800 mm /s, results in u, ~ 20 mm/s
for the highest flow rates under study. Using the properties of liquid water, a characteristic fiber
diameter d¢ ~ 10 um, and a porosity ¢ ~ 0.7 typical of carbon papers and felts [33,51-54], leads to

_puedy  10°2x 10721075
T 0.710-3 ~03 @

Re,

Re, would be even lower for electrolytes more viscous than water.
Equations (2a) and (2b) can alternatively be written in the form

<1

=0 (5a)

12A . .
- B <> —a in O,
Vp+ ——Vaii— v (5b)

Re B (
A 0 in Q;and Q,,

.V)ﬁ:_

R =
=
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where V() = HV/() is the dimensionless nabla operator, associated with the dimensionless
spatial variable
= X
X= (6)
while ( KL
- _o u . P — Pref)Ke
1= (i,7) = — and =1 = 7
(#,9) = 5 P = it @

are the dimensionless velocity and pressure, the latter referred to a conveniently defined reference
pressure, pref. These are made non-dimensional using the average inlet velocity, U = Q’/H, based on
the volume flow rate Q’ per unit length in the sp