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Abstract: The research of oil/air two-phase flow and heat transfer is the fundamental work of the
design of lubrication and heat transfer in aero-engine bearing chamber. The determination of impact
state criterion of the moving oil droplets with the wall and the analysis of oil droplet deposition
characteristics are important components. In this paper, the numerical analysis model of the impact
between the moving oil droplet and the wall is established by using the finite volume method, and
the simulation of oil droplet impingement on the wall is carried out. Then the effects of oil droplet
diameter, impact velocity, and incident angle on the characteristic parameters of impact state are
discussed. The characteristic parameters include the maximum spreading length, the maximum
spreading width, and the number of splashing oil droplets. Lastly the calculation results are verified
through comparing with the experimental results in the literature. The results show as follows:
(1) The maximum spreading width of oil droplet firstly increases and then slows down with the
incident angle and the oil droplet diameter increasing; (2) when the oil droplet diameter becomes
small, the influence of the incident angle on the maximum spreading length of oil droplet is obvious
and vice versa; (3) with the impact velocity and diameter of oil droplet increasing, the maximum
spreading width of oil droplet increases firstly and then slows down, and the maximum spreading
length increased gradually; (4) the number of splashing oil droplets increases with the incident angle
and impact velocity increasing; and (5) compared with the experimental data in literature, the critical
dimensionless splashing coefficient Kc proposed in this paper can better distinguish the impact state
of oil droplet.

Keywords: aero-engine; bearing chamber; oil droplet; numerical simulation; criterion; splash;
deposition; impact; process

1. Introduction

Lubrication oil is supplied to roller or ball bearings via an under-race lubrication method and
then sheds into aero-engine bearing chamber in the form of oil droplets. The high-speed moving oil
droplets impact with the chamber wall at different incident angles, the diameter of oil droplets is in
the range of 1–500 μm, and the impingement time is only a few microseconds. Then the oil droplet
or deposits on the wall surface to form oil film, or disintegrates many smaller secondary oil droplets
to suspend in the bearing chamber. Thus air, oil droplet, and oil film coexist in the bearing chamber.
The whole impingement process can be simplified as the impact of oil droplet with the oblique wall.
Meanwhile, the real aero-engine operating conditions are complicated, and the experimental studies
are limited. It is very difficult to accurately analyze the air-oil two-phase flow, and restricts the precise
design of aero-engine lubrication system. So, the numerical simulation can make up the deficiency
of the experiment method to a large extent. In this paper, the determination of impact state criterion

Processes 2020, 8, 741; doi:10.3390/pr8060741 www.mdpi.com/journal/processes
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between oil droplet and wall and the analysis of oil droplet disposition characteristics are performed,
which can provide more reasonable initial condition for the further research of multiphase flow and
heat transfer in the bearing chamber.

The phenomenon of liquid drop impacting with solid wall was firstly observed by Worthin et al. [1]
by means of the experiment that water droplet and mercury droplet impact with metal surface.
Subsequently, more comprehensive and extensive experimental research had been carried out by many
scholars under different parameter conditions. Early research focused on the observation of the droplet
shape change after the impact, and the analysis of the influence of droplet physical parameters, impact
velocity, and wall roughness. Mundo et al. [2] observed the impact phenomenon of alcohol, water, and
solid wall through experimental research, analyzed the influence of physical parameter of solution,
impact parameter and droplet diameter on the collision, and introduced the characteristic parameter as
the criterion for judging whether the droplet splashes or not. Glahn et al. [3] measured oil droplet sizes
and velocities by utilizing a Phase Doppler Particle Analyzer (PDPA) technique for the first time under
the real engine conditions, and calculated the droplet trajectories and velocities by using numerical
method. Simmons et al. [4] calculated the dispersion oil droplets motions using the two-way coupling
method, where the oil droplet diameter is in the range of 1~500 microns. Cossali et al. [5] studied
the splashing phenomenon of droplets after impinging on the liquid film by experiments, proposed
the definition of splashing, and summarized the critical parameters of splashing. Sikalo et al. [6,7]
carried out an experimental study on the impact between the droplet and the inclined wall, found the
phenomenon of spread, rebound, and splash appeared after the impact between the droplet and the
solid surface, and analyzed the influence of the incident angle and impact velocity of the droplet on
the spreading characteristics and rebound rate of the liquid film. Rioboo et al. [8,9] put forward six
kinds of impact phenomena between liquid droplet and solid wall based on the observation results
of collision test using water and alcohol mixture, and analyzed the influence of the liquid droplet,
impact velocity, and the roughness of solid wall on the shape change of splashed liquid droplet and
liquid film after collision. Hitoshi and Yu et al. [10] combining experimental and numerical simulation
methods, studied the form of spreading water film formed by water droplet after colliding with inclined
wall. Shen et al. [11] used a two-dimensional numerical simulation method to compute the dynamic
process of water droplet impacting the inclined wall, and analyzed the influence of impact velocity
and incident angle of water droplet under the condition of low impact energy on the spreading length.
Wang et al. [12] established the collision model of oil droplet and chamber wall based on the motion
state before the collision between oil droplet and bearing chamber wall in the aero-engine, and obtained
the influence rule of oil droplet diameter on the deposition rate and momentum transfer rate of oil
droplet. Fujimoto and Ogino et al. [13] calculated the deformation, velocity, and pressure distribution of
liquid droplet when hit the horizontal and inclined surface, and compared them with the experimental
results. Fukai et al. [14] used the two-dimensional finite element method to simulate the deformation
behavior after the collision of droplet and plates, and analyzed the influence of impacting velocity and
contact angle. Lu et al. [15] used the high-speed photography technology to establish the relationship
between the spreading characteristics of liquid film, the weber number, and impact incident angle.
Vladimir et al. [16] studied the collision of droplet and the oil tank surface by theoretical analysis
method, and analyzed the change rule of the adhesion and splashing of a single droplet impact with
the oil tank surface. Gorse et al. [17] carried out an experimental study on the oil droplet generation by
roller bearing in a wide range of engine conditions, the results revealed that the pressure across the
bearing and the structure of the bearing support had strong influence on the generation of oil droplets.
Farrall et al. [18] used CFD technique to determine the outcome of droplet impact with a wall film,
and the results show that the behavior of oil in bearing chamber is strongly influenced by the conditions
with which it leaves the bearing. Chen et al. [19] established the oil droplet movement model in the air
fluid by Lagrangian method, and analyzed the deposition characteristics of the moving oil droplet
after colliding with the bearing chamber wall. Chen et al. also analyzed the collision between the
deformed oil droplet and the wall, and obtained the change rule of the flow characteristics of the oil
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film on the wall. Tembely et al. [20] discussed the effect of substrates’ wettability on the droplet impact
droplet spreading, and the evolution of spreading diameter was determined. Adenyi et al. [21] carried
out numerical and experimental study of a customized shallow sump aero-engine bearing chamber
with inserts to improve oil residence volume. Bristot et al. [22] identified a Volume of Fluid (VOF)
approach with turbulence damping for the transient simulation of air/gas two-phase flows in bearing
chamber, which improve the accuracy of bearing chamber flows modelling.

Although there are many researches on the impact between droplet and solid wall, most of them
focus on spreading characteristics after the impact between droplet and solid wall. However, the
determination of impact state criteria for the adhesion and splashing state of droplet and the variation
of the number of secondary droplets after the impact is rarely discussed. Meanwhile, compared
with the water droplet, the high viscosity coefficient makes it show inherent characteristics when
an oil droplet impacts with the wall. Therefore, it is very necessary to carry out the research on the
determination of impact state criteria and the deposition characteristics of moving oil droplets in the
bearing chamber.

The VOF method is used to establish the numerical model of oblique collision between moving
oil droplet and solid wall. The impact state and the deposition characteristic of oil droplet is
calculated under the different oil droplet diameter, incident angle, and impact velocity. Single factor
analysis method is employed to analyze oil droplet impact state. The determination of impact state
criterion between the dimensionless splashing coefficient and oil droplet impact state is acquired.
The results can be applied to the impact analysis of oil droplet and wall in aero-engine bearing chamber.
And the quantitative analysis of the number of splashing secondary oil droplets could provide the
initial condition for further research on coalescence and breakup of the secondary oil droplet in the
bearing chamber.

2. Theory and Calculation Model

2.1. The Governing Equation of Oil Droplet Impacting with the Wall

There are two kinds of fluids involved in the process of impact between oil droplet and the wall:
Lubricating oil and air. Both of them are assumed incompressible fluid and no mass and momentum
exchanged with each other. The mass and momentum conservation equation of each phase are
as follows:

∇ ·V = 0 (1)

dV
dt

+ ∇ · (VV) = g− 1
ρ
[∇p− μ∇2V] +

1
ρ

F (2)

where V is the fluid velocity; p is the fluid pressure; g is the gravity acceleration; ρ and μ are the average
density and average dynamic viscosity of fluid respectively; F is the momentum source term generated
by oil surface.

VOF method [23,24] is used to trace the free interface between oil droplet and air, and the volume
fraction of oil in grid cell is calculated. The oil volume fraction equation is given by

∂Ω
∂t

+ V · ∇Ω = 0 (3)

where Ω is the oil volume fraction, Ω = 0 and Ω = 1 indicate that there is no oil or full oil in the grid
cell respectively; 0 < Ω < 1 indicates that oil and air coexist in the gird cell at the same time.

The average density and dynamic viscosity of the fluid in the grid cell are

ρ = Ωρl + (1−Ω)ρg (4)

μ = Ωμl + (1−Ω)μg (5)
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where subscript l and g represent oil and air respectively.
According to the continuous surface tension model proposed by Bracketbill et al. [25], the

momentum source term in Equation (2) is given by

F = σ
ρκ∇Ω

(ρl + ρg)/2
(6)

where κ is the surface curvature, κ = ∇(n/|n|), n is the normal direction of the free interface between
oil droplet and air, n = ∇Ω.

2.2. Numerical Model of Oil Droplet Impacting with Wall

The schematic diagram of the impacting between oil droplet and the solid wall is shown in
Figure 1. The diameter of the incident oil droplet is D, the incident angle of the oil droplet is θ, and the
impacting velocity is v. The width and length of the wall are W and L respectively.

Figure 1. Oil droplet impact with solid wall.

The grid model of oil droplet impacting with solid wall is shown in Figure 2, and the calculation
region is W × L × H = 2 mm × 2 mm × 0.4 mm. The boundary conditions of calculation are as follows:

Figure 2. Grid model of moving oil droplet impacting with the wall.

(1) In the calculation area of oil droplet, the volume fraction of oil is set as 1, the initial oil droplet
velocity is the impacting velocity;

4
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(2) in the other calculation area, the volume fraction of oil is set as 0; and
(3) the wall adopts the no-slip velocity boundary condition.

The impact point of oil droplet and the wall is P. Hexahedral structured grids are generated in the
entire computational domain. In order to ensure the calculation accuracy, W and L are divided into
200 segments respectively, and H is divided into 40 segments. The volume cell is 1 μm × 1 μm × 1 μm,
and the total grid number is 1,600,000. The mesh quality is quite fine, which completely meets the
computing requirement. Considering the accuracy and sharpness, the Geo-Reconstruct is employed
for interface reconstruction. And the second-order upwind scheme is employed for discretization of
fluid mass and momentum conservation equation. The transient solver is used to solve the equations,
in which Presto algorithm is employed for the pressure term, PISO algorithm is used for coupling the
pressure and velocity term: where oil density ρl is 926 kg/m3, dynamic viscosity μl is 0.007 P·s, and
surface tension coefficient σl is 0.035 N/m. Gas density ρg is 1.225 kg/ m3, dynamic viscosity μg is
1.789 × 10−5 P·s.

3. Results and Discussion

In this paper, the deposition characteristics of oil droplet are calculated under different operating
condition. The impacting velocity, incident angle and oil droplet diameter chosen are derived from the
literature [3,12,19]. The specific parameters and values are shown in Table 1.

Table 1. Operating condition.

Parameters Value

Impacting velocity v (m/s) 10,15,20,25,30
Incident angle θ (◦) 30,45,60,75

Oil droplet diameter D
(μm) 100,150,200,250,300

3.1. Deposition Characteristics of Oil Droplet under Different Oil Droplet Diameter, Velocity,
and Incident Angle

The adhesion and spreading process of oil droplet in 60 μs is shown in Figure 3 when the diameter
is 150 μm, the impacting velocity is 15 m/s and the incident angle is 30◦. The adhesion and spread
indicates that there are no secondary oil droplets appeared after the oil droplet impacting the wall.
After impacting with the solid wall, the oil droplet spread along the wall under the combined action
of gravity, inertial force, surface tension, and viscous force. It can be seen from the figure that the
spreading length and spreading width of the oil film are quite different, and the oil film distribution is
asymmetrical in the direction W and L. The oscillation and accumulation phenomenon occurred at
the bottom of the oil film, accompanied by the appearance of “dry out spots”. The reason is that the
force of oil droplet is uneven in the direction of spreading length and width. Due to that the incident
angle is small, the effect of gravity and viscous force on the direction of spreading length are more
significant, but the spread in the direction of width is only affected by viscous force.

The adhesion and spreading process of oil droplet in 60 μs is shown in Figure 4 when the diameter
is 200 μm, the impacting velocity is 10 m/s and the incident angle is 60◦. Compared with Figure 3, the
spread of oil droplet on the wall is quite different. Under this condition, the spread shape of oil droplet
on the wall is approximately circular, and the spread is relatively uniform in the direction of length
and width. The reason is that the effect of gravity on the oil droplet become small with the incident
angle increasing, and surface tension and viscous force plays a leading role.
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t =0 s t = 10 s t = 20 s t = 30 s t = 40 s t = 60 s 

(a) 

  
t = 60 s t = 60 s 

(b) 

Figure 3. Spreading process of oil droplet (D = 150 μm, v = 15 m/s, θ = 30◦), where the contour plots
represent the volume fraction of oil droplet. (a) Spreading process of oil droplet in 60 μs. (b) Spreading
of oil droplet at 60 μs.

t = 0 s t = 10 s t = 20 s t = 30 s t = 40 s t = 60 s 
(a) 

  
t = 60 s t = 60 s 

(b) 

Figure 4. Spreading process of oil droplet (D = 200 μm, v = 10 m/s, θ = 60◦), where the contour plots
represent the volume fraction of oil droplet. (a) Spreading process of oil droplet in 60 μs. (b) Spreading
of oil droplet at 60 μs.

The adhesion and spreading process of oil droplet in 60 μs is shown in Figure 5 when the diameter
is 250 μm, the impacting velocity is 25 m/s and the incident angle is 60◦. It can be seen that the oil
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droplet splashed after impacting with the wall. Due to that the diameter of the oil droplet is large and
the impacting velocity is high, so the momentum of the impacting oil droplet is larger. But a large
incident angle reduced the flow velocity of the deposited oil film along the wall, and the propagation
velocity of the internal shock wave of the oil film is faster than that of the oil film along the wall,
so “small oil column” appears at the edge of the spreading oil film. With the aid of the propagation of
the shock wave, the energy accumulated at the edge, and “small oil column” extends upward, thus the
“small oil column” breaks up and forms the second small splashing oil droplet. Meanwhile, it can be
seen that the oil film also breaks up under the action of shock wave, which results in uneven spreading
thickness of oil film on the wall, and accompanies by the appearance of dry out spots.

t = 0 s t = 10 s t = 20 s t = 30 s t = 40 s t = 60 s 
(a) 

  
t = 60 s t = 60 s 

(b) 

Figure 5. Splashing process of oil droplet (D = 250 μm, v = 25 m/s, θ = 60◦), where the contour plots
represent the volume fraction of oil droplet. (a) Splashing process of oil droplet in 60 μs. (b) Splashing
of oil droplet at 60 μs.

The characteristic parameters include the maximum spreading length, the maximum spreading
width, and the number of splashed secondary oil droplet, which are used to characterize the change
rule of the impact state between the oil droplet and the solid wall. Figure 6 shows the relationship
of the maximum spreading length and the maximum spreading width of the deposited oil film with
the diameter of oil droplet under different incident angles when the impacting velocity is 20 m/s.
The maximum spreading width of the oil film increases with the diameter and incident angle of oil
droplet increasing, and the spreading width of the oil film increases firstly and then gradually slows
down. With the diameter and incident angle of oil droplet increasing, the splash phenomenon occurs
after the oil droplet impacting with the wall. The relationship between the maximum spreading length
of the oil film, the diameter and the incident angle of the oil droplet is complicated. When the incident
angle is small, the oil droplet is significantly affected by gravity. So, the maximum spreading length of
the oil film is large. However, with the diameter of oil droplet increasing, the influence of incident
angle on maximum spreading length of oil film weakens.

In Figure 7, the relationship of the maximum spreading length and width of deposited oil film
with the diameter of impacting oil droplet under different impacting velocity when the incident angle
is 60◦ and the spreading time is 60 μs. It can be seen that with the impacting velocity increasing,
the maximum spreading width of oil film increases firstly and then slows down, while the maximum
spreading width of oil film increases with the impacting velocity and oil droplet diameter increasing.
The larger impacting velocity and kinetic energy of oil droplet, the greater remaining energy after the
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oil droplet overcomes the energy dissipation in the spreading process, which is conducive to the further
spreading. However, due to the splashing phenomenon on the edge of spreading, the spreading width
slows down.

Figure 6. Effect of incident angle on spreading characteristics of deposited oil film when the impacting
velocity is 20 m/s.

 
Figure 7. Effect of impacting velocity on spreading characteristics of deposited oil film when the
incident angle is 60◦.

The trend of oil droplet impacting velocity and the number of splashed oil droplet under different
incident angles is shown in Figure 8 when the oil droplet diameter is 300 μm and the spreading time
is 60 μs. It can be seen that when the impacting velocity of oil droplet is low, no splash occurs after
the impact between oil droplet and the wall. With the impacting velocity of oil droplet increasing,
the number of splashed oil droplet increases. Obviously, the reason is that the higher impacting
momentum of oil droplet with larger impacting velocity, the more splashing oil droplet produced.
Meanwhile, with the incident angle increasing, more splashing oil droplets are born at the same
impacting velocity. The oil film is more evenly stressed in the length and width direction with the
incident angle increasing. And more small oil columns emerge at the edge of the oil film, then occurs
fracture, so more splashing oil droplets are produced.

8
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Figure 8. Effect of impact velocity on the number of splashed oil droplets when the oil droplet diameter
is 300 μm.

3.2. Determination of Impact State Criterion

The determination of impact state criterion of moving oil droplet and the wall indicates that the
criterion can judge whether the critical state of oil droplet splashing occurred after the impacting with
the wall. According to the previous analysis, whether the splashing phenomenon occurs is depended
on the geometric and motion parameters such as the diameter, impacting velocity and incident angle
of oil droplet. The relevant parameters are derived from the literature [9,14]. In order to determine
whether the splashing phenomenon occurred after oil droplet impacted with the wall in the bearing
chamber, the single factor analysis method is employed in a wide range of parameter. The numerical
simulation of impact state between oil droplet and the wall are carried out to compute the deposition
and splashing of oil droplet under the combination of several influence parameters. The value of
the combination of geometric and motion parameter are recorded under corresponding conditions.
In order to establish the criterion for judge the critical state of moving oil droplet impacting the wall,
the dimensionless splashing coefficient K is introduced, and the expression is given by

K = We0.5Re0.25 (7)

where
We = ρlv2D/σl (8)

Re = ρlvD/μl (9)

where ρl is oil droplet density; v is oil droplet impacting velocity; D is oil droplet dimeter; σl is
surface tension of oil droplet; μl is dynamic viscosity of oil droplet. We is the Weber number. Re is
Reynolds number.

The distribution relationship between the combination of geometric and operating parameters
and the dimensionless splashing coefficient K which correspond to the oil droplet deposition and
splashing state is shown in Figure 9. In the figure, the deposition and splashing of oil droplet are
divided into two parts. The dimensionless splashing coefficient corresponding to the fitted curve
was known as critical dimensionless splashing coefficient, which was represented by Kc. The fitting
relationship between the dimensionless splashing coefficient and the incident angle of oil droplet
obtained by univariate nonlinear regression analysis, which is given by

Kc = 182.657× θ−0.5543 (10)

9
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Figure 9. Distribution relationship between oil droplet deposition or splashing state and dimensionless
splashing coefficient K.

The significance of the critical dimensionless splashing coefficient is that: (1) when K < Kc,
the moving oil droplet will deposit after impacting with the solid wall, and no secondary oil droplet
will be produced; (2) when K > Kc, the moving oil droplet will splash after impacting with the wall,
and secondary oil droplet will be produced. The critical dimensionless splashing coefficient can be
used as a criterion to judge the impact state between the oil droplet and the wall in the aero-engine
bearing chamber.

3.3. Verification and Comparison of Impact State between Oil Droplet and the Wall

The dimensionless splashing coefficient can be used as the judgment criterion for the impact
state of moving oil droplet and solid wall. In order to verify the rationality and validity, the critical
dimensionless splashing coefficient and the judgment results provided in this paper are compared with
the relevant experimental results in the literature [2,6,26], as shown in Table 2. Through comparison,
it is found that the results of this paper are consistent with experimental results in the literature, and the
critical dimensionless splashing coefficient proposed in this paper can better distinguish the impact
state of oil droplet. The criterion for determining the impact state between moving oil droplet and the
wall can be applied to the aero-engine bearing chamber, which has not been achieved in the existing
research work.

Table 2. Comparison with the experimental results.

D
(mm)

ρl

(kg/m3)
μl

(Pa·s)
σl

(N/m)
θ

(◦)
v

(m/s)

Experimental
Results of

[2,6,26]

Dimensionless
Splashing Coefficient

K of This Paper

Judgement Results
of This Paper

0.132 786 0.0024 0.021 54◦ 17 splashing [2] 196.74 splashing
0.5 1000 0.000894 0.072 90◦ 18.81 splashing [26] 502.02 splashing
0.5 1000 0.000894 0.072 90◦ 32.54 splashing [26] 995.98 splashing
0.5 1000 0.0021 0.069 90◦ 18.27 splashing [26] 399.41 splashing
0.5 1050 0.0021 0.069 90◦ 32.92 splashing [26] 864.90 splashing
0.5 684 0.000387 0.020 90◦ 14.23 splashing [26] 623.14 splashing
0.5 684 0.000387 0.020 90◦ 8.93 splashing [26] 348.05 splashing
0.5 714 0.000720 0.022 90◦ 7.56 splashing [26] 238.29 splashing
0.5 714 0.000720 0.022 90◦ 13.28 splashing [26] 481.90 splashing

2.45 1220 0.116 0.063 90◦ 1.04 deposited [6] 16.30 deposited
2.72 996 0.001 0.072 10◦ 3.25 deposited [6] 193.119 deposited
2.72 996 0.001 0.072 45◦ 3.25 splashing [6] 193.11 splashing
2.72 996 0.001 0.072 45◦ 1.55 deposited [6] 76.54 deposited
3.3 786 0.0024 0.021 45◦ 2.1 splashing [6] 161.08 splashing

10



Processes 2020, 8, 741

4. Conclusions

(1) The influence of incident angle on the maximum spreading length of oil droplet is large when the
diameter of oil droplet is small; the influence of incident angle on the maximum spreading length
of oil droplet is small when the diameter of the oil droplet is large; while the maximum spreading
width of the oil droplet increases firstly and then slows down with the incident angle increasing.

(2) With the oil droplet diameter and impacting velocity increasing, the maximum spreading
width increasing firstly and then slows down, while the maximum spreading length shows an
increasing trend.

(3) With impacting velocity and incident increases, the number of splashing oil droplet presents an
increasing trend under the condition of splashing caused by oil droplet impacting with the wall.

(4) Compared with the physical experiments in the literature, the rationality and validity of the
critical dimensionless splashing coefficient proposed in this paper is verified. It is shown that the
dimensionless splashing coefficient is feasible as a criterion for judging the impact between the
moving oil droplet and the solid wall in the bearing chamber.
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Nomenclature

ρ average density of fluid
μ average dynamic viscosity of fluid
ρl oil density
ρg gas density
μl oil dynamic viscosity
σl oil surface tension coefficient
μg air dynamic viscosity
θ incident angle of oil droplet
κ surface curvature
Ω oil volume fraction
p fluid pressure
D diameter of oil droplet
F momentum source term generated by oil surface
g gravity acceleration
n normal direction of the free interface between oil droplet and air
v impacting velocity of oil droplet
We Weber number
Re Reynolds number
K dimensionless splashing coefficient
Kc Critical dimensionless splashing coefficient
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Abstract: Based on computational fluid dynamics (CFD) and Realizable k-ε turbulence model, we
established a numerical simulation method for wind and vapor-concentration fields of various external
floating-roof tanks (EFRTs) (single, two, and four) and verified its feasibility using wind-tunnel
experiments. Subsequently, we analysed superposition effects of wind speed and concentration fields
for different types of EFRTs. The results show that high concentrations of vapor are found near the
rim gap of the floating deck and above the floating deck surface. At different ambient wind speeds,
interference between tanks is different. When the ambient wind speed is greater than 2 m/s, vapor
concentration in leeward area of the rear tank is greater than that between two tanks, which makes
it easy to reach explosion limit. It is suggested that more monitoring should be conducted near
the bottom area of the rear tank and upper area on the left of the floating deck. Superposition in
a downwind direction from the EFRTs becomes more obvious with an increase in the number of
EFRTs; vapor superposition occurs behind two leeward tanks after leakage from four large EFRTs.
Considering safety, environmental protection, and personnel health, appropriate measures should be
taken at these positions for timely monitoring, and control.

Keywords: external floating-roof tank; oil vapor superposition effect; numerical simulation; leakage
and diffusion; wind tunnel

1. Introduction

External floating-roof tanks (EFRTs) are widely used for crude oil storage [1]. With the development
of petroleum reserve strategies, different types of EFRTs have been developed. However, the floating
deck in an EFRT cannot seal a tank wall absolutely as it needs to float up and down freely [2]. In other
words, there is an annular rim gap between the floating deck and tank wall. As the elasticity of the rim
seal gradually decreases with long-term usage, the rim gap widens. Especially, improper operation
or poor maintenance will aggravate the attrition of the sealing device. Under such conditions, oil
evaporation from the rim gap and oil vapor diffusion into the atmosphere increase simultaneously.
The discharged vapor typically contains volatile organic compounds (VOCs), which can cause several
safety and environmental problems [3–5]. When air flows through storage tanks, vortices are generated
and an improper layout will produce some ‘dead angles of the vortices’ [6], and these dead angles
adversely affect air flow and oil-vapor discharge. In this case, the concentration of oil vapor in these
dead angles is superimposed, which increases the likelihood of accidents, such as fire. Therefore,
analysing the effect of superposition on VOC leakage and diffusion in EFRTs has obvious practical
significance and theoretical value [7–9].

Processes 2020, 8, 299; doi:10.3390/pr8030299 www.mdpi.com/journal/processes
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Numerical simulation methods are widely used to describe oil-vapor diffusion in storage
tanks [10–12]. Sharma et al. [13] investigated static breathing evaporation loss from two horizontal
storage tanks on the ground and underground and found that higher the concentration of n-butane
and i-pentane, higher is the breathing loss. Huang et al. [14] and Wang et al. [15] investigated the
effects of oil loading rate and the initial oil-vapor concentration on the oil-vapor mass transfer and the
evaporation loss in the large doom roof tank by using the phase-interface convection mass transfer
model. The results revealed the variation rules of the oil-vapor concentration, the speed ratio of
gas to liquid, and the evaporation loss rates of oil products in the tank and at the discharge ports.
Hou et al. [16] investigated the heat and mass transfer mechanisms in refueling process by using
two-dimensional unsteady state model of the vehicle refueling process. The results showed that as
the refueling velocity increases, the gas-liquid mixing is increased, and the free surface of liquid is
gradually blurred. Hassanvand et al. [17,18] used the volume-of-fluid (VOF) model of CFD to simulate
the various influence factors in the process of gasoline tank loading, and studied the effects of the
temperature, the oil loading speed, the initial oil-vapor concentration of the tank on the oil loss rate of
the tank. Hao et al. [19] carried out numerical simulation methods and experimental verification for the
oil vapor leakage and diffusion from the large and small EFRT at different leakage locations and pore
sizes. The results showed that when there is a rim leakage between the floating deck and tank wall, oil
vapor diffuses along the tank wall to the upper space of the floating deck. Ai and Mak [20] used CFD
methods under the hypothesis that infectious respiratory aerosols exhausted from a unit can reenter
into another unit in the same building through opened windows, and found that the distribution of
the polluted gas is highly dependent on the wind direction, and the diffusion is more intense when the
wind deviation angle is not 00.

Several researchers used the wind-tunnel test platform to study oil leakage and diffusion from
storage tanks [21–23]. Liu et al. [24] studied the diffusion behaviour of heavy gases in the case of
instantaneous leakage and continuous release in wind tunnels. Using this methodology, the influence
of different obstacles on the diffusion of heavy gases was also studied. Macdonald et al. [25] used the
wind-tunnel test platform to study wind loads on tank walls and roofs of different types, tank sizes,
and Reynolds numbers. Poterla and Godoy [26] carried out experimental studies on cylindrical shells
with different height-diameter ratios and roof forms in a wind tunnel and obtained the corresponding
wind-pressure distribution law. Wang et al. [27] measured the volume fraction of carbon dioxide,
ethyne and propylene in a flammable gas-leak accident on direct-current wind-tunnel test platform,
analysed the concentration distribution using a meteorological chromatograph, and measured the wind
speed distribution using an anemometer. A range of hazardous gase volume fraction was obtained at
different wind speeds and different leakage rates.

The diffusion of oil vapors is highly dependent on the ambient wind speed. At different wind
speeds, vapor distribution trends in a tank vary, resulting in different concentration distributions and
vapor-accumulation locations. Furthermore, there may appear superposition effects of wind speed
and concentration fields in different EFRT groups. Therefore, in this study, we conducted wind-tunnel
experiments and numerical simulations on a single EFRT and two EFRTs at different ambient wind
speeds of 2, 4, and 6 m/s. Subsequently, numerical simulations were conducted on vapor leakage and
diffusion from four 10000 m3 EFRTs.

2. Methodology

2.1. Experimental Protocol

A self-made direct-flow wind tunnel was used to generate steady wind fields, as shown in Figure 1.
The wind tunnel (DFWT-10) included gas-gathering, stable, contraction, test, first diffusion, power,
and second diffusion sections. The size of the test section is 1.5 m (H) × 1.5 m (W) × 3 m (L) and the
turbulence intensity of the designed wind field in the test section is 30–40% to simulate a wind field
(0–20 m·s−1). The ambient wind speed, the temperature, and the humidity can be measured by the
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hot-wire anemometer (TES-1341, Taishi, the wind speed range of 0–30 m·s−1 and the resolution of
0.01 m·s−1, the temperature range of −10–60 ◦C and the resolution of 0.01 ◦C, and the humidity range of
10–95% RH and the resolution of 0.1% RH). The evaporation loss can be automatically measured by the
high-precision electronic balance (WT-30000-1B, Wantai Electronic Balance with the range of 0 - 30 kg
and the resolution of 0.1 g). The mass difference method was used to measure the mass change of
n-hexane in a period of time. N-hexane mass was measured before and after the experiment and the
mass change can be calculated as the mass loss of n-hexane during an hour, which is measured for
5 times. Then, the variation of the mass per unit time can also be calculated as the loss rate of n-hexane.
In addition, the evaporation loss rate of the EFRT from the annular rim gap were measured by the
wind tunnel test, and then the evaporation loss rate was set as the mass-flow-inlet of the boundary
conditions of the annular rim gap in the FLUENT software. The gas sampler (QC-4S) with a rate
range of 0.1–1.5 L·min−1 was chosen to sample the vapor around the tank. The vapor components and
concentrations can be analysed using a gas chromatography (GC-2010 Plus, Shimadzu International
Trading Co., Limited, Japan) with FID and capillary column of Rtx-1 (30 m × 0.25 mm × 0.25 μm).

   

Figure 1. Wind tunnel for the experiments.

The small EFRT represents a scaled model (35:1) of a 1000 m3 field EFRT [28]. This ratio guarantees
the blocking rate of the tank in the wind tunnel. The diameter, wall height, and rim gap width of the
small EFRT were 344, 272, and 6 mm, respectively. A schematic diagram of the wind-tunnel experiment
is shown in Figure 2. Because the volatility of n-hexane is moderate, it was used as a representative of
conventional oil in the numerical calculation of the leakage and diffusion from EFRTs. When the wind
speed is 2 m/s, Re for the field in the wind tunnel is 257566, which is more than 4000, so it can be seen
as turbulence.

 

Figure 2. Cont.
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Figure 2. Schematic representation of the wind-tunnel experiment.

2.2. Numerical Calculation Method

2.2.1. Governing Equations

An EFRT is affected by external wind and the gas space above the floating deck and around the
tank wall will produce a pressure difference. Due to this pressure difference, oil vapor under the seal
rim of the floating deck will diffuse into the atmosphere. To describe this fluid motion, the following
governing equations and turbulence model were used.

(1) The continuity equation,

div(u) =
∂ρ

∂t
+
∂
∂xj

(ρuj) = 0 (1)

where ρ (kg·m−3) is the fluid density, t (s) is the time, xj (m) represent the moving distance on X, Y, and
Z axes, and uj (m·s−1) represents velocity vectors on X, Y, and Z axes. For the incompressible fluid, the
density is the constant.

(2) The momentum equation,

∂(ρui)

∂t
+
∂
∂xj

(ρuiuj) = − ∂p∂xi
+
∂
∂xj

(μt
∂ui

∂xj
) + (ρ− ρa)gi (2)

where p (Pa) is the absolute pressure of the atmosphere, μt (Pa·s) is the eddy viscosity, ρa (kg·m−3) is
the density of the atmosphere, and g represents gravitational acceleration. The subscript i in xi, ui and
gi indicates the values on X, Y, and Z axes, respectively.

(3) The energy equation,

∂(ρE)
∂t

+
∂
(
ρujE

)
∂xj

= ρ f juj −
∂
(
puj

)
∂xj

+
∂
(
τi juj

)
∂xi

+
∂
∂xj

(
k
∂T
∂xj

)
+ Sh (3)

Here,

E = h− p
ρ
+

u2

2

where T (K) is the temperature of the fluid, fj (N/(m−3·s)) is the volume force, τ is the stress tensor, Sh
includes the heat of the chemical reaction, and any other volumetric heat sources.
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(4) The component transport equation,

∂(ρω)

∂t
+
∂
∂xj

(ρujω) =
∂
∂xj

(ρDl
∂ω
∂xj

) (4)

Here,

ω =
CMmol
1000ρ

=
nMmol

1000ρV

where Dl (m2/s) is the turbulent diffusion coefficient. ω is the mass fraction of the vapor to the gas
mixture of the vapor-air. C (mol/L) is the molar concentration of the vapor, Mmol (g/mol) is the molar
mass of the vapor, n (mol) is the amount of the vapor, V (m3) is the volume of the vapor-air mixture.
This equation is applied to systems with mass exchange or multiple chemical components.

(5) The turbulence model

In general, an EFRT is located in the atmospheric boundary layer above the ground in industrial
applications. Flow field in the boundary layer is affected by air pressure, temperature, ground friction,
obstacles, and other parameters and hence, the flow is turbulent. Both the standard k-ε model and
realizable k-ε turbulence model can be employed to simulate fully-developed turbulent flow; however,
the latter better represents flow separation and vortexes than the former; furthermore, the realizable
k-ε turbulence model yields a more accurate concentration distribution than the RNG k-ε turbulence
model [29]. Thus, the realizable k-ε turbulence model was chosen for numerical calculations; the
turbulent kinetic energy and dissipation rate equations of the model are shown in Equations (5) and
(6), respectively.

∂(ρK)
∂t

+
∂
(
ρuyK

)
∂xy

=
∂
∂xy

[(
μ+

μt

σK

)
∂K
∂xy

]
+ PK + Gb − ρε−YM (5)

∂(ρε)

∂t
+
∂
(
ρuyε

)
∂xy

=
∂
∂xy

[(
μ+
μt

σε

)
∂ε
∂xy

]
+ ρC1Sε−C2ρ

ε2

K +
√
υε

+ Cε1
ε
K

Cε3Gb (6)

Here,

μt = Cμρ
K2

ε
, Cε1 = 1.44, C2 = 1.9, σε = 1.2, σK = 1.0, C1 = max

(
0.43,

η

η+ 5

)

η =
K
ε

S, S =
√

2SxySxy, Cμ =
1

A0 + As
U∗K
ε

A0 = 4.04, AS =
√

6 cosϕ, ϕ =
1
3

arccos
(√

6W
)
, W =

SxySyzSzy√
SxySxy

, Sij =
1
2

(
∂ux

∂xy
+
∂uy

∂xx

)

U∗ =
√

SxySxy + Ω̃xyΩ̃xy, Ω̃xy = Ωxy − 2εxyzωz, Ωxy = Rxy − εxyzωz, Rxy =
1
2

(
∂ux

∂xy
− ∂uy

∂xx

)

In these equations, ρ (kg·m−3) represents fluid density, f x (N·m−3) represents volume force, μ
(Pa·s) is the kinetic viscosity, K (m2·s−2) is the turbulent kinetic energy, ε (m2·s−3) is the dissipation rate,
Pk (m·s−2) is the turbulent kinetic energy generation term, Gb is the buoyancy generation term, YM is
the compressibility corrected term, υ (m2·s−1) indicates kinematic viscosity, and ωz (rad·s−1) indicates
angular velocity. When the direction of shear flow is the same as the gravitational direction, Cε3 = 1
and when the shear flow is perpendicular to the direction of gravity, Cε3 = 0. σk and σε are the Prandtl
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numbers corresponding to the turbulent kinetic energy and dissipation rate, respectively; Sk and Sε

are user-defined values.

2.2.2. Computational Domain and Boundary Conditions

The computational domain size setting should take into account both the calculation time and the
accuracy of calculation results. In computational wind engineering, the blocking ratio is often used to
set the cross-sectional area of the computational domain. If the blocking ratio is less than 3% to 5%, it is
considered that the flow field near and in the tank is not affected by the boundaries of the computational
domain [30]. Considering the computational accuracy, blocking ratio, and calculation time, as shown
in Figure 3, a three-dimensional computational domain was selected in this study. The size of the
region was 15D (X) × 5H (Y) × 10D (Z) (D: tank diameter, H: total height of the tank). Figure 3a shows
the computational domain of a single small EFRT and Figure 3b shows the domain corresponding to
two small EFRTs. Large EFRTs are commonly used in industrial applications; as shown as Figure 3c,
four 10000 m3 EFRTs were chosen to investigate the effect of oil vapor superposition between EFRTs.
Structured mesh division was selected. The total number of cells for the single, double and four EFRTs
was about 1.10 million, 1.74 million and 2.44 million, and the independence of cells were validated.

(a)

Figure 3. Cont.
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(c) 

Figure 3. Computational domain of (a) a single external floating-roof tank (EFRT), (b) two EFRTs, and
(c) four large EFRTs.

The inlet boundary of the flow field was set as the velocity inlet boundary condition and the
ambient wind speed represents an exponential distribution. Wind speed was introduced using the
FLUENT User Defined Function (UDF). The direction of wind speed was positive along the X axis.
The outlet boundary of the flow field was set as the pressure outlet boundary condition while the
gap between the floating deck and the tank wall was set as the mass-flow boundary condition and
mass-flow rates were determined experimentally. The tank bottom, tank wall, and floating deck were
all set as no-slip boundaries and the ambient temperature was set at 13.5 ◦C. The mass-flow rate of the
single tank at 2 m/s is 2.37 × 10−5 kg·s−1, at 4 m/s is 4.30 × 10−5 kg·s−1 and at 6 m/s is 5.13 × 10−5 kg·s−1.
The mass-flow rates of the double tanks at 2 m/s are 3.52 × 10−5 kg·s−1 (B1) and 2.42 × 10−5 kg·s−1 (B2).
The mass-flow rates of the double tanks at 4 m/s are 5.08 × 10−5 kg·s−1 (B1) and 4.30 × 10−5 kg·s−1 (B2).
The mass-flow rates of the double tanks at 6 m/s are 6.25 × 10−5 kg·s−1 (B1) and 5.03 × 10−5 kg·s−1 (B2).
The parameter properties in the calculation process are shown in Table 1.

Table 1. The properties of material parameters in the calculation process.

Material
Test

Temperature/◦C Density/kg·m−3 Mole
Mass/g·mol−1

Saturated Vapor
Pressure/kPa

Diffusion
Coefficient in

Air/10−6 m2·s−1

n-hexane vapor 13.5 663.5 86.2 11.9 7.4
atmosphere 13.5 1.29 29 / /

3. The Wind-Tunnel Test Validation

There are many factors affecting leakage and diffusion from EFRTs, including the position of
the floating deck, ambient wind speed, and temperature. At present, there are few experimental
studies on the leakage and diffusion laws of EFRTs. To understand evaporation loss from EFRTs at
different ambient wind speeds (2, 4, and 6 m/s) and oil vapor distribution inside or outside EFRTs
and to verify the rationality of the simulation and EFRT geometric models applied to oil-evaporation
loss, a wind-tunnel test platform was used for experimental research and data analysis under leaking
conditions in the rim gaps of the floating decks of EFRTs. Herein, the floating deck height was defined
as the distance of the floating deck position to the tank bottom and it was set at 136 mm. Since n-hexane
is the main component of gasoline vapor, and its physical properties are relatively mild, it is feasible
and convenient to use n-hexane instead of gasoline for experiment and simulation.

Firstly, the height of the floating deck was set at 136 mm, i.e., the space below this height was
filled with n-hexane. Later, the ambient wind speed was varied from 2 to 6 m/s. The wind speed
and concentration-field distributions at the same position of the floating deck height but at different
ambient wind speeds were measured. The measuring positions for the single EFRT were located at the
centre of the single EFRT (A) (W1), 0.2D behind the single EFRT (A) (W2), 0.9D behind the single EFRT
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(A) (W3), and 1.6D behind the single EFRT (A) (W4). The measuring point positions of the two EFRTs
were the centre of the windward EFRT (B1) (P1), 0.2D behind the windward EFRT (B1) (P2), centre of
the leeward EFRT (B2) (P3), and 0.2D behind the leeward EFRT (B2) (P4). Herein, the position of W3
corresponded to that of P3 and the position of W4 corresponded to that of P4. In these stated values, D
represents tank diameter.

From the above experiments, the wind- and concentration-field distributions at different ambient
wind speeds were obtained, as shown in Figures 4–6. In these figures, as gas chromatographic
measurements were calibrated using methane, the values of concentration fields were based on
methane concentration.

According to Figures 4–6, the larger the ambient wind speed, the greater is the disturbance from
the leeward EFRT (B2) to the windward EFRT (B1), which is mainly reflected in the larger the maximum
wind speed above the windward EFRT (B1) than that above the leeward EFRT (B2). The concentration
distribution at 2 m/s is different from that at 4 and 6 m/s. Vapor concentration above the windward
EFRT (B1) is lower than that above the centre of the two EFRTs at a wind speed of 2 m/s, which shows
that most of the vapor is still in B1; the vortex current above the centre of the two EFRTs leads to a
higher vapor concentration than that just above the windward tank (B1).

  
(a) Single EFRT (b) Two EFRTs 

  
(c) Single EFRT (d) Two EFRTs 

Figure 4. Wind speed distribution and concentration distribution above the floating deck surface at an
ambient wind speed of 2 m/s.
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(a) Single EFRT (b) Two EFRTs 

 
(c) Single EFRT (d) Two EFRTs 

Figure 5. Wind speed distribution and concentration distribution above the floating deck surface at an
ambient wind speed of 4 m/s.

 
(a) Single EFRT (b) Two EFRTs 

 
(c) Single EFRT (d) Two EFRTs 

Figure 6. Wind speed distribution and concentration distribution above the floating deck surface at an
ambient wind speed of 6 m/s.
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At an ambient wind speed of 2 m/s, the values of wind speed and vapor concentration at each
point in the vertical wind direction above the centre of the floating deck of the single EFRT (A) and
above the centre of the floating decks of the two EFRTs (B1 and B2) were measured and they were then
compared with the simulated values. The results are shown in Figures 7 and 8. From these figures,
it can be inferred that the simulated values are consistent with the experimental values with only a
small error between them, which proves that the construction of the geometric model and settings
used for the numerical calculation method are reasonable. The deviations in wind speed are mainly
due to errors in measurement. The probe of an anemometer affects the flow field to a certain extent
when it enters into the tank. The deviation in concentration is mainly due to the destruction of some
concentration fields around the sampler when it extracts vapor. Improper cleaning of the sampler also
affects the measurement results.

 
(a) Single EFRT (b) Two EFRTs 

Figure 7. Comparison between experimental and simulated wind speed distribution values.

  
(a) Single EFRT (b) Two EFRTs 

Figure 8. Comparison between experimental and simulated vapor-concentration distribution values.

4. Results and Analysis

4.1. The Wind Speed Distribution of Different EFRTs

Based on CFD numerical computations, the wind speed distributions of various EFRTs (single,
two, and four) were analysed at a floating deck height of 122 mm. Wind speed cloud diagrams
of the single EFRT and two EFRTs on the XY plane along the X-axis were simulated (Figure 9). To
conveniently compare velocity distributions at different ambient wind speeds, Figure 9a,d represent
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the values obtained at 2 m/s. Figure 9b,e show the values corresponding to a wind speed of 4 m/s while
Figure 9c,f show the values corresponding to a wind speed of 6 m/s.

Wind speed cloud diagrams of the single EFRT on the XY plane along the X axis were simulated
(Figure 9a–c). It can be seen in the figures that irrespective of the ambient wind speed, the following
phenomena occur. On the windward side of the tank, due to blocking, airflow speed decreases
gradually to 0 m/s; there is a light blue area close to the tank wall due to the reverse airflow caused
by wind hitting the tank wall. At the bottom area of the windward side, there is a blue area with a
negative wind speed, indicating backflow in this area and the danger of vapor superposition. On the
leeward side of the tank, a large blue area with a negative wind speed appears on the right side of
the tank, which indicates that the leeward area of the tank has a strong backflow and the wind speed
isopleth is not as close to the tank wall as that on the windward side and the entire airflow-speed
isopleth inclines along the lower right side. In the area above the tank, there is a high airflow-speed
area (red area), where the wind speed exceeds the ambient wind speed. This is because the airflow
area above the tank is smaller, leading to an accelerated airflow rate.

Wind speed cloud diagrams of the two EFRTs on the XY plane along the X axis were simulated
(Figure 9d–f). It can be noted in these figures that wind speed distribution on the windward side is
basically similar to that of the single EFRT. Although the airflow-speed values are different in the
back area, the entire airflow-speed isopleth inclines along the upper right side. The space of the blue
backflow zone at the back becomes larger and more complex. This is due to mutual blocking between
tanks, which aggravates turbulence. The above-described phenomena occur irrespective of the ambient
wind speed.

Combining with the wind fields measured experimentally, it can be found that the wind speed
at 2 m/s is slightly different from that at 4 and 6 m/s. When the ambient wind speed is 2 m/s, the
maximum wind speed above B1 is lesser than that above A but at 4 and 6 m/s, the maximum wind
speed above B1 is approximately similar to or larger than that above A.

Figure 9. Cont.
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Figure 9. Wind speed cloud diagrams of a single EFRT and two EFRTs on the XY plane along the X axis
at ambient wind speeds of (a,d) 2, (b,e) 4, and (c,f) 6 m/s.

The wind speed cloud diagrams of the four large EFRTs on the XY plane along the X axis were
simulated (Figures 10 and 11) at an ambient wind speed of 4 m/s. Figure 10 shows the wind speed
cloud diagrams of C1 and C4 and Figure 11 shows the wind speed cloud diagrams of C2 and C3.
According to these figures, wind speed distribution on the windward side is similar to that observed
in the case of the single EFRT and two EFRTs. The rule of area between C1 and C4 (C2 and C3) is
different from that of the two EFRTs, but the entire wind speed isopleth inclines along the right side.
Comparing the wind fields of the three cases at the same ambient wind speed, it can be seen that the
area corresponding to a higher airflow speed becomes larger and the space of the blue backflow zone
on the back becomes larger and more complex with an increase in the number of tanks. This is due to
mutual blocking between tanks, which aggravates turbulence. In addition, due to interaction between
the four large EFRTs, there is no longer a high-speed vortex over C3 on the leeward side.

 
Figure 10. Wind speed cloud diagrams of C1 and C4 on the XY plane along the X axis (4 m/s).
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Figure 11. Wind speed cloud diagrams of C2 and C3 on the XY plane along the X axis (4 m/s).

4.2. Streamline Distribution Inside and Outside EFRTs

The streamline diagrams of gas movement in the single EFRT on the XZ plane at ambient wind
speeds of 2 and 4 m/s are shown in Figure 12. Figure 13 illustrates the velocity vector diagrams of the
single EFRT on the XY plane. The airflow follows a mirror distribution along the central axis of the
floating deck. The vortex of the airflow is clockwise in the upper half and counter-clockwise in the
lower half. Combining with the streamline diagrams of gas movement in the XY plane in Figure 13, the
centre of the vortex is close to the middle of the floating deck. Comparing Figure 12a,b and Figure 13a,b,
it can be inferred that the trend of gas movement in the single EFRT is almost constant.

 

Figure 12. Flow diagrams of vapor movement in the single EFRT on the XZ plane at ambient wind
speeds of (a) 2 and (b) 4 m/s.

 

Figure 13. Flow diagrams of the vapor movement in the single EFRT on the XY plane at ambient wind
speeds of (a) 2 and (b) 4 m/s.

26



Processes 2020, 8, 299

The streamline diagrams of gas movement in the double EFRTs on the XZ plane at ambient wind
speeds of 2 and 4 m/s are shown in Figures 14 and 15, respectively. Figure 16 shows the velocity-vector
diagrams of the two EFRTs on the XY plane, in which the gas movement is more complicated. The
front tank (B1) has two gas vortices that are similar to the single tank (A). Because of the blocking of B1
and disturbance in the airflow from B1, vortices in the rear tank (B2) are disturbed and no longer form
recirculating vortices. According to Figures 14–16, gas movement in the single EFRT and two EFRTs is
similar at ambient wind speeds of 2 and 4 m/s and hence we shall discuss the situation observed at
4 m/s later.

 

(a) (b) 

Figure 14. Flow diagrams of vapor movement in the two EFRTs at 2 m/s. (a) Positive angle and
(b) side angle.

 

 
(a) (b) 

Figure 15. Flow diagrams of vapor movement in the two EFRTs at 4 m/s. (a) Positive angle and
(b) side angle.
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Figure 16. Flow diagrams of vapor movement in the two EFRTs on the XY plane at ambient wind
speeds of (a) 2 and (b) 4 m/s.

The streamline diagrams of gas movement in the four large EFRTs on the XZ plane are shown in
Figure 17. Here, the gas movement is highly complicated because apart from the interaction between
the front and rear tanks, left and right EFRTs also exert some influence. The gas movement in C1
and C2 on the windward side is more regular and there are relatively complete airflow vortices in
the tanks. In Figures 17 and 18, because of the effect of the Karman Vortex Street, airflow moves to
the rear EFRTs periodically along a similar ‘S’ trajectory after bypassing the front EFRTs. Combining
with the pressure cloud diagram in Figure 18, it can be seen that the pressure on the left side of C4 is
higher than that observed for C3, which leads to a greater internal wind speed in C4 and large circular
vortices. However, because the wind speed in C3 is too small to drive all the airflow in the tank, two
symmetrical small circular vortices are formed on the left side.

  
(a) (b) 

Figure 17. Flow diagrams of vapor movement in the four large EFRTs at an ambient wind speed of
4 m/s. (a) Top view and (b) main view.
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Figure 18. Pressure cloud diagram of the four large EFRTs at a height equal to the tank top on the XZ
plane at an ambient wind speed of 4 m/s.

The flow diagrams of vapor movement outside different EFRTs (single, two, and four) at an
ambient wind speed of 4 m/s are shown in Figures 19–21, respectively. Similar to the case of gas
movement in EFRTs, as the number of tanks increases, the interaction between EFRTs increases and
the trajectory of airflow becomes more complex. Vortices are formed but the vortex area of the two
EFRTs and four large EFRTs is larger than that of the single EFRT. For the coupled and four large
EFRTs, because the rear tanks block the backward movement of airflow, a backflow is also formed
between them, resulting in vortices. This area also experiences vapor superposition and hence is a key
monitoring area.

In addition, comparing Figures 19b, 20b and 21b, it can be seen that the vortex at the rear of the
single tank (A) is stacked on one side but the vortex currents behind tanks B1, C1, and C2 accumulate
symmetrically. Meanwhile, gas streamlines from the front tank (B1) and rear tank (B2) intersect behind
the rear tank (B2). Similarly, gas streamlines from the front tank (C2) and rear tank (C4) intersect
behind the rear tank (C4). Gas streamlines from the front tank (C2) and rear tank (C3) intersect behind
the rear tank (C3). The area in which gas intersection occurs will also experience vapor superposition.

 
(a)  

Figure 19. Cont.
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(b)  

Figure 19. Flow diagrams of vapor movement outside the single EFRT at an ambient wind speed of
4 m/s. (a) Main view and (b) top view.

 
(a) 

 
(b)  

Figure 20. Flow diagrams of vapor movement outside the two EFRTs at an ambient wind speed of
4 m/s. (a) Main view and (b) top view.

 
(a)  

Figure 21. Cont.
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(b)  

Figure 21. Flow diagrams of vapor movement outside the four large EFRTs at an ambient wind speed
of 4 m/s. (a) Main view and (b) top view.

4.3. Concentration Distribution for Various EFRTs

Vapor mass-fraction distribution cloud diagrams corresponding to single EFRT on the XY plane
are shown in Figure 22. It can be seen that when the floating deck rim leaks, vapors are mainly located
near the rim and upper part of the floating deck surface, leading to vapor concentration and potential
safety hazards. Combining these inferences with Figure 13, it can be stated that because the gas in the
tank rotates upwards in a large vortex, vapor accumulates at the centre of the vortex and upper part of
the gap between the floating deck and tank wall. The main reason is that airflow in the tank rotates
clockwise and wind speed is very low near the floating deck surface, owing to which the vapor can
easily accumulate. Comparing Figure 22a,b, it can be seen that when the ambient wind speed increases,
turbulence in the airflow in the tank increases when the floating deck rim leaks and subsequently,
vapor concentration above the floating deck increases.

  
(a) (b) 

Figure 22. Vapor concentration-distribution cloud diagrams in the single EFRT on the XY plane at
ambient wind speeds of (a) 2 and (b) 4 m/s.

Vapor concentration-distribution cloud diagrams in the two EFRTs above the floating deck and at the
tank wall are shown in Figures 23 and 24, respectively. The highest vapor concentration is found at the
rim gap of the floating deck. Because the front tank (B1) blocks the rear tank (B2) and some ambient wind
bypasses B1 and enters into B2 directly from the rear of B2 resulting in right-to-left vortices, it leads to
vapor accumulation on the left side of the rim gap. At a low ambient wind speed of 2 m/s, the leaked
vapor from B1 cannot be blown out of the tank and hence vapor concentration in this tank is very high.
Due to the blocking of the front tank (B1), airflow speed in the rear tank (B2) is close to the ambient wind
speed and hence vapor concentration in B2 is smaller than that at 4 m/s. Combining Figures 15 and 20, it
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can be seen that vapor in the front tank (B1) moves upwards along the windward side of the tank wall
due to the front airflow vortices and hence vapor concentration is higher on the left side than on the right
side. After vapor in the rear tank (B2) leaks out from the gap of the floating deck, it mainly moves towards
the tank top along the windward side of the tank wall and eventually accumulates in the left half of B2.

(a) (b)

Figure 23. Vapor concentration-distribution cloud diagrams of the two EFRTs on the XZ plane at
ambient wind speeds of (a) 2 and (b) 4 m/s.

(a) (b)

Figure 24. Vapor concentration-distribution cloud diagrams of the two EFRTs at ambient wind speeds
of (a) 2 and (b) 4 m/s.

Vapor concentration-distribution cloud diagrams above the floating deck in the four large EFRTs
on the XY plane at an ambient wind speed of 4 m/s are shown in Figure 25. It can be observed that
vapor concentration in C2 is the lowest. This is because there are high-speed vortices above C2,
which drive airflow in C2 in a clockwise manner and remove the leaked vapor. Figure 26 shows the
vapor-concentration cloud diagram of the four large EFRTs near the ground on the XZ plane and
Figure 27 depicts the vapor-concentration cloud diagram of the four large EFRTs at a height equal to
the tank top on the XZ plane. Vapor concentration is relatively higher between C2 and C3 and after C3
and C4. From Figure 27, it can be inferred that vapor concentration in C4 is the highest, followed by C3;
further, vapor concentration in C3 and C4 is larger than that in C1 and C2. In addition, according to
Figures 21, 26 and 27, vapor superposition occurs behind C3 and C4 after leakage. Therefore, EFRTs in
the downwind direction and the rear of these EFRTs should be considered as key areas for monitoring.

Figure 25. Cont.
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(b) 

Figure 25. Vapor concentration-distribution cloud diagrams in the four large EFRTs on the XY plane of
(a) C1 and C4, (b) C2 and C3.

 

Figure 26. Vapor-concentration cloud diagram of the four large EFRTs near the ground on the XZ plane
at 4 m/s.

 

Figure 27. Vapor-concentration cloud diagram of the four large EFRTs at a height equal to that of the
tank top on the XZ plane at 4 m/s.

5. Conclusions

In this study, we conducted numerical simulations and wind-tunnel experiments on vapor leakage
and diffusion from a single EFRT and two EFRTs as well as numerical simulations on vapor leakage
and diffusion from four large EFRTs. Based on wind-tunnel experiments, the physical model and
numerical simulation model were verified. Furthermore, we discussed the distribution of wind speed
and concentration fields in different types of EFRTs. Vapor diffusion after leakage from the rim gap of
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the floating deck was studied and the superposition effect of the two tanks and four large tanks was
investigated. The main features and conclusions of this work can be summarised as follows:

(1) A numerical simulation method for leakage in and diffusion from tank groups is proposed and
verified by wind-tunnel experiments and it can be used to simulate leakage in and diffusion from
tank groups of different numbers under different working conditions.

(2) For different EFRTs (single, two, and four), distributions on the windward side are similar. There
is a large backflow area where the overall trend moves downwards on the leeward side. The two
and four EFRTs also form gas vortices between the tanks and vapor tends to accumulate in them.

(3) At different ambient wind speeds, the interference between the two tanks is different. At 2 m/s,
vapor concentration in the rear tank is smaller than that in the front tank. However, at 4 m/s,
vapor concentration in the rear tank is higher than that in the front tank. Combining experimental
and simulation results, when the ambient wind speed is greater than 2 m/s, vapor concentration
in the leeward area of the rear tank is greater than that between the two tanks. It is suggested that
more monitoring should be carried out at the bottom area of the rear tank and upper area on the
left of the floating deck.

(4) The superposition effect becomes more obvious with an increase in the number of EFRTs. Vapor
superposition occurs behind C3 and C4 after leakage from four large EFRTs. Therefore, EFRTs in
the downwind direction and the area behind the EFRTs should be monitored frequently.
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Abstract: This work develops a methodology based on real chemical plant data collected from a
Nitrogen-Phosphorus-Potassium fertilizer (NPK) cooling rotary drum. By blending thermodynamic
variables given by global energy and mass balances with computational fluid dynamics-discrete
element method (CFD-DEM) modeling and simulation, the methodology provides an initial
approximation to the understanding of heat transfer inside industry rotary coolers. The NPK cooling
process was modeled in CFD software Simcenter STAR−CCM+ 13.06.011 using a Eulerian–Lagrangian
scheme through a coupled CFD-DEM method using one-way coupling. The average temperature of
the NPK particles was obtained as well as the average mass flow of the particles dropping as the
drum was rotating. The analysis was performed for two-particle diameters (8 and 20 mm) during
17.5 s. The average heat transfer coefficient between the fluid and the NPK particles during the
simulated time was obtained. A thermodynamic analysis was carried out using instantaneous energy
and mass balances. Prandtl, Nusselt, and Reynolds numbers were obtained for each simulated time
step. Finally, through a non-linear regression using the Marquardt method, a correlation between
Prandtl, Nusselt, and Reynolds number was developed that allowed analyzing the rotating drum.
Results showed that the proposed methodology could serve as a useful tool during the design and
analysis of any given rotary cooler, allowing calculation of the heat transfer coefficient and obtaining
the process variables that could expand the machine operational capabilities due to the knowledge of
the Nusselt number as a function of the drum working parameters.

Keywords: rotary cooler; rotating drum; multiphase flow; fertilizer industry; CFD-DEM

1. Introduction

Countercurrent rotary drums are commonly used in the bio-organic fertilizer industry for cooling of
granular solids that have high internal moisture retention, low thermal conductivity, and hygroscopicity,
such as the case of organic fertilizers. They are often made of a long cylindrical shell that rotates upon
bearings along its longitudinal axis, which is inclined to the horizontal to induce product motion from
the inlet towards the outlet of the cylinder (Figure 1a) [1]. A blower is placed above the product outlet
to provide the cold countercurrent airflow needed for cooling. Besides, to promote air-material contact,
most drums have lifters, which are fin-like structures placed along the cylinder length that lift the
material from the bed and showers it through the air stream as the drum rotates, creating a cross-flow
heat transfer scheme (Figure 1a) [1].
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36



Processes 2019, 7, 673

The design of a rotary drum relies on designer expertise and experience with the product and
the process and the application of certain theoretical principles and empirical correction factors [2].
Drum flights and shells design have an essential effect on the cooling process [3]. During operation,
some particles are sliding and rolling along with the drum, while others are being lifted or falling
in spreading cascades through the air stream and re-entering the bed at the bottom, giving rise to
complex particle dynamics which affect fluid–solid interactions (Figure 1b) [4]. Nevertheless, a better
understanding of the heat transfer phenomena in these processes is still needed for process optimization.

(a) (b) 

Figure 1. (a) Internal view of an industrial rotary drier (Schematic). (b) Particle motion inside a
rotary drum.

NPK grade 15–15–15 (Fertilizer with 15% Nitrogen, 15% Phosphorus, 15% Potassium) is a
water-soluble granular fertilizer of 2.7 mm average particle diameter commonly produced in the
Colombian biofertilizer industry. After drying, NPK enters a countercurrent rotary cooler at circa 90 ◦C
and must be below 45 ◦C at the outlet to decrease the likelihood of compaction and agglomeration
during curing and packaging, which negatively affects the quality of the product. Operators often
achieve outlet temperatures by adjusting operating conditions such as reducing drum inclination angle,
drum rotation, NPK feed rate, and fuel mass flow. Once an industrial rotary drum is manufactured and
put into operation, however, further geometrical and operational modifications for process optimization
are harder to incorporate, since they generally require long plant downtimes not previously accounted
for in maintenance schedules, as well as additional design and manufacturing costs for geometry
changes. Thus, these measures ensure a decrease in product throughput and an increase in process
costs, which ultimately diminish overall company profits. For these reasons, the industry permanently
demands alternate low-cost approaches for process optimization.

Computational techniques have been increasingly employed for understanding complex
solid–fluid interactions in multiphase flows. Among them, the discrete element method (DEM)
has been widely accepted as an effective method in addressing complex inter particle phenomena in
problems involving granular materials, such as granular flows and powder mechanics [5]. In recent
years, coupled DEM and computational fluid dynamics (CFD) have been used for modeling the
interaction between highly packed low-diameter granulated solids and gas/liquid fluids in fluidized
beds, tumbling mills, and particle impaction in water reservoirs, among others [6–11]. Nevertheless,
real industrial processes such as NPK cooling in a rotary drum involve billions of particles which
require vast computational power, which is unfeasible in most research centers [12]. Also, the effects of
discontinuous or granulated materials on fluid properties (also known as two-way coupling) requires
additional convective terms in the fluid’s conservation of mass, momentum, and energy equations.
Hence, simulations become much more computationally intensive [13].
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To overcome the above difficulties, a methodology was developed that blends thermodynamic
variables given by global energy and mass balances with CFD-DEM modeling and simulation that
permits an initial approximation to the understanding of heat transfer inside industrial rotary coolers.
Initially, the process is modeled as the cooling process of NPK 15–15–15 inside a 50 T

h countercurrent
rotary cooler located in a Colombian biofertilizer industry. The drum geometry and lifting flights were
based on the industrial-scale design. The rotating drum was analyzed with a Eulerian–Lagrangian
scheme using a CFD-DEM one-way coupled physics model corresponding to the airflow and the
NPK granulated solid, respectively. Two particle sizes were analyzed: 20 mm and 8 mm diameter
NPK spherical particles inside the rotating cooler in a 1 m and 0.1 m drum section length, respectively.
The novelties of this work are presented below:

• A CFD-DEM computational model for NPK in the rotary cooler was developed to study the
influence of NPK particle diameter on its average temperature along the drum section length;
17.5 s of simulated cooling time was required to validate the results.

• The process average heat transfer coefficient throughout the simulated time was obtained.
• A thermodynamic model of the drum operation was developed using a heat exchanger model,

which was fed by the previously found average heat transfer coefficient of the process.
• Through a non-linear regression method, a correlation of dimensionless numbers was obtained

which determines, in a given interval, the process operation characteristics.

CFD-DEM models have been used to study many different complex problems involving
particle–fluid flow interaction [14,15] and have been found useful to model fluidized beds. The first
study using this approach [16] simulated plug flow through horizontal pipes. Since then, many different
problems have been solved with this method [17–19].

This paper offers a novel approach that mixes thermodynamic analysis (boundary conditions
for the cooler), knowledge about the rotary system (geometry, rotational speed), as well as transport
phenomena conditions (air velocity, particle size), to develop a methodology able to solve complex
problems in the chemical industry. We expect this work to serve as a quick supporting tool for the
design or modification of countercurrent rotary coolers in the biofertilizer industry, particularly in
cases where new granulated materials are to be employed, or additional product requirements are
placed which require changes in the process current operational conditions.

2. Materials and Methods

The NPK cooling process was simulated in CFD software Simcenter STAR − CCM + V.13.06.011
using a Eulerian–Lagrangian scheme through a coupled CFD-DEM method. Momentum, heat,
and mass transfer, were exchanged in only one direction to reduce computational costs, also known
as one-way coupling. In this method, only the continuous Eulerian phase (air) influences the solid
particles. Hence, the effects of the granulated solid on the air, such as displacement, interphase
momentum, mass, and heat transfer, are not initially considered in the methodology. The average
temperature of NPK particles, as well as their average mass flow falling from the top of the rotating
drum during 17.5 s for two-particle diameters (8 and 20 mm), is obtained. These results were then used
to calculate the average heat transfer coefficient between the fluid and the NPK particles during the
simulated time. Afterward, a thermodynamic analysis was performed using energy, and mass balances
of the simulated section of the rotating cooler to obtain the heat transfer coefficient of the process. Also,
the instantaneous Prandtl, Nusselt, and Reynolds numbers of the process for each simulated time step
were calculated. Finally, through a non-linear regression using the Marquardt method, a correlation
between Prandtl, Nusselt, and Reynolds numbers was obtained for the analyzed rotating cooler.

38



Processes 2019, 7, 673

2.1. Mathematical Models

2.1.1. Particle Dynamics

Linear motion description for the NPK granular flow with spherical solid particles is modeled
using the DEM since it extends the Lagrangian formulation to account for inter-particle interactions
in the particle equations of motion, which are essential in highly loaded flows. The equation of
conservation of linear momentum for a DEM particle of mass mp is given by Equation (1), where Vp

denotes the instantaneous particle velocity, Fs is the resultant of the forces acting on the surface particle,
and Fb is the resultant of the body forces. These forces are also decomposed according to Equation (2),
where Fd is the drag force, Fp is the pressure gradient force, Fg is the gravity force, Fc is the contact
force from the DEM, and FMRF is the force produced by the rotating reference frame.

mp
dVp

dt
= Fs + Fb (1)

Fs = Fd + Fp

Fb = Fg + Fc + FMRF
(2)

For the solid-fluid interactions, the resultant Fs forces represent the momentum transfer from the
continuous phase to the particle. The drag force is given by Equation (3), where ρ is the density of
the continuous phase, Ap is the projected area of the particle, Vs is the particle slip velocity, and Cd is
the drag coefficient of the particle given by the Schiller–Naumann correlation, which is suitable for
spherical solid particles. The pressure gradient force Fp is defined according to Equation (4), where Vp

is the volume of the particle and ∇pstatic is the gradient of the static pressure in the continuous phase.

Fd =
1
2

CdρAp|Vs|Vs (3)

Fp = −Vp∇pstatic (4)

For the particle body forces, the gravity force is given by Equation (5), where g is the gravitational
acceleration vector. The contact force Fc represents inter-particle and particle-boundary interaction
and is presented in Equation (6), where Fcm is the contact force model. A modification of the linear
spring contact model developed by Cundall and Strack was used [20].

Fg = mpg (5)

Fc =
∑

contact

Fcm (6)

The normal and tangential forces are defined by Equation (7), where Kn is the normal spring
constant, Kt is the tangential spring constant, Nn is the normal damping, νn is the normal velocity
component of the relative sphere surface velocity at the contact point, C f s is the static friction coefficient,
and dn and dt are overlaps in the normal and tangential directions at contact points.

Fn = −Kndn −Nnνn

Ft = −Ktdt −Ntvt i f Ktdt < KndnC f s, otherwise Ft = −|Kndn |C f sdt

|dt |
(7)

The normal and tangential spring stiffness is given by Equation (8). Eeq, Geq, and Req are the
equivalent Young’s modulus, shear modulus, and radius of the interacting particles, and they are
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calculated according to Equation (9), where EA and EB are Young’s modulus of the particles, vA, and vB

their Poisson’s ratios, and RA and RB their radii.

Kn = 4
3 Eeq
√

dnReq

Kt = 8Geq
√

dtReq
(8)

Eeq =
1

1−v2
A

EA
+

1−v2
B

EB

Geq =
1

2(2−vA)(1+vA)
EA

+
2(2−vB)(1+vB)

EB

Req =
1

1
RA

+ 1
RB

(9)

The normal and tangential damping is given by Equation (10), where Nndamp and Ntdamp are
the normal and tangential damping coefficient, and Meq is the equivalent particle mass. The normal
and tangential coefficients and equivalent particle mass are given by Equation (11), where Cnrest and
Ctrest are the normal and tangential coefficients of restitution defined by the physical properties of the
material, and MA and MB the mass of each colliding particle.

Nn = 2Nndamp
√

KnMeq

Nt = 2Ntdamp
√

KtMeq
(10)

Nndamp =
−ln(Cnrest)√
π2+ln(Cnrest)

2

Ntdamp =
−ln(Ctrest)√
π2+ln(Ctrest)

2

Meq =
1

1
MA

+ 1
MB

(11)

The force produced by the moving reference frame is given by Equation (12), where ω is the
angular velocity vector of the rotating reference frame and r is the distance vector to the axis of rotation.

FMRF = mp
[
ω× (ω× r) + 2

(
ω×Vp

)]
(12)

Rotational motion for DEM particles is described by orientations and, therefore, their angular
momentum must also be conserved, and it is represented by Equation (13), where Ip is the particle
moment of inertia described by a second-order tensor, wp is the particle angular velocity, Mb is the
drag torque, that is, the moment that acts on the particle due to rotational drag, and Mc is the total
moment from contact forces.

Ip
dwp

dt
= Mb + Mc (13)

The drag torque reduces the difference between a particle and the fluid in which it is immersed,
and is defined by Equation (14), where CR is the rotational drag coefficient. Ω is the relative angular
velocity of the particle to the fluid and is given by Equation (15), where v is the fluid velocity, and wp is
the angular velocity of the particle. The rotational drag coefficient is defined by Equation (16) where
ReR is the rotational Reynolds number defined by Equation (17).

Mb =
ρ

2

(D
2

)5
CR|Ω|Ω (14)

Ω =
1
2
∇xv−wp (15)

CR =
64π
ReR

(16)
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ReR =
ρD2|Ω|
μ

(17)

The total moment from contact forces is defined according to Equation (18), where rc is the position
vector from the particle center of gravity to the contact point, and Mcm is the moment that acts on the
particle from rolling resistance. Rolling resistance was modeled with the proportional force method
with a defined coefficient of rolling resistance μr.

Mc =
∑

contacts

(rc × Fcm + Mcm) (18)

In order to study the heat and mass transfer process inside the cooling rotary drum, the solid-fluid
heat transfer needs to be defined properly. The equation of conservation of mass of a material particle
is given by Equation (19), where

.
mp is the rate of mass transfer to the particle. This term is zero since no

evaporation occurs. The particle energy balance is shown in Equation (20), where Qrad represents heat
transfer by radiation and Qs represents heat transfer by other sources, and both of them are negligible
in this process.

dmp

dt
=

.
mp (19)

mpcp
dTp

dt
= Qt + Qrad + Qs (20)

Convective heat transfer Qt is calculated according to Equation (21), where h is the heat transfer
coefficient, and As is the particle surface area. The heat transfer coefficient was obtained from the
particle Nusselt number presented in Equation (22), where k is the thermal conductivity of the fluid.
Nusselt number was obtained using the Ranz–Marshall correlation defined by Equation (23), where Pr
is the Prandtl number of the air.

Qt = hAs
(
T − Tp

)
(21)

Nup = h
Dp

k f
(22)

Nup = 2
(
1 + 0.3Re0.5

p Pr1/3
)

(23)

The solid-solid heat transfer process is taken into consideration. When particles make contact
with each other or with the wall, heat is transferred through conduction. In this work, the drum
wall was considered adiabatic. Thus, conductive heat transfer was only considered between particles.
Particle–particle heat transfer is given by Equation (24), where rc is the contact radius and k is the
equivalent thermal conductivity of the two particles and Ti, Tj the temperatures of particle i and j.
The equivalent thermal conductivity is calculated according to Equation (25), where ki and kj are the
thermal conductivities for particles i and j.

qij = 4rckm
(
Tj − Ti

)
(24)

1
k
=

1
ki
+

1
kj

(25)

The impact heat model was employed for calculating the heat production that results from friction
and damping in DEM particles. This model has a linear formulation given by Equation (26), where ct

and cn are the fractions of frictional and damping work that are converted to heat, ft and fn are the
frictional and damping forces on the particle, and vt and vn are the relative tangential and normal
impact velocities.

qr = ct ftvt + cn fnvn (26)
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2.1.2. Fluid Dynamics

Air was modeled as a constant density gas using a Eulerian scheme. The equations of conservation
of mass, momentum, and energy were solved with mesh motion, which provides an additional flux in
the convective terms. This set of equations is defined by Equation (27), where νg is the grid velocity in
the reference frame and νr is the relative velocity with respect to the reference frame, σ is the stress
tensor, fb is the resultant body forces (gravity), E is the total energy per unit mass, q is the heat flux and
Su and Se are mass and energy sources

∂
∂t

∫
V
ρdV +

∮
A ρ

(
νr − νg

)
·da =

∫
V

SudV

∂
∂t

∫
V
ρνdV +

∮
A ρν⊗

(
νr − νg

)
·da =

∮
A σ·da +

∫
V

fbdV − ∫
V
ρω× νdV

∂
∂t

∫
V
ρEdV +

∮
A ρE

(
νr − νg

)
·da = − ∮

A q·da +
∮

A(ν·σ)·da +
∫
V

fb·νdV +
∫
V

SedV

(27)

When the mesh is moving, cells shape and position change with time. Hence, an additional
equation was solved to enforce space conservation, described by Equation (28).

d
dt

∫
V

dV =

∫
A

νg·da (28)

2.1.3. Turbulence Model

Turbulence was modeled with the realizable k-ε model, which exhibits superior performance
for flows involving rotation than the k-ε turbulence model. This model added two equations which
solve the turbulent kinetic energy ke and turbulent energy dissipation rate ε [21], which are given by
Equation (29):

∂
∂t (ρke) +

∂
∂xj

(
ρkeuj

)
= ∂
∂xj

[(
μ+

μt
σk

)
∂ke
∂xj

]
+ Pk + Pb − ρε−YM + Sk

∂
∂t (ρε) +

∂
∂xj

(
ρεuj

)
= ∂
∂xj

[(
μ+

μt
σε

)
∂ε
∂xj

]
+ ρC1Sε − ρC2

ε2

ke+
√
νε

+ C1ε
ε
ke

C3εPb + Sε
(29)

In these equations, S is the modulus of the mean rate-of-strain tensor, Pk represents the generation
of turbulence kinetic energy due to the mean velocity gradients, calculated in the same manner as
standard k-ε model, and Pb is the generation of turbulence kinetic energy due to buoyancy, calculated
in the same way as standard k-ε model [21,22]. C1, η and S and μ are given Equation (30), while the
turbulent viscosity is defined by Equation (31) and the terms required are defined in Equation (32).

C1 = max
[
0.43, η

η+5

]
η = max

[
S ke
ε

]
S =

√
2SijSij

(30)

μt = ρCμ
ke

2

ε
(31)

Cμ = 1
A0+As

keU∗
ε

U∗ =
√

SijSij + Ω̃i jΩ̃i j

Ω̃i j = Ωi j − 2εi jkωk

Ωi j = Ωi j − εi jkωk

(32)
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The final terms defining the turbulence model are presented in Equation (32), where Ωi j is the
mean rate-of-rotation tensor viewed in a rotating reference frame with the angular velocity ωk, and the
model constants A0 and As are given by Equation (33).

A0 = 4.04
As =

√
6cos(φ)

φ = 1
3 cos−1

(√
6W

)
W =

SijSjkSki

S̃3

S̃ =
√

SijSij

Sij =
1
2

(
δuj
δxi

+ δui
δxj

)
C1ε = 1.44
C2 = 1.8
σk = 1.0
σε = 1.2

(33)

2.2. Heat-Transfer Model

The average NPK temperature is used for each time step to obtain the heat-transfer coefficient
between air and solid particles. NPK average temperature differential is given by Equation (34),
where dt is the simulation timestep, Tt+dt is the average NPK temperature in time t + dt and Tt is the
average NPK temperature in time t.

dTmt+dt = Tt+dt − Tt (34)

Heat transfer between NPK and air is assumed to occur mostly during PK falling from the flights
during drum rotation. Hence, NPK thermal energy is defined by Equation (35), where mm f is the
average NPK mass that falls during one time step. It is assumed that this energy is given to the
flowing air, increasing its temperature accordingly. Thus, the air temperature differential is defined by
Equation (36), where ma is the air mass passing during one time step, and Cpa is the air-specific heat.
The final expression for air temperature after one time step is given by Equation (37), where Tai is the
air temperature at the inlet.

Qmt+dt = mm f CpmdTt+dt (35)

dTat+dt =
Qmt+dt

maCpa
(36)

Tat+dt = Tai + dTat+dt (37)

In order to obtain the average heat-transfer coefficient h, the process was modeled as a
counter-current heat exchanger. This method is suitable in cases where flow rates and heat transfer
area are constant. Thus, a generic heat exchanger was employed with two ends: A, at which the hot
material enters, and hot air leaves the system, and B, where cold material leaves and cold air enters the
system. The logarithmic mean temperature difference LMTD is defined as the difference between the
hot and cold feeds at each end of the countercurrent heat exchanger and is given by Equation (38).

LMTD =

(
Tt − Tat+dt

)
−

(
Tt+dt − Tai

)
ln
(

Tt−Tat+dt

Tt+dt−Tai

) (38)

The LMTD was used to determine the heat transfer coefficient h for each timestep in the heat
exchanger model, and it is calculated according to Equation (39), where dQm

dt is the heat exchanged
between NPK and the air during the defined timestep in the heat exchanger model, and A f p is the area
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of heat exchange corresponding to the total area of the particles falling during one timestep. This term,
the rate of heat transfer dQm

dt during the time step dt is given by Equation (40).

h =

dQm
dt

A f pLTMD
(39)

dQm
dt

=
Qmt+dt

dt
(40)

The area of heat exchange A f p is given by Equation (41).

A f p =
4π

(
Dp
2

)2

mp
mm f (41)

The average heat transfer coefficient for each simulation was found by averaging the heat transfer
coefficients of each timestep during the entire simulated time.

2.3. Thermodynamic Model

A global energy balance was used to obtain a generalized thermodynamic model of the cooler.
First, the heat was assumed to transfer from the NPK material to the air without loses. Hence, the energy
balance is presented by Equation (42), where

.
ma and

.
mm are the mass flows of air and material entering

the rotating cooler, respectively, Tai and Tao the air temperatures at the inlet and outlet, and Tmi and
Tmo the material temperatures at the inlet and outlet. Since NPK inlet and outlet temperatures were
known, thermal power is given by Equation (43).

.
maCpa(Tao − Tai) =

.
mmCpm(Tmo − Tmi) (42)

Qm =
.

mmCpm(Tmo − Tmi) (43)

The air outlet temperature was then obtained from Equation (44).

Tao = Tai +
Qm

.
maCpm

(44)

The heat-transfer coefficient from Section 2.2 was used for both particle diameters in a
counter-current heat exchanger model of the entire NPK industrial cooler. The inlet–outlet temperatures
were used to in the thermodynamic model to find the exchanged heat in the cooling process, which is
calculated from Equation (45).

Qhe = hAheLTMDhe (45)

Ahe is the total area for heat exchange, and LTMDhe is the logarithmic mean temperature difference
of the heat exchanger. The total area of heat exchange is defined by Equation (46), where L is the
rotating cooler length, and l is the length of the simulated drum model.

Ahe =
4π

(
Dp
2

)2
mm f

dt mp

L
l

(46)

The logarithmic mean temperature difference is given by Equation (47).

LMTDhe =
(Tmi − Tao) − (Tmo − Tai)

ln
(Tmi−Tao

Tmo−Tai

) (47)
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Both Qm and Qhe should be equal. Thus, Equation (48) is used as check point.

Qhe = hAheLMTDhe = Qm =
.

mmCpm(Tmo − Tmi) (48)

Through trial and error, NPK outlet temperature that makes Qhe = Qm was calculated. NPK and
air inlet and outlet temperatures obtained from this model were validated with the ones given as
boundary conditions in the real industrial rotary cooler.

2.4. Dimensionless Numbers

The Nusselt number and Reynolds number for the NPK material, as well as the Prandtl number
for the air for each particle diameter during each time step, were obtained. Particle Nusselt is given by
Equation (49).

Num =
hDp

k
(49)

The Prandtl number of the air was found by linear interpolation of published Prandtl numbers
for given air temperatures. The average air temperature was defined according to Equation (50).

Tma =
Tai + Tat+dt

2
(50)

NPK Reynolds number was obtained from Equation (51), where vmax is the maximum air
velocity throughout the drum, and ν is the air kinematic viscosity at the average air temperature.
Air kinematic viscosity was obtained by linear interpolation of published kinematic viscosities for
given air temperatures. The maximum air velocity is given by Equation (52), where Vai is the average
air inlet velocity and V f is the void factor, which is defined by Equation (53). Vd is the drum volume,
and Vm is the volume occupied by the NPK. The drum volume is calculated according to Equation (54),
where D is the drum diameter, and l is the drum length in the simulation.

Rem =
vmaxDp

ν{T = Tma} (51)

vmax =
Vai
V f

(52)

V f =
Vd −Vm

Vd
(53)

Vd = π
(D

2

)2
l (54)

The volume occupied by the NPK material is given by Equation (55), where N is the number of
NPK particles in the model.

Vm =
4
3
π

(
Dp

2

)3

N (55)

2.5. Non-Linear Regression for Dimensionless Numbers Correlation

The values of the dimensionless numbers obtained for each particle diameter at each time step
were used to find a correlation of the form given by Equation (56), where a, b, and c are constants
that relate the dimensionless numbers. The Marquardt non-linear regression method was used in the
software Statgraphics Centurion V16.1 to obtain the values of these constants.

Nu = aRebPrc (56)
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3. Computational Implementation

3.1. Rotary Cooler Characteristics

A fully operating Colombian industrial NPK rotary cooler was used as a case study for the
proposed methodology. The cooler has a diameter of three meters, is 19 meters long, rotates at 5
rpm, and is tilted down 1.5◦ to the horizontal. Four different flight designs are employed in the
industrial drum. The flights are arranged in a defined order along the drum length to complete a total
of 13 sections. Atmospheric air is used as cooling fluid and enters the drum using a blower which
generates a mass flow of 25 Kg

s at 30 ◦C and leaves it at approximately 59 ◦C. NPK particles enter the

drum with a mass flow of 13.88889 Kg
s at a temperature of 90 ◦C and leave it at 46.5 ◦C. Outlet mass

flows were measured to be equal to inlet ones. Solid NPK particles have an average diameter of 2.7
mm in the industrial cooler and have a residence time of 30 min. With these values, a total mass of
25,000 kg is found inside the drum at any given time. That amounts to approximately 2.3× 109 solid
NPK particles. Process parameters are shown in Table 1.

3.2. Model Description

Considering that computational resources for simulating NPK cooling of such a large number of
solid particles were unfeasible to acquire, the drum length was reduced, and particle diameter was
increased to obtain a total mass that achieved less than a million particles but still was representative
of the cooling process. Hence, two models were developed, one of a one-meter drum section length
with 20 mm diameter NPK spherical particles, and one of a 0.1 m section length with 8 mm diameter
NPK spherical particles, both tilted down 1.5◦ to the horizontal.

For 20 mm particles, drum length was reduced considering fluid dynamic conditions, particularly
Reynolds number and Pressure coefficient. Reynolds number remained constant and was independent
from the length of the drum. Since Reynolds was turbulent, the hydrodynamic entry region was
10 times the drum diameter, resulting in 30 m. With this condition, fully developed turbulent flow
could not be achieved. For pressure coefficient, the pressure drop is proportional to the length of
the drum presenting a linear behavior. Since a developing region will dominate the phenomenon
inside, the length of the drum to be analyzed was dropped to 1 m, which represented 5.2% of the total
length, which is well inside the developing region of the process. For 8 mm particles, Fourier number
was considered because of the transient situation to be analyzed during the cooling process. For both
particle sizes, 20 and 8 mm, Fourier number was held at 4× 10−3. This allowed the calculation of drum
length for 8 mm particles’ size.

For these lengths, masses of 1315.789 kg and 131.578 kg of NPK were obtained, formed by 299,164
and 467,443 spheres. Both models used one of the four given types of lifters, which were chosen since
they allowed the highest particle dispersion angle (angle between the first and last particle showering
from the top of the drum). The geometry of the 0.1 m long rotating cooler and its lifters is shown in
Figure 2.

Air inlet and outlet conditions were defined as mass flow inlet and pressure outlet in the software.
Values for mass flows, pressures, and temperatures were defined as equal to those currently employed
in the industrial cooler. Nevertheless, solid NPK particles did not flow from defined inlet and outlet
boundaries. Instead, a random particle injector, a tool inside STAR-CCM+, was used to place particles
inside the drum’s fluid region in a randomized fashion with a defined initial temperature equal to
the NPK inlet temperature of the industrial cooler. Hence, even though no NPK inlet flow was used,
NPK particles were initially set with the industrial cooler NPK inlet temperature.

Wall boundary conditions were chosen for the drum carcass and phase-impermeable conditions
for the air inlet and outlet boundaries, so particles could not escape the drum during cooling once
they have been randomly injected (Figure 3). Thus, a constant number of particles were randomly
positioned inside the drum at the start of the simulation and could not leave the drum. Particle
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dynamics were obtained by solving the equations found in Section 2.1.1 for the constant number of
particles defined in Table 1.

Table 1. Process parameters. N.r. means not reported, d.a. means do not apply.

Industry Rotating Cooler Model One Model Two

Drum properties
Drum diameter D(m) 3 3 3

Drum length L(m), l(m) 19 0.1 1
Flight design four different designs (not shown) Figure 2

Flight material Stainless steel Carbon steel
Wall material Carbon steel Carbon steel

Angular velocity ω(rpm) 5
Fluid properties and flow conditions

Fluid Air
Inlet pressure Pi(kPa) 101.3

Outlet pressure Po(kPa) 101.3
Inlet temperature Tai

(◦
C
)

30

Outlet temperature Tao
(◦

C
)

59 d.a.

Inlet mass flow
.

mai(
kg
s ) 25 25

Outlet mass flow
.

mao(
kg
s ) 25 25

Particle properties
Material NPK granulated solid

Diameter Dp(mm) 2.7 8 20
Young’s Modulus E_eq (kPa) n.r. 517

Poisson’s ratio v n.r. 0.45
Specific heat Cp(

J
kg k ) 1465.38

Thermal conductivity km ( W
m K ) 0.18596

Density ρ
(

kg
m3

)
1050

Residence time rs(min) 30
Total mass MT(kg) 25,000 131.57 1315.78

Number of particles N 2.31 × 109 4.67 × 105 2.99 × 105

Inlet mass flow
.

mmi(
kg
s ) 13.88 d.a.

Outlet mass flow
.

mmo(
kg
s ) 13.88 d.a.

Inlet temperature Tmi
(◦

C
)

90

Outlet temperature Tmo
(◦

C
)

46.5 d.a.
Phase Interactions

Particle-particle
Static friction coefficient C f sp n.r. 0.4

Normal restitution coefficient Cnrestp n.r. 0.1
Tangential restitution coefficient

Ctrestp
n.r. 0.1

Frictional work fraction ctp n.r. 0.1
Damping work fraction cnp n.r. 0.1

Particle-wall
Static friction coefficient C f sw n.r. 0.2

Normal restitution coefficient Cnrestw n.r. 0.3
Tangential restitution coefficient

Ctrestw
n.r. 0.3

Frictional work fraction ctw n.r. 0.4
Damping work fraction cnw. n.r. 0.1
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Figure 2. Rotating drum and flights geometry. Dimensions are in millimeters (mm).

Figure 3. Rotating drum models. (a) 0.1 m section length with 8 mm-diameter particles falling. (b) 1 m
section length with 20 mm-diameter particles falling.

3.3. Simulation

The simulation was run for 17.5 s for each model, which corresponded to 1.45 rotations of NPK
particles inside the drum. Longer simulation times did not provide additional information regarding
NPK temperature drop dynamics since no considerable differences in average heat transfer coefficients
were found. Furthermore, the logarithmic mean temperature difference behavior is well defined at this
point, allowing the calculations of the heat to be removed inside the drum during the cooling process.
The average air inlet velocity Vai was used for calculating the maximum air velocity vmax. Average NPK
falling mass flow was calculated using the track model in STAR-CCM+, which allowed the tracking of
each moving particle throughout time. A plane cutting the drum in half in the y-axis was defined,
and the tracked particles which cross it throughout a specified time frame were plotted (Figure 4).
The data was then exported to a CSV file, where each row corresponded to each crossing particle and
each column to the crossing time and z- position. Particle falling mass flow for each model is given by
Equation (57), where Δt is the time frame between the first and last particle that passes through the

defined plane section. Measurements for
.

mm f were performed in time frames positioned after one

48



Processes 2019, 7, 673

second of real simulated time since this time was enough for the initially randomly localized particles
to position inside the flights of the rotating drum and produce a quasi-steady falling mass flow.

.
mm f =

#o f particles
Δt

mp (57)

Figure 4. Particle tracking in the transverse plane section of model one. Each circle corresponds to one
particle passing through the defined plane in a given time point.

3.4. Domain Discretization

3.4.1. Mesh Generation

The fluid domain was discretized using three models: surface remesher, trimmer, and prism layer
mesher. The first one resulted in a good quality surface mesh by adequately maintaining the drum and
flights geometry. Trimmer mesh was employed for generating a predominantly hexahedral mesh with
minimal cell skewness and a low number of trimmed cells. This method was sufficient for producing a
mesh with appropriate curvature and alignment with the z-direction corresponding to the drum length
(Figure 5). Prism layer mesher was used to model the inclusion of a prism layer along the borders of
the fluid domain to capture boundary layer flow. Mesh properties are shown in Table 2.

Figure 5. Rotating drum model and mesh. (a) Isometric view of 0.1 m section length drum, the air
outlet is shown in orange. (b) X–Y plane of 0.1 m section length drum showing mesh with 0.03 m
base size.
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Table 2. Mesh characteristics for each model.

Model One Two

Particle diameter (mm) 8 20
Mesh number 1 2 3 1 2 3
base size (m) 0.0368 0.0300 0.0245 0.0480 0.0400 0.0338

Cells 91,952 146,144 226,565 216,008 336,351 504,635
Faces 264,569 422,248 654,658 632,931 988,663 1,485,106

Vertices 102,434 160,771 244,976 228,135 353,909 526,248
Prism layers 5

Prism layer thickness (m) 0.009
Prism layer stretching 1.5

3.4.2. Time and Mesh Independence Analysis

Three different mesh sizes were generated for each model. Each finer mesh had 1.5 times the
number of cells of the coarser ones. Convergence criteria were set to 10−4 for momentum, energy,
turbulent kinetic energy and turbulent energy rate of dissipation. Initially, a time independence
analysis was performed. For it, Mesh number 1 was chosen for each model (Table 3). The time step
was decreased to half for each simulation, beginning with 0.01 and 0.05 for models one and two,
respectively. Average NPK temperature was recorded at time t = 3.5 s for each simulation. Timesteps of
0.005 and 0.01 were chosen for model one and two since they showed relative errors lower than 1%. A
mesh independence analysis was then performed using the chosen timesteps (Table 4). Average NPK
temperature was again captured at time t = 3.5 s for each simulation with each finer mesh, and the
relative error was calculated. Mesh number 2 was chosen for each model since it had a relative error
lower than 1%. Table 5 shows the chosen meshes and timesteps for each model.

Table 3. Time independence analysis.

Model One Two

Particle diameter (mm) 8 20
Timestep (s) 0.010 0.005 0.001 0.050 0.010 0.005

Average solid temperature T3.5s (◦C) 80.86 82.42 82.43 85.30 86.85 86.86
Relative error (%) 1.93 0.02 1.83 0.02

Mesh number 1 1

Table 4. Mesh independence analysis.

Model One Two

Particle diameter (mm) 8 20
Mesh number 1 2 3 1 2 3

Average solid temperature T3.5s (◦C) 82.42 83.98 84.66 86.85 88.41 89.04
Relative error (%) 1.89 0.81 1.80 0.72

Timestep (s) 0.005 0.010

Table 5. Mesh and timestep for each model.

Model One Two

Particle diameter (mm) 8 20
Mesh number 2 2

Number of cells 146144 336351
Timestep (s) 0.005 0.010
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4. Results and Discussion

4.1. Average Particle Temperature

Figure 6 shows NPK 8 mm particles cooling inside a 0.1 m drum section during 4.5 s. Particles
are lifted by the drum flights which move due to the angular rotation of the drum and fall at a given
mass flow rate which is constant in the central plane defined in Section 3.3 of this work. From the
figure, it can be seen that particles located in the middle of the lower bulk of NPK material show the
lowest temperature (around 71 ◦C in blue), while particles near the flights and drum surface exhibit
the highest temperature. This circumstance can be explained by the fact that air–particle interactions
taking place near the center of the rotating drum achieve higher heat transfer rates due to airflow being
fastest in this area as in near the rotating drum edges. Besides, these particles seemed to experience
little movement compared to those in other drum regions. Even though some of them appear to add
filling mass to the lower moving flights, most of them are not capable of entering the flights and move
as a bulk material to the left by the action of contact forces by particles already inside the flights.
Therefore, once they start going upwards, they end up falling again to lower flights already being
filled by falling particles from the top flights of the drum. This phenomenon is not desirable since
it could cause high temperature drops in some particles, while others could not achieve the desired
outlet temperature, hence altering the overall quality of the product at the outlet.

Figure 6. NPK particles of 8 mm diameter cooling at different times. (a) 6 s, (b) 7.5 s, (c) 9 s and
(d) 10.5 s. Temperature bar is in ◦C.
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Figures 7 and 8 provide the average NPK temperature variation in 17 s of simulated time for
8 mm and 20 mm diameter NPK particles. The differences in the cooling behavior could be explained
by differences in total NPK mass, considering that model one has 1/10th of the section length of
model two. Nevertheless, both figures show a decaying exponential behavior, which is expected in
heat-transfer processes.

Figure 7. NPK particles of 8 mm diameter, average temperature during the simulated time.

Figure 8. NPK particles of 20 mm diameter, average temperature during the simulated time.

4.2. Average Heat-Transfer Coefficient

Table 6 shows the heat transfer variables calculated for obtaining the model’s heat transfer
coefficient. Air masses are different due to different time steps, which is also expected for falling
material mass. However, if timestep dt and length l are made equal to model one in model two, material
falling mass remains almost identical in both: (dt = 0.01; maM1 = 0.04(2)(10) = 0.8 Kg=̃0.82 = maM2).
Hence, the falling behavior is essentially the same for both particle diameters. The heat transfer
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coefficient is significantly increased for lower diameter particles, due to a greater area of heat exchange
when the particle diameter is made smaller.

Table 6. Heat transfer variables for each model during the given time step.

Model One Two

Particle diameter Dp(mm) 8 20
Timestep dt(s) 0.005 0.010

Air mass ma(kg) 0.125 0.250
Material falling mass mm f (kg) 0.04 0.82
Area of heat exchange A f p(m2) 0.029 0.233

Average heat transfer coefficient h( W
m2◦C

) 60.15 38.93

4.3. Thermodynamic Model

Table 7 shows the comparison between the thermodynamic models obtained for each simulated
model and that found for the industry cooler. The thermodynamic behavior of model one provides a
close approximation to air and NPK temperature boundary conditions when model one is used in the
calculations. The calculated area of heat exchange for model one shows that its cooling capabilities are
higher than the one found on the industry cooler. Thus, heat losses should be taken into account, as
the simulation is set with adiabatic wall boundary conditions.

Table 7. Comparison of Thermodynamic and Counter-current Heat exchanger models results with
industry cooler analysis.

Properties Model One Model Two Industry Cooler

Particle diameter Dp(mm) 8 20 2.7
Thermodynamic model

Material outlet temperature Tmo
(◦

C
)

40.90 61.23 45.00
Thermal power Qm(kW) 998.40 584.87 915.04

Air outlet temperature Tao
(◦

C
)

69.73 53.27 66.42
Counter-current Heat exchanger model

Material inlet temperature Tmi
(◦

C
)

90.00 90.00 90.00

Air inlet temperature Tai
(◦

C
)

69.73 53.27 66.42

Material outlet temperature Tmo
(◦

C
)

40.90 61.23 45.00

Air outlet temperature Tao
(◦

C
)

30.00 30.00 30.00

Logarithmic mean temperature difference LMTDhe
(◦

C
)

15.10 33.90 18.97
Heat transfer coefficient h( W

m2◦C
) 60.15 38.92 60.15

Exchanged heat Qhe(kW) 998.48 584.88 915.04
The total area of heat exchange Ahe(m2) 1099.28 443.13 802.01

4.4. Correlation

Equation (58) shows the correlation found using the Marquardt method. Table 8 shows the
analysis of variance performed on the model. The p-value states that the model parameters can explain
the variation seen in the data. Therefore, the model is suitable for reproducing the data obtained from
the thermodynamic balance and the DEM-CFD simulation.

Num = 0.0531283 Rem
0.523707Pra

1.00824 (58)
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Table 8. Analysis of variance of non-linear correlation.

Source of Variance Sum of Squares Degrees of Freedom Mean Square F Observed P-Value

Model 58466.6 3 19488.87 23,086,378 0.0000
Error 4.05118 4799 0.000844
Total 58470.6 4802

Adjusted
R-squared (%) 99.8634

Figure 9 shows the Nusselt vs. Reynolds for a fixed value of Prandtl. Note that Nusselt and
Reynolds grow as particle diameter is increased.

Figure 9. Nusselt vs. Reynolds correlation for industry cooler at Pr = 0.7282. Valid if 3073 < Re < 7686.

5. Conclusions

This work describes and employs a new methodology that blends CFD-DEM modeling and global
energy and mass balances to obtain an initial approximation of the heat-transfer phenomena taking
place inside an industry-scale 50 T

h counter-current rotary drum during the cooling process of NPK
15–15–15 biofertilizer. The low computational effort needed for simulating the proposed CFD-DEM
model and the ease of the methodology offers a fast, concise method to elucidate process heat transfer
dynamics in the current operating point. Besides, by the calculation of process dimensionless numbers
and correlations, heat-transfer coefficients and overall process operating characteristics can be predicted
when process variables such as drum angular velocity, air velocity, material inlet-outlet temperatures,
and the average particle diameter are changed inside the range of valid Reynolds numbers for the
defined correlation. Hence, process optimization and design modifications can be achieved without
long plant downtimes given by the execution of new experimental designs. In this way, overall
company profits are not severely affected.

Consequently, results from our simulation could be useful in many different cases. One scenario
could be the following: There is a current rotating cooler operating at set parameters and the company
wants to change variables such as cooler rotation, tilt angle, feeding rate, and particle diameter.
After applying the methodology, the user can predict how these variables should be reprogrammed for
achieving any given set of outlet boundary conditions, such as outlet temperature and outlet mass
flow of granulated solid after cooling.
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Abstract: A computational fluid dynamics software (DynamFluid) based on the application of
the finite element method with the characteristic-based-split algorithm is presented and validated.
The software is used to numerically integrate the steady and unsteady Navier–Stokes equations
for both constant-density and Boussinesq non-isothermal flows. Benchmark two-dimensional
computations carried out with DynamFluid show good agreement with previous results reported in
the literature. Test cases used for validation include (i) the lid-driven cavity flow, (ii) mixed convection
flow in a vertical channel with asymmetric wall temperatures, (iii) unsteady incompressible flow
past a circular cylinder, and (iv) steady non-isothermal flow past a circular cylinder with negligible
buoyancy effects. The new software is equipped with a graphical user interface that facilitates
the definition of the fluid properties, the discretization of the physical domain, the definition
of the boundary conditions, and the post-processing of the computed velocity, pressure and
temperature fields.

Keywords: finite element method; characteristic-based-split algorithm; benchmark problems;
lid-driven cavity flow; non-isothermal vertical channel; flow past a circular cylinder; Boussinesq
approximation

1. Introduction

The science of fluid mechanics involves a broad spectrum of techniques for the study of fluid
flows [1,2]. Experimental fluid mechanics plays an important role in the validation of theoretical
models and the determination of their limits of application. Moreover, laboratory-scale experiments
(e.g., wind tunnel model testing) combined with dimensional analysis [3,4] provides the science with
an effective way of studying complex flows, saving the time and money that would otherwise be
employed in full-scale experimental studies. On the other hand, computational fluid dynamics (CFD)
is the art of substituting the set of partial differential equations governing the flow by a set of algebraic
equations that can be solved with computers [5–10]. As a result, CFD can be regarded as the connection
between theory and experiments, providing an economical alternative to experimental model testing.
The ever growing importance of CFD has driven the development of a large variety of commercial
software (ANSYS Fluent [11], Star-CCM+ [12], COMSOL’s CFD [13], Altair AcuSolve [14], to name
a few) and open source solutions (OpenFOAM [15–17], FreeFEM++ [18], FEniCS [19], for example) in
the last decades.

This paper presents a new CFD software tool (DynamFluid) based on the finite element method
(FEM) for the analysis of incompressible flows. The finite element method has been selected in favour
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of other options, such as the finite difference method (FDM) or the finite volume method (FVM),
because of its higher adaptability to arbitrarily shaped domains, as other methods require complex
curvilinear transformation when trying to solve problems in complex geometries represented in regular
Cartesian coordinates. This and other advantages are already exploited in a variety of commercial and
open-source codes, such as the above mentioned COMSOL’s CFD [13], FreeFEM++ [18] or FEniCS [19].
Although the developed code has the capability of solving fully three-dimensional (3D) problems with
arbitrary density variations and the general form of the gravitational term (body force), the validation
process in this work will be restricted to two-dimensional (2D) flows where the fluid density undergoes
tiny variations, so that the Boussinesq approximation can be employed. Further validation in 3D
geometries with large density variations is left for future work. DynamFluid is implemented in C++.

The main characteristics of the DynamFluid tool can be summarized as follows:

1. Windows-based software, which can be run in any Windows Operating System: both 32- and
64-bit architectures are supported. When run in a 64-bit architecture, the software leverages on
the larger word-size when performing computations.

2. Graphical user interface for defining the geometric domain, physical model, boundary conditions,
and displaying the results obtained in any simulation.

3. Custom database for storing both the project domain definition and all the information generated
during the simulation. The database provides the user with ODBC (Open DataBase Connectivity)
interface for interacting with any ODBC client.

4. Support for NASTRAN format file importing, which allows the user to import any geometry and
physical definition in DMAP (Direct Matrix Abstraction Programming) language.

5. Vtk file format capabilities, to export generated simulations into ASCII text Vtk files that can be
visualized using Paraview [20].

6. Basic meshing capabilities to sample the geometric domain. Two methods have been
implemented: (a) structured meshing (linear, logarithmic) using both quadrangular
elements (QUAD) and triangular elements (TRIA) for regular geometric domains, and (b)
Delaunay–Voronoi meshing for irregular geometric domains.

7. Software designed to run in a computer with a motherboard that may have one or several
multi-core processors. This includes parallel computation of the finite element matrices, parallel
assembly of the global matrices and parallel computation of the right hand side of each step of
the algorithm. The software uses the conjugate gradient stabilized algorithm provided by the
Eigen library [21] to solve the linear systems, and it has been compiled with the openmp compiler
flag so that the Eigen library exploits the multiple cores available in the hardware.

8. Custom user language for post-processing the results (velocity, pressure and temperature), with
basic algebra functions and support for different coordinate reference systems. Internal compiler
for translating this user language into machine code that can be applied in parallel to every node
and/or finite element.

9. Support for different types of finite elements (both Lagrangian and Serendipity): (a) linear TRIA
elements and (b) linear and quadratic QUAD elements.

10. DynamFluid is a freeware CFD tool available at https://sites.google.com/view/dynamfluid.

Four benchmark 2D problems have been selected in this work for validation purposes, namely (i) the
lid-driven cavity flow, (ii) mixed convection flow in a vertical channel with asymmetric wall temperatures,
(iii) unsteady incompressible flow past a circular cylinder, and (iv) steady non-isothermal flow past
a circular cylinder with negligible buoyancy effects. These problems are briefly outlined below.

(i) The lid-driven cavity flow.This is a classical benchmark problem that has been widely used
since the early days of CFD to assess and validate new techniques and methods. This test
case is easy to set and simulate because its boundary conditions are particularly simple.
However, the fully developed flow displays almost all fluid mechanical phenomena, with
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increasingly complex aspects emerging as the Reynolds number is increased, such as corner
eddies, laminar to turbulence regime transition, and even turbulence at high Reynolds number.
A recent comprehensive review of the literature on the subject can be found in [22], where the
work of several authors is presented and discussed [23–28]. Available benchmark results have
been tabulated to provide a comprehensive source of validation data [29].

(ii) Mixed convection flow in a vertical channel with asymmetric wall temperatures. In this mixed
convection heat transfer problem, an initially uniform flow develops in a slender vertical channel
whose walls are at different temperatures. The cold and hot wall temperatures may also differ
from the incoming flow temperature. As a result of the upward buoyancy force that appears near
the hot wall, the velocity increases in the near-wall region. As the fluid accelerates downstream,
the fluid near the cold wall may suffer flow reversal so as to maintain the imposed fixed flow rate.
One of the most interesting features exhibited by this flow is thus the possibility of flow reversal
at the cold wall as the flow develops. The occurrence (or not) of flow reversal depends on the
length of the vertical channel and the buoyancy effect induced by the temperature difference
between the hot and cold walls. Previous studies have shown that for the flow reversal to occur,
in high Reynolds number flows the ratio of the Grashof number to the Reynolds number must be
higher than a critical value that depends on the wall temperature difference ratio [30–43].

(iii) Unsteady incompressible flow past a circular cylinder. The flow of a constant density fluid
past a bluff body is another classical problem that has been widely studied in the literature.
Understanding the flow regimes past bluff bodies poses a daunting challenge, so that 2D and 3D
vortical structures in wakes of different bodies have been analyzed by scientists and engineers
for decades. The reason for this interest is the vast range of applications of external flow past
round bluff bodies: aerodynamics (planes, rockets, ground vehicles), hydrodynamics (ships,
submarines) or wind energy (wind turbines), to name the few. At very low Reynolds numbers
(creeping flow) the flow past a non-heated circular cylinder is symmetric in the streamwise
direction [44–47]. As the Reynolds number grows to values of order unity the symmetry is
lost, and when it exceeds a critical value the non-linear convective effects trigger the onset of
steady flow separation, accompanied by the appearance of steady recirculation bubbles behind
the cylinder. One important aspect of these flows is the so-called vortex shedding, which is
an oscillating flow pattern that emerges for even larger Reynolds numbers. This regime has
been thoroughly studied experimentally [48–52] and numerically [53–57]. The alternate shedding
of vortices in the wake leads to the well known Kármán vortex street, which originates large
fluctuating pressure forces in the direction transverse to the flow and may cause structural
vibrations, acoustic noise, or resonance, which in some cases may lead to structural damage or
even collapse.

(iv) Steady non-isothermal flow past a circular cylinder with negligible buoyancy effects. This case
is similar to the previous one but with the particularity that the temperature of the cylinder
differs from the temperature of the incoming fluid, which causes the flow past a circular
cylinder to exhibit interesting heat transfer features. This problem is of interest for the design of
cylinder-shaped sensors located in fluid streams, hot-wire anemometers, tube heat exchangers,
nuclear reactor fuel rods and chimneys. In this work, attention will be restricted to steady flow
with negligible buoyancy effects, with the aim of characterizing the local Nusselt number at the
cylinder wall for different Reynolds numbers [44,54,58,59].

2. Governing Equations

Let x = (x, y, z)T ∈ Ωt ⊂ R3 be the spatial domain at time t ∈ (0, T), with xi denoting the
i-th cartesian coordinate. Using the Einstein summation convention, the governing equations for
three-dimensional unsteady flow with variable density (due, e.g., to temperature variations) can be
written as follows

58



Processes 2019, 7, 777

∂ρ

∂t
+

∂(ρuj)

∂xj
= 0 (1)[

∂(ρui)

∂t
+

∂(ρujui)

∂xj

]
= − ∂p

∂xi
+

∂τij

∂xj
+ ρgi, i = {1, 2, 3} (2)[

∂(ρeT)

∂t
+

∂(ρujeT)

∂xj

]
= −∂(puj)

∂xj
+

∂(τijui)

∂xj
+ ρgjuj +

∂

∂xj

(
k

∂T
∂xj

)
, (3)

where ρ is the fluid density, ui the i-th component of the velocity vector u = (u, v, w)T , eT = e + uiui/2
the total energy per unit mass (with e = cvT the specific internal energy per unit mass, assuming
a calorically perfect fluid), p the pressure, T the absolute temperature, gi the i-th component of the
acceleration of gravity, and k the thermal conductivity. In the above equations τij represent the
deviatoric stress components

τij = μ

(
∂ui
∂xj

+
∂uj

∂xi
− 2

3
δij

∂uk
∂xk

)
, (4)

where μ is the dynamic viscosity and δij the Kronecker delta.
In non-isothermal flows where the density variations are small but the flow is driven by buoyancy

forces, such as in natural or mixed convection problems, one may simplify the equations by means of
the Boussinesq approximation. This approximation assumes that variations in density have no effect
on the flow field other than to give rise to buoyancy forces. In this case, the continuity and momentum
equations take the simplified form

∂uj

∂xj
= 0 (5)

ρ∞

[
∂ui
∂t

+
∂(ujui)

∂xj

]
= − ∂p

∂xi
+

∂τij

∂xj
+ ρ∞(1 − β(T − T∞))gi, i = {1, 2, 3} (6)

where ρ∞ is the reference fluid density, T∞ the reference temperature, and β = −ρ−1(∂ρ/∂T)p the
thermal expansion coefficient.

In the Boussinesq approximation, the energy equation is often simplified by also ignoring the
density variations. However, in this work, the energy equation will be kept in its general form, without
any further simplification. The reason for this approach is to minimize the approximation error when
computing the temperature field in a fluid that undergoes tiny variations of density, and to give
a unified treatment to the energy equation independently of the way density is computed. In the
range of Reynolds number considered here, the different treatments of the energy equation, and the
assumption of constant specific heats, do not make a significant difference. Leaving the general form
allows validating the implementation of the energy equation when the Boussinesq approximation is
used in the Navier–Stokes equations but not in the energy equation.

Let L∞ be the characteristic length, U∞ the characteristic velocity, L∞/U∞ the characteristic residence
time of the problem, ρ∞ the reference density, μ∞ the reference dynamic viscosity, and k∞ the reference
thermal conductivity. With these scales, the following dimensionless variables can be introduced

x∗i =
xi
L∞

, t∗ = U∞t
L∞

, ρ∗ = ρ

ρ∞
, u∗

i =
ui

U∞
, p∗ = p − p∞

ρ∞U2
∞

, τ∗
ij =

τijL∞

μ∞U∞
,

g∗i =
gi
g

, μ∗ = μ

μ∞
, e∗T =

eT

U2
∞

, T∗ =
cpT
U2

∞
, k∗ = k

k∞

(7)

where p∞ represents a convenient pressure datum, and g � 9.81 m/s2 is the acceleration of gravity.
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The asterisk will be dropped in the following for simplicity, so that all variables will be assumed
to be non-dimensional. Thus, the general governing Equations (1)–(3) can be rewritten as follows

∂ρ

∂t
+

∂(ρuj)

∂xj
= 0 (8)[

∂(ρui)

∂t
+

∂(ρujui)

∂xj

]
= − ∂p

∂xi
+

1
Re

∂τij

∂xj
+

1
Fr

ρgi, i = {1, 2, 3} (9)[
∂(ρeT)

∂t
+

∂(ρujeT)

∂xj

]
= −∂(puj)

∂xj
+

1
Re

∂(τijuj)

∂xi
+

1
Fr

ρgjuj +
1

Re Pr
∂

∂xj

(
k

∂T
∂xj

)
, (10)

where Re = ρ∞U∞L∞/μ∞ is the Reynolds number, Fr = U2
∞/(L∞g) is the Froude number,

and Pr = μ∞cp/k∞ is the Prandtl number, defined in terms of the specific heat at constant pressure
cp, assumed here to be constant. Note that for liquids both specific heats are equal cp = cv, whereas for
gases cp = cv + Rg, where Rg = R◦/W is the gas constant, defined as the ratio between the universal
gas constant R◦ = 8.314 J/(mol · K) and the molecular mass of the gas W that is constant for gases of
uniform composition.

Under the Boussinesq approximation, it is convenient to define the normalized dimensionless
temperature

Θ =
T − T∞

Tw − T∞
, (11)

in terms of the reference temperature T∞ and a characteristic temperature Tw (e.g., that of a hot or
cold wall, thereby the subscript w) that determines the characteristic temperature difference of the
problem, Tw − T∞. In this case, the momentum conservation Equation (6) and the energy conservation
Equation (3) can be rewritten as follows, where the asterisks are dropped again so that all variables are
non-dimensional

∂ui
∂t

+
∂(ujui)

∂xj
= − ∂p

∂xi
+

1
Re

∂τij

∂xj
+

1
Fr

gi − Gr
Re2 giΘ, i = {1, 2, 3} (12)

ρ

[
∂eT

∂t
+

∂(ujeT)

∂xj

]
= −∂(puj)

∂xj
+

1
Re

∂(τijuj)

∂xi
+

1
Fr

ρgjuj +
1

Re Pr
∂

∂xj

(
k

∂T
∂xj

)
, (13)

while the continuity Equation (5) remains unchanged, implying the divergence-free nature of the
velocity field. The simplified form of the continuity equation has been used, in particular, to rewrite
the convective term in the energy Equation (13) including the velocity uj into the spatial derivative.
Note that, following standard practice, in the momentum conservation Equation (12) the dimensionless
density has been assumed to be constant (ρ = 1) except in the buoyancy term, which is written in
terms of the Grashof number

Gr =
βg(Tw − T∞)L3

∞
ν2

∞
, (14)

and the normalized dimensionless temperature Θ, given by (11) in terms of the dimensionless
temperature T computed from (13).

Finally, to be well posed, the mathematical problem also requires appropriate boundary conditions
and a set of initial conditions for all the variables to be solved.

3. Numerical Method

3.1. Temporal Discretization: The Characteristics-Based-Split Algorithm

Following Zienkiewicz’s et al. [60–64], the Navier-Stokes equations can be sampled in time using
a characteristic method, the so-called characteristic-based-split (CBS) scheme. To obtain the numerical
solution, the time interval will be divided into Nt subintervals In := (tn, tn+1] with constant time step
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size Δt = tn+1 − tn. Then, a variable φ at time n + θ can be approximated as φn+θ = (1− θ)φn + θφn+1,
where the superscript denotes the time at which the variable is evaluated. As a result, it can be written
that

φn+θ = (1 − θ)φn + θφn+1 = φn + θΔφ, (15)

with Δφ = φn+1 − φn.
Consequently, the CBS scheme, proposed by Zienkiewicz and Codina [61], applied to the

governing Equations (1), (12) and (13) can be sampled in time as follows

un+1
i − un

i
Δt

=
Δui
Δt

=

[
− ∂(ujui)

∂xj
+

1
Re

∂τij

∂xj
+

1
Fr

gi − Gr
Re2 giΘ

]n

− ∂pn+θ2

∂xi
, i = {1, 2, 3} (16)

ρn+1 − ρn

Δt
=

Δρ

Δt
=

(
1
a2

)n Δp
Δt

= −
∂
(

ρun+θ1
j

)
∂xj

(17)

ρn en+1
T − en

T
Δt

= ρn ΔeT
Δt

=

[
−ρ

∂(ujeT)

∂xj
− ∂(puj)

∂xj
+

1
Re

∂(τijuj)

∂xi
+

1
Fr

ρgjuj +
1

RePr
∂

∂xj

(
k

∂T
∂xj

)]n

(18)

where the continuity equation for incompressible fluids has been substituted by an equation of
conservation of mass (17) that includes an artificial compressibility [65]. In that equation a represents
the speed of sound in the fluid, which in the incompressible limit tends to infinity. The principal asset of
this split algorithm is that it does not only apply to compressible flows, but also to incompressible flows,
which makes it suitable for a wide variety of applications. In the above equations, θ1 and θ2 represent,
respectively, the velocity and pressure relaxation factors. The explicit form of the algorithm is θ2 = 0,
whereas in the semi-implicit form θ2 ∈ [0.5, 1]. In both cases the value of θ1 ∈ [0.5, 1]. In the numerical
simulations presented in this paper we have considered the semi-implicit algorithm, setting the velocity
relaxation factor to θ1 = 1.0, and the pressure relaxation factor to θ2 = 1.0. For this parameter choice,
second-order accuracy in time is expected [61]. Moreover, the algorithm imposes a restriction to
the time step size Δt and it is conditionally stable, as reported by [61]. In its semi-implicit form [66],
the time step size must be Δt ≤ min{h/|ui|, h2/(2ν)}, whereas in the explicit form, Δt ≤ h/|a|, leading
to a more stringent time step in incompressible fluids. That is the reason why, for incompressible fluids,
the semi-implicit form is cheaper in terms of computational cost, providing the required results in less
time.

Equation (16) is coupled to Equation (17) and for this reason it cannot be used explicitly.
To overcome this limitation, an auxiliary variable Δu∗∗ is introduced, defined by

Δu∗∗
i = u∗∗

i − un
i = Δt

[
−∂(ujui)

∂xj
+

1
Re

∂τij

∂xj
+

1
Fr

gi − Gr
Re2 giΘ

+
Δt
2

uk
∂

∂xk

(
∂(ujui)

∂xj
− 1

Fr
gi +

Gr
Re2 giΘ

)]n

.
(19)

This equation does not contain the pressure term and the variable u∗∗
i can thus be computed

explicitly. When the pressure term is available, the following correction is applied

Δui = un+1
i − un

i = Δu∗∗
i − Δt

∂pn+θ2

∂xi
− Δt2

2
uk

∂

∂xk

(
−∂pn+θ2

∂xi

)
. (20)

Expressing Δun+1
i as a function of Δu∗∗

i using (20) and substituting the result in (17) yields

Δρ =

(
1
a2

)n
Δp = −Δt

[
∂un

i
∂xi

+ θ1
∂Δu∗∗

i
∂xi

− Δt θ1

(
∂2 pn

∂xi∂xi
+ θ2

∂2Δp
∂xi∂xi

)]
. (21)

Finally, expressing ΔeT as a function of eT
n gives

61



Processes 2019, 7, 777

ρ ΔeT = Δt
[
−∂(uj(ρeT + p))

∂xj
+

1
Re

∂(τijuj)

∂xi
+

1
Fr

ρgjuj +
1

RePr
∂

∂xj

(
k

∂T
∂xj

)
+

Δt
2

uj
∂

∂xj

(
∂(−ui(ρeT + p))

∂xi

)]n

.
(22)

The way the variables of the problem are solved is summarized in the following step sequence:

Step 1. Calculate Δu∗∗
i from Equation (19).

Step 2. Calculate Δρ or Δp from Equation (21).
Step 3. Calculate Δui from Equation (20), which yields the velocity at time tn+1.
Step 4. Calculate Δe from Equation (22), which can be calculated in parallel with the other steps

since the right hand side of Equation (22) does not depend on the variables at time tn+1.
Step 4 allows obtaining the value of the energy at time tn+1.

The reason for choosing the CBS algorithm instead of others is to achieve second order
convergence in both time and space using linear finite elements (TRIA and/or QUAD). Additionally,
since the right hand side of the different equations of the algorithm are treated explicitly, they are easy
to parallelize, as it has been done in the implementation of the algorithm.

3.2. Spatial Discretization

Following the characteristics-Galerkin approximation, Equations (19)–(22) are discretized in space
using the finite element method [67–69]. To this end, the spatial domain is divided into a regular,
unstructured triangulation Th of non-overlapping elements. Associated with that triangulation,
a conforming finite element space Vh is defined composed of continuous, piecewise polynomials
over each mesh element. The current implementation of the software uses only linear polynomials for
all fluid variables, so higher order elements are not considered. Therefore, the numerical method is
expected to be second order in space for smooth solutions in the L2-norm. The advantage of the finite
element method, as spatial discretization method, is that it allows to work with complex geometries,
and to use fine or coarse finite elements in different zones of the domain (local mesh refinement) [70].
Moreover, the implemented code supports both TRIA and QUAD finite elements.

Hence, if m is the number of mesh points (or nodal points) of the triangulation Th, the numerical
solution φh belonging to the finite element space Vh can be written as

φh =
m

∑
k=1

Nk
h φk, (23)

where the summation spans over the set of nodes comprising the sampled domain, being k the index
of the node, for 1 ≤ k ≤ m. φk is the unknown variable evaluated at node k, and {Nk

h}m
k=1 is the set

of basis functions of Vh satisfying Nk
h(xj) = δkj, with δkj the Kronecker delta. Moreover, Equation (23)

may be expressed in matricial form as
φh = Nh Œ (24)

with
Œ =

[
φ1, . . . , φk, . . . , φm

]T
and Nh =

[
N1

h , . . . , Nk
h , . . . , Nm

h

]
. (25)

In this problem the generic variable φh will be replaced by the unknown fluid variables: the
pressure, p, the velocity components, ui, the total energy, ρeT , and the temperature, T.

As a final step to apply the standard Galerkin approximation via the Finite Element method,
the weak formulation of Equations (19)–(22) must be obtained. Thus, equations can be weighted
and integrated over the sampled domain using the basis functions Nk

hφ ∈ Vφ
h0, where Vφ

h0 is the finite
element space of functions that take null values in the dirichlet boundary associated with the variable
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φh = {ui, p, T} (which means that it does not include the basis functions associated with the dirichlet
nodes, whose values for the variable φh are known).

The weak formulation of Equation (19) (Step 1 of the algorithm to compute Δu∗∗
i for i = {1, 2, 3})

in the standard Galerkin approximation is the following

∫
Ω

Nk
h Δu∗∗

i dΩ = Δt

[
−

∫
Ω

Nk
h

∂(ujui)

∂xj
dΩ − 1

Re

∫
Ω

∂Nk
h

∂xj
τij dΩ −

∫
Ω

Nk
h

(
Gr
Re2 giΘ − 1

Fr
gi

)
dΩ

]n

+Δt
[

1
Re

∫
Γ

Nk
h τijnj dΓ

]n
−

[
Δt2

2

∫
Ω

∂

∂xj
(ujNk

h)

(
Gr
Re2 giΘ − 1

Fr
gi +

∂(ujui)

∂xj

)
dΩ

]n

,

(26)

where nj denotes the j-th component of the unit outward normal vector to the boundary surface and
Nk

h ∈ Vh, since it does not impose dirichlet boundary condition over Δu∗∗
i .

To obtain the weak formulation of Equation (21) (Step 2 of the algorithm to compute Δp =

pn+1 − pn), the equation should be multiplied by the Nk
hp basis functions not associated with the

dirichlet boundary nodes where pressure is prescribed p = p̃n+1 at Γp. This gives

∫
Ω

Nk
hpΔρ dΩ=

∫
Ω

Nk
hp

(
1
a2

)
Δp dΩ = Δt

∫
Ω

∂Nk
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∂xj

[
un

j + θ1Δu∗∗
j − θ1Δt

∂pn

∂xj
− θ1θ2Δt

∂Δp
∂xj

]
dΩ

−Δt
∫

Γp\Γ
Nk
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[
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j + θ1Δu∗∗
j − θ1Δt

∂pn

∂xj
− θ1θ2Δt

∂Δp
∂xj

]
nj dΓ

, (27)

where the boundary Γp \ Γ is the entire boundary of the domain minus the dirichlet pressure boundary.
In the computation of the boundary integral on Γp \ Γ, the Dirichlet condition for the velocity
component, ui, may also be specified, in which case, the integrand will match the prescribed velocity,
un

i + θ1Δu∗∗
i − θ1Δt ∂pn/∂xi − θ1θ2Δt ∂Δp/∂xi = ũi, at Γu.

In the same way, to build the weak formulation of Equation (20) (Step 3 of the algorithm to
compute Δui = un+1

i − un
i for i = {1, 2, 3}), the basis functions Nk

hu not associated with the dirichlet
boundary nodes where velocity is prescribed, un+1

i = ũi at Γu, must be considered. This results in

∫
Ω
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∫
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∫

Ω
Nk

hu
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2
Δt2
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Ω
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∂pn

∂xi
dΩ (28)

Finally, the weak formulation of the energy conservation Equation (22) (Step 4 of the algorithm to
compute Tn+1 through ΔeT = en+1

T − en
T) takes the form
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)
ni dΓ

]n
,

(29)

where Nk
hT are the basis functions not associated with the dirichlet boundary nodes where temperature

(energy) is prescribed, Tn+1 = T̃ at ΓT . Moreover, in the computation of the boundary integral on
ΓT \ Γ, the value of the temperature gradient (heat flux) can be specified on some part of it (neumann
boundary) as boundary condition.

4. Software Validation

In order to validate the implementation of the CBS algorithm described above, four test cases have
been selected for study. Although the implementation of DynamFluid allows the integration of the
Navier–Stokes equations in their general form (1)–(3), it can also be applied to fluid dynamics problems
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within the Boussinesq approximation (5) and (6). This is the approach chosen for the validation with
the test cases presented in this section. All simulations are two-dimensional, hence we shall restrict
our attention to cases with xi = (x, y)T , ui = (u, v)T , and gi = (gx, gy)T . As discussed in the numerical
section, in all test cases the velocity and pressure relaxation factors θ1 and θ2 have been set to unity.

4.1. Lid-Driven Cavity Flow

The first step in the validation of a new CFD tool is to check if it is able to predict the flow
behaviour in confined domains with simple boundary conditions. The flow in a cavity with an upper
mobile lid, shown schematically in Figure 1, is considered as a standard software validation case for
steady incompressible flows in confined geometries. In the lid-driven cavity, the fluid is confined in
a 2D square cavity of side length L (≡ L∞), with a zero velocity enforced by the no-slip condition in
all the walls of the square cavity except in the top wall, where a uniform slip velocity U (≡ U∞) is
imposed. Additional parameters of the problem include the density, ρ (≡ ρ∞), and viscosity, μ (≡ μ∞),
of the fluid, assumed here to be constant. Under isothermal conditions, the only governing parameter
is the Reynolds number Re = UL/ν, based on the lid velocity, the side length of the squared cavity,
and the kinematic viscosity of the fluid, ν = μ/ρ (≡ ν∞).
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Figure 1. Schematic representation of the lid-driven cavity flow showing the coordinate system,
dimensional parameters, and boundary conditions.

4.1.1. Literature Review

The lid-driven cavity flow has been extensively addressed by many authors [23–28].
Erturk et al. [23] performed numerical calculations of the two-dimensional steady incompressible
lid-driven cavity flow for Reynolds number up to 21,000 with an extremely small residual error of
the steady solution, finding a fourth vortex at the bottom left corner and a third vortex at the top left
corner as the Reynolds number was increased, and obtaining a solution free of spurious oscillations
despite the high Reynolds number.

Erturk [24] studied in detail the two-dimensional lid-driven cavity flow considering all physical,
mathematical and numerical aspects, concluding that physically this flow is not two-dimensional but
three-dimensional above a certain Reynolds number when the two-dimensional solution becomes
unstable to small three-dimensional perturbations. Thus, while numerical solutions for the planar
lid-driven cavity flow for high Reynolds numbers can be obtained, this flow can be considered fictitious.
One important point for obtaining a solution at high Reynolds number is that a sufficiently fine mesh
is needed so as to rule out any spurious oscillatory solution provided by the numerical method that
prevents reaching the steady-state solution.
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Yapici et al. [25] managed to perform several simulations up to Reynolds number 65,000, obtaining
a steady solution with two new vortices in the bottom left and right corners of the square cavity for
Reynolds number larger than 25,000.

Erturk et al. [29] also studied the benchmark problem of a driven skewed cavity flow for skew
angles of 30◦ and 45◦. Using a very fine grid and highly accurate numerical solvers, they obtained
numerical results for Reynolds number varying from 100 to 1000.

4.1.2. Boundary and Initial Conditions

In dimensionless form, a unit horizontal velocity is imposed at the upper wall, u − 1 = v = 0,
whereas the non-slip condition is imposed at the left, bottom and right walls, u = v = 0. As an initial
condition, both components of the velocity are set to 0 in all the points of the domain, except at the
upper wall (lid) where the horizontal component is set to 1. The pressure is arbitrarily set to zero,
p = 0, at the lower-left corner of the cavity.

4.1.3. Convergence Analysis

In this section, we study the influence of the mesh in the numerical solution, which includes
analyzing the influence of the mesh space discretization and cell size in the convergence of the solution.
The method for estimating the convergence order of an algorithm requires to obtain a solution for
different meshes with different element sizes. The meshes used for the convergence analysis are three
uniform (i.e., equispaced) meshes using TRIA elements for the discretization of the domain with (mesh
#1) 20 × 20, (mesh #2) 50 × 50 and (mesh #3) 100 × 100 points, respectively. The coarser mesh is shown
in Figure 2 for illustrative purposes.

Figure 2. Convergence analysis for the horizontal velocity along the vertical mid line corresponding to
Re = 1000 (left) and triangular elements (TRIA) 20 × 20 element mesh used in the computations with
DynamFluid (right). The 50 × 50 and 100 × 100 meshes are finer meshes with the same topology.

The boundary conditions are applied to the mesh assuming the ramp condition: the velocity in
the top of the cavity (moving lid) grows from zero in the corners of the cavity (left and right) until the
non-dimensional value in the span of a cell/element. Alternatively, other researchers use the leaking
lid formulation, where the velocity in the top lid is constant and equal to the imposed velocity and
zero in the rest of the walls.

The Reynolds number used for showing the influence of the mesh element size in the accuracy of
the solution is Re = 1000. The variable chosen for the convergence analysis is the horizontal velocity
component u along the vertical line that goes through the center of the cavity. The steady-state solution
is obtained by means of a transient simulation. It is assumed that the steady-state is reached when
the relative value of the horizontal velocity in two successive time steps differ less than 10−9, that is,
∑N

k=1 |un+1
k − un

k |/|un
k | ≤ 10−9, the sum going through all N nodes in the mesh for the horizontal
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velocity component. Figure 2 shows that as the mesh is refined the solution tends to that obtained
by Erturk et al. [23]. There is no appreciable difference between the results obtained with the 50 × 50
point and 100 × 100 point meshes.

For a TRIA element mesh composed by two-dimensional elements, as the one shown in Figure 3,
an equivalent length for node k can be defined according to hk = min(2Aj/lj), where j spans from 1
to the number of adjacent elements connected to node k, Aj is the area of the j-th element adjacent to
node k, and li is the length of the opposite edge belonging to the j-th element adjacent to node k [71].

l5

l1

l4

l2

Node k

A4

A5

A1

A2

A3

l3

Figure 3. Two-dimensional finite elements adjacent to node k used to compute the equivalent element
size hk = min(2Aj/lj).

The convergence order of the algorithm has been estimated using the well-known grid
convergence index calculation. Following Roache [72], the order of convergence for the algorithm is
obtained solving the following equations iteratively for the three different meshes, starting from the
coarse mesh #1 (20 × 20) to the more refined mesh #3 (100 × 100)

p =
|ln |Er32/Er21|+ q(p)|

ln r21
(30)

q(p) = ln

(
rp

21 − s
rp

32 − s

)
(31)

s = sign(E32/E21), (32)

where Erij = ui − uj and rij = hi/hj, with ui the horizontal velocity at mesh i and uj the horizontal
velocity at mesh j, and hi the equivalent length for mesh i and hj the equivalent length for mesh j.
This is translated into Er32 being the difference in the estimating function between mesh #3 (100 × 100)
and mesh #2 (50 × 50), and Er21 between mesh #2 (50 × 50) and mesh #1 (20 × 20). Similarly, r32 is the
mesh ratio between mesh #3 and mesh #2, and r21 between mesh #2 and mesh #1.

The iterative process starts with an initial guess for q(p), e.g., q(p) = 0 in this case. Using the
value of q at a given iteration step, the value of p is calculated at the next iteration step. After a few
iterations, the convergence order p is obtained. Table 1 shows the maximum norm of the error
ErL∞ = max|ui − uj| (p = 2.71), and the mean norm of the error ErL1 = (1/N)∑N

i=1 |ui − uj| (p = 1.98)
for the implementation of the CBS algorithm discussed here applied to the lid-driven cavity flow.

Table 1. Mean and max error for the horizontal velocity.

Grid Comparison ErL1
ErL∞

rij

50 × 50 vs. 20 × 20 0.00176 0.00748 2.0
100 × 100 vs. 50 × 50 0.0138 0.0969 2.5
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4.1.4. Results for Re up to 10,000

Figure 4 compares numerical integrations of the lid-driven cavity flow carried out with
DynamFluid with those obtained by Erturk [24] and Ghia et al. [26] for Reynolds number up to
10,000. Erturk et al. [23] reported that a 257 × 257 mesh is needed in order to get a steady solution for
Reynolds number up to 10,000, thus a refined mesh of 257 × 257 elements was used for the simulations.
As it can be seen, the agreement with previous results is excellent for Re ≤ 10,000, showing a slightly
better agreement at low Reynolds number than at high Reynolds number.

Figure 4. Horizontal velocity along the vertical mid line (left) and vertical velocity along the
horizontal mid line (right) as predicted by DynamFluid (solid lines) and reported by Erturk [24]
(	) and Ghia et al. [26] (+) for Re = {400, 1000, 25,000, 5000, 10,000}.

4.2. Mixed Convection Flow in a Vertical Channel with Asymmetric Wall Temperatures

This is a mixed convection heat transfer problem in which an initially uniform flow develops in
a slender vertical channel whose walls are at different temperatures. The flow is assumed to be two
dimensional. The cold wall temperature, Tc, and hot wall temperature, Th (≡ Tw), are also different
from the incoming flow temperature, T∞, as illustrated in Figure 5. The parameters characterizing
the flow are the channel width H (≡ L∞) and length L 
 H, the cold and hot wall temperature
differences, Tc − T∞ and Th − T∞, and the uniform velocity of the fluid entering the rectangular
channel, U (≡ U∞). Additional parameters include the density, ρ (≡ ρ∞), viscosity, μ (≡ μ∞),
and thermal conductivity, k (≡ k∞), of the fluid. The non-dimensional numbers that emerge in this
problem are the Reynolds number, Re = UH/ν, based on the inlet velocity and the channel width,
the Grashof number, Gr = gβ(Th − T∞)H3/ν2, defined in terms of the channel width and the hot
wall temperature difference, and the wall temperature difference ratio Θc = (Tc − T∞)/(Th − T∞).
The Prandtl number is assumed to be constant, Pr = 0.72. As shown in Figure 5, the acceleration of
gravity is assumed to point opposite to the direction of the incoming flow. When the height of the
channel is large compared to the channel width, the flow becomes fully developed far downstream,
where the streamlines are parallel to each other and point vertically upwards.

4.2.1. Literature Review

The mixed convection flow in a vertical channel has been investigated by several authors.
In a series of papers, Aung and Worku [30–32] studied the effects of buoyancy on the laminar vertical
upward flow between parallel plates subject to two types of boundary conditions: (i) uniform wall
temperatures, where the vertical walls may be at equal or different temperatures, and (ii) uniform heat
fluxes, where the vertical walls may be subject to the same or different heat fluxes. They used the
boundary layer approximation for their analysis when the dimensionless buoyancy parameter becomes
Gr/Re instead of Gr/Re2. As a result, the controlling parameters are Gr/Re, the wall temperature
difference ratio Θc, and the Prandtl number, Pr = 0.72, assumed to be constant. Aung and Worku [30]
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considered a set of values of Gr/Re in the range 0, 25, 50, 100 and 250, founding that buoyancy
extends the hydrodynamic entry length whereas it reduces the thermal entry length. As a general
rule, no flow reversal was observed for sufficiently small values of Gr/Re, while it appeared for small
values of Θc and large values of Gr/Re (the larger value of Gr/Re, the larger the downwards velocity
in the flow reversal region). Aung and Worku [31] predicted that with constant heat fluxes the ratio
Gr/Re for flow reversal to happen is higher than with constant wall temperatures. In particular, for
values of Gr/Re up to 500 no flow reversal was observed when uniform heat flux boundary conditions
are used. Flow reversal did not occur either for symmetrically heated walls. As part of their study,
they developed an analytical theory [32] for fully developed mixed convection flow including flow
reversal, obtaining analytical expressions for the velocity profile and the temperature profile that will
be used below for validation purposes.
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Figure 5. Schematic representation of the non-isothermal flow in a vertical channel with asymmetric
wall temperatures showing the coordinate system, dimensional parameters, and boundary conditions.

Ingham et al. [40] found that infinite duct walls also bring about flow reversal in the vicinity
of the cold wall, while Ingham et al. [41] obtained numerical solutions of the problem for a steady
laminar mixed convection flow in a vertical duct with parallel plates. They compared this flow with
the case of pure forced convection finding that large values of Gr/Re cause reverse flow in the channel
(similar to Aung and Worku [30,32]). Kim et al. [43] used an implicit finite difference scheme to solve
the governing equations in the conjugate heat transfer flow established between two vertical plates
subject to asymmetric wall temperatures. They found that the independent parameters are the Grashof
number, the Prandtl number, the solid to fluid thermal conductivity ratio, the wall thickness to channel
width ratio, the channel height to channel width ratio and the asymmetric heating parameter.

Gau et al. [38] studied experimentally the heat transfer process in a vertical channel comprised
of two parallel plates (one heated uniformly and the opposite wall insulated), having a very large
buoyancy parameter Gr/Re2. From flow visualizations, they concluded that the reversal of the flow
happened to be a V-shaped recirculating flow near the channel exit when Gr/Re2 is greater than
a critical value, although the reversal occurs initially downstream, but advances gradually downwards
when Gr/Re2 increases. El-Din [37], studied the flow development between two vertical plates
with uniform heat and mass fluxes studying the effect of the thermal and mass transfer buoyancies.
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Cheng et al. [36] also studied this type of flow taking into account different boundary conditions (walls
with constant temperature or with constant heat flux). Hamadah and Wirtz [39] investigated the effect
of thermal buoyancy opposing the flow between two vertical plates with different boundary conditions
(uniform asymmetric temperatures, uniform asymmetric heat fluxes, and the case of one wall at a
uniform temperature and the other with uniform heat flux). Boulama and Galanis [35] provided
analytical solutions for the fully-developed steady-state mixed convection flow past two vertical plates
at constant temperatures and at constant heat flux (the two walls with the same type of boundary
conditions or one with uniform temperature and the other with uniform heat flux).

Barletta et al. [34] studied the problem of a fully developed mixed convection flow with frictional
heat generation in a vertical channel bounded by isothermal plane walls having the same temperature.
Barletta [33] carried out an study of a laminar and fully developed flow with mixed convection
in a rectangular and vertical duct where at least one of the two walls was isothermal, providing
an analytical solution for the velocity and temperature fields. Desrayaud and Lauriat [73] investigated
the flow reversal phenomena in a vertical channel with two parallel plates at symmetrically uniform
heated walls when air is used as the fluid, for a laminar, mixed-convection flow with Reynolds number
in the range 300 ≤ Re ≤ 1300. The velocity and temperature profiles caused by the buoyancy forces
were analyzed. Finally, Jeng et al. [42] investigated the mixed convection flow in a vertical channel
with parallel walls at different temperatures: Θc was in the range of 0 ≤ Θc ≤ 1, the Reynolds number
was in the range of 1 ≤ Re ≤ 1000, and the ratio Gr/Re in the range of 0 ≤ Gr/Re ≤ 500. They found
that when the streamwise coordinate was scaled out using the Reynolds number, the velocity and the
temperature profile were independent of the Reynolds number for Re ≥ 50.

4.2.2. Boundary and Initial Conditions

In the simulations presented below, the right wall is assumed to be at a higher temperature than
the left wall, Th > Tc. Two cases are considered in the study. In the first one the cold wall is at the same
temperature than the incoming fluid, Tc = T∞, or Θc = 0, and in the second case the cold wall is at
a temperature halfway between the incoming fluid and the hot wall, Tc − T∞ = 0.5(Th − T∞), or Θc = 0.5.
The dimensionless boundary condition for the velocity, pressure and normalized temperature are

• Left, cold non-slip wall: u = v = Θ − Θc = 0.
• Right, hot non-slip wall: u = v = Θ − 1 = 0.
• Bottom side, incoming flow: u = v − 1 = Θ = 0.
• Top side, outgoing flow: p = u = ∂v/∂y = ∂θ/∂y = 0.

Since the channel width is taken as length scale, the dimensionless width of the channel is one.
By contrast, the dimensionless length of the channel is set to H/L = 80 
 1, which is long enough to
ensure that the flow is fully developed in the outflow boundary (see Figure 5 for details; note that the
height and width are not to scale).

4.2.3. Discussion of Results

As previously discussed, Aung and Worku [32] obtained analytical expressions for the velocity
profile and the temperature profile in the fully developed mixed convection flow established far
downstream the channel, namely

v(x) =
Gr
Re

(1 − Θc)

(
− x3

6
+

x2

4
− x

12

)
− 6x2 + 6x

Θ(x) = x

⎫⎪⎬⎪⎭ 0 < x < 1 (33)
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the later corresponding to a linear temperature profile (i.e., a purely conductive heat flux) between
the hot and cold walls. It is interesting to note that the analytical problem solved by Aung and
Worku [30–32] included a simplified form of the energy equation that accounted only for thermal
energy convection and heat conduction. As a consequence, the numerical results obtained with
DynamFluid, which incorporates the general form of the energy Equation (10) or (13), can not be
expected to match exactly the fully developed profiles given above.

Figure 6 shows the comparison between the fully developed profiles (33) with the numerical
profiles predicted by DynamFluid in the outflow boundary corresponding to Re = 100, Gr = 25,000,
and two values of Θc = {0, 0.5}. In both cases the flow reversed near the cold wall (x = 0)
with higher downward velocities for Θc = 0, and the temperature profiles are very close to
linear. The minor differences observed between the numerical and analytical predictions can be
attributed to the differences in the treatment of the energy equation. In summary, the figure shows
an excellent agreement between the numerical profiles and the analytical solution for both values of
Θc. This indicates that DynamFluid is able to predict accurately the velocity and temperature profiles
in mixed convection problems under different conditions.

Figure 6. Comparison between the fully developed velocity (left) and temperature (right) profiles as
predicted by DynamFluid (solid lines) and by the fully developed theory of Aung and Worku [32]
(symbols) corresponding to Re = 100, Gr = 25,000, and Θc = {0, 0.5}.

4.3. Isothermal Flow Past a Circular Cylinder

The flow past a circular cylinder is the prototypical benchmark case for the validation of external
flows: either steady (the flow does not vary with time) or unsteady (the flow varies with time exhibiting
either a transient or oscillatory behavior). Figure 7 shows an schematic representation of the flow:
a circular cylinder of diameter D (≡ L∞) surrounded by an unbounded fluid of density ρ (≡ ρ∞) and
viscosity μ (≡ μ∞) with an uniform incoming velocity U (≡ U∞). In the non-isothermal flow past
a circular cylinder, to be considered in the next section, the cylinder is assumed to be at a uniform
temperature Tw different from that of the incoming stream T∞. In both cases, the only non-dimensional
parameter that appears in the limit of non-buoyant flows (Ri = Gr/Re2 → 0) to be considered here is
the Reynolds number, Re = UD/ν, based on the incoming flow velocity, the diameter of the cylinder,
and the kinematic viscosity of the fluid.
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Figure 7. Schematic representation of the flow past a circular cylinder showing the coordinate system,
dimensional parameters, and boundary conditions. The size of the computational domain is determined
by the parameters L, Lφ and H.

4.3.1. Literature Review

The flow past a non-heated circular cylinder at moderate Reynolds numbers exhibits
flow separation and vortex shedding and has been studied numerically by many authors.
De Sampaio et al. [56] obtained the solution of the incompressible Navier-Stokes equations with
a Petrov-Galerkin method using an adaptive remeshing strategy applied to transient viscous flows.
Ding et al. [54] used a mesh-free least square-based finite difference method to study the steady and
unsteady viscous flow past a circular cylinder up to Re = 200. Park et al. [55] computed several
flow properties such as the Strouhal number, the drag and lift coefficients, the pressure and vorticity
distributions, the separation angle and the bubble separation length as a function of the Reynolds
number up to Re = 160.

Nithiarasu [74] used the CBS algorithm in its fully explicit form and with artificial compressibility
to predict the flow past a circular cylinder for a wide range of Reynolds numbers. Massarotti et al. [75]
performed a comparison between the explicit and semi-implicit form of the CBS algorithm using benchmark
test cases for both steady and unsteady flows, founding only slightly differences between both schemes for
transient flows and identical results for steady flows. They concluded that the fully explicit version of the
algorithm was an interesting option. Selvam [76] used an implicit CBS scheme with large eddy simulation
in a 2D domain to compute the Strouhal number for high Reynolds numbers Re = {104, 105, 5 × 105,
106} and compared his results with the available experimental and numerical data. He reported that the
measured reduction in the drag coefficient with the Reynolds number was not appropriately captured
numerically and needed to be double-checked using a 3D model.

Qu et al. [77] performed several simulations using a FVM-based code for a wide range of Reynolds
numbers (Re = 50–200) and studied the effect of the blockage ratio and the grid density in the vicinity of
the cylinder wall, concluding that at lower Reynolds numbers the simulation requires a more uniform
grid whereas at higher Reynolds number a finer grid near the vicinity of the cylinder wall is needed to
resolve the thin viscous boundary layer that develops around the cylinder and eventually separates
from it. Subhankar et al. [57] studied the critical Reynolds number that first causes flow separation
from the cylinder wall, founding that for non-confined flows the value is Re = 6.29. Other authors
that have addresses this problem include Sahin and Owens [78], Posdziech and Grundmann [79],
Mittal and Raghuvanshi [80], Mittal and Kumar [81], Kieft et al. [82], and Jordan and Ragab [83].

4.3.2. Computational Domain, Boundary and Initial Conditions and Mesh Generation

The domain used for the simulations is shown in Figure 7. The cylinder is located a distance Lφ

from the inlet. The total length in the streamwise direction, L > Lφ, must be large enough so that the
perturbations introduced by the cylinder become sufficiently small at the right limit of the domain
for an outflow boundary condition to be used. In the simulations, the domain had a dimensionless
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size of L/D = 64 with Lφ/D = 16. Behr et al. [84] studied the influence of the distance of the lateral
boundaries on the computation of two-dimensional unsteady incompressible flow past a circular
cylinder. They concluded that the distance between the center of the cylinder and the lateral boundaries
has a significant effect on the Strouhal number and other flow properties. In particular, they found that
the minimum distance at which this influence vanishes for Re = 100 is 32 cylinder diameters. For this
reason, in our simulations we chose also H/D = 64 in order to rule out any influence of the boundary
conditions in the solution obtained. The Reynolds numbers chosen for the validation campaign are
100 [56,85,86] and 200 [54,77], so that the lateral boundaries are expected not to perturb the results in
either case.

The boundary conditions are schematized in dimensional form in Figure 7 for non-isothermal flow
past a circular cylinder at uniform temperature, to be considered in the next section. For the isothermal
flow considered here, the dimensionless boundary condition for the velocity and pressure are

• Left boundary, uniform incoming flow: u − 1 = v = 0.
• Right boundary, outflow boundary condition: p = ∂u/∂x = v = 0.
• Top and bottom boundaries, symmetry boundary condition: ∂u/∂y = v = 0.
• Cylinder wall, non-slip condition: u = v = 0.

As initial condition, the components of the velocity are set to 0 in all the points of the domain,
except at the inflow boundary, where u is set to 1. The non-dimensional vertical velocity component v
is set to 0 everywhere.

The strategy followed for the generation of the mesh was to use small elements in the vicinity
of the cylinder and in the cylinder wake, whereas a coarser mesh was used in the rest of the domain,
with the size of the elements varying gradually from the finest to the coarser regions as shown
schematically in Figure 8. Several grids have been tested, from coarse to fine grids. The final grid
used for the computations did not provide significantly different results than the previous coarser
grid, but it was selected in order to get better estimates. In the final grid, the number of nodes was
77,011 and the number of TRIA elements was 153 318. Being D the cylinder diameter, the mesh size in
the vicinity of the cylinder up to a concentric cylinder of diameter 1.1D was 0.01D. The mesh size in
the vicinity of the previous inner cylinder up to a concentric cylinder of radius 2D was less than 0.05D.
In a rectangular region with height 2D, continuous to the outer concentric cylinder, the mesh size was
less than 0.05D. In the rest of the domain, the mesh size was less than 0.5D.

Figure 8. Close-up view of the mesh in the vicinity of the cylinder and in the wake.

4.3.3. Discussion of Results

The flow past a circular cylinder is periodic for Re = 100. Figure 9 shows the long-term variation
of the vertical velocity v in a point located at the wake of the cylinder just in the middle of the outflow
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boundary (x = 64, y = 32). As can be seen, after an initial transient the flow becomes periodic with
a given frequency f . As can be seen in Figure 10, counter rotating eddies are shed periodically with
period T = 1/ f , giving rise to the well-known Karman vortex street in the cylinder wake.

Figure 9. Vertical velocity v in the mid plane far downstream the cylinder for Re = 100.

0

T/4

T/2

3T/4

Figure 10. Vorticity field of the flow past a circular cylinder for Re = 100 at four successive instants
during the vortex shedding cycle.

Table 2 shows the variation of the Strouhal number (St = f D/U∞) associated with the
vortex shedding process corresponding to Re = 100 and different blockage ratios (D/H).
For the smallest blockage ratio, the predicted Strouhal number perfectly matches that obtained by
De Sampaio [56] (0.165), while it deviates only 0.01% from the value obtained by Ding et al. [54]
and by Rahman et al. [85] (0.164). As the Reynolds number increases the influence of the blockage
ratio becomes less important, hence the mesh with blockage ratio equal to 1/64 has been used in
the computations presented below for both Re = 100 and 200. For Re = 200 the computed Strouhal
number is 0.1954, which deviates only −0.18% from the value obtained by Qu et al. [77] (0.1958) and
−0.3% from the value obtained by Ding et al. [54] (0.196).

Table 3 compares the results obtained with DynamFluid with those of previous references. As can
be seen, the Strouhal number obtained for the two Reynolds numbers considered in the study show
very good agreement with the existing literature, which validates the performance of DynamFluid for
the prediction of unsteady flows.
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Table 2. Strouhal number as a function of the blockage ratio for Re = 100.

D/H St

1/16 0.1792
1/32 0.1703
1/64 0.1650

Table 3. Comparison between the Strouhal number for Re = {100, 200} as predicted by DynamFluid
and reported by previous authors.

Re [56] [77] [86] [85] [54] Present Work

100 0.165 0.1649 0.1569 0.164 0.164 0.165
200 − 0.1958 0.1957 − 0.196 0.1954

4.4. Flow Past a Heated Circular Cylinder with Forced Convection

The non-isothermal flow past a heated circular cylinder is similar to that past a non-heated cylinder
with the particularity that the temperature of the cylinder, Tw, is now different from the temperature of
the bulk fluid, T∞. In the presence of buoyancy forces, the temperature variations that cause the flow to
exhibit additional features due to the effects of aiding or opposing buoyancy, but for simplicity attention
will be restricted here to the case where the effects of buoyancy can be neglected. As the main difference
with the mixed convection problem in a vertical channel, the Prandtl number is assumed here to be
Pr = 0.71 (instead of 0.72) in order to match the value used in previous works used here for validation.

4.4.1. Literature Review

Flow and heat transfer in forced convection past a circular cilinder has been studied by Apelt and
Ledwich [87], Dennis et al. [46] and Rashid and Ahmad [88] up to Re = 40. Bitwas et al. [58] showed
that in the absence of thermal buoyancy, the separation angle and the length of the recirculation bubble
increase with the Reynolds number. They also showed that the average Nusselt number increases
with increasing Reynolds number and the predicted results were in accordance with well-known
experimental observations. Badr [89] studied numerically the influence of the flow direction, vertically
upwards (parallel flow) vs. vertically downwards (opposing flow), accounting for buoyancy effects.

4.4.2. Computational Domain and Boundary Conditions

The computational domain used for the simulations is similar to that used in previous section,
but in this case the length of the domain was reduced to L/D = 25 cylinder diameters, and the height
of the domain was reduced to H/D = 20 cylinder diameters, which gives a blockage ratio of 0.05.
The center of the cylinder is located at Lφ/D = 10 diameters from the inlet. As a result, the outflow
boundary is located 15 diameters downstream the center of the cylinder. The boundary conditions
imposed to the velocity and pressure fields are the same as in the previous section, with additional
Dirichlet boundary conditions for the temperature (Θ = 0) at the inlet and at the cylinder wall (Θ = 1),
zero heat flux boundary conditions at the upper and lower boundaries (∂Θ/∂y = 0) as well as the
outflow boundary (∂Θ/∂x = 0).

4.4.3. Discussion of Results

Several simulations were carried out for increasing Reynolds numbers ranging from Re = 10 to 40 in
the limit of non-buoyant flows (Ri = Gr/Re2 → 0). Figure 11 shows the steady-state solution reached in
each simulation, including the streamlines and temperature contours obtained for the different Reynolds
numbers under study. As previously reported by Williamson [90], for low Reynolds numbers (Re < 49)
a vertically symmetric steady wake is formed with the structure shown schematically in Figure 12.
The nomenclature used to describe the flow behind the cylinder is: A is the front stagnation point, B
the rear stagnation point, C the stagnation point in the cylinder wake, E and F the upper and lower
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separation points, Ls the eddy length of the recirculation region E-C-F-B-E and φs the angle with respect
to the horizontal line where the fluid detaches from the cylinder. The plots in the left panels of Figure 11
show a perfect symmetry with respect to the horizontal mid-line which passes through the center of the
cylinder as previously reported by Williamson [90]. The temperature gradient at the front stagnation
point, the eddy length, and the separation angle all increase monotonically with the Reynolds number.
For reference purposes, Table 4 shows the variation with the Reynolds number of the non-dimensional
eddy length and the separation angle. Note that the eddy length is made non-dimensional with the
cylinder radius (D/2) to be consistent with previous references, and that the angles are measured
from the rear stagnation point. As can be seen, the results obtained with DynamFluid show excellent
agreement with the values obtained by other authors [44,54,58,59] for all Reynolds numbers under study.

Streamlines

(a)

Temperature

(b)

(c)

(d)

(e)

Figure 11. Streamlines and temperature contours of the steady state solution for several Reynolds
numbers and Ri = 0: (a) Re = 10, (b) Re = 15, (c) Re = 20, (d) Re = 25, and (e) Re = 40. The color map
in the left plots represents the modulus of the velocity vector.
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Table 4. Comparison between the eddy length (Ls) and the separation angle (θs) for several Reynolds
numbers as predicted by DynamFluid and reported by previous authors.

Variable Re [44] [59] [58] [54] [55] DynamFluid

10 0.504 0.498 0.52 0.504 0.51 0.512
15 − 1.162 1.189 − − 1.227

2Ls/D 20 1.88 1.844 1.865 1.86 1.87 1.866
25 − − 2.517 − − 2.548
40 4.69 4.65 4.424 4.4 4.59 4.480

Variable Re [44] [59] [58] [54] [55] DynamFluid

10 29.6 29.3 29.12 30.0 − 28.57
15 − 38.6 38.57 − − 38.57

θs (◦) 20 43.7 43.65 43.64 44.1 − 43.58
25 − − 46.89 − − 47.14
40 53.8 53.55 53.1 53.5 − 51.43

D Ls

A

E

C

F

B
2θs

Figure 12. Schematic description of the recirculation region showing the dimensionless eddy length
(Ls) and the separation angle (θs).

The local heat lost from the cylinder by heat conduction to the fluid is given by the local
Nusselt number

Nu = −∂Θ
∂n

, (34)

where n denotes the outward normal to the cylinder surface. The local value of Nu along the cylinder
surface was computed and compared with previous results taken from the literature [46,58,89], as can
be seen in Figure 13. The Nusselt number computed with DynamFluid shows good agreement with
the results by Biswas et al. [58] for all Reynolds number under study, showing also good agreement
in the rear stagnation point with other authors [46,89]. However, it deviates slightly in the front
stagnation point from the value computed by Bard [89] and Dennis et al. [46]. The results shown
in Figure 13 indicate that Badr [89] overstimated the value of the Nusselt number in the range
Re = 20–40, while Dennis et al. [46] overestimated the value of the Nusselt number in the range
Re = 10–40. Note that the works by Dennis et al. [46] and Bard [89] were published in 1968 and 1984,

when the precision of numerical computations was still far from that of today. These results indicate
that DynamFluid is able to reproduce with good agreement results of forced convection heat transfer
problems, particularly those published more recently, exhibiting only local small variations that can be
attributed to the imprecision of the numerical results reported decades ago.
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Figure 13. Variationof the local Nusselt number on the surface of the cylinder at different Reynolds
number as predicted by DynamFluid (solid lines) and by previous authors.

5. Conclusions

A new CFD software tool (DynamFluid) based on the finite element method and the
characteristic-based-split algorithm has been presented and validated against four benchmark
constant-density and Boussinesq-type non-isothermal two-dimensional flows, showing excellent
agreement with previous results taken from the literature. The test cases have comprised both
stationary problems, such as the lid-driven cavity flow, mixed convection in a vertical channel, or flow
past a heated circular cylinder at low Reynolds numbers, as well as unsteady problems, such as
isothermal flow past a circular cylinder at moderate Reynolds numbers, covering a wide range of
Reynolds, Grashof and Richardson numbers. The results provide the prospect users high confidence
for the application of this software to other 2D fluid dynamic problems of interest, particularly those
involving isothermal and non-isothermal incompressible flows under the Boussinesq approximation.
In the near future, DynamFluid is expected to cover a broader scope of flow regimes, including fully
compressible three-dimensional flows, non-constant density flows, and general non-isothermal flows.
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Nomenclature

a Speed of sound
B Blockage ratio (D/H)
cp Specific heat at constant pressure
cv Specific heat at constant volume
D Cylinder diameter
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e Internal energy per unit mass, e = cvT
eT Total energy per unit mass, eT = e + uiui/2
E Energy tensor containing the values of ρeT in every node of the mesh
Erij Difference in the estimating function between mesh #i and mesh #j
f Frequency
g Acceleration of gravity
Gr Grashof number
h element size
H Characteristic height of the problem
Iij Identity tensor
k Thermal conductivity
L Characteristic length of the problem
Lφ Distance from the inlet to the center of the cylinder
Ls Eddy length
n outward normal coordinate
N Shape functions
Nu Local Nusselt number
p Pressure
p Pressure tensor containing the values of p in every node of the mesh
Pr Prandtl number, ν/α

Re Reynolds number
Ri Richardson number, Gr/Re2

St Strouhal number
t Time
t̃i i-th component of the prescribed stress
T Temperature
T̃ Prescribed Temperature
T Temperature tensor containing the values of T in every node of the mesh
∇̃Ti i-th component of the prescribed temperature gradient
ui i-th component of the velocity vector, (u, v, w)T

ui Velocity tensor containing the i-th component of the velocity vector in every node of the mesh
ũi i-th component of the prescribed velocity
xi i-th Cartesian coordinate, (x, y, z)T

Greek letters

α Thermal diffusivity, k/(ρcp)

β Thermal expansion coefficient, −ρ−1(∂ρ/∂T)p

μ Dynamic viscosity
φ Variable to approximate using the finite element method
φs Angle of detachment
ρ Density
ν Kinematic viscosity, μ/ρ

τij deviatoric viscous stress tensor
θ1 velocity relaxation factor
θ2 pressure relaxation factor
Θc the wall temperature difference ratio, (Tc − T∞)/(Th − T∞)

Th unstructured triangulation composed by non-overlapping elements

Subscripts

c Cold boundary
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h Hot boundary
w Wall
∞ Reference value
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Abstract: Solution blow spinning (SBS) is gaining popularity for producing fibres for smart textiles
and energy harvesting due to its operational simplicity and high throughput. The whole SBS process
is significantly dependent on the characteristics of the attenuation force, i.e., compressed air. Although
variation in the fibre morphology with varying air input pressure has been widely investigated,
there is no available literature on the experimentally determined flow characteristics. Here, we have
experimentally measured and calculated airflow parameters, namely, output air pressure and velocity
in the nozzle wake at 12 different pressure values between 1 and 6 bar and 11 different positions
(retracted 5 mm to 30 mm) along the centreline. The results obtained in this work will answer many
critical questions about optimum protrusion length for the polymer solution syringe and approximate
mean fibre diameter for polyvinylidene fluoride (PVDF) at given output air pressure and velocity.
The highest output air pressure and velocity were achieved at a distance of 3–5 mm away from
the nozzle wake and should be an ideal location for the apex of the polymer solution syringe. We
achieved 250 nm PVDF fibres when output air pressure and velocity were 123 kPa and 387 m/s,
respectively.

Keywords: solution blow spinning (SBS); air pressure and velocity; computational fluid dynamics
(CFD); polyvinylidene fluoride (PVDF); energy harvesting

1. Introduction

The solution blow spinning (SBS) technique has two main advantages over its competi-
tor electrospinning: Firstly, it does not require an electric field, and secondly, its throughput
can be two orders of magnitude higher than that of electrospinning [1–5]. SBS process is
also very simple since it mainly contains compressed air that passes through a nozzle and
attenuates polymer solution droplet converting it into a fibre. The fluid flow characteris-
tics are significantly dependent on the nozzle design. Park and Reitz [6] employed a jet
superposition modelling approach using an equation they derived based on the law of
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conservation of momentum and then used that equation as a sub-grid-scale sub-model
in a Lagrangian Drop–Eulerian Gas CFD model. They reported that when the angle of
convergence increases, spray cross section becomes ellipsoidal, and the air entrainment
becomes more conspicuous. The air entrainment can affect the droplets’ size range since
it can favour collision, resulting in either division or coalescence. The droplet size is an
essential parameter in fibre spinning because it dictates the diameter of the produced fibre.

Similarly, nozzle diameter also influences the fibre spinning process. Morrall et al.
carried out Reynolds-averaged Navier–Stokes (RANS) simulations based on k–ω shear
stress transport and the Reynolds stress models [7]. They reported that nozzle diameter
significantly influences the flow swirl and head losses in the nozzle. A stronger flow
swirl retains jet energy for a longer duration that helps in the thorough mixing of the
fluids coming out of the nozzle. The prolonged interaction time can aid in more extensive
stretching in the fibre resulting in thinner fibres and can help in rapid evaporation of
the solvent in the polymer solution, resulting in comparatively dry fibres. They further
reported that although both tested models predict flow characteristics that are in good
agreement with the experimental results; however, at higher flow swirls, the Reynolds
stress model appears to be more accurate.

Although the SBS process has been mainly carried out at room temperature, the inflow
temperature can be an interesting parameter to investigate. Xue et al. carried out CFD
simulations of spray nozzles using mixture models and reported that the discharge coeffi-
cient is dependent on the inflow temperature, and as the inflow temperature increases, the
discharge coefficient decreases [8]. They further observed that higher inflow temperatures
lead to higher cavitation intensity, higher saturation pressure, and an increased vapour
phase concentration at the nozzle’s exit point. Such factors can significantly reduce the
mass flow rate. The heating of the compressed gas interacting with the polymer solution
can cause it to dry quickly. In the case of polyvinylidene fluoride (PVDF), the polymer
solution is generally comprised of 10–20 wt/vol%, which means that there is 80–90% of
organic solvent that needs to be removed entirely from the spun fibres since any retained
solvent or volatiles can degrade both mechanical and piezoelectric properties [9]. Hot
compressed air can aid in obtaining solvent-free dry fibres.

Since air is the only attenuation force, the fibre morphology is significantly dependent
on the airflow characteristics. If air does not have significant pressure and velocity to
overcome surface tension, the polymer droplet will not elongate but rather solidify as a
spherical particle [10–13]. Therefore, the input air pressure and related velocity should be
above a specific threshold value depending on the polymer type, viscosity of the polymer
solution, and diameter of the droplet. The mean fibre diameter should then intuitively
decrease with increasing input air pressure and related velocity. However, the more the
input air pressure and corresponding velocity are, the more turbulent the flow will be. This
turbulence might cause random and localised variations in the fibre diameter or even break
the fibres [14]. Therefore, it is important to determine an optimum input air pressure and
related velocity under a given set of conditions. This makes the investigation of the airflow
fields important.

In this work, we have investigated the airflow field using a pitot tube and a manometer
and compared the results with computational fluid dynamics (CFD) results based on the
k–ε turbulence model. We have then approximated the flow characteristics with the mean
fibre diameter based on experimentally produced PVDF nanofibres.

2. Materials and Methods

A schematic diagram showing the procedure to measure dynamic pressure and data
logging is presented in Figure 1, and the experimental setup is shown in Figure 2. Two
different datasets were acquired with the central nozzle hole, as shown in Figure 2 (inset)
where polymer solution syringe was stationed, completely blocked for the first dataset, and
fully opened for the other dataset. A Bambi air compressor (VTS 150D, Bambi, Newcastle
upon Tyne, UK) was used to provide oil-free dry air. An SBS nozzle was clamped on a stand
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and air was supplied through a 6 mm internal diameter hose. To measure the centreline
dynamic air pressure coming out of the nozzle, a pitot tube with an inner diameter of 0.4
mm and an external diameter of 0.7 mm was positioned right in front of the nozzle end.
The distance between the tip of the pitot tube and the nozzle was varied and pressure was
measured at 11 different locations, as shown in Figure 3. Due to its small size, the pitot
tube could be inserted into the nozzle (Figure 3a). It was positioned 5 mm inside the nozzle
and called −5 mm, where the minus sign indicates retraction. The second measurement
was made right at the tip of the nozzle end with a distance of 0 mm. The following nine
readings were made at distances of 1, 2, 3, 5, 7, 10, 15, 20, and 30 mm. The pitot tube was
connected to the positive terminal of the manometer (TPI 665), while the negative terminal
was exposed to the atmosphere and hence dynamic pressure was recorded. To achieve
continuous digital values, a manometer was connected to a laptop, and the frequency
of data logging was 1 Hz. From the dynamic pressure, air velocity was calculated using
Equation (1).

1
2
ρv2 =

γ

γ− 1
p

[(
p0
p

)(γ− 1)/γ
− 1

]
(1)

where ρ is air density (1.225 kg/m3), v is the air velocity, γ is the ratio of specific heats
(1.4 for air), p is the dynamic pressure, and p0 is the total pressure. The values obtained
were compared with the k–ε turbulence model based on CFD results and the mean fibre
diameter of PVDF. A detailed description of the CFD method and production of PVDF
nanofibres is provided elsewhere [15] and will not be repeated here for the sake of brevity.

 
Figure 1. A schematic diagram showing the setup to measure the airflow field as it exists the SBS nozzle.
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Figure 2. The experimental setup consisting of the pitot tube, SBS nozzle, manometer, and laptop for data logging. Inset
shows the central nozzle hole and four side holes for air.

 

Figure 3. Varying distance between pitot tube and the nozzle outlet: (a) −5 mm (negative sign shows that the pitot tube
is inside the nozzle), (b) 0 mm, (c) 1 mm, (d) 2 mm, (e) 3 mm, (f) 5 mm, (g) 7 mm, (h) 10 mm, (i) 15 mm, (j) 20 mm, and
(k) 30 mm.

3. Results and Discussion

When the pitot tube was inside the nozzle, only negative pressure values were
recorded, confirming that no air passed through the central hole. The air coming out
through the annulus around the central hole caused a negative air pressure, and CFD
demonstrated this phenomenon as reverse flow [15]. The variation in output air pressure
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along the centreline at different input air pressure values with the central hole completely
blocked is shown in Figure 4. The central nozzle hole was blocked in the experimental
work and simulations; therefore, the comparison charts presented are under the same
conditions. At 1 bar input air pressure, CFD predicted that output air pressure would
fluctuate between 0 and 5 kPa as we move away from the nozzle end to a distance of
5 mm. The first four readings (i.e., up to 3 mm distance away from the nozzle end) of
the experimentally measured output air pressure were relatively closer to CFD values.
However, the experimental value at a distance of 5 mm showed a considerable jump and
recorded a value of ~80 kPa, nearly equal to 0.8 bar. This value suggested that about 80%
of the input air pressure was transmitted through the nozzle. A decrease of 20% can be
attributed to pressure losses at the junctions, reverse flow, and turbulence.

 

Figure 4. Comparison between CFD and experimental results for output air pressure at different input pressure values:
(a) 1 bar, (b) 2 bar, (c) 3 bar, (d) 4 bar, (e) 5 bar, and (f) 6 bar.
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Although achieving 80% of the input as output seemed reasonable, CFD prediction of
~0 kPa seemed highly unlikely. However, such a difference can be easily explained based
on reverse flow and the limitation of the pitot tube diameter.

When a fluid exited through a convergent nozzle, a reverse flow developed in the
proximity of the exit point. If we were to place a pitot tube in that region, the pressure
recorded could either be negative or close to zero. However, if some part of the opening of
the pitot tube was outside of the reverse flow region, a positive value of pressure would
be recorded. Since we observed a negative value of output air pressure (at 2, 3, and 4 bar
input air pressure), it suggested that the diameter of the pitot tube was smaller than the
reverse flow region. This left us assuming that the reverse flow region did not extend to
5 mm away from the nozzle end. At a distance of 10 mm away from the nozzle end, the
output air pressure values plummeted to ~10 kPa. Both CFD and experimental values
showed a remarkable match.

At 2 bar input air pressure, CFD predicted output air pressure value close to zero.
However, the experimental value was ~−12 kPa, indicating the pitot tube was inside the
reverse flow region. At a distance of 2 mm, CFD predicted a value of ~1 kPa. On the
contrary, the pitot tube recorded a value of ~117 kPa, which is the highest value recorded
at 2 bar. At 3 mm and 5 mm, the recorded values decreased to ~105 kPa and ~84 kPa,
respectively. The CFD and experimental values remained in agreement at a distance of
≥10 mm. The comparative trends remained similar at higher pressures, except that CFD
overestimated output air pressure values at a distance of ≥10 mm. This indicated that
pressure decayed more rapidly in reality than that predicted by CFD. Although the k–ε
turbulence model predicted a slow decay in the air velocity, some other theoretical studies
suggest a rapid decay. Zhang et al. [16] carried out CFD of a sharp-edged nozzle using the
OpenFOAM source code and reported that the axial velocity showed a rapid decay at the
jet centre (within the axial distance).

The trends suggested that CFD underestimated the values of air pressure and velocity.
The discrepancy resulted from the underestimation of the turbulence intensity of the nozzle
in CFD simulations. Turbulence intensity represents the intensity of velocity fluctuation
of a fluid. It is defined as the ratio of the standard deviation of fluctuating fluid velocity
to the mean fluid speed. Some work has been recently carried out to optimise the role
of turbulence intensity to better predict the overall flow characteristics [17]. The explo-
ration into the modification of the influential parameters has led to the development of
various turbulence models that can be traversed for a more accurate prediction of the flow
characteristics [18,19].

The highest output pressure values were recorded outside the nozzle at around 5 mm
away from the nozzle end. This is an important result since the protrusion length of the
polymer solution syringe is critical in achieving a smooth and continuous process as flow is
hindered in the retracted syringes and causes disruption in the process. Lou et al. [20] showed
that a protrusion length of 4 mm is optimum, and our results were in close agreement.

The variation in output air velocity with input air pressure is shown in Figure 5. The
air velocity could reach as high as 600 m/s. Compared to firearm muzzle velocities that
range from ~100 m/s to 350 m/s, a velocity of 600 m/s can be lethal. This much high
velocity can rupture the eardrum and knock the eye out of its socket. Therefore, care had
to be exercised while the SBS nozzle was in operation.
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Figure 5. Comparison between CFD and experimental results for output air velocity at different input pressure values:
(a) 1 bar, (b) 2 bar, (c) 3 bar, (d) 4 bar, (e) 5 bar, and (f) 6 bar.

The mean fibre diameters achieved experimentally at 2, 3, and 4 bar input air pressure
were 530, 420, and 250 nm, respectively. The achieved air pressure and velocity can be
correlated with the mean fibre diameter as listed in Table 1. When the air output pressure
was around 117 kPa, the mean fibre diameter (15 wt% PVDF in DMF at a feed rate of
10 mL/h) was around 530 nm. Similarly, if the output air velocity was around 380 m/s, the
mean fibre diameter was around 530 nm. A similar discussion extends to other pressure
and velocity values, as presented in Table 1.
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Table 1. Various airflow parameters and resultant mean fibre diameter.

Sr.
Input Air

Pressure (bar)
Output Air

Pressure (kPa)
Output Air

Velocity (m/s)
Mean Fibre

Diameter (nm)

1 2 117 379.9 530
2 3 121 384.4 420
3 4 123 386.9 250

At input air pressure values of ≥5 bar, we observed intertwined fibres rather than
individual fibres separated from each other. Such variation in fibre morphology could be
explained based on turbulence. When the flow rate exceeded a certain limit, it behaved
more turbulent than laminar. The variation in output pressure and velocity became promi-
nent at elevated flow rates, and input pressure ≥5 bar provided such conditions. This
suggested that any nozzle design would limit the maximum allowable input pressure since
fibre morphology depended on the air pressure or velocity as well as on the turbulence.
Therefore, a trade-off was essential between pressure and turbulence to achieve fibres with
suitable morphology.

The pressure values were also measured by removing the blockage from the central
hole, and the manometer readings for all locations have been shown in the Supplementary
Materials (Figures S1–S9). In general, the pressure values recorded were higher than those
achieved with a blocked central hole. For example, at 5 bar input air pressure, the output
air pressure was 124 kPa (with blocked central hole), increasing to 157 kPa after opening
the central hole. Although this could be easily explained on the basis of increased mass
flow rate, it suggested that the clearance between nozzle and polymer solution syringe
could be an important influential factor in defining the fibre morphology. This factor has
been ignored in the reviewed literature.

4. Conclusions

In this work, we built a setup to determine air pressure and velocity as the air comes
out of a solution blow spinning (SBS) nozzle. The setup comprised an air compressor, SBS
nozzle, pitot tube, manometer, and a laptop for real-time data logging with a frequency
of 1 Hz. We determined output air pressure and calculated air velocity and compared
them with computational fluid dynamics (CFD) results based on the k–ε turbulence model.
We investigated two variables: input pressure up to 6 bar with increments of 0.5 bar
and distance from the nozzle end and the selected range was −5 mm to 30 mm (minus
sign shows retraction). We investigated pressure and velocity with the central hole either
completely blocked or fully opened for the polymer solution syringe. When the central hole
block was blocked, the maximum output air pressure was recorded at a 3–5 mm distance.
On the other hand, in the case of the central hole fully opened, the maximum output air
pressure mainly was recorded at a −5 mm distance. This difference in the location of
maximum pressure suggested that the clearance between the nozzle and polymer solution
syringe is an important influential factor. We observed that when output air pressure
(velocity) values were 117 kPa (380 m/s), 121 kPa (384 m/s), and 123 kPa (387 m/s), the
mean fibre diameters of produced PVDF nanofibres were 530 nm, 420 nm, and 250 nm,
respectively. By comparing the values of output air pressure (velocity), one can infer that
turbulence plays a crucial role in defining fibre morphology. The obtained results will help
in achieving a more tailored morphology of the fibres. The data presented here have been
limited to PVDF but can be extended to other polymers with similar rheological properties.

Supplementary Materials: The following are available online at https://www.mdpi.com/article/10
.3390/pr9061014/s1, Figure S1: (a–l) Air compressor dial gauge readings showing the input pressure
values and the corresponding manometer output dynamic pressure values are shown immediately
below, Figure S2: (a–l) Manometer readings when pitot tube was placed at a distance of 0 mm from
the nozzle end along the centreline, Figure S3: (a–l) Manometer readings when pitot tube was placed
at a distance of 1 mm from the nozzle end along the centreline, Figure S4: (a–l) Manometer readings
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when pitot tube was placed at a distance of 2 mm from the nozzle end along the centreline, Figure S5:
(a–l) Manometer readings when pitot tube was placed at a distance of 3 mm from the nozzle end
along the centreline, Figure S6: (a–l) Manometer readings when pitot tube was placed at a distance
of 5 mm from the nozzle end along the centreline, Figure S7: (a–l) Manometer readings when pitot
tube was placed at a distance of 10 mm from the nozzle end along the centreline, Figure S8: (a–l)
Manometer readings when pitot tube was placed at a distance of 20 mm from the nozzle end along
the centreline, Figure S9: (a–l) Manometer readings when pitot tube was placed at a distance of
30 mm from the nozzle end along the centreline.
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Abstract: Water accumulation at the bottom of the product oil pipeline will lead to corrosion
damage to the pipeline. The study on water carrying laws of refined oil could provide a reference
for the safe operation of the pipeline. In this paper, the actual size of Lanzhou–Jiangyou section
of Lanzhou–Chengdu–Chongqing pipeline was taken as the pipeline size. The volume of fluid
(VOF) model of oil-water two-phase flow based on large eddy simulation (LES) was established.
The numerical simulation of the water-carrying behavior of the product oil in the inclined pipeline
was carried out. The LES-based two-phase flow model can capture the characteristics of stratified
flow, wavy stratified flow, and dispersed flow under various operating conditions. The model was
applied to simulate the water carrying process under various oil inlet velocities and the inclined pipe
angles. The results show that as the pipeline inclined angle is 10~20◦ and the oil inlet velocity is
0.66 m/s, the flow patterns in the pipeline mainly include stratified flow and wavy stratified flow.
As the oil inlet velocity is 0.88~1.55 m/s, the flow patterns in the pipe are mainly stratified flow, wavy
stratified flow, and dispersed flow. As the inclined angle of the pipeline is 30~40◦, the flow patterns in
the pipeline mainly include stratified flows, wavy stratified flows, and dispersed flows. Finally, with
the increase of flow time, water can be carried completely from the pipeline through the oil. With the
increase of oil inlet velocity, the water carrying capacity of oil gradually increases. With the increase
of pipeline inclination, the water carrying capacity of oil firstly increases and then decreases.

Keywords: Lanzhou–Chengdu–Chongqing product oil pipeline; water carrying capacity of oil; VOF;
LES; flow pattern

1. Introduction

Lanzhou–Chengdu–Chongqing (Lan–Cheng–Yu) product oil pipeline is a typical pipeline with
many ups and downs and large drops with complex terrain [1–3]. The pipeline is put into production by
water combined transport. During the production process, due to the large fluctuation of the pipeline,
part of the water phase may not be able to climb over the high point, and the water accumulates
in the low-lying area along the inclined pipe and forms water in the pipe. Sulfur in the product oil
dissolves in accumulated water to form an acidic environment and impurities such as O2, CO2, CaCO3,
and SiO2 in the pipe form electrochemical internal corrosion in this environment [4,5]. Corrosion of
product oil pipeline occurs from time to time and corrosion products do exist in the pigging process of
Lan–Cheng–Yu product oil pipeline. Up to now, accidents caused by corrosion products in the product
oil pipeline have occurred frequently [6,7]. Since the refined oil pipeline has a certain carrying effect on
the water when transporting oil, if the water in the low-lying part of the pipeline can be carried out by
oil flow, the corrosion problem caused by the water in the pipeline can be solved [8,9].

Processes 2020, 8, 1049; doi:10.3390/pr8091049 www.mdpi.com/journal/processes
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The water-carrying process of oil flow in the product oil pipeline is affected by many factors, such
as the apparent velocity of oil phase [10,11], physical properties of oil products [12,13], pipeline inclined
angle [14,15], accumulated water amount [16], and pipeline diameter [17,18]. It can also be observed
through experiments [19,20], numerical simulation [21,22], and theoretical analysis [23]. Based on the
above influencing factors, different researchers have studied the influence of water accumulation on
pipeline corrosion, interface distribution [24,25], influencing factors of oil flow carrying capacity [26,27],
flow pattern characteristics [19,28], and oil-water interface fluctuation characteristics, etc. [14] However,
the turbulence models based on Reynolds average method are mostly used in the above simulation
studies, which cannot identify the small-scale turbulence information. After average processing,
the instantaneous information representing turbulence pulsation is smoothed out, which makes the
oil-water interface in the pipeline evenly distributed without any mixing phenomenon. Only stratified
flows with the smooth oil-water interface can be identified. Tao Zhang et al. [29] established a
multiphase flow model based on the LES method through mutual verification of simulation and
experiment. Compared with Reynolds average method, this method adopts the modeling method for
small-scale pulsation and direct simulation methods for large-scale pulsation, which shows more flow
information. However, all the above studies were carried out under the experimental scale, and the
experimental pipe diameter is small, which is quite different from the engineering pipe diameter.

Therefore, a VOF model based on LES was applied to study the laws of diesel oil carrying water
in the engineering pipe. The actual size of Lanzhou–Jiangyou section of Lan–Cheng–Yu pipeline was
taken as the model size to study the oil carrying water law. All simulation parameters were set strictly
according to the actual operating parameters of this section and the numerical calculation method was
extended from the experimental scale to engineering practice.

2. Mathematical Model

2.1. Governing Equation of VOF Model

A set of momentum equations is used for different fluid components in VOF. The phase interface
of each computing unit can be tracked by introducing the variable of phase volume fraction [30].

Continuity:
∂ui
∂xi

= 0 (1)

Momentum:
∂ui
∂t

+
∂
∂xj

(
uiuj

)
= − 1
ρ

∂p
∂xi

+
∂
∂xj

[
ν

(
∂ui
∂xj

+
∂uj

∂xi

)]
+ g + FS (2)

Volume fraction:
∂α
∂t

+ ui
∂α
∂xi

= 0 (3)

where ui and uj are the velocities in i and j directions, m/s; p is pressure, Pa: ρ is density, kg/m3; ν is the
kinematic viscosity of the mixture, m2/s; FS means the unit mass force under surface tension, m/s2; α
indicates the dimensionless volume fraction in the liquid phase.

2.2. LES and Sub-Grid Scale Model

Filters are used to deal with the N-S equation in LES. Large-scale vortices are stimulated directly
by the unsteady N-S equation. The effects of small vortices on large vortices are modeled through a
sub-grid scale (SGS) model [31].

The velocity is divided into the filtered velocity ui and the sub-grid velocity ui,sgs.

ui = ui + ui,sgs (4)
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A spatial filtering function is used for the filtering process. The filtered N-S equation is shown in
Equation (5):

∂uj

∂t
+ ρui

∂uj

∂xi
= − ∂p
∂xj

+
∂
∂xi

(
μ
∂uj

∂xi
− τi j

)
(5)

where ui, uj are the filtered velocity in the i and j directions, m/s; t is called time, s; p is defined the
filtered pressure, Pa; the superscript “—” means filtered; ρ is the density, kg/m3; τi j is the sub-grid
stress and is shown in formula Equation (6):

τi j = uiuj − uiuj (6)

In the sub-grid model, τi j is the sub-grid stress tensor, as shown below:

τi j =
(
uiuj − uiuj

)
=

1
3
τkkδi j − 2μsgs

(
Sij − 1

3
Skkδi j

)
(7)

where Sij =
1
2

(
∂ui
∂xj

+
∂uj
∂xi

)
is the strain rate tensor, μsgs = ρ(CSΔ)2∣∣∣S∣∣∣ is called eddy viscosity in the

Smagorinsky model, Δ is the filter width and
∣∣∣S∣∣∣ = √

2SijSij is the strain rate, and CS indicates the
Smagorinsky coefficient.

2.3. Surface Tension Model

The continuous surface force model (CSF) and the continuous surface stress model (CSS) are
applied to modeling for surface tension in Fluent. The CSF is calculated in Equation (8) [30]:

→
FS = σλ(l)δ(

→
r )
→
n (8)

where σ is the surface tension coefficient; δ(
→
r ) is the Dirac delta function; λ(l) is the curvature at the

position of l;
→
n is the unit normal vector at the interface.

→
n = ∇c(a) (9)

where c(a) is the color scale function. λ(l) is calculated as:

λ(l) = −
(
∇ · →n

)
(10)

3. Numerical Model

3.1. Geometrical Model

The actual size of Lanzhou–Jiangyou section of Lan–Cheng–Yu pipeline is taken as the model size,
and a pipeline with a diameter of 508 mm is adopted. As shown in Figure 1, the actual wall thickness
is δ, the length of the horizontal pipe section is L1, the inclined pipe section is L2, the angle between the
horizontal pipe and inclined pipe is α, and the radius of curvature is R. The specific parameters of the
model are listed in Table 1. The left side of the horizontal section is an oil phase inlet, and the right side
of the inclined section is the oil-water outlet.

Table 1. Parameters of the geometrical model.

L1 (m) L2 (m) D (mm) δ R (mm)

10 10 508 9 2450
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Figure 1. Geometrical model of the pipeline.

3.2. Mesh Generation

In order to ensure the calculation accuracy, the model in Figure 1 is divided into a block-structured
mesh. The mesh division and mesh quality inspection results are listed in Figures 2 and 3, respectively.

Figure 2. Mesh generation.

 
(a) Quality 

Figure 3. Cont.
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(b) Min Angle 

 
(c) Aspect Ratio 

Figure 3. Results of mesh quality inspection.

3.3. Parameter Settings

The oil phase inlet is set to the velocity inlet. Since the annual oil transportation volume of
Lanzhou–Jiangyou section in recent years is between 304~608 × 104 t [10], the speeds are 0.66, 0.88,
1.11, 1.33, and 1.55 m/s, with an interval of 0.22 m/s. All velocities at the inlet section of the pipe are the
same. The turbulent intensity at the inlet of the pipe is 5% considering the inlet pulsation. The oil-water
outlet is set as an outflow. The part around the pipe adopts the no-slip wall boundary. The initial
water content is set as shown in Figure 4 and h is 150 mm. The length of the assumed water region is
5 m along the pipe length. At the beginning of the simulation, the initial velocities of the water phase
and the oil phase in the pipeline are assumed to be 0 m/s. This is an ideal hypothesis. However, since
both fluids are incompressible, the state in the pipe is consistent with the actual flow when the flow
begins. In addition, the pipeline in the Lanzhou–Jiang oil section is highly undulating, with inclined
angles ranging from 10◦ to 40◦, so four sets of inclined angles of 10◦, 20◦, 30◦, and 40◦ are selected.
The physical properties of diesel oil and water at 20 ◦C are listed in Table 2.
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Figure 4. Initial water content.

Table 2. Physical parameters.

Medium Dynamic Viscosity/mPa·s Density/kg·m−3

Diesel oil 3.575 908.2
Water 1.03 1000

Surface tension 0.01795 N/m

3.4. Numerical Methods

Numerical methods play an important role in simulation research and different methods often get
different simulation results. LES method was used for numerical simulation and the specific model
and solution method was shown in Table 3.

Table 3. Model and numerical solution methods.

Specification Category Methods

Turbulence model LES Smagorinsky–Lilly

Pressure-velocity coupling Scheme PISO

Spatial discretization

Gradient Least square cell based
Pressure PRESTO!

Momentum Bounded central differencing
Volume fraction First order upwind

3.5. Mesh Independence Verification

Under the same operating conditions, five grids with the model inclination of 30◦ and the number
of meshes of 1,754,910, 2,889,432, 3,849,120, 4,368,125, and 5,706,880 were simulated to verify the mesh
independence. The time step size is 0.005 s. The velocity distribution at B1 of the B-B profile in Figure 1
was extracted for comparative analysis to determine the appropriate mesh model.

The inlet velocity of the oil was set at 1.11 m/s, and other settings were consistent. The above five
meshes were used to simulate the process. As the flow time is 8 s, the velocity magnitude curve at B1 is
shown in Figure 5. This velocity is the instantaneous velocity magnitude at B1 in Figure 1. As shown in
the figure, when the number of meshes gradually increases, the change in velocity decreases. As the mesh
numbers are 4,368,125 and 5,706,880, the velocities are basically the same. To improve the efficiency and
accuracy of calculation, the mesh model with 4,368,125 is taken as the final calculation model.
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Figure 5. Mesh independence verification.

3.6. Analysis of y+

The results have shown that the calculation results of y+ between 0 and 30 in the LES method are
the most accurate [32,33]. Therefore, the distribution of the y+ value in the pipeline direction when
the flow time is 15 s is extracted in Figure 6. The value of y+ along the pipeline is between 2 and 50,
which meets the requirements of calculation accuracy required for LES.

 

Figure 6. y+ along the pipeline.

4. Analysis of Simulation Results

4.1. Method Verification

An inclined pipe model was established by Tao Zhang et al. [29] to verify the application of the
LES method with diameter D = 50 mm, horizontal part L1 = 1000 mm, inclined part L2 = 1000 mm,
and curvature radius R = 5D = 250 mm. Under the conditions of corresponding parameters, the LES
simulations are compared with the experimental data by means of experimental observation and
simulation verification. The results show that the experimental and simulation results of the oil
carrying water process are highly consistent, which proves that LES can be applied to the simulation
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of carrying water. Figure 7 shows the oil-water distribution of experimental results and simulation
results with v = 0.25 m/s, α = 10◦ and 40◦.

 
 

(a) Experimental image after image processing. (b) Large eddy simulation (LES) (  = 10°). 

 
 

(c) Experimental image after image processing. (d) LES (  = 40°). 

Figure 7. Comparison of two methods (t = 3 s) [29].

The flow pattern presents a wavy stratified flow in Figure 7a. The water in the horizontal section
gradually enters the inclined section, and most of the water is mainly concentrated in the lower part
of the inclined pipe, and obvious wavy stratification appears at the oil-water interface. In Figure 7b,
the contour of the LES method shows a wavy stratified flow, the oil-water interface is evenly distributed
and there is a phenomenon of mutual mixing at the interface, which is consistent with the experimental
results. In addition, the streamline was distorted and formed a vortex, and then formed a wave
structure in the process of oil carrying water. As shown in Figure 7d, there is a smooth stratified flow
pattern in the horizontal section. As the water is carried to the inclined part of the pipeline by oil, the
water is quickly dispersed into the oil to form a dispersed flow pattern, which basically conforms to
the Figure 7c flow pattern characteristics.

The comparative analysis of the experimental and simulation results under the two operating
conditions proves that the LES method can identify the flow characteristics of oil carrying water. It is in
good agreement with the experimental results, which can be used for the study of the law of oil and water.

4.2. Processes of Oil Carrying Water

The water-carrying process of oil is a typical transient flow process. The LES is used to simulate
the dynamic water carrying process of Lan–Cheng–Yu pipeline. As the inclined angle α is 10◦ and the
oil inlet velocity v is 1.33 m/s, the contours of the water-carrying process are shown in Figure 8.

As shown in Figure 8, the flow in the pipe is at the initial stage of 1~8 s, the oil-water interface
is smooth, and there is no mixing phenomenon. The water flows to the inclined section in a smooth
stratified flow pattern with the displacement function of the oil. As the time is between 9~14 s, the water
is carried by the oil phase into the inclined section. The kinetic energy of water is gradually transformed
into potential energy, velocity decreases, oil-water velocity difference increases, shear effect increases,
and the stratified flow transforms into a wave-like stratified flow. As flow time is 15~19 s, the oil-water
is mixed, the oil flow area decreases and the velocity increases at the crest, while the oil flow area
increases and the velocity decreases at the trough. The fluctuation between crest and trough gradually
develops into a vortex, resulting in more severe disturbance of the oil-water interface. Then the flow
pattern appears as a dispersed flow.
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t = 1 s t = 3 s 

  
t = 5 s t = 7 s 

  
t = 9 s t = 11 s 

  
t = 13 s t = 15 s 

  
t = 17 s t = 19 s 

Figure 8. Phase distribution of water-carrying process (α = 10◦).

Figure 9 is the contours of the water-carrying process of the oil as the inclined angle α is 30◦ and
the inlet velocity is 1.33 m/s. As the flow time is 1~8 s, the oil phase has just entered the pipeline.
The inclined section presents a smooth stratified flow, and the oil-water interface is evenly distributed
with little disturbance. As the flow time is 9 s, the flow time increases, the oil-water velocity difference
increases, the front end of the water and the oil phase are mixed with each other, and the water content
decreases. At this time, the stratified flow becomes a wavy stratified flow. As flow time is 10~19 s,
the flow state is turbulent, the fluid in the pipe pulsates violently, the oil-water mixing in the inclined
pipe is serious, the shearing action is great, and the flow pattern develops into a dispersed flow.

The Lan–Cheng–Yu product oil pipeline fluctuates greatly in Figures 8 and 9. The flow patterns in
the pipeline are mainly stratified flow, wavy stratified flow, and dispersed flow. In addition, the transition
time of flow patterns is different under various operating conditions.
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t = 1 s t = 3 s 

  
t = 5 s t = 7 s 

  
t = 9 s t = 11 s 

  
t = 13 s t = 15 s 

  
t = 17 s t = 19 s 

Figure 9. Phase distribution of water-carrying process (α = 30◦).

4.3. The Transition of Flow Patterns

4.3.1. Distribution of Two Phases

The variation laws of flow pattern in the process of oil carrying water in Lan–Cheng–Yu pipeline
under variable oil inlet velocities and angles were studied with the above-mentioned numerical model.

Figure 10 shows the oil-water distribution and streamline diagram under different oil phase
inlet flow rates as the flow time is t = 11 s and the pipeline inclined angle is α = 10◦. In Figure 10,
as the velocity is 0.66~1.11 m/s, the water gradually flows from the bottom of the horizontal section to
the inclined section. At this time, the oil-water velocity difference is small, the shear effect is small,
the oil-water two-phase interface fluctuates little, and the streamline is less affected by the fluctuation,
showing a smooth stratified flow pattern. As the velocity is 1.33~1.55 m/s, the oil-water velocity
difference increases, the shearing effect is greater, the oil-water two-phase interface begins to fluctuate,
and the oil-water intermixes with each other. The streamlines of the oil-water interface are slightly
distorted. The oil and water present a wavy stratified flow and moves to the bottom of the inclined pipe.
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(a) v = 0.66 m/s (b) v = 0.88 m/s 

  
(c) v = 1.11 m/s (d) v = 1.33 m/s 

 
(e) v = 1.55 m/s 

Figure 10. Distribution of oil and water (α = 10◦, t = 11.0 s).

Figure 11 shows the oil-water distribution and streamline diagram at different oil-phase inlet
velocities as t is 11 s and α is 20◦. As the velocity is 0.66~0.88 m/s, the water phase has not completely
entered the bottom of the inclined section, the flow pattern in the horizontal part is stratified flow, and
the flow pattern at the bottom of the inclined section has a tendency to transition to wavy stratified
flow. As the velocity is 1.11 m/s, the flow of oil and water presents a wavy stratified flow. As the
velocity is 1.33~1.55 m/s, the oil-water two phases are mixed with each other, the wavy stratified flow
disappears, and the flow flows to the inclined pipe in the form of dispersed flow.

Figure 12 shows the oil-water two-phase distribution and streamline diagram at different oil-phase
inlet flow velocities as the flow time t is 11 s and the pipe inclination α is 30◦. As the velocity is
0.66~0.88 m/s, the tube presents a smooth stratified flow pattern. The streamline is relatively stable at
the oil-water interface. It is seriously distorted at the water phase, forming vortices at the bottom and
top of the inclined tube. As the velocity is 1.11 m/s, the stratified flow gradually changes into a wavy
stratified flow, and a vortex is performed at the bottom of the inclined tube. When the velocity continues
to increase, the vortex disappears and the flow pattern eventually develops into a dispersed flow.

  
(a) v = 0.66 m/s (b) v = 0.88 m/s 

Figure 11. Cont.
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(c) v = 1.11 m/s (d) v = 1.33 m/s 

 
(e) v = 1.55 m/s 

Figure 11. Distribution of oil and water (α = 20◦, t = 11.0 s).

  

(a) v = 0.66 m/s (b) v = 0.88 m/s 

  
(c) v = 1.11 m/s (d) v = 1.33 m/s 

 
(e) v = 1.55 m/s 

Figure 12. Distribution of oil and water (α = 30◦, t = 11.0 s).

Figure 13 shows the oil-water distribution and streamline diagram at different oil-phase inlet
velocity as the flow time t is 11 s and the pipe inclination α is 40◦. As the velocity is 0.66 m/s, the oil-water
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interface is evenly distributed and the flow pattern is stratified flow. The streamline behind the water
phase is greatly affected by disturbance, and vortices exist in every position of the inclined pipe. As the
oil inlet velocity is 0.88 m/s, the streamline distortion range increases, the vortex is mainly concentrated
on the bottom of the inclined tube, and the flow is wavy stratified flow. As the velocity is 1.11 m/s,
the flow pattern is dispersed flow. There is a vortex at the bottom of the inclined pipeline. When the
velocity continues to increase, the vortex disappears, the oil carries the water and flows out from the
right side of the inclined pipe in a dispersed flow pattern.

  
(a) v = 0.66 m/s (b) v = 0.88 m/s 

  
(c) v = 1.11 m/s (d) v = 1.33 m/s 

 
(e) v = 1.55 m/s 

Figure 13. Distribution of oil and water (α = 40◦, t = 11.0 s).

According to the four inclined angles, the flow patterns in the inclined part change with flow
time as the inlet velocity is 0.66~1.55 m/s, shown in Figure 14. There are three main flow patterns
in the pipe, such as stratified flow, wavy stratified flow, and dispersed flow. As the pipe inclined
angle is fixed and the oil inlet velocity is low, the two phases enter into the inclined pipe at a certain
velocity difference due to the carrying effect of oil to the water phase. At this time, the flow pattern is
smooth and stratified flow. After a period of time, the kinetic energy of the mixed fluid is gradually
transformed into potential energy in the inclined part. The velocity difference between the two phases
is further increased on account of the difference of oil-water content and density, which leads to the
increase of shear action, the increasingly severe fluctuation of the interface, and the change of flow
pattern from stratified flow to wavy stratified flow. When the inlet velocity of the oil phase continues
to increase, the shear action is enhanced, the flow state in the pipe is turbulent, the pulsation is very
severe, the mixing degree of oil and water is deepened, and the flow pattern tends to a dispersed
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flow. In addition, the transition time of flow patterns is gradually advanced with the increase of oil
inlet velocity.

  
(a)  = 10° (b)  = 20° 

  
(c)  = 30° (d)  = 40° 

Figure 14. Flow pattern changes under various operating conditions.

As the oil inlet velocity is fixed, the oil flow carries the water phase into the inclined section. With
the increase of velocity difference between two phases in the inclined section, the oil-water shearing
action increases, and the flow pattern changes from stratified flow to wavy stratified flow. At this
time, when the inclined angle of the pipeline gradually increases, the wavy stratified flow becomes a
dispersed flow. As the inlet velocity of oil is fixed, the transition time of time for the flow patterns is
also accelerated with the increase of pipeline inclination.

4.3.2. Distribution of Oil-Water Velocity

To observe the velocity distribution at different inlet velocities, the velocity distribution in the
pipe under the conditions of 20◦ and 40◦ inclined angles were studied.

Figure 15 performs the velocity distribution in the pipe at different oil phase inlet flow velocities
when the flow time is 11 s and the pipe inclination is 20◦. As shown in the figure, the places with higher
speed in the pipe are mainly concentrated at the upper part of the inclined pipe, and the velocity at the
bottom of the inclined tube is relatively slow. And the area with higher velocity gradually moves to
the outlet position of the pipeline with the increase of the oil inlet velocity.
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(a) v = 0.66 m/s (b) v = 0.88 m/s 

  
(c) v = 1.11 m/s (d) v = 1.33 m/s 

 
(e) v = 1.55 m/s 

Figure 15. Velocity distribution in pipe at α = 20◦ (t = 11.0 s).

As the inclined angle α is 20◦ and the flow time is 11.0 s, the velocity distribution, and shear rate
distribution at A1 on section A-A in Figure 1 are shown in Figure 16. As shown in Figure 16a, velocities
at the bottom and upper section are relatively small, while the velocity in the middle part is relatively
large and evenly distributed. With the increase of oil inlet velocity, the velocity in the middle of the
pipeline also increases gradually. Among them, the inlet oil phase velocities are 0.66 m/s, 0.88 m/s,
1.11 m/s, 1.33 m/s, and 1.55 m/s, and the corresponding maximum velocities are 0.79 m/s, 1.06 m/s,
1.30 m/s, 1.58 m/s, and 1.82 m/s, respectively.

  
(a) Velocity distribution (b) Shear rate distribution 

Figure 16. Velocity distribution and shear rate distribution of the A-A section (α = 20◦).
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In Figure 16b, the maximum shear rate 17.5 s−1 corresponding to 0.66 m/s appears at y = 9 mm;
the maximum shear rate 18.2 s−1 corresponding to 0.88 m/s appears at y = 7 mm; the maximum shear
rate 28.0 s−1 corresponding to 1.11 m/s appears at y = 68 mm; the maximum shear rate of 54.1 s−1

corresponding to 1.33 m/s appears at y = 36 mm; and the maximum shear rate of 67.5 s−1 corresponding
to 1.55 m/s appears at y = 14 mm. In conclusion, as the oil inlet velocity was 0.66 m/s and 0.88 m/s,
the oil-water velocity difference was small and the maximum shear rate was small. As the oil inlet
velocity is 1.11~1.33 m/s, the velocity increases, so does the oil-water velocity difference and the shear
rate. The region with the maximum positive shear rate gradually moves from the lower part of the
pipeline to the bottom of the pipeline with the increase of the velocity.

Figure 17 is a contour of the velocity distribution in the pipe under different oil phase inlet flow
rates when the flow time is 11 s and the pipe inclination α is 40◦. As shown in the figure, when the
velocity is 0.66 m/s, the velocity at the bottom and top of the inclined section is smaller while largest in
the middle. When the velocity is 0.88~1.11 m/s, the velocity at the top of the pipeline increases with the
increase of velocity, and the area with higher velocity flows along the top of the pipeline to the outlet of
the pipeline. When the velocity is 1.33 m/s, the velocity distribution in the pipeline is relatively uniform
except for the high-speed area. When the velocity continues to increase, the velocity distribution in the
pipe is uniform, and the oil flow basically carries the water out of the inclined section.

  
(a) v = 0.66 m/s (b) v = 0.88 m/s 

  
(c) v = 1.11 m/s (d) v = 1.33 m/s 

 
(e) v = 1.55 m/s 

Figure 17. Contour of velocity distribution in pipe at α = 40◦ (t = 11.0 s).

The velocity distribution and shear rate distribution at section A1 of A-A in Figure 1 are shown in
Figure 18 at α = 40◦ and t = 11.0 s. As the inclined angle α is 40◦, the velocity distribution at section A1
of A-A is basically consistent with that when α is 20◦. The maximum velocities at 0.66 m/s, 0.88 m/s,
1.11 m/s, 1.33 m/s, and 1.55 m/s are 0.80 m/s, 1.07 m/s, 1.30 m/s, 1.58 m/s, and 1.82 m/s, respectively.
It can be seen that the change of the pipeline inclination has little effect on the velocity distribution and
the maximum velocity of the inclined pipe section entrance section.
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(a) Velocity distribution (b) Shear rate distribution 

Figure 18. Velocity distribution and shear rate distribution in section A-A (α = 40◦).

As shown in Figure 18b, when the flow time is 11.0 s and the inclined angle α is 40◦, the maximum
shear rate of 18.6 s−1 corresponding to 0.66 m/s appears at y = 9 mm; the maximum shear rate of 18.9 s−1

corresponding to 0.88 m/s appears at y = 7 mm; the maximum shear rate of 28.1 s−1 corresponding
to 1.11 m/s appears at y = 59 mm; the maximum shear rate of 1.33 m/s corresponding to 63.0 s−1

appears at y = 36 mm; the maximum shear rate of 54.8 s−1 corresponding to 1.55 m/s appears at
y = 9 mm. In conclusion, when the oil inlet velocity is 0.66~0.88 m/s, the oil-water velocity difference is
small and the maximum shear rate is small. At this time, the oil flow just begins to carry the water
phase, and the shear rate near the pipe wall is the highest; When the oil inlet velocity increases from
1.11 m/s to 1.33 m/s, the oil inlet velocity increases, the oil-water interface fluctuates sharply, the water
phase decreases gradually, the oil-water interface moves down, and the maximum positive shear rate
also increases and moves down. As the oil velocity is 1.55 m/s, the water in the pipeline basically
disappeared. The velocity of water increases after being carried by oil. At this time, the oil-water
velocity difference decreases, and the maximum positive shear rate decreases.

4.4. Analysis of Water Carrying Capacity

The process of oil carrying water can determine the changing characteristics of oil-water flow
patterns under the influence of different oil inlet velocity and pipeline inclined angle. In addition,
the variation law of water accumulation with time is more important to the engineering practice when
the oil inlet velocity and pipe inclined angle are different.

Figure 19 shows the variation curve of water accumulation mass with flow time under different
velocities at α = 10◦, 20◦, 30◦, and 40◦. The mass of the water in the pipe gradually decreases with the
increase of the flow time. In addition, the mass of the water in the pipe decreases with the increase
of the oil inlet velocity. As the inclined angle of the pipeline is 10◦, the oil inlet velocity is 0.66 m/s,
0.88 m/s, 1.11 m/s, 1.33 m/s, and 1.55 m/s, the corresponding time for the water to be completely output
from the pipe is 90 s, 55 s, 36 s, 35 s, and 25 s, respectively. As the inclined angle of the pipeline is
20◦, the oil inlet velocity is 0.66 m/s, 0.88 m/s, 1.11 m/s, 1.33 m/s, and 1.55 m/s, the corresponding time
for the water to be completely output from the pipe is 85 s, 48 s, 33 s, 23 s, 22 s, respectively. As the
inclined angle of the pipeline is 30◦, as the oil inlet velocity is 0.66 m/s, 0.88 m/s, 1.11 m/s, 1.33 m/s,
1.55 m/s, the corresponding time for the water to be completely output from the pipe is 92 s, 49 s, 37 s,
24 s, 23 s, respectively. As the inclined angle of the pipeline is 40◦, as the oil inlet velocity is 0.66 m/s,
0.88 m/s, 1.11 m/s, 1.33 m/s, 1.55 m/s, the corresponding time for the water to be completely output
from the pipe is 95 s, 50 s, 39 s, 26 s, 25 s, respectively.
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(a)  = 10° (b)  = 20° 

  
(c)  = 30° (d)  = 40° 

Figure 19. The remaining mass change curve of the water in the pipe.

To sum up, when the inclined angle of the pipeline is the same, the water carrying capacity of
oil flow increases with the increase of oil inlet velocity. In addition, when the inclined angle of the
pipeline changes, the time required to completely carry the accumulated water in the pipeline out of
the pipeline under different inclined angles are shown in Figure 20. As the inclined angle increases
from 10◦ to 20◦, the power of part of the water mass moving along the inclined pipe is mainly caused
by the shearing action of the high-speed oil and water. At this time, the water-carrying capacity of
the oil is gradually increased. The time to completely carry water out of the pipeline is shortened.
As the inclined angle of the pipeline increases from 20◦ to 40◦, the increase in the inclined angle of
the pipeline gradually converts the kinetic energy of the oil phase into gravitational potential energy,
resulting in insufficient water-carrying power of the oil phase and reduced water-carrying capacity,
and the oil phase will completely carry out the water. The time required for the pipeline gradually
increases. Therefore, as the inclination of the pipeline increases, the water-carrying capacity of oil first
increases and then decreases.

110



Processes 2020, 8, 1049

 

Figure 20. The time required for carrying water by oil with different inclined angles.

5. Conclusions

(1) A numerical model based on LES-VOF in the small-diameter pipeline was established. It was
applied to study the law of oil carrying water in Lanzhou–Jiangyou section of Lan–Cheng–Yu product
oil pipeline. Combined with the research literature on the small pipe diameter and the simulation results
of Lan–Cheng–Yu pipeline, it can be seen that the flow patterns in the pipeline of oil carrying water
in both large pipe diameter and small pipe diameter mainly include stratified flows, wavy stratified
flows, and dispersed flows.

(2) As the pipeline inclined angle is 10~20◦ and the oil inlet velocity is 0.66 m/s, the flow patterns
in the pipeline mainly include stratified flows and wavy stratified flows. As the oil inlet velocity is
0.88~1.55 m/s, the flow patterns in the pipe are mainly stratified flow, wavy stratified flow, and dispersed
flow. As the inclined angle of the pipeline is 30~40◦, there are three main types of flow in the pipeline:
stratified flows, wavy stratified flows, and dispersed flows. The increase of oil inlet velocity accelerates
the transition between different flow patterns.

(3) As the maximum positive shear rate is less than or equal to 17.5 s−1, the flow pattern in the
pipe is a stratified flow. As the maximum positive shear rate is between 18.2~28.1 s−1, the flow pattern
in the pipe is a wavy stratified flow. As the maximum positive shear rate is between 54.1~67.5 s−1,
the flow pattern in the pipe is a dispersed flow.

(4) The simulation results show that the accumulated water in the pipe can be cleaned from the
bottom of the pipe by the oil flow. With the increase of oil phase inlet flow rate, the water carrying
capacity of oil also increases. As the pipeline inclined angle increases from 10◦ to 40◦, the water
carrying capacity of oil firstly increases and then decreases.
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Abstract: Internal floating-roof tanks (IFRTs) are widely used to store light oil and chemical products.
However, if the annular-rim gap around the floating deck becomes wider due to abrasion and
aging of the sealing arrangement, the static breathing loss from the rim gap will be correspondingly
aggravated. To investigate the oil-vapor migration and emissions from an IFRT, the effects of varying
both the floating-deck height and wind speed on the oil-vapor diffusion were analyzed by performing
numerical simulations and wind-tunnel experiments. The results demonstrate that the gas space
volume and the wind speed of an IFRT greatly influence the vapor-loss rate of the IFRT. The larger
the gas space volume, the weaker the airflow exchange between the inside and outside of the tank,
thereby facilitating oil-vapor accumulation in the gas space of the tank. Furthermore, the loss rate of
the IFRT is positively correlated with wind speed. Meanwhile, negative pressures and the vortexes
formed on the leeward side of the tank. In addition, the higher concentration areas were mainly
on the three vents on the downwind side of the IFRT. The results can provide important theoretical
support for the design, management, and improvement of IFRTs.

Keywords: internal floating-roof tank; evaporation loss; diffusion; numerical simulation; wind
tunnel experiment

1. Introduction

Internal floating-roof tanks (IFRTs) are widely used to store light oil, oil products, and chemical
products. These tanks can significantly reduce the evaporating area of the stored liquids owing to the
arrangement of a floating deck, thereby effectively restraining oil evaporation and reducing oil-vapor
discharge from the tank. However, even if an IFRT is equipped with a sealing device on the annular-rim
gap between the floating deck and the inner tank wall, the oil surface and the tank gas space cannot be
completely isolated for the convenience of the floating deck moving up and down [1]. In addition,
when the elasticity of the rim seal gradually decreases, and the gap of the rim seal is widened with
long-term usage and abrasion, oil evaporation from the rim gap will gradually increase. Furthermore,
oil evaporation from the stored liquid into the tank gas space and vapor emissions from the tank gas
space into the atmosphere will cause oil loss, environmental pollution, and potential fire hazards [2].
Therefore, the interior mechanism of oil-vapor migration and emissions in IFRTs must be analyzed to
ensure their safe operation.
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Scientists have conducted many relevant research works, where the combination of numerical
simulations and experimental measurements have been widely used as important tools for studying
the oil-evaporation loss mechanism. Pasley et al. [3], and Zhao et al. [4], numerically simulated
and experimentally measured the distribution of wind speeds and flow field around an external
floating-roof tank and above the floating deck, and they observed that the airflow had two different
flow characteristics each for the floating deck at lower positions and higher positions, respectively.
Uematsuet et al. [5,6], investigated the wind-force distribution and the buckling behavior for
open-topped oil-storage tanks. Wang et al. and Huang et al. [7–9], and Karbasian et al. [10], compared the
effects of different oil-collection methods, oil-collection rates, and initial oil-vapor-mass fractions on the
oil-vapor-diffusion law in the storage tank during the collection process of oil products. Hou et al. [11],
analyzed the evolution of the flow field, temperature field, pressure field, oil-concentration field,
and evaporation rate during the refueling process. In addition, many researchers have also studied
other factors affecting oil-vapor emissions, such as vehicle and ship loading operations [12,13],
the temperature-change characteristics of oil products in a storage tank [14–17], and the characteristics
of oil vapors emitted from oil depots [18–20]. Subsequently, the researchers proposed a series of
methods for assessing oil-vapor emissions [21,22]. However, these previously conducted studies have
paid little attention to oil-vapor migration and emissions from an IFRT. The oil loss in a storage tank
under normal operating conditions can be roughly divided into three processes: (1) heat and mass
transfer between the liquid phase and the gas phase in the storage tank; (2) oil-vapor migration in the
gas phase (i.e., in the gas space) of an IFRT; (3) oil-vapor emission and diffusion from the gas space into
the atmosphere. In this study, the oil-evaporation rates were measured using self-made wind-tunnel
experimental measurements. Subsequently, the species transfer model and the realizable k–ε model in
the ANSYS Fluent software were used to simulate the oil-vapor diffusion process in an IFRT, following
which the effects of floating-deck heights and ambient wind speeds were investigated.

2. Methodology

2.1. Experimental Protocol

To measure the oil-evaporation rate and the wind speed in the tank under different operating
conditions, a model IFRT (1000 m3) was built according to the length ratio of 32:1, as depicted in
Figure 1. The inner diameter, wall height, roof height, and rim gap of the tank were 360, 375, 39,
and 6 mm, respectively. The size of the vents of the model tank was designed according to the selection
principle of the prototype tank as follows:

B ≥ 0.06D (1)

where B denotes the total effective ventilation area of the model-tank vents, m2, and D is the inner
diameter of the tank, m. The effective ventilation area of the model-tank vents should be greater
than 0.69 m2, and the number of vents should not be less than four. Eventually, the model tank was
equipped with four vents, each being 19 mm wide and 10 mm high. Further, the vents were evenly
placed at the tank wall near the tank roof. In addition, four different floating-deck heights measuring
88, 176, 264, and 312 mm were set for the IFRT.
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Figure 1. Wind tunnel for the experiment and simulation.

Due to the uncertainty of gasoline composition, the authors used n-hexane as the experimental oil
for the convenience of research. The mass-difference method was used to measure the mass change
of n-hexane in a certain period of time. The wind fields were generated using a self-made wind
tunnel (DFWT-10), the size of the test section is 1.5 (H) × 1.5 (W) × 3 m (L), as depicted in Figure 1.
The pitot tube anemometer is composed of a static pressure pitot tube (Kimo Instruments Co., Ltd.,
Bordeaux, France) and a digital micro-manometer (Yokogawa Electric Corporation, Musashino, Japan),
which is used for real-time monitoring and feedback of wind speed in the wind tunnel [23]. The wind
tunnel could provide wind fields with wind speeds ranging from 0.5 to 20 m·s−1. The wind speed,
temperature, and humidity were measured using a hot-wire anemometer (TES-1341, TES Co., Ltd.,
Taiwan, China, having the following specifications: wind-speed range of 0–30 m·s−1 with a resolution
of 0.01 m·s−1; temperature range of −10 to −60 ◦C with a resolution of 0.01 ◦C; humidity range of
10–95% Relative humidity (RH) with a resolution of 0.1% RH). The evaporation loss in the IFRT
could be automatically measured using a high-precision electronic balance (WT-30000-1B, Xinheng
Electronics Co., Ltd., Shanghai, China, having a range of 0–30 kg with a resolution of 0.01 g). The mass
of n-hexane was measured before and after the experiment, and the change in the mass could be
calculated as the mass loss of n-hexane during this period. Subsequently, the variation in the mass per
unit time can also be calculated as the mass-loss rate of n-hexane. The experiments were arranged
under the following conditions: the ambient temperature of 13 ◦C, and wind speeds of 4.36 and
6.36 m·s−1. The wind direction was directly opposite one of the four vents on the tank wall, and the
mass-loss rates of n-hexane under different wind speeds were measured respectively.

2.2. Theoretical Models for Oil-Vapor Diffusion

2.2.1. Basic Governing Equations

The single-phase multicomponent diffusion problem without chemical reaction needs to be solved
using the mass- and momentum-conservation equations. The mass-conservation equation can be
written as follows:

∂ρ

∂t
+ ∇ ·

(
ρ
→
v
)
= Sm (2)

where Sm denotes the mass source term (in kg·m−3·s−1), and
→
v the velocity vector (m·s−1).

The momentum-conservation equation can be written as follows:

∂
∂t

(
ρ
→
v
)
+ ∇·

(
ρ
→
v
→
v
)
= −∇p + ∇·

[
μ
(
∇→v + ∇→v T)]

+ ρ
→
g +

→
F (3)

where p denotes the static pressure (Pa), and ρ
→
g and

→
F denote the gravitational body force and external

body force (both in N·m−3), respectively. Term μ denotes the dynamic viscosity (Pa·s).
The energy-conservation equation can be written as follows:

∂
∂t
(ρE) + ∇

[→
v (ρE + p)

]
= ∇·

(
ke f f∇T

)
+ Sh (4)
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where energy E (J·kg−1) and temperature T (K) are mass average variables, keff the effective thermal
conductivity (W·m−1·K−1), and Sh the energy source term (J·m−3·s−1).

In turbulent flows, the species-conservation equation can be written as follows:

∂
∂t
(ρYi) + ∇ ·

(
ρ
→
v Yi

)
= −∇·→ji + Si (5)

→
J i = −

(
ρDi,m +

μt

Sct

)
∇Yi −DT,i

∇T
T

(6)

where Yi denotes the local mass fraction of species i, and
→
J i denotes the diffusion flux of species i

(kg·m−2·s−1), which arises because of the gradients of concentration and temperature. Furthermore,
Si denotes the source term (kg·m−3·s−1), Di,m the mass-diffusion coefficient for species i in the mixture,
DT,i the thermal-diffusion coefficient, and Sct the turbulent Schmidt number.

2.2.2. Turbulence Equation

The oil vapors diffused from the IFRT are greatly affected by the ambient wind, and the oil-diffusion
process is a complex unsteady turbulent flow. Therefore, the realizable k–εmodel with better turbulent
accuracy is selected. The following is the modeled transport equation for k and ε in the realizable
k–εmodel:

∂
∂t
(ρk) +

∂
∂xj

(
ρkuj

)
=
∂
∂xj

[(
μ+
μt

σk

)
∂k
∂xj

]
+ Gk + Gb − ρε−YM + Sk (7)

and
∂
∂t
(ρε) +

∂
∂xj

(
ρεuj

)
=
∂
∂xj

[(
μ+
μt

σε

)
∂ε
∂xj

]
+ ρC1Sε − ρC2

ε2

k +
√
νε

+ C1ε
ε
k

C3εGb + Sε (8)

where

C1 = max
[
0.43,

η

η+ 5

]
, η = S

k
ε

, S =
√

2SijSij

In the above-mentioned three equations, k denotes the turbulence kinetic energy(m−2·s−2) and ε
the dissipation rate (m2·s−3). Furthermore, Gk and Gb denote the generation of the turbulence kinetic
energy due to the mean velocity gradients and buoyancy, respectively (kg·m−1·s−1). YM denotes the
contribution of the fluctuating dilatation in compressible turbulence to the overall dissipation rate
(kg·m−1·s−1). C2 and C1ε are constants. σk and σε are the turbulent Prandtl numbers for k and ε,
respectively. Sk denotes the source of the turbulence kinetic energy (kg·m−1·s−3) and Sε the source of
the dissipation rate (kg·m−1·s−4).

2.3. Physical Model and Methodology

In wind-engineering calculations, the blocking ratio is usually employed as the basis for setting
the cross-sectional area of the computational domain. The blocking ratio rb is defined as follows:

rb =
Am

AC
(9)

where Am and Ac denote the maximum windward area of the model and the cross-sectional area of the
computational domain (both in m2), respectively. If the blocking ratio is less than 5%, the simulation
results of the flow field may not be affected by each boundary [24–26]. An experimental model
that is too small will increase the difficulty of experimental data measurement and lead to greater
errors. We increased the size of the tank in the wind tunnel experiment to make the measurement
results more exact. The blockage rate of the wind tunnel experimental model is 6%, calculated by
Equation (9). To obtain the numerical-simulation results independent of the computational domain,
the computational domain was selected as a cuboid (see Figure 2) of dimensions 2 (H) × 2 (W) × 6 (L),
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and the size of the model tank (see Figure 3) was consistent with that of the experimental model.
A three-dimensional grid-type model of the IFRT was established using ICEM CFD 14.5 software
(ANSYS Inc., Pittsburgh, PA, USA).

Figure 2. Grid model for oil-vapor diffusion of the Internal floating-roof tank (IFRT).

 
Figure 3. Grid model for the IFRT.

In the numerical calculation, the locations where the physical parameters in the flow field change
require particular attention. These locations include the annular-rim gap between the floating deck and
the inner tank wall of the IFRT, and the four vents on the tank wall. The grid of these regions must be
partly encrypted to obtain more accurate numerical solutions. In this study, a structured grid type was
designed for the computational domain. The number of cells was approximately 2 million; the quality
of the grid was above 0.6, and its independency was also examined. The numerical-calculation
procedure was performed using the commercial software package, ANSYS Fluent 14.5. Based on the
species-transfer model, the measured oil-vapor-loss rates as the initial values of the mass transfer rate
in the annular rim gap. The computational-domain inlet was set as the velocity boundary, and the
computational-domain outlet was set as the pressure outlet. The vents on the tank wall were set as
the interior boundary. The pressure and velocity were coupled using the SIMPLE scheme, and the
spatial discretization of pressure was based on the Standard algorithm. The momentum-conservation
equations were discretized using a second-order upwind scheme to reduce the numerical diffusion.

In wind tunnel experiments, we chose the inner floating roof tank as the experimental model.
Re was calculated as 104,495 when the characteristic length is the model diameter, the wind velocity
is 4.36 m·s−1, the atmospheric density is 1.205 kg·m−3, and the dynamic viscosity is 1.81 × 10−5 Pa·s.
Actually, the model is 1/32 of the actual size, which requires that the inflow speed of the wind tunnel
must be 32 times the actual wind speed to achieve Re equality, it is obviously difficult to achieve.
Thus, it is unrealistic to strictly achieve Re equivalence. Some researchers [27,28] believe that the
speed distribution would be independent of Re if the studied model Re is over the critical Re, which is
Re-independence. Based on this, a good agreement was achieved between the CFD simulation and
wind-tunnel experiment.
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3. Results and Analysis

3.1. Verification of the Flow Field

Before using the numerical model, the consistency of the flow field of the numerical simulation
must be experimentally verified. This experiment studied the speed boundary layer in the wind tunnel
when no tank was placed in the wind tunnel. When the flow speed of the wind tunnel is controlled at
4 m·s−1, the wind speed in the X direction was measured at the center line of the section 500 mm away
from the entrance of the wind tunnel test section. The measuring points are 20, 40, 60, 80, 100, 150, 200,
250, 300, 350, 400, 450, 500, 550, and 600 mm from the bottom, respectively. The experimental results
are compared with the simulation results, listed in Figure 4. The boundary layer is 60 mm, so the tank
is located in a uniform flow. According to Figure 4, the numerical simulation can better simulate the
boundary layer conditions of the wind tunnel experiment.

Figure 4. Comparison of wind speed in the X direction between the wind-tunnel experiment and
numerical simulation on the inlet of 500 mm.

Four points on the tank circumference near the four vents were selected (assuming the center of
the tank bottom as the origin). The ambient wind speed was set to 4.36 m·s−1, and the floating-deck
height was set to 176 mm. The hot-wire anemometer (TES-1341, TES Co., Ltd., Taiwan, China) was used
to measure the wind speeds at these points. Each point was measured five times, and the wind-speed
results are presented in Table 1.

Table 1. X-axis wind speeds at each measuring point of the tank.

Measuring Point and
Its Coordinates, mm

Measured Value, m·s−1
Simulated

Value, m·s−1 Error,%
Test 1 Test 2 Test 3 Test 4 Test 5 Average

Point 1 (190, 360, 0) 0.54 0.53 0.65 0.72 0.61 0.61 0.48 21.3
Point 2 (−190, 360, 0) 2.63 2.71 2.62 2.64 2.68 2.66 2.57 3.4
Point 3 (0, 360, 190) 5.62 4.65 4.70 4.71 4.51 4.84 5.40 11.6

Point 4 (0, 360, −190) 4.76 4.64 4.62 4.51 4.66 4.64 5.39 16.7

It can be seen from Table 1 that the average wind speeds at Points 3 and 4 are approximately
equal, both of which are slightly greater than the ambient wind speed of 4.36 m·s−1 owing to the
effect of the tank body. However, because the airflow was blocked by the tank wall, the average wind
speed at Point 2 (which lies in the windward side of the tank) is lower than the ambient wind speed.
In addition, the average wind speed at Point 1 (which lies in the back side of the tank) is the smallest.
The four measured wind-speed values at Points 1 to 4 basically accord with the distribution law of
the flow field around the tank. However, the measured values and the numerically simulated values
are slightly different from each other. The reasons for the difference are as follows: (1) although the
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flow field is stabilized in general, the uncertainty of turbulence exists partly; the physical parameter
(i.e., wind speed) in the flow field fluctuates within a certain range; the measured values are also slightly
different at different moments; (2) the error in the measuring instrument itself and the interference
of the measuring instrument with the flow field can also cause measurement errors. Therefore,
the consistency of the flow field of the numerical simulation was verified using the experiment,
and the numerical-simulation model can be considered to be relatively suitable for oil-vapor-diffusion
simulation of an oil tank.

3.2. Influence of Different Floating-Deck Heights on N-Hexane-Loss Rates

It can be seen from the experimental results in Table 2 that the loss rates of n-hexane can be
influenced greatly by varying both floating-deck heights and wind speeds. In general, the floating-deck
heights of the IFRT were positively correlated with the evaporation rates of n-hexane. However,
the loss rates increased as the floating-deck heights and wind speeds increased. For the ambient
wind speeds of 4.36 and 6.36 m·s−1, setting the floating-deck height to 312 mm (the highest height),
the loss rates of n-hexane reached 4.139 × 10−6 and 5.960 × 10−6 kg·s−1, respectively. However, upon
setting the floating-deck height to 88 mm (the lowest height), the loss rates were only 2.189 × 10−6 and
3.773 × 10−6 kg·s−1, respectively.

Table 2. Loss rates of n-hexane measured in model tanks *.

Floating-Deck Height, mm Full Coefficient r1/(10−6 kg·s−1) r2/(10−6 kg·s−1)

88 0.24 2.189 3.773
176 0.48 2.719 4.453
264 0.71 3.560 5.272
312 0.84 4.139 5.960

*: r1, r2—The loss rates measured for the wind speed of 4.36 and 6.36 m·s−1, respectively.

The reasons for this phenomenon are as follows: the evaporation of n-hexane is driven by a
diffusion process that is induced by the gradient of n-hexane-vapor concentration at the liquid surface.
The larger the gas space inside the tank, the slower the gas flow, and thus the less frequent the gas
exchange between the tank and the atmosphere. Therefore, the n-hexane-vapor concentration remains
at a relatively stable level, and the driving force for n-hexane evaporation was reduced. Conversely,
the smaller the gas space inside the tank, the more frequent the gas exchange between the tank and the
atmosphere. As a result, the n-hexane vapor in the tank released into the atmosphere, resulting in fresh
air entering the tank from the vents. The n-hexane-vapor concentration in the tank was maintained at
a low value, increasing the n-hexane-vapor concentration difference between the gas space and the
gas–liquid interface, thereby aggravating the evaporation of n-hexane.

3.3. Simulation of the Large IFRT

To investigate the concentration-distribution characteristics of the light oil products in the actual
IFRT, the authors continued to simulate the oil-vapor-diffusion process in a large IFRT in the length ratio
of 1:1 for a 1000 m3 IFRT. N-hexane was still chosen as the stored oil product. The inner diameter, wall
height, roof height, and rim gap of the tank were 11.5, 12.0, 1.254, and 0.2 m, respectively. The outlet
boundary of the flow field was set as the pressure outlet boundary condition while the gap between
the floating deck and the tank wall was set as the mass-flow boundary condition. The tank bottom,
tank wall, and floating deck were all set as no-slip boundaries and the ambient temperature was set at
13 ◦C. The mass fraction of the saturated concentration of n-hexane when it diffuses in the gap of the
floating disk is 0.30, according to the calculation of the saturated vapor pressure of n-hexane at 13 ◦C.
We took the k–ε turbulence model to describe the diffusion process of the oil vapor.
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3.3.1. Flow-Field Simulation

The streamtraces inside the tank with different floating-deck heights for the ambient wind speed
of 4.36 m·s−1 were simulated, as depicted in Figures 5–8. As can be seen from Figure 5, in the larger
gas space of the tank, a clockwise vortex was formed, and the streamtraces of the vortex resembled
the “0” type. As the gas space became smaller, the streamtraces of the vortex in the tank gradually
assumed the shape of a flat ellipse (see Figures 6 and 7). Finally, the gas space became sufficiently small,
following which the vortex mentioned above was divided into several small vortexes; it means that the
airflow in the gas space was faster and more disorderly at this moment. Furthermore, the streamtraces
outside the tank were simulated, as depicted in Figure 9. It can be seen from the figure that a part of
the airflow from the inlet entered the tank and that the other part of the airflow bypassed the tank.
Moreover, the airflow behind the tank did not flow in the original direction, and many vortexes were
generated there.

Figure 5. Streamtraces inside the tank for the floating-deck height of 2.82 m.

Figure 6. Streamtraces inside the tank for the floating-deck height of 5.63 m.

Figure 7. Streamtraces inside the tank for the floating-deck height of 8.45 m.

Figure 8. Streamtraces inside the tank for the floating-deck height of 9.98 m.
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Figure 9. Streamtraces inside and outside the tank.

The diffusion of the n-hexane vapors evaporating from the tank was greatly affected by the
ambient wind. In the numerical simulation, the ambient wind was set along the X-axis, and the wind
speeds in the inlet were set to 4.36 and 6.36 m·s−1, respectively. The velocity-contour distributions both
inside and outside the IFRT in the XY plane are depicted in Figures 10 and 11. The results demonstrate
that the airflow was obstructed by the tank at the windward side and that the velocity of the airflow was
gradually reduced from 4.36 to 0 m·s−1. Combined with the pressure-cloud diagram at the windward
side of the tank wall in Figure 12, it can be concluded that the pressure on the windward side of the
tank body increased because the wind speed translated into stagnation pressure. On the surface of
the tank roof, the flow cross-section of the ambient wind shrunk, causing a sudden increase in the
wind speed and negative pressure (see Figure 13). The wind speed near the tank roof exceeded the
ambient wind speed, and the maximum wind-speed value reached 5.5 and 8.0 m·s−1, respectively.
On the leeward side of the tank wall, the wind-speed iso-surface continuously shrunk toward the
bottom of the tank because of the obstruction of the tank body (see Figures 10 and 11). The minimum
value of the wind speed was approximately 0 m·s−1 at the bottom of the leeward side of the tank
wall. Compared to the windward side, the region of lower wind speed was larger in the leeward side.
Combined with the wind-flow diagram of the inside and outside of the tank (see Figure 9) and the
tank-wall pressure-cloud diagram on the leeward side of the tank (see Figure 13), it can be seen that
negative pressure and vortexes appeared near the leeward side of the tank.

Figure 10. Velocity distribution of the IFRT under the ambient wind speed of 4.36 m·s−1.

 
Figure 11. Velocity distribution of the IFRT under the ambient wind speed of 6.36 m·s−1.
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Figure 12. Pressure-cloud diagram for the windward side of the tank wall (Pa).

Figure 13. Pressure-cloud diagram for the leeward side of the tank wall (Pa).

Several monitored points were set along the central axis of the tank to obtain the data of wind
speed inside the tank, as depicted in Figure 14. The wind speed in the tank was low because the sizes
of the vents were too small relative to the size of the gas space. It can be seen from Figure 15 that for
the ambient wind speed of 4.36 m·s−1, the velocities of the airflow in the gas space of the tank were less
than 0.6 m·s−1. In addition, upon lowering the floating-deck height, the speeds measured from the
monitored points changed greatly. The wind speeds at the points near the roof and floating deck were
higher than those at other monitored points, while the wind speed at the center of the gas space was
low. The minimum wind speed in the gas space was approximately 0.05 m·s−1. Upon increasing the
height of the floating deck, the low-velocity region gradually reduced. When the floating-deck height
reached a certain height, the velocity distribution became irregular. This irregularity reconfirmed the
conclusions drawn previously that upon changing the floating-deck height, the streamtraces of the
airflow in the tank also changed.

 
Figure 14. Location of monitored points.
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Figure 15. Velocities inside the tank for different floating-deck heights.

3.3.2. Concentration Distribution of N-Hexane Vapor in the Tank

The concentration distribution at different floating-deck heights in the tank is depicted in Figure 16.
It can be seen that upon increasing the wind speed under a fixed floating-deck height, the concentration
of n-hexane in the gas space in the tank becomes low. The higher concentration of n-hexane vapors
was mainly distributed near the rim gap, and the concentration distribution of n-hexane vapors in
the upper gas space of the tank was relatively uniform. Upon setting the floating-deck height to
2.82 m, because of the resulting large gas space in the tank, the airflow inside and outside the tank is
exchanged infrequently, and thus the concentration of n-hexane in the tank becomes evenly distributed.
Upon increasing the floating-deck height to 5.63 m, the n-hexane-vapor concentration was affected by
the air inflow, which formed a large vortex in the tank. Upon further raising the floating-deck height to
8.45 m, the gas exchange between the inside and outside of the tank was accelerated, and thus the large
vortex in the tank was destroyed (wind speed = 6.36 m·s−1) or compressed (wind speed = 4.36 m·s−1)
because of the reduction of the gas space in the tank. Furthermore, upon increasing the floating-deck
height to 9.98 m, the n-hexane vapors were mainly concentrated in the area near the gap. In addition,
n-hexane vapors at other regions were quickly discharged out of the tank along with the airflow, and it
became difficult for the n-hexane vapors to stay in the tank.

 
(a) (b) 

Figure 16. Cont.
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(c) (d) 

 
(e) (f) 

 
(g) (h) 

Figure 16. Distribution of n-hexane vapors (mass fraction) in the IFRT at different floating-deck heights.
(a) Wind speed = 4.36 m·s−1, floating-deck height = 2.82 m. (b) Wind speed = 6.36 m·s−1, floating-deck
height= 2.82 m. (c) Wind speed= 6.36 m·s−1, floating-deck height= 5.63 m. (d) Wind speed= 4.36 m·s−1,
floating-deck height = 5.63 m. (e) Wind speed = 6.36 m·s−1, floating-deck height = 8.45 m. (f) Wind
speed = 4.36 m·s−1, floating-deck height = 8.45 m. (g) Wind speed = 6.36 m·s−1, floating-deck
height = 9.98 m. (h) Wind speed = 4.36 m·s−1, floating-deck height = 9.98 m.
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The n-hexane-vapor emission from the IFRT was also investigated; the floating-deck height
was at 9.98 m, wind speed 4.36 m·s−1, and the concentration distribution as depicted in Figure 17.
It can be seen that the n-hexane vapors discharged from the vents on the front and rear sides of the
tank were diffused along the wind direction and that the vapors discharged from the leeward-side
vent spread around the vent. Irrespective of the front and rear sides or the leeward side of the tank
(the vent on the windward side is the airflow inlet), the mass fraction of n-hexane vapors near the vents
reached 0.002, and such high concentration of vapors discharged into the atmosphere do not meet
environmental safety requirements and will cause air pollution. Therefore, if equipping the vents with
an oil-vapor-recovery unit is necessary, priority should be given to the above-mentioned three vents.

Figure 17. Distribution of n-hexane-vapor concentration (mass fraction) near the vents.

4. Conclusions

The evaporative loss rates of n-hexane in the IFRT model and the wind speeds of gas space above
the floating deck inside the tank were measured using wind-tunnel experiments and also simulated
using ANSYS Fluent software. The conclusions drawn from the research results can be summarized
as follows:

(1) Based on numerical simulation and the wind-tunnel experiments, the oil-vapor diffusion process
in the IFRT was simulated and was then verified to be relatively suitable to the oil-vapor-diffusion
simulation for different sizes of IFRTs. This further revealed the law of mass transfer between the
oil vapors and air for the evaporation and diffusion process in the IFRTs.

(2) Different floating-deck heights of the IFRT corresponded to different loss rates of n-hexane.
The larger the gas space inside the tank, the weaker the airflow exchange between the inside and
outside of the tank became. Therefore, the gradient of the n-hexane-vapor in the tank was lower,
thereby reducing the driving force for n-hexane evaporation.

(3) Outside the tank, the direction of the ambient wind would change suddenly while bypassing
the tank. In addition, negative pressure and vortexes were generated on the leeward side of
the tank. Inside the tank, the n-hexane-vapor distribution was relatively uniform at lower
floating-deck heights. Upon increasing the floating-deck height, a large vortex formed in the tank,
intensifying the airflow disturbance in the tank. Upon further increasing the floating-deck height,
the aforementioned large vortex was divided into several small vortexes, and the airflow in the
gas space became faster and more disorderly than that in the previous floating-height condition.

(4) The higher vapor-concentration regions near the vents, compared with other regions in the tank,
are mainly concentrated on the front and rear sides and the leeward side of the IFRT. Therefore,
if it is decided to employ an oil-vapor-recovery unit, more attention should be paid to the regions
having higher vapor concentrations.
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Abstract: As an important over-current component of the waterjet propulsion system, the main
function of a nozzle is to transform the mechanical energy of the propulsion pump into the kinetic
energy of the water and eject the water flow to obtain thrust. In this study, the nozzle with different
geometry and parameters was simulated based on computational fluid dynamics simulation and
experiment. Numerical results show a good agreement with experimental results. The results show
that the nozzle with a circular shape outlet shrinks evenly. Under the designed flow rate condition,
the velocity uniformity of the circular nozzle is 0.26% and 0.34% higher than that of the elliptical
nozzle and the rounded rectangle nozzle, respectively. The pump efficiency of the circular nozzle
is 0.31% and 0.14% higher than that of the others. The pressure recovery and hydraulic loss of the
circular nozzle are superior. The hydraulic characteristics of the propulsion pump and waterjet
propulsion system are optimal when the nozzle area is 30% times the outlet area of the inlet duct.
Thus, the shaft power, head, thrust, and system efficiency of the propulsion pump and waterjet
propulsion system are maximized. The system efficiency curve decreases rapidly when the outlet
area exceeds 30% times the outlet area of the inlet duct. The transition curve forms greatly affect
thrust and system efficiency. The transition of the linear contraction shows improved uniformity,
and the hydraulic loss is reduced. Furthermore, the hydraulic performance of the nozzle with a linear
contraction transition is better than that of others.

Keywords: hydraulicperformance; waterjetpropulsion; nozzle; energyloss; efficiency; numerical simulation

1. Introduction

Waterjet propulsion is a type of special propulsion system that is different from a propeller.
This device has been widely used in many high-speed ships because of its high propulsion efficiency,
low noise and vibration, and simple transmission structure [1]. Waterjet propulsion systems are gradually
developed from small and medium to large-sized, highly efficient, low noise, and high-speed mechanisms
to meet the requirements of industrial production and military operations [2–5]. A stern-mounted
waterjet propulsion system used in commercial applications can be divided into four components,
namely, inlet duct, propulsion pump, nozzle, and steering device. Each component of the waterjet
propulsion system should function effectively to achieve higher efficiency and reduce energy loss.
The inlet duct transfers the bottom water to the propulsion pump. Its performance directly affects
the efficiency of the waterjet propulsion systems. The hydraulic loss of the inlet duct also strongly
influences the water jet propulsion system. From the perspective of energy loss, Verbeek et al. [6]
found that approximately 7–9% of the total power is lost in the inlet duct due to local flow separation
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and non-uniformity. Jiao et al. [7] used the numerical simulation method to simulate cavitation
two-phase flow in the waterjet propulsion pump section and waterjet propulsion system. Ding et al. [8]
determined the flow loss of the inlet duct through computational fluid dynamics (CFD). Park et al. [9]
observed flow separation and predicted the location of the stagnation point on the lip, in accordance
with particle image velocimetry measurement. The flow phenomena occurring within the inlet duct
are essential to reduce power loss. The pump is the core component of the waterjet propulsion system,
and it delivers the head to produce the jet at the nozzle exit. The main function of the pump is turning
the circumrotation power energy into the kinetic energy of water. Waterjet propulsion pumps are
of two main types: Mixed-flow pump and axial-flow pump. The efficiency of waterjet propulsion
depends on the pump and system efficiency. Insufficient understanding of large deviations between
theoretical efficiency and measured efficiency is a major problem in waterjet propulsion design and
application. Cao et al. [10] found that the low efficiency was primarily due to the non-uniform inflow
of the water-jet pump. Cheng et al. [11] observed the rotating stall region, which is an unstable head
curve when many mixed-flow and axial-flow pumps are operated. This region should be generally
avoided given the risk of instabilities during pump start and operation. Xia et al. [12] analyzed the
rotating stall at a low flow rate and suppressed it with separators. Wang et al. [13,14] simulated
the self-priming process of a multistage self-priming centrifugal pump by CFD and optimized the
design of a typical multistage centrifugal pump based on energy loss model and CFD. Kim et al. [15]
and Etter et al. [16] obtained a number of useful results on the performance optimization of waterjet
propulsion pumps through model tests. The thrust of the waterjet propulsion system is obtained by
the reaction force of the water flow ejected from the propulsion pump. The main function of the nozzle,
which is an important part of the waterjet propulsion system, is to transform the mechanical energy of
the propulsion pump into the kinetic energy of the water and eject the water flow to obtain thrust.
The gross thrust is used as an alternative because measuring the net thrust of a waterjet installation is
cumbersome. The relation between net thrust and gross thrust is not fully understood. Eslamdoost
et al. [17] used numerical simulations to investigate this relation. Park et al. [18] conducted a numerical
simulation to obtain the complicated viscous flow feature of the waterjet and predict the performance
of thrust and torque to obtain waterjet propulsion characteristics. In actual operation, the momentum
of the water flow cannot be fully converted into the thrust that propels the ship forward due to the
existence of energy loss. The hydraulic loss of the nozzle is closely related to the jet velocity loss because
the nozzle is installed immediately after the outlet of the pump. Jian et al. [19] used CFD software
Fluent 14.0 for the numerical simulation of four different nozzles and analyzed the effects of geometric
and dynamic parameters of nozzles on the momentum thrust of the waterjet propulsion system of
autonomous underwater vehicles. Abcand et al. [20], Chin [21], and Jiao et al. [22] performed an overall
optimization analysis of the waterjet propulsion system with a nozzle. The steering device can deflect
the jet to create steering and reversing forces, and its performance is an important characteristic of the
waterjet propulsion [23,24].

In previous decades with the rapid development of computer technology, CFD technology has
been widely used in many fields, such as pressure fluctuation and vibration [25–27], heat and mass
transfer [28,29], flow control [30,31]. At the same time, the test method is still one of the effective
research methods [32–34]. In this study, the nozzle with different geometric parameters was simulated
based on CFD simulation and experiment. The influences of the nozzles with different geometric
parameters on energy loss, efficiency, internal flow characteristics, and hydraulic performance of
waterjet propulsion were investigated. The selection of nozzle affects the waterjet propulsion system
efficiency. A reasonable nozzle structure is conducive to improving the propulsion system efficiency
and reducing energy consumption.
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2. Numerical Calculation

2.1. Numerical Model

Calculations are performed using the commercial code ANSYS CFX 14.5. ANSYS CFX uses the
element-based finite volume method. The hull boundary layer, inflow velocity, and pressure affect
the water flow. Thus, the water flow into the inlet duct is not uniform. The water around the inlet
of the waterjet propulsion system should also be included in the computational domain. As shown
in Figures 1 and 2, the entire model includes the water body and waterjet propulsion pump system,
composed of the inlet duct, propulsion pump, and nozzle. The propulsion pump consists of an impeller
with six blades and a guide vane with seven vanes. The rotating speed of the impeller is 700 rpm. D0

represents the inlet diameter of the impeller. θ represents the dip angle of the inlet duct.

Figure 1. Waterjet propulsion pump system.

Figure 2. Computational domain.

2.2. Governing Equations

Reynolds-averaged N-S equation and continuity equation were selected to describe the 3D
incompressible viscous flow. The continuity equation is as follows:

∂ρ

∂t
+
∂(ρuj)

∂xj
= 0 (1)

The momentum conservation equation is as follows:

∂ρui

∂t
+
∂(ρuiuj)

∂xj
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∂
∂xj

[
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{
∂ui
∂xj

+
∂uj

∂xi
− 2

3
∂ui
∂xj
δi j

}]
+
∂
∂xj

(
−ρuiuj

)
(2)

where ρ represents water density (in m3/s), ui, uj represents velocity component of fluid in the i and j
directions (in m/s), t represents time (in s), p represents pressure (in Pa), Fi represents volume force
component in the i direction(in N), μ represents dynamics viscosity coefficient, and xi, xj represents
coordinate component.
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2.3. Grid Sensitivity Analysis

The computational domain consists of the water body, inlet duct, propulsion pump, and nozzle.
The entire computational domain is generated with hexahedral grids and tetrahedral grids by ICEM
software. An O-type grid of hexagonal cells was created around the impeller and stator blades by
using an extrusion method to ensure good mesh quality in terms of size and skewness. The interior of
the impeller and guide vane domain is filled with an unstructured mesh of tetrahedral cells because of
the complex topology of the pump. The grid of the calculation domain is shown in Figure 3.

  
(a) Surface mesh of impeller and guide vane (b) Inlet duct 

Figure 3. Grid of the computational domain.

A grid sensitivity study was conducted to assess the required grid density. Several grid sizes
were considered, ranging from a total number of cells of 4.3 × 105 up to 2.1 × 106. The standard k-ε is
selected as the calculation model in this study. Hence, the y+ values are guaranteed to vary between
30 and 100 to satisfy the computational requirements while changing the grid density.

Figure 4 shows the mesh sensitivity analysis of the entire computational domain. The figure
reveals that the efficiency and head of the waterjet propulsion pump system increase with the increase
in the number of cells. When the number of cells reaches 1.5 million, the head and efficiency remain
unchanged with the increase in the number of grids. Theoretically, with the increase in the number
and density of grids, the calculation accuracy is generally improved. However, as the number of cells
increases, the requirement for computer resources also increases, and the computing speed slows
down. Therefore, the final cell number of the entire computational domain is 1,752,299. The y+ value
of the propulsion pump is in the range of 30–100 in this study.

 
Figure 4. Mesh sensitivity analysis.
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2.4. Turbulence Model Selecting

The turbulence model was introduced into the numerical calculation to solve the N-S equations.
k-ε and k-ω are the commonly used turbulence models in calculation [35–37]. To select the most
suitable turbulence model for calculation, this study used several different turbulence models, and the
numerical results were compared with the experimental results. Table 1 presents the numerical and
experimental results of different turbulence models under the operating conditions of 700 rpm. A slight
difference was observed between the calculated values. However, under the condition of the standard
k-ε turbulence model, the calculated values are in good agreement with the experimental values.
Therefore, the standard k-ε is selected as the calculation model, and the scalable wall-function is used
to improve robustness and accuracy.

Table 1. Numerical and experimental results with different turbulent models.

Turbulence Model
Standard

k-ε
RNG

k-ε
Standard

k-ω
SST SSG

H/Htd 1.0115 1.0263 1.0437 1.0655 1.0271
Efficiency η/ηtd 1.0237 1.0274 1.1088 1.1098 1.0341

Htd represents the test value of head under design flow rate condition. ηtd represents the test value of pump
efficiency under design flow rate condition.

2.5. Boundary Conditions

The inlet of the water body was set as the inlet boundary of the entire computational domain,
and normal speed 8 m/s was adopted as the inlet boundary condition. The Reynolds number of the
water body inlet is 4.19 × 106. The inflow velocity is equal to ship speed, and nominal turbulence
intensities (with a value equal to 5%) are used at the inlet boundary. The outlet of the water body and
nozzle were set as the outlet boundary. An average static pressure outlet boundary condition is applied
with 1 atm at the water body outlet, and the mass–flow rate was adopted as the outlet boundary of
the nozzle. No-slip condition was applied at solid boundaries. The interfaces between the rotational
impeller and static diffuser were set as the frozen stage condition. The convergence precision is set
to 10−5.

3. Hydraulic Characteristics Test

3.1. Test Rig Set-Up

A test rig is built, as shown in Figure 5, to study the hydraulic performance of the waterjet
propulsion pump. The test rig is a closed circulation system that consists of two circulation pipeline
systems: Main circulation pipeline and second circulation pipeline. The main circulation pipeline
system is designed to ensure the water circulation of the test rig and provide the bottom speed.
The second circulation pipeline system is the circulating pipe of the water jet propulsion pump, which is
used to test the performance of the waterjet propulsion pump. The propulsion pumping system
consists of a propulsion pump, a guide vane, and an inlet duct, as shown in Figure 6.

The propulsion pump with six impeller blades and the guide vane with seven stator vanes are built
into the system. The scale model of a waterjet pump is used for ship propulsion. The head, flow rate,
torque, and speed were tested to obtain the hydraulic performance of the waterjet propulsion pump.
The pump is driven by a DC electromotor at speeds varying from 700 rev/min to 2400 rev/min and
equipped with an auxiliary axial pump to regulate the flow rate. The test rig has two electromagnetic
flowmeters with an absolute accuracy of ±0.5%. These flowmeters are used to test the flow rate of the
main circulation pipeline system and the second circulation pipeline system. The head of the waterjet
propulsion pump is measured by the differential pressure transmitter with an absolute accuracy
of ±0.2%.
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Figure 5. Test rig.

 
Figure 6. Waterjet propulsion system.

3.2. Experimental Verification

As shown in Figure 7, in the numerical calculation, the front section (1—1) of the impeller inlet
and the back section of the guide vane outlet (2—2) were considered the pressure measuring sections
for the head calculation and analysis.

Figure 7. Pressure measuring section.

The pump efficiency η, shaft power N, and head H were used to define the hydraulic characteristics
of the waterjet propulsion pump system. The calculation formula is as follows:

P = P2−2 − P1−1 (3)

H =
P
ρg

(4)
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N =
2πTn

1000 ∗ 60
(5)

η =
ρgQH

N
(6)

where P is the pressure of the section (in Pa), ρ is water density (in kg/m3), g is gravitational acceleration
(in m/s2), T is the torque of blades (in N·m), n is the rotating speed of the impeller (in r/min), Q is the
flow rate (in m3/s), and N is the shaft power (in kW).

The comparative finding of the calculation and the experiment results reveals that the overall trend is
similar, as shown in Figure 8. In general, the predicted H and η are in good agreement with the experiment
results. Figure 8 shows that the difference between the experiment results and predicted results of H and
η is minimum under the design flow-rate condition. In the numerical results, the performance of the
head is better than that in the test results. At the design flow rate, the head difference between the test
data and numerical data is 1.2%, and the efficiency difference between them is 2.4%. The findings show
that the numerical results are reliable.

Figure 8. Comparison of calculation and experiment results. Qd represents the design flow rate.
HBEP and ηd represent the head and efficiency of the waterjet propulsion pump under the designed
flow rate condition, respectively.

4. The Influence of Nozzle with Different Geometric Parameters on Hydraulic Characteristics of
Waterjet Propulsion System

Conducting an in-depth study on the nozzle is necessary to further improve the hydraulic
performance and waterjet propulsion efficiency of the waterjet propulsion system. Nine cases are
designed to analyze the influence of nozzles with different geometric parameters on the waterjet
propulsion system. As shown in Table 2, Cases 1–3 were selected to further investigate the influence
of different nozzle outlet shapes on the hydraulic characteristics of the waterjet propulsion system.
Case 1 and Cases 4–7 were selected to further investigate the influence of different nozzle outlet areas
on the hydraulic characteristics of the waterjet propulsion system. Case 1 and Cases 8–9 were selected
to further investigate the influence of different transition curve forms of the nozzle on the hydraulic
characteristics of the waterjet propulsion system.
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Table 2. Research cases.

Case Shape Area
Transition

Curve Form

Note

Diagram of Shape Value

1 Circle 30%Ad
Linear

contraction

Circle shape

Elliptical shape

Rounded rectangle

D1 = 0.55 D0

2 Elliptical 30%Ad
Linear

contraction
a2 = 0.33 D0
b2 = 0.22 D0

3 Rounded
rectangle 30%Ad

Linear
contraction

c3 = 0.65 D0
d3 = 0.43 D0
r = 0.22 D0

4 Circle 10%Ad
Linear

contraction D1 = 0.32 D0

5 Circle 20%Ad
Linear

contraction D1 = 0.45 D0

6 Circle 40%Ad
Linear

contraction D1 = 0.63 D0

7 Circle 50%Ad
Linear

contraction D1 = 0.71 D0

8 Circle 30%Ad

Curve
contraction
followed by
straight line

D1 = 0.55 D0

9 Circle 30%Ad Arc contraction D1 = 0.55 D0

Ad represents outlet area of the inlet duct.

4.1. The Influence of Different Nozzle Outlet Shapes on the Hydraulic Characteristic

The nozzle with a circular shape was mostly used in practical applications, but whether the
hydraulic performance of the circular nozzles is optimal remains unclear. Three different nozzle outlet
shapes were set up for comparison, as shown in Figure 9, to explore the influence of different nozzle
shapes on the hydraulic characteristics of the waterjet propulsion system. The nozzle outlet section
shape is changed under the premise of maintaining a constant outlet area of the nozzle. The outlet
section of the nozzle in Case 1 is circular, the outlet section of the nozzle in Case 2 is elliptical, and the
outlet section of the nozzle in Case 2 is a rounded rectangle. All three outlet sections of different shapes
have an area of 30% Ad. a and b denote the long axis and short axis of the elliptical outlet section,
respectively. Meanwhile, a and b denote the width and height of the rounded rectangle outlet section.
The ratio of a and b is 1.5.

(a) Case 1 (b) Case 2 (c) Case 3

Figure 9. Three-dimensional diagram of nozzles with different shapes.

136



Processes 2019, 7, 915

The pressure coefficient Cp is used to characterize the change of the nozzle outlet pressure.
The pressure coefficient Cp is a dimensionless value that describes the relative pressure throughout the
flow field in fluid dynamics.

Cp =
p− p

1
2ρvout2

(7)

where p is instantaneous pressure (in Pa), p is average pressure (in Pa), and vout is averaged outlet
velocity at the nozzle (in m/s).

Figure 10 presents the pressure contours and streamlined diagram of the nozzle outlet section
with different nozzle shapes. As shown in Figure 10a, the pressure on the outlet of the circular nozzle is
distributed uniformly as a ring. The pressure decreases uniformly from the circumference to the center
of the circle. The streamline distribution shows that the flow lines on the outlet section intersect at the
center of the circle, and the flow direction of the streamlines is consistent with the rotation direction of
the impeller mainly because the guide vanes fail to completely recover the velocity loop. As shown
in Figure 10b, the pressure distribution of the elliptical nozzle is relatively uneven. The pressure is
symmetrically distributed diagonally. The flow direction of the streamlines is consistent with the
direction of the rotation of the impeller. The intersection line of the streamlines at the center of the
ellipse is curved. Figure 10c shows four high-pressure zones on the outlet section of the rounded
rectangle nozzle. The high-pressure zone is mainly distributed at four rounded corners. The area
of the high-pressure zones of the upper and lower side walls is larger than that of the left and right
side walls. The flow direction of the streamlines is consistent with the direction of the rotation of the
impeller. The intersection line of the streamlines at the center of the rounded rectangle is curved.

 
(a) Case 1 (b) Case 2 (c) Case 3 

Figure 10. Pressure contours and streamline with different nozzle shapes.

The uniformity of the velocity distribution at the nozzle outlet is represented by the axial velocity
distribution coefficient V. The axial velocity distribution is the best when the axial velocity distribution
coefficient is close to 100%. The formula for the axial velocity distribution coefficient V is as follows:

V =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣1− 1
ua

√∑
(uai − ua)

2

n

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦× 100% (8)

where uai is the axial velocity of each element of the calculated section (in m/s), ua is the averaged axial
velocity of the calculated section (in m/s), and n is the number of cells of the calculated section.

The velocity uniformity of the three cases is 97.57%, 97.31%, and 97.23%. Different nozzle shapes
provide a slight difference in the velocity distribution of the nozzle outlet section. Figure 11 shows the
axial velocity distribution curve, and the data point coordinates are normalized. The axial velocity
points were uniformly selected for the outlet sections of the three cases along the direction of the vertical
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and horizontal centerlines. Figure 11a shows the velocity curve along the vertical direction of the
center of the outlet section. The vertical direction is the X-axis direction in Figure 10. The high-velocity
zones of the three cases are concentrated in the outlet center. The axial velocity drops rapidly close to
the upper and lower walls of the nozzle. The three curves show that the axial velocity curve of Case 1
changes more smoothly and evenly. Among the three cases, Case 3 has the greatest range of velocity
variation, and the velocity at the center of the nozzle outlet has the largest difference from the velocity
at the side wall. Figure 11b shows the velocity curve along the horizontal direction of the center of
the outlet section. The horizontal direction is the Y-axis direction in Figure 10. The high-velocity
zones of the three cases are concentrated in the outlet center. However, the velocity of the outlet center
fluctuates greatly in the horizontal direction. In particular, because the section shrinkage of Cases 2
and 3 is not as uniform as that of Case 1, the velocity changes of Cases 2 and 3 fluctuate intensely.
Among the three cases, Case 1 has the greatest range of velocity variation. However, the velocity curve
of Case 1 is the most uniform and has a smooth curve. The velocity drops rapidly at the side wall
because the velocity near the nozzle wall is very small. The velocity of the three cases in the Y-axis
direction is not as uniform as that in the X-axis direction. In particular, the velocity fluctuates greatly
near the center in the Y-axis direction.

(a) Vertical direction (b) Horizontal direction 

Figure 11. Axial velocity distribution curve.

The hydraulic performance of the nozzle and guide vane is measured by hydraulic loss. The pressure
energy recovery coefficient is introduced to reflect the recovery of static pressure on the nozzle and guide
vane. The formulas for the hydraulic loss 	h and pressure energy recovery coefficient ξ are as follows:

	 h =
Pin − Pout

ρg
(9)

ξ =
Pout

Pin
× 100% (10)

where Pin is the total pressure of the inlet section of the nozzle or guide vane (in Pa), and Pout is the
total pressure of the outlet section of the nozzle or guide vane (in Pa).

Figure 12 shows the relationship between the hydraulic loss and the pressure energy recovery
coefficient of the nozzle and guide vane. As shown in Figure 12a, the hydraulic loss of the nozzle is
small when the pressure energy recovery coefficient of the nozzle is large. The hydraulic loss and
pressure energy recovery coefficients of Cases 1 and 2 are nearly identical when the flow rate is 0.5
to 0.75 times the design flow rate. The hydraulic loss of Case 3 is larger than that of Cases 1 and 2,
and the pressure energy recovery coefficient is smaller than that of Cases 1 and 2. The increase in the
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hydraulic loss of Case 3 is slower when the flow rate is 0.75 to 1 time the design flow rate, initially
larger than that of Cases 1 and 2, and then gradually smaller than that of Cases 1 and 2. The pressure
energy recovery coefficient of Case 3 is smaller than that of Cases 1 and 2, and then larger than that of
Cases 1 and 2. Under the design flow rate condition, the pressure energy recovery coefficient of Case 3
is the largest, and the hydraulic loss is the smallest. The pressure energy recovery coefficient of Case 2
is minimum. At this time, the pressure recovery coefficients of Cases 1, 2, and 3 are 98.26%, 98.21%,
and 98.32%, respectively. When the flow rate is greater than the designed flow rate, the pressure
recovery performance of Case 3 is better than that of Cases 1 and 2. Thus, the hydraulic loss of Case 3 is
smaller than that of Cases 1 and 2. When the flow rate is greater than 1.25 times the designed flow rate,
the hydraulic loss of the three cases decreases more severely with the increase in the flow rate. When the
flow rate is 1.5 times the designed flow rate, the pressure energy recovery coefficient of Case 3 is 0.26%
and 0.43% higher than that of Cases 1 and 2, respectively. As shown in Figure 12b, the relationship
between the pressure energy recovery coefficient and hydraulic loss of the guide vane is opposite to
that of the nozzle. In addition, the relationship between the pressure energy recovery coefficient (and
the hydraulic loss) and the flow rate of the guide vanes is not a monotonic function. The pressure
energy recovery coefficient of the guide vane initially increases and then decreases with the increase
in the flow rate. The hydraulic loss of the guide vane initially decreases and then increases with the
increase in the flow rate. When the flow rate is 1.25 times the designed flow rate, the hydraulic loss of
the guide vanes of the three cases reaches the maximum, and the pressure energy recovery coefficient
is the smallest. Figure 12a,b shows that when the pressure recovery of the guide vane is worse, the
pressure recovery of the nozzle is better. Under the conditions of small flow rate and designed flow
rate, the difference between the pressure recovery coefficient and hydraulic loss of nozzles and guide
vanes in the three cases is extremely small. Under large flow rate conditions, the pressure energy
recovery coefficient and hydraulic loss of Case 3 are optimal, and those of Case 2 are the worst.

(a) Nozzle (b) Guide vane 

Figure 12. Hydraulic loss and pressure energy recovery coefficient.

Figure 13 shows the distributions of the pressure contours of the longitudinal section of the
nozzles. Four longitudinal sections are intercepted equidistantly in the nozzle. As illustrated in the
figure, seven high-pressure zones due to the influence of guide vane are shown in Plane 4. Compared
with the three results, the change in the shape of the nozzle affects the pressure distribution at the
nozzle. In Case 1, as the section approaches the outlet of the nozzle, the pressure distribution in the
section becomes increasingly uniform. The pressure distribution in Case 3 is the most uneven. In the
three cases, the pressure distribution near the outlet is similar to the shape of the outlet section.
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(a) Case 1 (b) Case 2 (c) Case 3 

Figure 13. Distributions of pressure contours of the longitudinal section of nozzles.

Figure 14 shows the comparison of the hydraulic performance of different nozzle shapes. The figure
shows that the trend of the head and efficiency curves of the three cases is consistent. The head initially
decreases and then increases with the increase in the flow rate, and then continues to decrease. The head
increases with the flow rate when the flow rate is 0.5 to 0.75 times the designed flow rate. The efficiency
initially increases and then decreases with the increase in the flow rate. It has the highest efficiency
point. The corresponding flow rate of the high-efficiency area is (1.0–1.2) Qd. When the flow reaches
(0.42–1.2) Qd, the flow and head curves of the three cases are almost coincident. Each performance
value is higher near the design flow range. The head and efficiency are lower when the flow rate is
larger than the designed flow rate. The head and efficiency of Cases 2 and 3 are lower than those of
Case 1. When the flow rate is larger than 1.25 times the designed flow rate, the head and efficiency
curves of Case 2 drop rapidly because the elliptical nozzle is more irregular and shrinks more sharply
than those in the other two cases.

(a) Head (b) Efficiency 

Figure 14. Hydraulic performance curve of pump system with different nozzle shapes.

4.2. The Influence of Different Nozzle Outlet Areas on the Hydraulic Characteristic

Figure 15 shows the 3D diagram of the circular nozzle with different outlet areas. The hydraulic
characteristics of the waterjet propulsion pump system are better when the circular nozzle is used.
The hydraulic characteristics of different outlet areas of the nozzle were studied under the condition
of the circular nozzle. The hydraulic characteristics of the waterjet propulsion systems with five
different nozzle areas were studied. The nozzle area varies from 10% to 50% times the outlet area of
the inlet duct.

Figure 16 shows the pump efficiency, head, shaft power, and IVR (Inlet Velocity Ratio) curves
of the waterjet propulsion pump system with different outlet areas of the nozzle. IVR refers to the
ratio of the ship speed to the averaged axial outflow velocity at the duct outlet. The averaged axial
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outflow velocity at the duct outlet is an important parameter to describe the flow phenomena in the
inlet, where the speed is changed from the ship speed to the pump velocity. IVR is defined as follows:

IVR =
vduct

vs
(11)

where vduct is the averaged axial outflow velocity at the duct outlet (in m/s), and vs is the ship speed
(in m/s).

(a) 10%Ad (b) 20%Ad (c) 30%Ad (d) 40%Ad (e) 50%Ad 

Figure 15. 3D diagram of the circular nozzle with different outlet areas.

Figure 16a presents the relationship between efficiency and head with the nozzle area. The head
decreases and efficiency initially increases and then decreases with the increase in the nozzle area.
The head decreases slowly when the nozzle outlet area changes from 10% Ad to 30% Ad. From the
curve, the head drops from 1.14 Hd to 1.0 Hd. Meanwhile, the efficiency curve increases, and the
efficiency rises from 0.53 ηd to 1.0 ηd. When the nozzle area exceeds 30% Ad, the head curve drops
rapidly, and the efficiency curve begins to decline. When the nozzle outlet area changes from 30%
Ad to 50% Ad, the head drops from 1.0 Hd to 0.36 Hd, and the efficiency is reduced from 1.0 ηd to
0.67 ηd. The best efficiency point is obtained when the outlet area is near 30% Ad. Figure 16b shows
the relationship between power and IVR with the nozzle area. With the increase in the nozzle outlet
area, IVR increases, and the power initially increases and then decreases. When the nozzle outlet area
changes from 10% Ad to 30% Ad, IVR rises from 0.32 IVRd to 1.0 IVRd, and the shaft power rises from
0.69 Nd to 1.0 Nd. When the nozzle outlet area changes from 30% Ad to 50% Ad, the IVR curve rises
slowly from 1.0 IVRd to 1.37 IVRd. When the nozzle outlet area exceeds 30%Ad, the power curve no
longer rises and begins to fall. The maximum power point is obtained when the outlet area is near
30%Ad. Therefore, the maximum efficiency and shaft power occur when the nozzle outlet area is 30%
Ad, and the hydraulic characteristics of the waterjet propulsion pump system are better.

(a) Efficiency and head (b) Power and Inlet Velocity Ratio (IVR) 

Figure 16. Hydraulic performance curve of waterjet propulsion pump system with different outlet
areas. * AY represents the impeller outlet area. ηd, Hd, Nd, and IVRd represent the pump efficiency,
head, shaft power and IVR of the waterjet propulsion pump system under the nozzle outlet area of 30%
Ad, respectively.
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The purpose of the waterjet propulsion system is to produce thrust to propel a ship. To study
the influence of the nozzle outlet area on the waterjet propulsion system, this study considers two
important factors, namely, thrust and system efficiency, in addition to the performance curves.

The thrust of the waterjet propulsion system is defined, considering the influence of the boundary,
as follows:

T = ρQ(vout − vin) (12)

vin = αvs (13)

Q = Avout (14)

where A is the outlet area of the nozzle, vin is the mass-averaged ingested velocity at the duct inlet, and α
is the effect coefficient of the boundary layer, which is 0.95 according to the reference documentation.

The efficiency of the waterjet propulsion system ηc denotes the ratio of the output power of the
system to that of the propulsion pump. Considering the pipeline loss coefficient, the formula for the ηc

is as follows:

ηc =
2(k− α)

k′2 − β+ K1
(15)

β = α2 (16)

where K1 is the pipeline loss coefficient in the range of 0.40–0.50. In this study, K1 is 0.45, k’ is the ratio
of vout to vs vs, and β is the effect coefficient of the boundary layer.

Figure 17 shows the system efficiency and thrust curves of the waterjet propulsion system with
different nozzle outlet areas. The thrust and system efficiency of the waterjet propulsion system
initially increase and then decrease with the increase in the outlet area. When the nozzle outlet area
changes from 10% Ad to 30% Ad, the thrust rises from 0.27 Fd to 1.0 Fd, and the system efficiency rises
from 0.89 ηcd to 1.0 ηcd. When the nozzle outlet area exceeds 30% Ad, the thrust and system efficiency
curves no longer rise and begin to fall. When the nozzle outlet area changes from 30% Ad to 50%
Ad, the thrust reduces from 1.0 Fd to 0.51 Fd, and the system efficiency declines from 1.0 ηcd to 0.19
ηcd. The maximum system efficiency and thrust are obtained when the outlet area is close to 30%
Ad. The nozzle area greatly influences the thrust. When the outlet area exceeds 30% Ad, the system
efficiency curve decreases rapidly. When the nozzle outlet area is extremely large, the nozzle diffuses
the water flow. Thus, the axial velocity of the nozzle outlet vout is less than the velocity of the inlet
section of the inlet duct vin, and the thrust value is negative.

 
Figure 17. Hydraulic performance curve of waterjet propulsion system with different outlet areas.

4.3. The Effect of Different Transition Curve Forms on the Hydraulic Characteristic

Figure 18 shows the transition curve forms of the nozzle. The first component is the nozzle,
and the second component is the guide vane outlet. The total length of the nozzle and outlet section
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of the guide vane L’, guide vane outlet diameter Dg, nozzle outlet diameter D1, and shrinkage arc
radius of the guide vane outlet section R1 are constant. In Cases 1, 8, and 9, the transition curve forms
of the nozzle were changed. In Case 1, the linear contraction is selected as the transition curve form.
The shrinkage angle θ′ of the nozzle with linear contraction is 13◦. In Case 8, the combined contraction
of the curve and the straight line is selected as the transition curve form. The curve segment consists of
arc segments with radii R2 and R3. In Case 9, the arc contraction is selected as the transition curve
form. The geometric parameters of the nozzle are shown in Table 3.

Figure 18. Transition curve forms of the nozzles.

Table 3. Geometric parameters of the nozzles with different contraction curves.

Case L’ D1 Dg R1 θ R2 R3 R4

1 0.56D0 0.55D0 0.86D0 0.37D0 13◦ / / /
8 0.56D0 0.55D0 0.86D0 0.37D0 / 0.30D0 0.11D0 /
9 0.56D0 0.55D0 0.86D0 0.37D0 / / / 0.87D0

Figure 19 shows the ratio of the hydraulic performance of the three types of transition curves to
that of Case 1. The thrust value is the axial thrust from the inlet duct to the nozzle section. The figure
indicates that the system efficiency and thrust of the system corresponding to Case 1 are the greatest
for the three types of nozzles, but their values are similar to those of Case 8. The main reason is that
the hydraulic losses of the two types of nozzles are relatively small. The hydraulic losses of Case 9 are
larger than those of the others given the excessive contraction at the nozzle.

Figure 19. Hydraulic performance curve of waterjet propulsion pump system with different
contraction curves.
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The ideal nozzle outflow condition is that the outlet water flow angle is perpendicular to the
nozzle outlet section. Thus, the mechanical energy of the propulsion pump can be maximally converted
into the kinetic energy of the water. The outlet water flow cannot be completely perpendicular to the
nozzle outlet section due to the tangential velocity of the nozzle outlet. Thus, the weighted-velocity
average swirl angle θ is used to measure the outflow conditions of the nozzle. The outlet water flow
angle perpendicular to the nozzle outlet section is better when θ is closer to 90◦. The formula for
velocity-weighted average swirl angle θ is as follows:

θ =

n∑
i=1

[
vai

(
90− arctan vui

vai

)]
n∑

i=1
vai

(17)

where uti is the tangential velocity of each element of the calculated section (in m/s), and uai is the axial
velocity of each element of the calculated section (in m/s).

Table 4 shows the hydraulic performance of the nozzle with different contraction curves.
vmax denotes the maximum axial outlet velocity of the nozzle, v denotes the averaged outlet axial velocity
of the nozzle, V denotes the axial velocity distribution coefficient, and θ denotes the velocity-weighted
average swirl angle.

As shown in Table 4, the maximum axial velocity values of the nozzle outlet section of the three
cases are basically the same. Therefore, the three cases have good shrinkage effects. The comparative
result of the average axial velocity of the three cases shows that the average axial velocity of Case
1 is much larger than that of Cases 2 and 3. The average axial velocity of Case 1 is 1.025 and 1.021
times that of Cases 2 and 3, respectively. The comparative result of the axial velocity distribution
coefficient of the three cases shows that the axial velocity distribution coefficient of Case 1 is the best.
The axial velocity distribution uniformity of Case 1 is 3.33% and 1.5% more than that of Cases 2 and 3.
The velocity-weighted average swirl angle of Case 2 is 80.1◦, which is 1.37◦ and 5.03◦ higher than that
of Cases 1 and 3, respectively. The velocity-weighted average swirl angle of Case 2 is the best mainly
due to the rectification effect of the straight section before the outlet of the nozzle in Case 2.

Table 4. Hydraulic performance of the nozzle with different contraction curves.

Case vmax (m/s) v (m/s) V θ

1 10.42 10.02 97.57% 78.73◦
8 10.47 9.78 94.24% 80.10◦
9 10.44 9.81 96.07% 75.07◦

Figure 20 shows the axial velocity contours and streamlines of the nozzle outlet section with
different contraction curves. The figure shows that the axial velocity of the three cases is distributed in
a ring-like manner, and the high-speed zone is concentrated at the center of the circle. The area of the
high-speed zone in Cases 2 and 3 is larger, but the axial velocity distribution uniformity of Case 1 is
better. The streamline distribution indicates that Case 2 is more affected by the straight section of the
outlet of the nozzle, and the flow lines on the outlet section are more deflected.
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(a) Case 1 (b) Case 8 (c) Case 9 

Figure 20. Axial velocity contours and streamlines of the nozzle outlet section with different contraction curves.

5. Conclusions

In this study, the hydraulic characteristics of the nozzle of the waterjet propulsion system were
studied by a combination of numerical simulation and experimental verification. Different grid values
and turbulence models were used for calculation and analysis to determine the appropriate numerical
settings and ensure the accuracy of the calculation. The model test was used to verify the external
characteristics of the waterjet propulsion pump, and the numerical results are in good agreement with
the test results. Therefore, the numerical results are reliable. Nine different cases were established to
systematically study the hydraulic characteristics of the nozzle in accordance with the different nozzle
outlet shapes, nozzle outlet areas, and nozzle transition curves. The following results are obtained
through calculation and analysis:

(1) The pressure coefficient Cp, axial velocity distribution coefficient V, hydraulic loss 	h,
and pressure energy recovery coefficient ξwere introduced to analyze the hydraulic characteristics
of the waterjet propulsion system with different nozzle outlet shapes. The outlet section pressure
and streamline the distribution of the circular nozzle case is superior to those in the other two cases.
The pressure on the outlet of the circular nozzle is distributed uniformly as a ring, and the flow lines on
the outlet section intersect at the center of the circle. Under the design flow-rate condition, the velocity
uniformity of the circular nozzle is 0.26% and 0.34% higher than that of the elliptical nozzle and the
rounded rectangle nozzle, respectively. The pump efficiency of the circular nozzle is 0.31% and 0.14%
higher than that of the others. At this point, the pressure recovery and hydraulic loss of the circular
nozzle are superior. Under large flow-rate conditions, the pressure recovery and hydraulic loss of the
rounded rectangle nozzle are superior to those in the other two cases. The external characteristic curves
show that the circular nozzle case is better. The hydraulic performance of the elliptical nozzle is lower
because the elliptical section is more irregular and shrinks more sharply than the other two sections.

(2) The comprehensive hydraulic characteristics are analyzed in accordance with the different
nozzle outlet areas, waterjet propulsion pumps, and waterjet propulsion systems. The analysis of
the hydraulic performance of the waterjet propulsion pump reveals that when the nozzle outlet area
is close to 30% Ad, the waterjet propulsion system has the highest efficiency and the best hydraulic
performance. When the nozzle area exceeds 30% Ad, the head curve descends faster and the IVR curve
ascends slowly. The analysis of the hydraulic performance of the waterjet propulsion system reveals
that when the outlet area is close to 30% Ad, the thrust and system efficiency reach the maximum value.
When the outlet area exceeds 30% Ad, the system efficiency curve decreases rapidly.

(3) The comparison among different transition curve forms of the nozzle shows that the transition
curve forms greatly affect the thrust and system efficiency. The linear contraction of Case 1 slightly
affects the hydraulic performance of the nozzle mainly because the transition of the linear contraction
is more uniform with less hydraulic loss. The average axial velocity and axial velocity distribution

145



Processes 2019, 7, 915

uniformity of Case 1 are better than those of the other cases. The velocity-weighted average swirl angle
of Case 2 is optimal, but the hydraulic characteristics of Cases 2 and 3 are not as good as those of Case 1.
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Nomenclature

Symbols
D0 inlet diameter of the impeller, mm
θ dip angle of inlet duct, ◦
ui,j velocity component of the direction of x, y
t time, s
P pressure, pa
Fi volume force component in the i direction, N
μ dynamics viscosity coefficient
xi,j coordinate component
Hd head under design flow rate condition, m
ηd efficiency under design flow rate condition, %
Qd design flow rate, m3/s
Htd test value of head under design flow rate condition, m
ηtd test value of efficiency under design flow rate condition, %
P1-1 pressure of section 1-1, Pa
P1-1 pressure of section 2-2, Pa
ρ water density, kg/m3

g gravitational acceleration, m/s2

T torque of blades, N·m
Q flow rate, m3/s
N shaft power, kW
Ad outlet area of inlet duct, m2

Di diameter of nozzle with circle shape, m
ai major axis of nozzle with elliptical shape, m
bi minor axis of nozzle with elliptical shape, m
ci length of nozzle with rounded rectangle, m
β effect coefficient of boundary layer
K1 pipeline loss coefficient
k’ the ratio of vout to vs

Fd thrust under design flow rate condition, N
Dg outlet diameter of guide vane, m
R1 shrinkage arc radius of guide vane outlet section, m
θ′ shrinkage angle of nozzle with linear contraction, ◦
L’ total length of nozzle and outlet section of guide vane, m
di width of nozzle with rounded rectangle, m
r radius of nozzle with rounded rectangle, m
Cp pressure coefficient
p time-average pressure, Pa
vout averaged outlet velocity at the nozzle, m/s
V the axial velocity distribution coefficient, %
uai axial velocity of each element of the calculated section, m/s
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ua averaged axial velocity of the calculated section, m/s
n number of cells of the calculated section
Vz axial velocity of nozzle outlet, m/s
Vz averaged axial velocity of nozzle outlet, m/s
	h hydraulic loss, m
Pin total pressure of inlet section, Pa
Pout total pressure of outlet section, Pa
ξ pressure energy recovery coefficient, %
IVR inlet velocity ratio
vduct averaged axial outflow velocity at the duct outlet, m/s
vs ship speed, m/s
Nd shaft power under design flow rate condition, %
IVRd IVR under design flow rate condition
T thrust of the waterjet propulsion system, N
A outlet area of the nozzle, m2

vin mass averaged ingested velocity at duct inlet, m/s
α effect coefficient of boundary layer
ηc efficiency of waterjet propulsion system, %
R2 first transition arc radius of nozzle in case 8, m
R3 second transition arc radius of nozzle in case 8, m
R4 transition arc radius of nozzle in case 9, m
θ s weighted-velocity average swirl angle, ◦
uti tangential velocity of each element of the calculated section, m/s
vmax maximum axial outlet velocity of the nozzle, m/s
v averaged outlet axial velocity of the nozzle, m/s
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Abstract: The impact of solar radiation on spacecraft can increase the cooling load, degrade the
material properties of the structure and possibly lead to catastrophic failure of their missions. In this
paper, we develop a computational model to investigate the effect of the exposure to solar radiation
on the thermal distribution of a spacecraft with a cylindrical shape which is traveling in low earth
orbit environment. This is obtained by the energy conservation between the heat conduction among
the spacecraft, the heating from the solar radiation, and the radiative heat dissipation into the
surroundings while accounting for the dynamics of the space vehicle (rotational motion). The model
is solved numerically using the meshless collocation point method to evaluate the temperature
variations under different operating conditions. The meshless method is based on approximating the
unknown field function and their space derivatives, by using a set of nodes, sprinkled over the spatial
domain of the spacecraft wall and functions with compact support. Meshless schemes bypass the use
of conventional mesh configurations and require only clouds of points, without any prior knowledge
on their connectivity. This would relieve the computational burden associated with mesh generation.
The simulation results are found in good agreement with those reported in previously-published
research works. The numerical results show that spinning the spacecraft at appropriate rates ensures
low and uniform temperature distribution on the spacecraft, treated as thick-walled object of different
geometries. Therefore, this would extend its lifetime and protect all on-board electronic equipment
needed to accomplish its mission.

Keywords: thermal analysis; rotating spacecraft; meshless method; computational model

1. Introduction

The space environment during the spacecraft travelling time and mission continues to be a major
cause of anomalies in many space missions. The most common factors of such anomalies are surface
charging and discharging, solar radiation heating loads, and the existence of orbital debris in space as
indicated by several published studies [1–12]. In addition, the solar load, shielding material, onboard
equipment location, thermal control and air conditioning systems must be considered during the
design stage of spacecraft/satellites [13–19]. The thermal control and vehicle dynamics play a pivotal
role during the design stage of the spacecraft [19]. This is mainly due to the exposure of the spacecraft
and onboard equipment to high solar loads and the penetration of heat into the spacecraft structure
that affect the temperature gradient of the spacecraft body and its cooling load. The design process of
any space vehicles such as satellites requires detailed thermal characteristics in addition to the dynamic
analysis of the vehicle motion to guarantee no thermal stresses due to high temperature fluctuations
on the vehicle structure as well as on the payload. In order to avoid severe thermal stresses that may
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damage onboard electronic equipment, the temperature variation of the entire vehicle should be kept
within the appropriate range during the entire mission [20]. Since material tensile strength decreases
with elevated temperature [13], it is important to study the effect of rotation and solar radiation on
temperature distribution around and inside the spacecraft. Thus, thermal control of spacecraft and
communication satellites is very important for a successful space mission and safe return [21–24].
Basically, during the spacecraft travel in space at different elevations, it receives heat from the sun and
dissipates heat into the surrounding atmosphere. On the other hand, in deep space, the heat received
from solar radiation must be dissipated partially by radiation to deep space. As such, the structure of
the spacecraft will attain thermal instability with its space environment due to temperature variation
along the outer and the inside surfaces of the space vehicle. In general, solar radiation is incident from
a fixed direction, one side of the space vehicle body will be shone bright and the other side remains
dark and then this will induce temperature variations. The temperature gradients that arise during the
heat transfer from the bright side to the dark side lead to temperature variations across the body of the
spacecraft in the absence of any rotational dynamics. Consequently, the space astronauts, onboard
electronic equipment, and cryogenic-fuel tanks gain severe heat on the bright side and losing heat
from the dark side.

As a result of the great interest in space environment, studies concerning the thermal behavior
of spacecraft in space during travelling and in deep space during flight mission have become very
important in real-time satellite simulators. Controlling the thermal characteristics is mandatory for the
safe operation of a spacecraft/satellite [25]. In general, it is considered that the satellite has a pitch
angle rotation maneuver due to the severe solar radiation during daytime transition. Modeling of the
thermal behavior is then associated with heat radiation effects and thermally-induced vibration may
exist at the high temperature gradients [25,26]. Therefore, a coupled-thermal structural analysis for an
altitude maneuvering under solar thermal loading and maneuvering dynamics is very important in
the analysis. One main aspect of this thermal behavior includes the temperature variation that the
spacecraft will attain due to the coupling between the rotational speed, space solar heating, and heat
conducted through the spacecraft wall. Not only will the temperature level be of great importance,
but also the temperature variation from one point to another point on the spacecraft structure due to
the thermal sensitivity of all onboard equipment carried by space vehicle. This variation is associated
with the combined effect of conduction, radiation, and spacecraft/satellite spinning speed. During the
design stage of any space mission, all hazards should be considered and investigated in a detailed and
right manner to avoid any possible damage to the space vehicle and any failure that may happen to
the space mission [4,5].

Previous research studies tend to overlook the conductive phase of the heat transfer due to the
assumption of a thin-walled spacecraft as indicated by Charnes and Raynor [21] and Nicholes [27].
Roberts [28] derived approximate formulae for the temperature distribution in solid cylinders without
considering any spacecraft rotation. Jenness [29] treated the solid cylinder with a uniformly varying
surface temperature but also did not consider the effect of rotation. Torres et al. [30] developed
a mathematical model that considers spacecraft thermal designs while accounting for the harsh
environment on the design temperature of on-board satellite equipment, antenna and subsystems.
The authors developed a transient numerical model that is capable to simulate the thermal dynamic
behavior of integrating radiators via loop heat pipes and performed thermal control architecture.
The mismanagement in thermal control may lead to severe damage to all on-board electronics and
subsystems [30].

In this paper, we develop a computational model to obtain the temperature distribution over a
rotating spacecraft exposed to solar radiation under different operating conditions. The spacecraft is
treated as a thick-walled object of different geometries and it is assumed to be placed or traveling in
low Earth orbit environment. The objective is to provide guidance for the design of thermal control
systems for space vehicles. The remainder of the paper is organized as follows. In Section 2, we present
the mathemtaical model governing the heat transfer of a rotating spacecraft. Section 3 is concerned
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with the description of the numerical procedure based on meshless method. In Section 4, we present
and discuss the results of the numerical investigation. In Section 5, we summarize the main findings of
the study and conclude with some remarks for the design of spacecraft.

2. Heat Transfer Modeling of a Rotating Spacecraft Under Solar Radiation

The performance requirements of a spacecraft’s mission could be assessed at the earliest stages
of design through the development of mathematical models and deployment of computational tools.
Recent advances in computer hardware and software have enabled to reduce the computational burden
associated with the numerical integration of the high-fidelity equations governing the heat transfer of
the aforementioned systems [2,9,26]. Software tools can be deployed to assist the design process and
provide guidelines to enable enhanced operability of spacecraft.

As a first step towards developing a good understanding of the thermal behavior of a space
vehicle, being in exposure to different heat sources while traveling along the atmospheric layers,
we represent this system by an infinitely long and hollow cylindrical shape rotating at constant angular
speed ω. The space vehicle is expected to operate in low Earth orbit environment. The inner boundary
of the cylindrical vehicle is assumed fully-insulated and the outer surface is subjected to the solar
radiation and the radiative heat dissipation into the surroundings. The axis of the vehicle is placed
at an angle ψ to the direction of the parallel rays of the impinging radiation of intensity fs as shown
in Figure 1. The objective is to examine the temperature variations within the space vehicle under
different operating conditions, including the spinning speed and the altitude.

 

 

 

 

 
 

 
 

Spinning spacecraft 

Incident solar rays 

Side view Perspective 3d view 

 

Figure 1. Schematic showing the incident solar rays and rotating coordinate system of spacecraft: an
infinitely long and hollow cylindrical shape rotating at constant angular speed ω.

The governing equation of the temperature field is given by as follows:

1
κ

∂T
∂t

=
∂2T
∂r2 +

1
r

∂T
∂r

+
1
r2

∂2T
∂θ2 (1)

where κ is the thermal diffusivity, T is the temperature, r is the radius coordinate, t is the time, and θ is
the angular coordinate fixed in the space vehicle. Following [9], we introduce the angular coordinate as

φ = θ − ωt (2)

and rewrite the governing equation as
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+
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Accounting for the effect of the solar ray incidence and the radiative heat dissipation, the boundary
condition at the outer vehicle surface (r = ro) can be expressed as

K
∂T
∂r

(ro, φ) = α fs sin(ψ)gs − σεT4(ro, φ) (4)

where K is the thermal conductivity, α is the absorptivity of the surface exposed to radiation, fs is
the intensity of the solar radiation, ψ is the inclination the vehicle axis to the radiation axis, σ is the
Stefan-Boltzman constant, ε is the emissivity of the vehicle surface, and gs is given by

gs =
{cos(φ), − π

2 ≤φ≤ π
2

0, π
2 <φ< 3π

2

(5)

The inner vehicle surface (r = ri) is insulated and the corresponding boundary condition is
expressed as

K
∂T
∂r

(ri, φ) = 0 (6)

Expanding the nonlinear term of the outer boundary condition while assuming small temperature
variation with respect to a characteristic temperature To, introducing the following dimensionless
parameters [9]

T̂ =
T
To

− 3
4

, ξ =
r
r0

, β =

√
ω

κ
r0 (7)

we obtain the following dimensionless governing equations and boundary conditions
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α fs sin(ψ)

KTo
gs − 4roσε

K
T3

o T̂(1, φ) (9)

∂T̂
∂ξ

(ξi, φ) = 0, ξi =
ri
ro

(10)

We note that the characteristic temperature To is given by the following expression as derived
in [7]

To =
(α fs sin(ψ)

σεπ

) 1
4

(11)

The mathematical model presented above will be used to investigate the temperature distribution
over a thick-walled cylindrical space vehicle rotating at different angular speeds while exposed to
solar radiation.

3. Numerical Procedure: Meshless Method

3.1. Theoretical Background

Meshless methods (MMs) have been recently used to solve problems arising in physics and
engineering. The motivation behind meshless methods lies in relieving the burden of mesh generation.
All traditional mesh-based numerical methods have difficulties on obtaining a suitable mesh. In fact,
the problem of generating meshes has become more acute in recent years. Since the application of
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computational methods to real world problems appears to be paced by mesh generation, alleviating
this bottleneck potentially impacts an enormous field of problems.

Meshless methods are based on approximating the unknown field functions and their derivatives,
by using a set of nodes, “sprinkled” over the spatial domain and, functions with compact support.
Meshless schemes bypass the use of a conventional mesh. The major fields of computational mechanics,
such as finite element methods (FEM), finite difference methods (FDM), and finite volume methods
(FVM), rely on the use of elements, interlaced grids, or finite volumes as the underlying structures upon
which to discretize governing partial differential equations (PDE). On the other hand, meshless schemes
only require clouds of points, without any prior knowledge on their connectivity. On this set of nodes,
the spatial domain is represented and PDEs are discretized. Local clouds for each point in a domain are
proximity-based subsets of the global set of points. Local clouds of points replace the more traditional
forms of connectivity found in FEM, FDM, and FVM. Several formulations of the meshfree method
have been formulated such as smoothed particle hydrodynamics (SPH) [31], the diffuse approximation
method (DAM) [32], and the element free Galerkin method (EFG). The present study employs the
discretization corrected particle strength exchange (DC PSE) [33,34]. DC PSE was formulated as an
extension of the particle strength exchange (PSE) method [35]. The latter is used for the evaluation of
spatial derivatives of a continuous function, discretized over scattered collocation points. A drawback
from the construction procedure of the PSE operators is the introduction of an overlap condition [36],
which results in a large number of particles for small kernel sizes. For the DC PSE method, the overlap
condition can be relaxed by directly satisfying discrete moment conditions over collocation points.
The DC PSE operators ensure that the discretization error at the collocation points does not dominate
the overall order of accuracy of the approximation. Next, we introduce the DC PSE operators for
strong form formulations (excluding collocation point volumes) in 2D and how to construct them.
For higher dimensions and more general analysis and discussion the reader is directed to [36].

We consider the differential operator for a continuous field function f (x) = f (x, y) at point
xi = (xi, yi)

D(m,n) f (xi) =
∂m+n

∂xm∂yn f (x, y)|xi ,yi (12)

where m and n are integers that determine the order of the differential operator. We define the DC PSE
operator for the spatial derivative D(m, n) f (xi) as follows:

Q(m,n) f (xi) =
1

ε(xi)m+n ∑
xj∈N(xj)

(
f (xj ± f (xi))

) 1
ε(xi)2 η

(xi − xj

ε(xi)

)
(13)

where ε(x) is a local scaling parameter, η(x, ε(x)) is a kernel function normalized by the factor
1

ε(x)2 , and N(x) is the set of points in the collocation grid within the support of the kernel function.
The objective is to construct our DC PSE operators so that as the average spacing between neighbours
is decreases, h(xp) tends to zero, around the point xp and then the operator converges to the spatial
derivative D(m,n) f (xi) with an asymptotic rate r, as expressed below

Q(m,n) f (xi) = D(m,n) f (xi) + O
(

h(xi)
)

(14)

where the average neighbour spacing h is defined as

h(xi) =
1
N ∑

xi∈N(x)

|x − xi|+ |y − yi| (15)
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where N is the number of points in the support domain of xi. Additionally, we define a kernel function,
η(x) and a scaling relation ε(xp) which satisfy Equation (14). To achieve this, we begin by replacing
the terms f (xi) in Equation (13) with their Taylor series expansions around the point xi. This gives

Q(m,n) f (xi) =
( ∞

∑
j

∞

∑
k

ε(xi)
j+k−m−n(−1)j+k

j!k!
D(j,k) f (xi)Zj,k(xi)

)
± Z0,0(xi)ε(xi)

−m−n f (xi) (16)

where

Zj,k(xi) = ∑
xi∈N(xq)

(xi − xq)j(yi − yq)k(−1)j+k

ε(xi)2 η
(xi − xj

ε(xi)

)
(17)

are the discrete moments. The convergence behavior of Equation (16) is determined by the coefficients
of the terms ε(xi)

j+k−m−nD(j,k). We enforce the DC PSE operator to satisfy Equation (16) by setting
the coefficients m and n of the term D(m,n) equal to one, and all other coefficients equal to zero.
Finally, using the kernel function we obtain

Q(m,n) f (xi =
1

ε(xi)m+n ∑
j∈N(j)

(
f (xj)± f (xi)

)
p
(xi − xj

ε(xi)

)
αT(xi)e

−(xi−xj)
2−(yi−yj)

2

ε(xi) (18)

The row vector p(x) contains monomials and vector αT is the column vector of unknown
coefficients. For example, if we set r = 2 and approximate the first spatial derivative in the x
direction (D1,0), we have l = 6 and the monomial basis is p(x) = {1, x, y, x2, xy, y2}. The discrete
moment conditions can be expressed as

A(x)αT(x) = bT (19)

with

A(x) = BT(x)B(x) (20)

B(x) = E(x)V(x) (21)

b = (−1)m+nD(m,n)p(x)|x=0 (22)

where k is the number of points in the support domain of the operator, l is the number of moment
conditions to be satisfied and V(x) is the Vandermonde matrix, computed using the set of monomials.
The matrix E(x) is a diagonal matrix determined by the kernel’s window function

V(x) =

⎛⎜⎜⎜⎜⎝
p1(x1/ε) p2(x1/ε) · · · pm(x1/ε)

p1(x2/ε) p2(x2/ε) · · · p2(x2/ε)
...

...
. . .

...
p1(xk/ε) p2(xk/ε) · · · pm(xk/ε)

⎞⎟⎟⎟⎟⎠ (23)

E(x) = diag
(
{e−

|xi |2
2ε2 }k

i=1

)
(24)
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The matrix A, often referred to as moment matrix, gives information about the spatial distribution
of the nodes xi around the centre point x. On the other hand, b determines the approximation properties
of the kernels. From the mathematical point of view, the invertibility of matrix A depends entirely on
that of the Vandermode matrix V.

3.2. Generation of the Point Cloud

In the context of meshless methods, generating point clouds that represent the geometry and
computing spatial derivatives is a straightforward procedure. Nodes can be selected randomly or
uniformly (following a uniform (Cartesian) or irregular nodal distributions) at the interior domain and
on the boundary of the geometry without no prior knowledge on their connectivity. The former is easy
to construct while the second requires the use of robust triangular mesh generators.

In this study, we apply an embedded Cartesian grid method to represent the complex geometry
(the two cylinders). We start the procedure by setting the boundary nodes from which we will compute
the average spacing hc for the Cartesian grid (Figure 2b). The Cartesian grid step size hc, is defined as
the average of the inner and outer boundary nodes spacing, as given by have =

(hin+hout)
2 . From the

Cartesian grid, we use only the nodes located in the interior of the domain, while special care is
taken for the nodes located close to the boundary nodes. These nodes, often called as degenerated
nodes, are the grid nodes with distance less than 0.2hc, as shown in Figure 2c. The built-in MATLAB
function inpolygon has been used to define the Cartesian grid nodes that are located inside the spatial
domain. Degenerated nodes are removed and not included in the point cloud, since they give rise to
ill-conditioned Vandremode matrices.

(a) (b) (c)

Figure 2. Node distribution over the simulated domain: (a) boundary nodes, (b) full set of nodes,
(c) interior and boundary nodes.

3.3. Explicit Solver

The diffusion–convection problem simulating the temperature variations of the space vehicle is
described by Equations (1)–(10). To implement the meshless point collocation method, it is necessary
to represent the spatial domain with a set of nodes, distributed over the interior domain and on the
boundary. The spatial derivatives of the dependent variable (in our case temperature) are computed by
the DC PSE method. As described above, the DC PSE method computes the derivatives of temperature
field in a local sense, by using the neighboring nodes. Applying the Euler explicit time integration
method, one can rewrite the governing equations in the Cartesian form as follows:

T(n+1) − T(n)

δt
= −u

∂T(n)

∂x
− v

∂T(n)

∂y
+ κ

(∂2T(n)

∂x2 +
∂2T(n)

∂y2

)
(25)

156



Processes 2019, 7, 807

where T(n+1) and T(n) are the temperature values at the current and previous time steps, respectively,
and u = rω cos(φ) and v = rω sin(φ) are the velocity components. We note that the time step δt of the
explicit solver should be carefully selected to guarantee stable and accurate numerical solutions.

In the present application, Neumann boundary conditions are imposed in the inner and outer
surfaces of the cylinder, as given by

−K
∂T
∂r

|r=ri = −K(∇T · n) = −K
(∂T

∂x
nx +

∂T
∂y

ny
)
= 0 (26)

−K
∂T
∂r

|r=ro = −K(∇T · n) = −K
(∂T

∂x
nx +

∂T
∂y

ny
)
= −α fs sin(ψ)gs + σεT4 (27)

where n = (nx, ny) is the unit normal vector pointing outward. We compute the values on the
boundary nodes with Neumann boundary conditions based on values of interior nodes that belong to
the support domain, as shown in Figure 3.

Figure 3. A boundary stencil for enforcing no flux boundary conditions. The stencil is based at the one
center located on the boundary. Base center marked with a square (green) and supporting centers with
a circle (red).

The temperature on the inner and outer surfaces of the cylinder are computed using the Neumann
boundary conditions as follows. First, we compute the weights, wx and wy, for the first spatial
derivative with respect to x− and y−, respectively, based on the support nodes. The support nodes
(stencil) include one boundary point (center number i) such as the stencil shown in Figure 3 and the
nodes located in the interior of the geometry. The boundary values of the temperature are computed as

Tinner
i =

1
(nx

i wx
i + ny

i wy
i )

(
− nx

i (w
x
2 T2 + · · ·+ wx

nTn)− ny
i (w

y
2T2 + · · ·+ wy

nTn)
)

(28)

Touter
i =

1

(nx
i wx

i + ny
i wy

i +
4roσεT3

o
K + h)

(
− nx

i (w
x
2 T2 + · · ·+ wx

nTn)− ny
i (w

y
2T2 + · · ·+ wy

nTn)

+
roα fs sin(ψ)gs

KTo

)
(29)

The computational model described above is implemented on Matlab. We discretize the spatial
domain using successively finer uniform Cartesian embedded grids with spacing of h = 2.5 ×
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10−3, 1.25 × 10−3 and 6.25 × 10−4 m to ensure a grid independent solution, resulting in 34,580, 136,972
and 545,416 nodes, respectively. The results on the two finest grids are almost indistinguishable,
indicating grid independence. Therefore, in our simulations we use the grid with a spacing of
h = 1.25 × 10−3 m. The time step used in the simulations is set to dt = 10−3 s for all angular velocity
values considered while the initial values for all flow variables at the interior points were set to zero.
Computations were conducted using an Intel i7 quad core processor with 16 GB RAM.

4. Results and Discussion

The developed model, given by Equations (8)–(10), is obtained by energy conservation between
the heat conduction among the space vehicle, the heating from the solar radiation, the radiative heat
dissipation into the surroundings while accounting for the dynamics of the space vehicle (rotational
motion). This model is solved numerically using the meshless collocation point method (MCP) to
evaluate the temperature distribution under different operating conditions. The simulation results are
expected to provide baseline and guidance for the design of thermal control systems for space vehicles.

To verify the numerical predictions of the meshless collocation point method, we consider the
simulated case of rotating cylinder exposed to solar radiation reported in [9]. The numerical values of
the geometry and thermal parameters are presented in Table 1. The vehicle is assumed to be a black
body made of natural rubber with a low conductivity. We simulate the thermal response of the space
vehicle while varying the spinning speed ω from 0 to 1000 rad/h. The current simulation results are
compared against those obtained from the finite difference method (FDM) by Gadalla and Wehba [9].
We plot in Figure 4 the variations of the steady-state temperature at the outer surface for different
spinning speeds as obtained from the two numerical approaches: MCP (current study) and FDM (as
used in [9]). The two sets of data show good agreement. This demonstrates the capability of MCP
method to perform thermal analysis of moving space vehicles subjected to heat sources and dissipation.
For a fixed space vehicle (ω = 0 rad/h), we observe a symmetric distribution of the temperature about
the location of the radiant heat source. Once the rotational motion is initiated, this symmetry is broken.
As the spinning speed increases, the maximum and minimum temperatures shift to lower and higher
values, respectively. Clearly, the rotational motion of the space vehicle at higher angular speeds enables
further reduction in the temperature gradients. At ω = 1000 rad/h, the temperature distribution at the
outer surface is found almost insensitive to the circumferential position φ.

Figure 5 depicts the variations of the temperature with the angular position φ at the internal
circumferential surface located at ξ = 0.8. The current simulation results compare well with those
obtained using FDM [9]. The simulations show that the rotational motion tends to reduce more the
temperature gradients in the internal circumferential surfaces in comparison to those achieved at
the outer surface, directly exposed to the solar radiation. At ω = 2 rad/h, a slight variation in the
temperature distribution is observed.

Table 1. Numerical values of the parameters used for the rotating spacecraft [9].

Parameter Symbol Numerical Value

Outer radius ro 0.3048 m
Inner radius ri 0.1524 m
Inclination of the vehicle ψ π

2
Intensity of the sloar radiation fs 1.4 kW/m2

Thermal conductivity K 0.173 W/m K
Absorptivity α 1
Emissivity ε 1
Characteristic temperature To 297.46 K
Non-dimensional radius ξ 0.8 and 1
Spinning speed ω 0–1000 rad/h
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Figure 4. Temperature variations of outer vehicle surface for varying spinning speeds: comparison
between current simulations and FDM results [9].

Figure 5. Temperature variations of the internal vehicle surface ( r
ro

= 0.8) for varying spinning speeds:
comparison between current simulations and FDM results.

Figure 6 shows the maximum and minimum temperatures at the outer surface (ξ = 1) for different
values of the spinning speed ω. Rotating the space vehicle at higher speeds results in shrinking the
bandwidth between the temperature extrema. At very high rotational speeds (ω ≥ 1000 rad/h),
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the maximum and minimum temperatures converge to the reference temperature To, given by
Equation (11).

Figure 6. Variations of the temperature extrema (maximum and minimum) at the outer surface with
the spinning speed: current simulations.

To gain an insight into the impact of the rotational motion on the temperature distribution over
the full space vehicle, we plot in Figure 7 the temperature contours for varying spinning speeds.
Again, a symmetric temperature field is obtained for a fixed space vehicle. The rotational motion
breaks the symmetry and induces reduction in the temperature range. For ω higher than 10 rad/h,
the temperature is observed to be varying only within a thin layer near the outer surface, otherwise
constant over the internal domain. We note that these results are consistent with those obtained in [9].
The simulation results reveal the importance of incorporating the rotational motion of the spacecraft
to achieve lower temperature with a uniform distribution over the entire structure. This would
enable a safer operability of the spacecraft. The Earth’s atmosphere comprises four main layers.
Moving upward from ground level, these layers are named the troposphere, stratosphere, mesosphere,
and thermosphere, each with its own specific traits. The exposure to different heat and pressure loads
within these layers present a major cause of anomalies in many space missions. The present numerical
analysis shows that the design of spacecraft can be then significantly enhanced in terms of thermal
resistance to the exposure to heat sources by incorporating the rotational motion.

We discretize the spatial domain shown in Figure 8 using successively finer uniform Cartesian
embedded grids with a spacing of h = 1.875 × 10−3, 1.25 × 10−3 and 9.3755 × 10−4 m to verify
the convergence behavior of the numerical solution and obtain a grid independent temperature
solutions. We note the aforementioned spacings lead to 114,490, 256,875 and 456,057 nodes, respectively.
The results on the two finest grids are almost indistinguishable, indicating grid independence. As such,
in the subsequent simulations, we use a grid with spacing of h = 1.25 × 10−3 m. The time step is set
to dt = 10−6 s, while the initial values for all flow variables at the interior points were set to zero.
Computations were conducted using an Intel i7 quad core processor with 16 GB RAM.
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(a) (b)

(c) (d)

(e) (f)

Figure 7. Temperature contours obtained for different spinning speeds: current simulations. (a) ω = 0
rad/h, (b) ω = 0.02 rad/h, (c) ω = 0.1 rad/h, (d) ω = 1 rad/h, (e) ω = 10 rad/h, (f) ω = 1000 rad/h.

x

y
Outer surface

Inner surface

Figure 8. Schematic of the cross section of the rotating space vehicle.

161



Processes 2019, 7, 807

We show in Figure 9 the contour plots of the temperature over the thick-walled vehicle for
varying angular speeds. Keeping the vehicle at static position leads to a large temperature gradients.
Activating the rotational motion results in a significant reduction in temperature variations and enables
more uniform temperature distribution on the body of the space vehicle.

(a) (b)

(c) (d)

Figure 9. Temperature contours obtained for different spinning speeds: current simulations.
(a) ω = 0 rad/h, (b) ω = 0.1 rad/h, (c) ω = 1 rad/h, (d) ω = 10 rad/h.

5. Conclusions

In this work, we developed a computational model based on the meshless collocation point
method to simulate the temperature distribution over a rotating spacecraft under solar radiation
effect. The spacecraft is treated as a thick-walled object of different geometries. The numerical results
compared well with those reported in the literature. The simulations revealed that spacecraft may
undergo large temperature gradients when traveling over the Earth’s atmospheric layers or in low
Earth orbit. We showed the usefulness of spinning the spacecraft to avoid large temperature variations
that may degrade its performance. Rotating the spacecraft at an angular speed of or higher than
10 rad/h enables a quasi-uniform temperature distribution over its internal domain. The numerical
study is expected to provide a baseline for thermal control of space vehicles.
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Abstract: Renewed interest in freeze desalination has emerged due to its advantages over other
desalination technologies. A major advantage of the freeze desalination process over evaporative
methods is its lower energy consumption (latent heat of freezing is 333.5 kJ/kg and latent heat of
evaporation is 2256.7 kJ/kg). Cryogenic fluids like LN2/LAir are emerging as an effective energy storage
medium to maximise utilisation of intermittent renewable energy sources. The recovery of this stored
cold energy has the potential to be used for freeze desalination. Computational Fluid Dynamics (CFD)
modelling was developed to simulate the evaporation of liquid nitrogen to simultaneously conduct
freeze desalination to investigate the feasibility of using cryogenic energy for freeze desalination.
This integrated CFD model was validated using experimental heat exchanger test facility constructed,
to evaporate liquid nitrogen to supply the cooling required for freezing. Parametric study on the
LN2 flow rate to observe the volume of ice obtained was also examined using CFD, where increasing
the velocity of LN2 by 6 times, increased the volume of ice obtained by 4.3 times. A number of
freezing stages were required in order to reduce the ice salinity from 1.5% down to 0.1% as regarded
by the World Health Organisation (WHO) as safe to drink. In the cryogenic desalination test rig,
approximately 1.35 L of liquid nitrogen was required to reduce the ice salinity from 1.5% to less than
0.1%. Furthermore, the above results illustrate the potential of using the cold energy of cryogenic
fluids such as Liquified Natural Gas (LNG) and LN2/LAir for freeze desalination applications as most
cold energy during LNG regasification has been unexploited today.

Keywords: cryogenic energy; liquid nitrogen; CFD; freeze; desalination

1. Introduction

Sustainable resources of water and energy are essential for social, economic and human wellbeing
in the modern world [1]. The basic substance for life is water, and it is progressively becoming a scarce
resource with half of the population of about 88 developing countries affected by water shortages [2]. In
these developing countries, 80% to 90% of all diseases are caused by poor water quality and 30% deaths
are also due to poor water quality [2]. The people affected by harsh water shortages are projected to
rise in the next 25 years due to the growth in population and the demands of industrialization [3]. At
present, the rate of increase of water consumption is twice the rate of population growth, where it
doubles every 20 years [4]. There is a vast amount of water available on Earth, about 1.4 × 109 km3 [4].
However, less than 3% of this amount is fresh water, about 3.5 × 107 km3. A major part of this
(about 2.4 × 107 km3) is not accessible due to it being located in ice caps and glaciers. Approximately,
1.1 × 107 km3 of the Earth’s water is retained as groundwater, plants, atmosphere and surface water
in rivers, lakes, etc. [5]. The greatest part of this water has slowly accrued over time, and it is not
considered to be renewable [2]. Freshwater production by the removal of dissolved minerals from
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seawater is known as desalination, and it appears to be an answer to the water shortage issue [6,7].
Cost-effective and possibly climate independent water resources can be produced by desalination
technologies for agricultural uses [8]. In order to address the water shortage issue, seawater is the
leading feed water in the world for installed desalination techniques, thus making it the most applied
solution [8].

Freeze desalination (FD) is an evolving desalination technology due to its low energy usage. In
comparison to other desalination techniques, FD has several advantages [9–14]. In freeze desalination,
the salts are rejected during ice formation and ice formed is of pure water where the crystal lattice
does not allow the inclusion of any salts due to the nature of the ice crystal structure [9,10]. The
process of freezing an aqueous salt solution results in ice crystals that are of pure water in the solid
phase; this process is the physical principle of freeze desalination [15]. The Low energy usage is
achieved in the FD process due to the latent heat of fusion being about 335 kJ/kg while the latent heat
of vaporization is about 2256.7 kJ/kg [11,12]. Another key advantage of the freeze desalination process
is its low operating cost of 0.34 $/m3 compared to 0.75 $/m3 for the commonly used Reverse Osmosis
(RO) desalination technology. A key advantage of the freeze desalination technology is the ability to
utilize the cold energy from the regasification of liquefied natural gas (LNG). This high-quality cold
energy source can be used to freeze saltwater in the freeze desalination process, but most cold energy
during LNG regasification has been unexploited until today. Approximately 830 kJ/kg of cold energy
is released during LNG regasification and this cryogenic exergy can be used for the freeze desalination
process [16]. Due to the on-going energy supply-demand disparity, augmenting these technologies can
aid in providing solutions for this and in improving the economics of the renewable energy powered
desalination systems, as desalination capacity is escalating worldwide [17].

Research has been carried out experimentally and numerically on ice formation on subcooled
surfaces for the rate of ice growth and conditions for control [18], temperature distribution [19], heat
transfer coefficient [20], unsteady heat transfer [21], and ice growth kinetics for a continuous freezing
process [22,23]. Nonetheless, this research did not include the progression of salt separation and the
increase of brine salinity in the remaining solution. Abid et al. [24] studied the separation of binary
mixture freezing for saltwater desalination, but the effect of saline water ice growth dynamics was not
investigated widely. During the FD process, the separation of salt from ice and the rise of brine salinity
in the remaining solution were not studied by other researchers.

Energy storage is a vital part of energy production, using renewable energy sources [25]. Cryogenic
energy offers better exploitation of renewable energy, due to the fact that liquid nitrogen and liquid air
are known to be important energy carriers in the recent past. This is mainly due to the high energy
density and the availability of cryogenic energy. Cryogenic energy storage uses surplus electricity
to cool air to liquefy it, and then, it is stored in tanks. Liquid air can be stored in a compact manner
in small tanks because of the energy density and pressure. In low pressure insulated tanks, these
cryogenic fluids can be stored for months with losses as small as 0.005% volume per day [26]. When
needed, the liquid air is pressurized and transformed into gaseous state (evaporated), usually using
waste heat from another process (higher temperature source). This gas is then expanded to run a
turbine to generate electricity [26,27].

The novelty of this research is the study of evaporation of liquid nitrogen for freeze desalination.
Many researchers have looked into the use of cryogenics as a source of energy for many applications
such as cooling for domestic and industrial processes and driving turbines and engines for power
generation, etc. [28–32]. Cryogenic energy has also been utilised in freeze desalination by few
researchers [14,16,33]. However, numerical modelling of cryogenic energy for freeze desalination
has not yet been studied, and the use of the evaporation of liquid nitrogen for indirect contact freeze
desalination has not yet been investigated. Therefore, this paper focuses on the evaporation of liquid
nitrogen for indirect contact freeze desalination. Computational fluid dynamics (CFD) analysis of this
process was carried out, and an experimental test rig was built to further understand this process and
to validate the CFD model.
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2. CFD Modelling Theory

Literature on CFD modelling of the evaporation of liquid nitrogen process and the freeze
desalination process is very limited. Therefore, CFD modelling of the evaporation of liquid nitrogen
as a source of cooling for the freeze desalination process was established. In this paper, 3D CFD
simulations were developed to simulate the evaporation of liquid nitrogen to simultaneously conduct
freeze desalination. The modelling theories of the evaporation of liquid nitrogen process and of the
freeze desalination process are discussed in this paper.

2.1. Evaporation of Liquid Nitrogen Theory

Liquid nitrogen turns from liquid to nitrogen gas in the evaporation process of LN2. Therefore, for
modelling the evaporation process where the fluid changes phase (liquid to gas), the multiphase model
in ANSYS Fluent (19.1, ANSYS, Canonsburg, Pennsylvania, United States, 2018) is used. Additionally,
the energy and the turbulent models were used to determine temperature variation during the turbulent
flow of the fluid. In the ANSYS multiphase module, three different Euler–Euler multiphase models are
offered: the Eulerian model, the mixture model and the volume of fluid (VOF) model [34]. All of these
Euler–Euler multiphase models can be used to model the evaporation of liquid nitrogen. However,
only the volume of fluid (VOF) can be used in conjunction with the solidification/melting model that is
used to model the freeze desalination process. Therefore, when simulating the evaporation of liquid
nitrogen simultaneously with the freeze desalination modelling, only the VOF option in the multiphase
model can be used.

By solving a single set of momentum equations and tracking the volume fraction of each of the
fluids in the field, the VOF model is able to model two or more immiscible fluids [34]. Key processes
that the VOF model is able to model are steady/transient tracking of any liquid–gas interface, motion
of bubbles in a liquid, prediction of jet breakup, etc. [34].

In the VOF model, the tracking of the interfaces between the phases is achieved by using the
continuity equation for the volume fraction of one or more of the phases. Hence, Equation (1) represents
this for the qth phase [34].

1
ρq

[
d
dt
(αqρq) + ∇.(αqρq

→
v q) = Sαq +

n∑
p=1

(
.

mpq − .
mqp)] (1)

where the mass transfer from phase p to phase q is denoted as
.
mpq, and the mass transfer from phase q

to phase p is denoted as
.
mqp . Sαq is a source term which is zero by default, but a user-defined mass

source for each phase can be specified.
For the primary phase, the volume fraction equation is not solved; based on the following

constraint, the primary-phase volume fraction is calculated as
n∑

q=1
αq = 1. Through implicit or explicit

time discretization, the volume fraction equation is solved [34].
In the VOF model, a single momentum equation is solved, and the subsequent velocity field is

shared amid the phases. The momentum equation is dependent on the volume fractions of all phases
via the properties μ and ρ, as shown in Equation (2) [34].

d
dt
(ρ
→
v ) + ∇.(ρ

→
v
→
v ) = −∇p + ∇.[μ(∇→v + ∇→v T

)] + ρ
→
g +

→
F (2)

In the VOF model, the energy Equation (3), is shared among the phases [34].

d
dt
(ρE) + ∇.(

→
v (ρE + p)) = ∇.(ke f f∇T) + Sh (3)
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Energy E (Equation (4)) and temperature T are treated as mass-averaged variables in the
VOF model.

E =

∑n
q=1 αqρqEq∑n

q=1 αqρq
(4)

where the specific heat of that phase and the shared temperature are what Eq for each phase is based
on [34]. The effective thermal conductivity ke f f and ρ are shared by the phases. Influences from
radiation and any other volumetric heat sources are what the source term Sh comprises [34].

2.2. Freeze Desalination Process Theory

In order to simulate the freeze desalination process, energy (heat transfer), species transport and
solidification/melting modules were used. Solidification/melting and species transport modules were
utilised in order to separate the pure water (as ice) from the rejected brine solution [17]. Equations (5) to
(17) describe the freeze desalination process on ANSYS Fluent and it is detailed by Jayakody et al. [7,17].

The material’s enthalpy is calculated from Equation (5).

H = h + ΔH (5)

h is the sensible enthalpy calculated by Equation (6).

h = hre f +

∫ T

Tre f

CpdT (6)

The energy equation for solidification problems with the inclusion of species transport is shown
in Equation (7) [17].

d
dt
(ρH) + ∇·(ρ→v H) = ∇·(k∇T) +

(1− β)2

(β2 + ε)
Amush

→
v (7)

The liquid fraction, β is found by Equation (8) [7].

β =
T − Tsolidus

Tliquidus − Tsolidus
, when Tsolidus < T < Tliquidus (8)

β = 0, when T < Tsolidus

β = 1, when T > Tliquidus

The latent heat content is determined in terms of the latent heat of the material and the liquid
volume fraction β as shown in Equation (9). With values of β ranging from 0 to 1, this latent heat
content can differ from 0 (solid) to L (liquid).

ΔH = βL (9)

The apparent melting temperature is Tmelt , where phase change occurs for solidification of a pure
substance. A mushy freeze/melt region happens at a higher liquidus (Tliquidus) temperature and a lower
solidus temperature (Tsolidus) for a multicomponent mixture as shown in Equations (10) and (11) [35].

Tsolidus = Tmelt +
∑

solutes

miYi/Ki (10)

Tliquidus = Tmelt +
∑

solutes

miYi (11)
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For species separation, the ‘scheil’ rule has been sourced at the micro-scale as it assumes no
diffusion of solute species in the solid, and the species transport Equation (12) is determined as [7,36].

d
dt (ρYi,liq) + ∇·(ρ[β →vliqYi,liq + (1− β)Yi,sol]) = ∇·(ρβDi,m,liq∇Yi,liq)−

KiYi,liq
d
dt (ρ(1− β)) + d

dt (ρ(1− β)Yi,liq)
(12)

Equation (12) displays the mass fractions of liquid Yi,liq and solid Yi,sol, which are related by Ki,
the partition coefficient [7].

Yi,sol = KiYi,liq (13)

For the Scheil rule, T∗, the temperature at the interface is shown in Equation (14) [7].

T∗ = Tmelt +

Ns−1∑
i=0

miYiβ
Ki−1 (14)

Thermal buoyancy occurs due to the variations in density with temperature and is determined by
natural convection flows. Solutal buoyancy happens when density varies with species composition,
and Equation (15) is used to calculate the solutal buoyancy body forces [17].

→
Fs = ρre f

→
g

Ns∑
i=0

βs,i(Yl,i −Yre f ,i) (15)

ANSYS Fluent uses a conservation equation of mass and momentum to solve for chemical species
and the local mass fraction of each species and it is conducted by solving a convection-diffusion
Equation (16) [17].

d
dt
(ρYi) + ∇·(ρ→v Yi) = −∇·

→
Ji (16)

The momentum Equation (17) is solved between the phases and the subsequent velocity is
shared [17].

d
dt
(ρ
→
v ) + ∇·(ρ→v→v ) = −∇p + μ∇2→v + ρ

→
g (17)

3. CFD Methodology

Computational fluid dynamics (CFD) was used to model the evaporation of liquid nitrogen to
simultaneously conduct freeze desalination of saline water using the software ANSYS Fluent version
19.1 (ANSYS, Canonsburg, Pennsylvania, United States, 2018) [37].

3.1. The Geometry

The geometry has then been modelled using ANSYS geometry modeller of the CFD software, to
the exact dimensions of the experimental test rig, which was designed based on results obtained for
the cryogenic chill down process studied by Hartwig et al. [38].

Figure 1 shows the 3D geometry modelled using ANSYS geometry modeller consisting of two
concentric tubes where the inner one is made of copper with an 8 mm diameter and it is surrounded
by a Pyrex glass tube with a 28 mm diameter. The thickness of the copper tube and the glass tube were
0.5 and 3 mm, respectively, with a total length of 1000 mm. Liquid nitrogen flows through the inner
tube, while the seawater stays stationary in the glass tube surrounding the copper tube. Only half of
the geometry has been modelled due to the symmetrical nature of the pipes as shown in Figure 2, in
order to reduce the computational time.
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Figure 1. The geometry of the heat exchanger.

Figure 2. Heat exchanger domains and flow directions—cross-sectional view.

3.2. The Mesh

‘ANSYS Meshing’ (19.1, ANSYS, Canonsburg, Pennsylvania, United States, 2018) was used to
create the 3D mesh of the geometry where a tetrahedral mesh has been created with edge sizing in
order to optimise the mesh. Mesh independency study was conducted by using finer and coarser
meshes with different edge sizing in order to select a suitable mesh as shown in Table 1. The predicted
salinity of ice was compared with the measured salinity of ice (0.9%), and the percentage errors are
shown in Table 1. The quality of all the three meshes was good; however, increasing the density of the
mesh requires longer computational time but produces more accurate results [7]. Further increase in
the mesh density did not improve the results a great deal, thus a medium mesh has been chosen.
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Table 1. Mesh types used.

Mesh Types Description

 

• Coarse mesh without edge sizing.
• Nodes: 16750
• Elements: 10461
• Salinity of ice (%): 0.65
• Percentage error (%): 27.8%
• Total Running Time: 2 Days

 

•Medium mesh with edge sizing.
• Nodes: 101081
• Elements: 64517
• Salinity of ice (%): 0.73
• Percentage error (%):18.9%
• Total Running Time: 6 Days

 

• Fine mesh with edge sizing.
• Nodes: 194542
• Elements: 123550
• Salinity of ice (%): 0.75
• Percentage error (%):16.7%
• Total Running Time: 10 Days

3.3. Set-Up

‘ANSYS Fluent-Setup’ (19.1, ANSYS, Canonsburg, Pennsylvania, United States, 2018) was used
to define the solvers, materials, modules, boundary conditions, solution methods and discretization
settings for the imported mesh. A transient solving process was selected due to time variation of the
wall temperature during the cryogenic chill down process. A pressure-based solver was used with
absolute velocity formulation enabled.

The boundary conditions are set to match the experimental test rig, and Figure 2 displays the
labelled cross-sectional view of the CFD model. The system is divided into two sections where, the
evaporation of liquid nitrogen domain is inside the copper tube while the surrounding glass tube
contains the saltwater mixture domain to be frozen. Initially, the system is at ambient of 293.15 K. Then,
liquid nitrogen enters the tube at a temperature of 77.364 K, evaporates inside the tube and leaves as
nitrogen gas. The inlet is set as velocity inlet where the velocity of liquid nitrogen entering the system
was 0.0006 m/s, and the outlet was set as a pressure outlet at atmospheric pressure. The surrounding
salt solution is of 15 g/L concentration (1.5%) with an initial temperature of 293.15 K. This salt solution
is present inside the surrounding Pyrex glass tube where the copper tube makes contact with the salt
solution to indirectly freeze and desalinate the solution.

In order to obtain the most accurate results in less computational time, a suitable time step must
be selected by conducting time step size independency tests. Therefore, it is understood that increasing
the time step size, decreased the computational time; however, decreasing the time step size improved
the results’ accuracy and avoided many errors in the ANSYS Fluent software. After conducting time
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step size independency tests by trial and error, a time step of 0.0001 s was used with 20 iterations per
time step; thus, 5.4 × 106 s of time steps were required to run the simulation for 9 min real time. This
was the optimum time step size that could be used, where increasing this time step size produced less
accurate results, and decreasing this time step resulted in longer computational time. Increasing this
time step also produced many errors such as ‘floating point exception’ to appear in the ‘ANSYS Fluent
Solution’, resulting in the system crashing. With this time step size, it took about 6 days to complete
one run with the mesh nodes and elements stated above in Table 1.

4. CFD Results

Figures 3–7 display the contours obtained after 9 min of real time. The temperature distribution
of the liquid nitrogen in the copper tube in Figure 3 shows that LN2 travels from left to right, where
only the beginning of the tube is at very low temperatures due to the very low velocity of LN2. The
temperature distribution of the salt water surrounding the copper tube is shown in Figure 4.

 

Figure 3. Temperature distribution of the LN2 copper tube.

 

Figure 4. Temperature distribution of the salt water surrounding the copper tube.
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Figure 5. Liquid phase fraction contours.

 

Figure 6. Salt water mass fraction contours.

Figure 5 displays the liquid phase fraction contours, where the formation of ice is shown. The blue
region indicates the ice formed; the brine remaining is indicated by the red region, and the intermediate
colours denote the liquid/solid mushy zone. Moreover, these contours go from 0 to 1 where 1 means it
is pure liquid, 0 means it is pure solid, and the intermediate numbers represent the mushy regions.
Liquid phase fraction contours in Figure 5 show that ice was formed only at the beginning of the tube
due to the low velocity of LN2. The volume of ice formed was calculated by taking the blue region in
Figure 5 and generating the volume in the software which is 46.71 mL.
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Figure 7. Pure water mass fraction contours.

Figures 6 and 7 show the salt water mass fraction and pure water mass fraction contours
respectively. The salt water mass fraction is minimal in the regions where the ice is formed as shown in
Figure 6, and the pure water mass fraction is very high in these regions as shown in Figure 7. The ice
region generated from Figure 5 was used to calculate the salinity of ice, where the average salinity
of the ice volume was calculated by the software. The volume remaining is the brine solution and
its average salinity is calculated by the software. Hence, the salinity of ice formed was 0.73%; the
salinity of the remaining brine was 1.70%, and it is calculated by taking the volume average over the
whole domain.

5. Experimental Test Facility

This test rig was constructed to develop a system where the evaporation of liquid nitrogen would
simultaneously desalinate seawater. The primary objective of this test rig was to understand the
evaporation process of liquid nitrogen to be used for desalinating seawater. The heat transfer process
was also examined where a method for enhancement of heat transfer was implemented in order to
capitalize on the cold energy stored in liquid nitrogen.

The experimental test facility’s schematic diagram is shown in Figure 8. This test rig is divided
into two circuits, the evaporation of liquid nitrogen circuit and the freeze desalination one, which are
connected by a heat exchanger. The concentric tube heat exchanger consists of a copper tube for the
evaporation of LN2, which is surrounded by a glass tube that contains stationary seawater. A glass
tube was chosen to store seawater in order to observe the formation of ice, and a copper tube was used
for the LN2 evaporation process to ensure effective heat transfer between the evaporating nitrogen and
the saline water.

In the first circuit, the liquid nitrogen was poured into an insulated LN2 tank, and it was circulated
through an 8 mm diameter copper tube and into the atmosphere at moderately higher temperature.
The LN2 flow rate was measured, and cryogenic thermocouples were placed at the inlet and outlet of
the heat exchanger and as well as at different locations at the surface of the copper tube to measure the
temperatures as shown in Figure 9. The pressure difference between the inlet and outlet was measured
using a manometer. Insulation sheets and aluminium foil has been used to insulate the LN2 tank and
the joining copper tubes.
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Figure 8. Schematic diagram of the experimental test facility.

Figure 9. Schematic diagram showing the test rig with the thermocouple points.

In the second circuit, seawater of known salinity is poured into the glass tube which is surrounding
the copper tube. This stationary seawater is cooled down by the evaporation of LN2. The temperature
was measured at different locations at the surface of the copper tube using thermocouples. The
temperature sensors were all connected to two data loggers that are connected to a computer to
record the data. The complete test rig is shown photographically in Figure 10 with all its main
components labelled.
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Figure 10. The developed test rig.

The overall length of this heat exchanger is 1000 mm. The copper tube has an inner diameter of
8 mm with a 0.5 mm wall thickness, and the glass tube has an inner 28 mm diameter with a 3 mm
wall thickness. The outer tube was made from glass that can handle cryogenic temperatures, and this
allows the ice formation to be seen clearly as shown in Figure 10.

This test rig was built to study the evaporation of liquid nitrogen process for freeze desalination.
In the first set of tests, the copper tube was kept as it was, and the flow rates were changed. In the
second set of tests, a copper mesh was inserted into the copper tube in order to increase the transfer of
heat and to improve the freezing rate. The inserted copper mesh had a wire diameter of 0.5 mm and is
shown in Figure 11.

 

Figure 11. Copper Mesh.

The liquid nitrogen cryogenic tank is made of copper which has a total volume of 0.51 L. The
54 mm diameter tank with a 207 mm length is connected to a reducer from 54 to 15 mm by a copper
push fitting. This is then welded to another reducer to decrease the diameter to 8 mm. In order to
minimize heat transfer from the surrounding to the LN2 in the tank, 21 insulation sheets were wrapped
around it. Moreover, aluminium foil was used between the insulation layers to reduce radiation heat
transfer. A total of 21 layers of insulation sheets were selected as the temperature of the last insulation
sheet was measured, and it was close to ambient temperature. These insulation sheets have a thermal
conductivity of 0.035 W/m.K and of 3 mm thickness. Therefore, the total diameter with the insulation
sheets converts to 230 mm. Figure 12 shows the entire tank with its components.
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Figure 12. LN2 tank with its components.

The liquid nitrogen flow rate is controlled using an adjustable rod that is placed inside the tank as
shown in Figure 12. The 430 mm rod works similar to a valve, where it is rotated to open and close at
the rod head. The adjustable rod has several holes seen in Figure 12, and when it is inserted into the
tank and placed at the tank head, it is used to prevent any build-up of pressure due to the evaporation
of liquid nitrogen in the tank.

Thermocouples, salinity meter and a manometer were used in this experiment to measure
temperatures, salinity and pressure difference respectively. In total, 12 calibrated thermocouples were
used to measure the temperature at different locations in the test rig. Out of the 12, two of them were
used to measure the temperature at the inlet and outlet of the liquid nitrogen copper tube. These two
were thermocouple probes of type-K, which were used to measure the inlet temperature of LN2 and
the outlet temperature of N2. The rest of the 10 thermocouples were cement-on surface thermocouples
of type-K and were fitted at the outer surface of the copper tube to measure the temperature of the
surface. These 10 thermocouples were equidistant from each other as shown in Figure 13, where T1 is
closest to the LN2 inlet and T10 is closest to the N2 outlet.

 
Figure 13. Thermocouple distribution.

The pressure difference between inlet and outlet of the evaporation of liquid nitrogen was
measured using an inclined differential manometer. In order to measure the salinity of the saline water,
an Omega handheld salinity meter [39] was used. This has a range of 0.1% to 10% salinity and can
operate at temperatures from −5 to 60 ◦C [39]. The salinity meter was used to measure the salinity
of ice and brine after the freeze desalination process and also to measure the salinity when making
saltwater solutions before the experiment.
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6. Experimental Results

6.1. Effect of Test Conditions on Temperature and Energy

Two tests were conducted, where the first test was conducted by evaporating LN2 in a smooth
copper tube. In the second test, a copper mesh has been inserted in order to increase the heat transfer.
The two tests were analysed in terms of the inlet and outlet temperatures of liquid nitrogen; the
temperature of ice forming at the surface of the copper tubes and the volume and salinity for the ice
and brine. In both tests, the initial saltwater salinity was 1.5%, and three stages were conducted in
order to desalinate the salt water to below 0.1%, which is regarded as safe to drink by the WHO (World
Health Organisation) [40]. The test matrix for the two tests carried out are shown in Table 2.

Table 2. Test matrix for experimental results.

Test Parameters Test 1—without Mesh Test 2—with Mesh

LN2 mass flow rate (kg/s) 0.000869 0.00055
Inlet LN2 temperature (K) 77.15 79.15
Outlet LN2 temperature (K) 199.15 276.5
Initial saltwater temperature (K) 291.15 291.15
Final ice temperature (K) 269.74 261.15
Final brine temperature (K) 283.8 278.47
Average surface temperature of copper tube (K) 275.14 273.55
Pressure difference (Pa) 255 950.16
Initial saltwater salinity (%) 1.5 1.5
First stage ice salinity (%) 0.9 0.9
Second stage ice salinity (%) 0.4 0.4
Third stage ice salinity (%) 0.1 0.1
Total energy lost by water (kJ) 31.81 102.65
Total energy in LN2 (kJ) 149.41 149.41
Percentage of energy lost by water from LN2 to
form ice (%) 21.42 69.61

Heat exchanger effectiveness (%) 21 85

In the first test, liquid nitrogen passed through the copper tube and evaporated at a flow rate
of 8.69 × 10−4 kg/s, simultaneously freezing the saline water surrounding the copper tube. Figure 14
shows the temperature distribution of liquid nitrogen at inlet and outlet and the initial and final water
temperatures. The inlet temperature of LN2 was 77.15 K, and the outlet temperature was 199.15 K
indicating that energy has been lost by water for ice formation, and a considerable amount of energy
has been lost to the surroundings. The initial temperature of salt water was 291.15 K, and the average
temperatures for ice formed and brine remaining were 269.74 K and 283.8 K, respectively.

The surface temperatures at the copper tube surface T1 to T10 were monitored and are displayed
in Figure 15. It is seen in this figure that the temperature increases from T1, which is closest to the
LN2 inlet to T10, which is closest to the LN2 outlet. The decrease in temperature causes the water
to freeze and to form ice. Hence, it is clear that ice is only formed at locations T1 to T3 where the
surface temperature is below 273.15 K. This ice is of low salinity compared to the rest of the remaining
brine solution. The mean temperature at the tube surface was calculated to be 275.14 K. The pressure
difference was also monitored using the manometer to be 255 Pa.
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Figure 14. Test 1—LN2 and water temperature distribution.

Figure 15. Test 1—Temperature at copper tube surface T1–T10.

The total energy lost by water was calculated using Equation (18), consisting of four terms: firstly,
the energy lost from the remaining brine; secondly, the energy lost from water when ice was formed
which was calculated from the initial conditions to the freezing point (F.P) of salt water; thirdly, the
energy gained by ice which was calculated from the freezing point (F.P) of salt water to the final
temperature of ice; and finally, the latent heat of fusion.

Qtotal water = Qbrine + Qwater to F.P + QF.P to ice + mL f (18)

where Lf is the latent heat of fusion for seawater and m is the mass. Equation (19) was used to find the
energy for ice, water and brine.

Qice/water/brine = m(Cp2T2 −Cp1T1) (19)

where Cp1 and Cp2 are the initial and final specific heat capacities of water respectively. T1 and T2 are
the initial and final temperatures respectively.
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The energy balance for the hot stream of saline water and the cold stream of LN2 passing through
the heat exchanger was evaluated. The total energy lost by salt water to form ice was calculated using
Equations (18) and (19).

In order to find the percentage of energy lost by water to form ice from liquid nitrogen, first the
energy in liquid nitrogen is calculated using Equation (20).

ELN2 = Energy Density of LN2 ×Volume of LN2 (20)

The energy density of LN2 was calculated using H1 and H2, which are the inlet and outlet
enthalpies obtained from thermodynamic property tables for nitrogen [41]. The volume of LN2 used
depended on how many freezing stages were carried out.

Then, the percentage of energy lost by water to form ice (overall efficiency) from liquid nitrogen
was calculated using Equation (21).

% o f Cold Energy Recovered =
Qtotal water

ELN2
× 100 (21)

where Qtotal water is the total energy lost by water calculated using Equations (18) and (19).
The energy calculations were calculated using Equations (18) to (21), and they are summarised in

Table 3. It can be seen that only 21.42% of energy was absorbed in order to form ice in the first test.

Table 3. Test 1—Energy calculations.

Total energy lost by water (kJ) 31.81
Total energy in LN2 (kJ) 149.41

Percentage of energy lost by water from LN2 to form ice (%) 21.42
Heat exchanger effectiveness (%) 21

The heat exchanger effectiveness has been calculated using Equations (22) to (28). When designing a
heat exchanger, the two primary approaches are the Log Mean Temperature Difference (LMTD) method
and the effectiveness Number of Thermal Units (NTU) method. The heat exchanger effectiveness was
calculated as follows. Firstly, the LMTD was calculated using Equation (22).

ΔTLMTD =
ΔT2 − ΔT1

ln ΔT2
ΔT1

(22)

where ΔT1 and ΔT2 are the difference in temperatures at the ends of the heat exchanger and are
calculated by Equations (23) and (24).

ΔT1 = TW1 − TN1 (23)

ΔT2 = TW2 − TN2 (24)

TW1 and TW2 are the water inlet and outlet temperatures and TN1 and TN2 are the nitrogen inlet
and outlet temperatures.

In order to calculate the effectiveness, the NTU, was calculated using Equation (25).

NTU =
UA

Cmin
(25)

Cmin is the smaller heat capacity, and it is calculated by Equation (26). A is the surface area of the
copper tube, and U is the overall heat transfer coefficient calculated by Equation (27).

Cmin =
.

mCp (26)
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U =

.
Q

AΔTLMTD
(27)

When phase change evaporation occurs in the heat exchanger, then the behaviour of the heat
exchanger is independent of flow arrangement. Therefore, the effectiveness of the heat exchanger is
calculated using Equation (28).

ε = 1− e−NTU (28)

The heat exchanger effectiveness for the test without the mesh was very low, and it was only 21%
as shown in Table 3.

In the second test, a copper mesh (Figure 11) was inserted halfway through the copper tube in
order to increase the heat transfer between the fluids, and these two tests varied due to different flow
rates of LN2. The mesh was only inserted at the halfway point of the tube due to the fact that there is a
considerable amount of freezing seen at the beginning of the tube where the liquid nitrogen is entering;
therefore, adding a mesh here would mean that there would be an uncontrollable amount of freezing,
causing the surrounding glass tube to crack at the beginning of the tube.

In the second test, the LN2 flow rate was 5.55 × 10−4 kg/s and the water remained stationary. The
LN2 inlet and outlet temperatures were 79.15 and 276.5 K, respectively, as shown in Figure 16. The
initial temperature of saline water was 291.15 K, and the produced ice had a temperature of 261.15 K
and the remaining brine a temperature of 278.47 K.

Figure 16. Test 2—LN2 and water temperature distribution.

The mean temperature at the surface walls was calculated to be 273.55 K. The temperature
distribution is very different to the first test as shown in Figure 17. This can be explained as follows;
since the copper mesh was inserted up to the halfway point of the tube, a considerable amount of heat
transfer is seen at the beginning of the mesh, leading to low temperature, at points T5–T8.

The pressure difference was 950.16 Pa and 69.61% of the cold energy was absorbed by water from
LN2. The heat exchanger effectiveness was also much higher for the test with the mesh inserted as it is
85%, which is 4 times more than the first test without the mesh as shown in Table 4.
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Figure 17. Test 2—Temperature at copper tube surface T1–T10.

Table 4. Test 2—Energy calculations.

Total energy lost by water (kJ) 102.65
Total energy in LN2 (kJ) 149.41

Percentage of energy lost by water from LN2 to form ice (%) 69.61
Heat exchanger effectiveness (%) 85

The first test had a higher liquid nitrogen flow rate due to the absence of the copper mesh
and resulted in most of the energy being wasted into the atmosphere as the nitrogen leaves at low
temperature with trapped liquid droplets. The copper mesh enhanced the heat transfer rate at a great
deal resulting in more ice production. The percentage of energy lost by water from LN2 to form ice is
shown in Tables 2 and 3, where it is seen that the mesh improved the percentage of energy lost by water
significantly. The heat exchanger effectiveness values for the two tests conducted with and without the
mesh are shown in Tables 2 and 3. It is seen that the energy loss is greater in the test conducted without
the mesh. The test with a mesh being inserted showed greater effectiveness and less energy loss.

6.2. Effect of Test Conditions on Salinity and Volume of Ice

A salt solution of 1.5% salinity was indirectly freeze desalinated by the evaporation of liquid
nitrogen. Three stages of freezing were conducted in order to bring 1.5% salt water salinity to 0.1%,
which is recommended as safe to drink by the WHO [40]. In order to obtain accurate results by
undergoing repeatability, three experiments were conducted of the same initial conditions, where 1.5%
salinity was desalinated in three stages as shown in Figure 18. The salinity dropped to 0.9% in the first
stage and then after freezing the 0.9% salinity solution in the second stage, it dropped to 0.4%. The
0.4% solution was then taken to conduct freezing in the final stage and it dropped to 0.1%, which is
within the acceptable limits of safe to drink water by the WHO [42].

Figure 19 shows the volume of ice obtained at each freezing stage for the experiment conducted
with a mesh being inserted. Therefore, it is seen that in the first stage, the volume of ice obtained is low,
and it increases as the salinity of the initial salt solution decreases. Jayakody et al. [7] explained that
the ice crystals become less pure at higher initial salt water concentrations. William et al. [43] proved
that the initial salt water salinity had a significant effect on salt rejection and water recovery ratios.
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Figure 18. Three experiments conducted in three freezing stages.

Figure 19. Volume of ice for different freezing stages on average for the 3 experiments conducted for
the tests done with the mesh.

7. CFD Modelling Validation

The CFD model was validated using experimental work, where the operating conditions of the
experiment were inputted in the CFD model as boundary conditions. The validation process was only
carried out to a test done without the mesh as including a mesh inside the copper tube would require
an excessively large computational time on CFD. The validation process was carried out in terms of
the temperatures at the outer surface of the copper tube, volume of ice formed and also the ice and
brine salinities.

Figure 20 compared the CFD predicted temperatures to their corresponding measured values at
various locations on the copper tube surface at 9 min of real time. In this figure, the experimental (a
test carried out with a mass flowrate of 7.45 × 10−4 kg/s) temperature from T1–T10 were compared
with those predicted by CFD, showing good agreement. The deviation from the experimental values
was minimal with maximum deviations at T3 and T9 of 9.9 and 9.2 K, respectively. Additionally, the
average deviation of all the points was 6.3 K. The average wall temperature of the experimental work
was 277.75 K and that of the CFD was 275.25 K indicating good agreement.
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Figure 20. Temperature comparison at different locations of the copper tube.

The CFD predicted volume of ice formed, and the ice and brine salinities were compared to the
experimental values for each stage of freezing as shown in Table 5. It is apparent that the ice and brine
salinities and the volumes of ice formed at each stage of freezing show good agreement.

Table 5. Salinity and volume for each stage of freezing for CFD and experimental without mesh.

Parameters

Initial Salinity of Seawater (%) at Each Stage of Freezing

Stage 1—1.5% Salinity Stage 2—0.9% Salinity Stage 3—0.4% Salinity

Exp. CFD % Error Exp. CFD % Error Exp. CFD % Error

Ice Salinity (%) 0.90 0.73 18.78 0.40 0.33 17.75 0.10 0.08 17.00
Brine Salinity (%) 1.50 1.70 13.60 0.90 0.96 6.56 0.40 0.43 6.62
Volume Ice (mL) 55.00 46.71 15.07 70.00 64.29 8.16 75.00 72.73 3.03

It is also seen in Figure 19 and Table 5, for cases done with and without the mesh respectively, that
in the third stage of freezing, 2.6 times more volume of ice was produced for the case with the mesh in
comparison to the case without the mesh.

8. CFD Parametric Analysis—Flow Rate

The validated CFD model was used to carry out parametric analysis to investigate the effect of
LN2 flow rate on the produced volume of ice. Figure 21 shows the volume of ice at various inlet LN2

velocities ranging from 0.0001 to 0.016 m/s. It can be seen that the volume of ice increased with the
increase of LN2 velocity.

Figure 21. Volume of ice obtained at different LN2 velocities.
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Figure 21 shows that for 0.0001 m/s and 0.0006 m/s of LN2 velocities, a volume of 10.78 mL and
46.71 mL of ice were obtained, respectively. Therefore, increasing the velocity of LN2 by 6 times,
increased the volume of ice by about 4.3 times. For 0.0016 m/s velocity of liquid nitrogen, the volume
of ice obtained was 91.75 mL, producing 96.42% more ice in comparison to the 0.0006 m/s velocity of
LN2. Moreover, for 0.016 m/s velocity of LN2, it is seen that a greater volume of ice of about 358.55 mL
was obtained, which was about 3.91 times more than the volume obtained at 0.0016 m/s velocity of
LN2. This is due to the fact that, as the flow rate is increased, LN2 travels further along the copper
tube before being fully evaporated and thus reducing the temperature at a large area of the copper
tube. Figures 22 and 23 display the liquid phase fraction contours for 0.0001 and 0.0006 of LN2 velocity,
respectively. It is seen that by increasing the velocity of LN2, the LN2 travels further along the copper
tube before being evaporated and thus producing more ice.

Figure 22. LN2 velocity of 0.0001 m/s: liquid phase fraction contours.

 
Figure 23. LN2 velocity of 0.0006 m/s: liquid phase fraction contours.

Therefore, it can be concluded that, by increasing the velocity of LN2, more ice would be generated,
and thus more water could be desalinated due to the fact that the LN2 travels further along the copper
tube before being evaporated. However, increasing the velocity means that the N2 outlet conditions
will have a higher amount of cold energy.
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9. Conclusions

This work investigated numerically and experimentally the feasibility of using cryogenic energy
by the evaporation of liquid nitrogen for indirect freeze desalination. Computational fluid dynamics
have been used to simulate the evaporation of liquid nitrogen to provide the cooling required for freeze
desalination. The main physics used in the modelling process were multiphase, solidification/melting,
species transport and energy to develop a CFD model for the evaporation of liquid nitrogen to conduct
freeze desalination. This CFD model predicted the surface temperatures of the copper tube, the final ice
and brine salinities and the volume of ice produced. A heat exchanger test rig was built to evaporate
liquid nitrogen while simultaneously freezing seawater in order to validate the CFD model. The
CFD results were compared to experimental showing good agreement, where the average surface
temperature deviation was 6.3 K, and the percentage errors for ice, brine and volume of ice were 17%,
6.62% and 3.03%, respectively.

Two experiments were conducted with and without a mesh being inserted in order to enhance
the heat transfer. Inserting the copper mesh improved the heat transfer to a great deal, producing
more ice and more desalinated water. The percentage of energy lost by water (overall efficiency) from
liquid nitrogen to form ice increased significantly for the test with the mesh; it was 70% for the test
with the mesh and only 21% for the test without the mesh. The heat exchanger effectiveness improved
considerably when the mesh was inserted as it increased by about 4 times for the test with the mesh in
comparison to the test carried out without using a mesh.

Three stages of freezing were done in order to bring the ice salinity of 1.5% down to 0.1%, which
is stated as safe to drink by the WHO [40]. It was also concluded that, the initial salinity of salt water
had a significant effect on the volume of ice produced and the rate of freezing. Liquid nitrogen (0.5 L)
was evaporated with 104 kJ of energy consumption to freeze 450 mL of salt water in order to obtain a
volume of 150, 170 and 200 mL of pure water in the first, second and third freezing stages, respectively,
to bring the ice salinity below 0.1%.

Parametric study was then carried out by changing the liquid nitrogen flow rate to observe the
volume of ice obtained. When increasing the velocity of LN2 by 6 times, the volume of ice obtained
increased by 4.3 times. It was concluded that by increasing the constant velocity of LN2, more volume
of ice was generated due to LN2 travelling further along the copper tube before being evaporated,
leading to lower surface temperatures and higher rate of freezing. Hence, the above results illustrate the
potential of using the cold energy of cryogenic fluids such as LNG and LN2/LAir for freeze desalination
applications, as most cold energy during LNG regasification has been unexploited today.
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Nomenclature

Symbols

A surface area (m2)
Amush mushy zone constant (-)
Cmin smaller heat capacity (J.kg/K.s)
Cp1 initial specific heat capacity (J/K)
Cp2 final specific heat capacity (J/K)
Di,m mass diffusion coefficient for species (m2/s)
ELN2 total energy in a known volume of liquid nitrogen (J)
→
F body force (N)
→
F s solutal buoyancy body forces (N)
→
g gravity (m/s2)
H enthalpy [energy/mass (J/kg), energy/mole (J/mol)]
H1 inlet enthalpy (J/kg)
H2 outlet enthalpy (J/kg)
→
Ji diffusion flux of the species (kg/m2-s)

ke f f effective conductivity (W/m-K)
Ki partition coefficient of the solute (-)
L latent heat (J/kg)
L f latent heat of fusion (J/kg)
m mass (kg)
.

m mass flow rate (kg/s)
.

mqp rate of mass transfer from phase q to phase p (kg/s)
.

mpq rate of mass transfer from phase p to phase q (kg/s)
mi slope of the liquidus surface (K)
n number of phases (-)
Ns number of species (-)
p pressure (Pa)
Qbrine energy lost by brine remaining (J)
Qice energy loss by ice (J)
Qwater energy loss by water (J)
Sαq source term
Sh influences from radiations and any other volumetric heat sources
T temperature (K)
TW1 inlet water temperature (K)
TW2 outlet water temperature (K)
TN1 inlet nitrogen temperature (K)
TN2 inlet nitrogen temperature (K)
U overall heat transfer coefficient (W/m2K)
→
v velocity (m/s)
Yi mass fraction of the solute (-)
Greek Symbols

α volume fraction (-)
β liquid volume fraction (-)
βs,i solutal expansion coefficient (K–1)
ε small number (0.001) (-)
ε effectiveness of the heat exchanger (-)
μ viscosity of the fluid (Pa-s)
ρ density of fluid (kg/m3)
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Acronyms

CFD computational fluid dynamics
FD freeze desalination
LNG liquefied natural gas
LMTD logarithmic mean temperature difference
NTU number of transfer units
RO reverse osmosis
F.P freezing point
VOF volume of fluid
Subscripts

Eut eutectic
i solute
l liquid
liq liquid
liquidus liquid
m mixture
melt melting
N nitrogen
p secondary phase p
q qth phase
re f reference
s species
sat saturated
sol solid
solidus solid
w water
Superscripts

∗ interface
T temperature
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Abstract: A selection flowchart that assists, through Computational Fluid Dynamics (CFD) simu-
lations, the design of microfluidic experiments used to distinguish the performance in Chemical
Enhanced Oil Recovery (CEOR) of two surfactants with very similar values of interfacial tension
(IFT) was proposed and its use demonstrated. The selection flowchart first proposes an experimental

design for certain modified variables (
→
X: porosity, grain shape, the presence of preferential flowing

channels, and injection velocity). Experiments are then performed through CFD simulations to obtain

a set of response variables (
→
Y : recovery factor, breakthrough time, the fractal dimension of flow

pattern, pressure drop, and entrapment effect). A sensitivity analysis of
→
Y regarding the differences

in the interfacial tension (IFT) can indicate the CFD experiments that could have more success when
distinguishing between two surfactants with similar IFTs (0.037 mN/m and 0.045 mN/m). In the
range of modifiable variables evaluated in this study (porosity values of 0.5 and 0.7, circular and
irregular grain shape, with and without preferential flowing channel, injection velocities of 10 ft/day
and 30 ft/day), the entrapment effect is the response variable that is most affected by changes in
IFT. The response of the recovery factor and the breakthrough time was also significant, while the
fractal dimension of the flow and the pressure drop had the lowest sensitivity to different IFTs. The
experimental conditions that rendered the highest sensitivity to changes in IFT were a low porosity
(0.5) and a high injection flow (30 ft/day). The response to the presence of preferential channels
and the pore shape was negligible. The approach developed in this research facilitates, through
CFD simulations, the study of CEOR processes with microfluidic devices. It reduces the number of
experiments and increases the probability of their success.

Keywords: computational fluid dynamic simulations; chemical enhanced oil recovery; surfactant
flooding; microfluidics

1. Introduction

Oil extraction is becoming more dependent than ever on enhanced oil recovery (EOR)
to improve oil production [1]. One of the best-known EOR methods is the injection of
surfactants to reduce the IFT between the oil and the displacement fluid, increase the
capillary number, separate the crude oil from the reservoir walls, and increase the recovery
factor [2].
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Surfactant injection has been a widely used technique to increase the recovery factor
in hydrocarbon reservoirs. This technique has been extensively studied to optimize its
application. One problem present in the surfactant injection is the interaction that it may
have with a porous medium, causing adsorption of the fluid on the rock and decreasing
the effective concentration of surfactant that will act at the interface between the displacing
fluid and the crude. Another point of interest in the surfactant application is the change in
wettability that it can cause in the medium, favoring the recovery process.

Regarding the study of surfactants, research focused on optimizing its effect using
other substances that decrease adsorption in a porous medium, increasing its effectiveness
in reducing IFT, or increasing the displacing fluid’s viscosity. The use of ionic liquids as
surfactant adsorption inhibitors in porous media have been investigated [3]. In addition,
novel technologies such as nanotechnology have also been involved by applying nano-
materials of different nature (hydrophilic and hydrophobic) to avoid the adsorption of
surfactants in a porous medium [4–10]. On the other hand, surfactants of natural origin that
are more effective than synthetic surfactants and are low cost, have high availability, and
are biodegradable have been investigated [11–14]. These investigations have demonstrated
the great interest of the academy, industry, and the community in general focused on
improving EOR processes for evaluating surfactants in search of more efficient processes.

Evaluation of the performance that surfactants may present at reservoir conditions
is commonly conducted in core-flooding tests that typically do not allow for flow visual-
ization and are of an extended duration, of the order of 80 h or more [15]. Microfluidic
devices can complement, and in some cases even replace, core-flooding tests because they
demand shorter evaluation times and allow for the visual characterization of the flow at the
pore level [16]. Micromodels of different materials can be fabricated, such as glass [17–21],
quartz [22], silicon [19,21], or polymers [23]. The porous media geometry in micromodels
can take different forms: perfectly regular [24], partially regular [25–27], fractal [28], and
irregular [29]. The geometry of a micromodel device can resemble a reservoir prototype
that mimics the texture of scanning electron microscopy (SEM) images from a reservoir
rock [30]. The most common fabrication methods for micromodels are optical lithog-
raphy [31], etching [20,22], stereolithography [31], and soft lithography [32–36]. These
fabrication procedures need to guarantee the material’s transparency and aim to repli-
cate the flow conditions. The selection of the best combination of microfluidic materials,
fabrication methods, and experimental conditions can be overwhelming. There were no
guides on selecting all these variables in the refereed literature for a specific microfluidic
device application [28]. One way to assist this process is through a selection flowchart
that indicates steps to select and classify elements according to defined criteria. Selec-
tion flowcharts are part of the decision-making processes in multiple industries such as
management [37], waste treatment [38], transportation [39], equipment selection [40], and
mining [41]. Moreover, in the oil and gas industry, these selection flowcharts have been
used to evaluate methodology for selection of equipment used for the treatment of gas and
oil [42], and to evaluate upstream water treatment [43].

This study proposes a selection flowchart that defines key geometric parameters and
experimental conditions of a microfluidic test that could make the detection of differences in
the performance of surfactants in the low interfacial tension range faster and more reliable.
To this aim, it takes advantage of Computational Fluid Dynamics (CFD) [24–27,29,44,45] to
represent the flow in microfluidic devices. In this way, this research shows the application
of a selection flowchart together with CFD simulations to evaluate a set of variables
considered in the experiments carried out in microfluidics to evaluate the performance of
surfactants. Additionally, it provides the ability to choose a set of conditions that allows
to better compare the effect of surfactants on variables of interest to the oil industry such
as the oil recovery factor and other types of variables that are easy to evaluate through
micromodels such as the distribution of fluids.

Although this research focuses on applying a selection flowchart, it can be used for
a specific oil reservoir. In this case, the variables must be chosen within a range where
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they are found, and a multiphase model in CFD that contemplates all the phenomenology
around these variables must be used.

CFD has been widely used to study systems that involve fluid flow and heat transfer,
among other phenomena, through computer-solved algorithms [46–54]. CFD simulations
of microfluidic experiments can address the effect on the micromodel performance on
variables such as pore morphology and size-distribution in terms of pore-throat connectiv-
ity [29], heterogeneity [25], shape and tortuosity [24,29], viscosity [30], temperature [27],
interfacial tension [24,25], wettability [45], and the addition of nanomaterials [26,27,45].
All this research on the CFD analysis of microfluidic devices has led to an enhanced un-
derstanding of the process of oil recovery and a reduction in the duration and cost of
experimental tests [35,36,55].

To engineer the selection flowchart, typical microfluidic geometries were meshed in
CFD. Their performance was analyzed based on characteristic metrics for EOR processes
with surfactant injection such as recovery factor, pressure drop, and breakthrough time, as
well as with some that are not that frequently used but give more information on the flow
and can be easily calculated in CFD, such as the fractal dimension of the flow pattern and
the amount of trapped oil. Two surfactants in the low IFT range were evaluated. Sensitivity
analysis was carried out to propose a flowchart that can be followed to determine the
micromodel experiment that allows for better differentiation of the performance of various
surfactants in the low IFT range.

2. Towards a Micromodel Experiment Selection Flowchart

Different characteristics of oil exploitation can be explored with microfluidic de-
vices; examples are: porosity [29,56], grain shape [24,29], existence and configuration of
preferential channels [57–60], pore size distribution [29,61], shape [24,29], tortuosity [29],
pore-throat connectivity [29], and injection velocity [62]. These variables can be modi-
fied during the construction of the microfluidic device or the experiment and are inputs

(
→
X) to a model—the microfluidic experiment—that yields several outputs (

→
Y) that char-

acterize the performance of the flow process. Examples of these outputs are: recovery
factor [24–27,29,63–65], pressure drop [65–67], fractal dimension of the flow pattern [68,69],
breakthrough time [29], viscosity of the fluid that leaves the microfluid device [27,66], dis-
placement micromechanisms [65,67,70], emulsion formation [71], drop shape [63–65,70,72],
and fluid distribution [24–27,29,63,64,67,70].

A flowchart for the design of microfluidic experiments for the evaluation of surfac-

tants, such as the one described in this study, should state the values of the inputs (
→
X)

which would have the most significant effect on the outputs (
→
Y), so that the performance

of surfactants in the low interfacial tension range can be evaluated quickly. Figure 1
summarizes this approach. The start of the flowsheet should be a characterization of the
surfactants to be analyzed based on their interfacial tension (IFT). In a second step, the user

should define the modified variables of the micromodel (
→
X) that will be selected in the

analysis. Knowledge of (
→
X) allows for an experimental design step where these variables

are combined, for instance, by factorial design. In a third step, the CFD simulations of the
microfluidic “experiments” proposed in the previous step are conducted. This process

involves multiple CFD simulations that yield the output vector (
→
Y). A sensitivity analysis

of the outputs to the IFT then provides the required information to recommend a microflu-
idic experiment that can best distinguish the performance of the surfactants. An extensive
flowchart is shown in the Figure S10 in Supplementary Material information that includes
the steps to follow when CFD simulations are not available and when evaluating one or

multiple outputs (
→
Y).
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Figure 1. Flowchart to select a microfluidic experiment to evaluate the performance of surfactants during EOR through
CFD simulations.

2.1. Surfactants

The first step in Figure 1 involves knowledge of the IFT of the selected surfactants.
The IFTs for the surfactants in the low interfacial range in these studies were: 0.037 mN/m
and 0.045 mN/m. While 0.037 mN/m represents the actual IFT of a surfactant [62], a value
20% higher (0.045 mN/m) was arbitrarily selected to test the ability of the flowchart to
recommend experimental conditions to differentiate the performance of both surfactants.

2.2. Modifiable Variables (
→
X)

If unlimited resources and time were available, all possible input and output variables
could be used in the experimental design and sensitivity analysis, respectively. In fact,
with the constant improvement in computational capacity and the advances in machine
learning and artificial intelligence, it could be a realistic possibility in the following years.

Nevertheless, in a more realistic framework, the number of variables in (
→
X) and (

→
Y) should

be defined based on the number of available resources. To assist in the process of variable

selection, Table 1 proposes a scale that grades the relation between (
→
X) and (

→
Y). In this

way, the total number of possible combinations of (
→
X) and (

→
Y) can be reduced. In Table 1

the intensity of the greyscale is indicative of the relationship between variables. An intense
gray indicates a strong relationship, while white implies almost no relation between both.
For instance, the presence of a preferential flowing channel, the injection velocity, and
the pore-throat connectivity have the highest effect on the oil recovery factor. In contrast,

the effect of grain and pore shape is lower. The relationships shown between (
→
X) and

(
→
Y) are obtained from a literature search on the interaction of different variables in EOR

processes with surfactant injection [17,25–27,29,30,45,57–60,73]. Table 1 represents a direct
relationship between the modifiable variables and the outputs; for a better interpretation,
it should be clarified that the combined effects of different modifiable variables must be
considered. For this purpose, it is recommended to carry out tests where combinations can
be made.

According to Table 1, when a user wants to address the effect of the surfactant on the
recovery factor, the input variables that should be analyzed are the presence of preferential
flowing channels, injection velocity, and pore-throat connectivity. These are the modifiable
variables that significantly impact the recovery factor (strong influence). A similar approach
can be used for other outputs.
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Implicit in the above analysis is the a priori knowledge of (
→
Y), the vector that involves

the results that are going to be measured after the microfluidic experiment. (
→
Y) depends,

obviously, on the experimental setup and on the objectives of the research. Measurable
variables such as recovery factor, breakthrough time, pressure drop, and fluid distribution
are standard in most microfluidic experiments. In contrast, other results such as fractal
dimension and displacement micromechanisms are more sophisticated and demand more
time and resources from the experimentalists. Variables such as emulsion formation and
drop shape respond to a particular interest in emulsification processes. While the variables

listed for (
→
Y) in Table 1 are those of more common use in the microfluidic experiments of

the authors, other variables, such as species diffusion, fluid mixing, asphaltene deposition,
surfactant adsorption, microemulsion properties, salinity changes, and surfactant solubility,
can be readily included in Table 1. However, these have their limitations in the application
of CFD models.

From the nine variables in Table 1, five were selected to illustrate the ability of the
proposed flowchart to select the microfluidic experiment that distinguishes the effect of
the two surfactants. (1) Recovery factor: the amount of crude oil that can be obtained
from the displacement of a fluid in a porous medium, usually reported as a percentage of
the initial crude oil. The recovery factor is one of the most used variables in microfluidic
experiments, given that an increase in the recovery factor is the ultimate goal of any
CEOR process. (2) Breakthrough time: the time it takes for the displacement flow to reach
the outlet of the porous medium; this variable indicates how easily the displacement
fluid can be channeled or can move through the porous medium. It is usually measured
as PVI (Pore Volume Injected). (3) Fractal dimension of flow pattern: quantifies the
flow pattern of the displacement front within the micromodel. The cases evaluated in
this investigation are approximated as occurring in two dimensions, indicating that
the fractal dimension takes values between one and two, where two indicates a greater
uniformity. (4) Pressure drop: indicates the ease with which a fluid moves within the
porous medium. (5) Entrapment effect: quantifies the amount of crude trapped or stuck
on the grains of the porous medium due to interfacial forces in areas where the surfactant
could enter or contact the crude oil.

2.3. Experimental Design

An experimental design should be used to define a proper combination of the vari-

ables in (
→
X) to assess the applicability of the surfactant. A two-level factorial experimental

design with five factors (25 factorial designs) was applied [74]. The two limits of each
modifiable variable in the CFD simulations were selected from typical values available in
the literature. A circular (−) and an irregular (+) grain shape were considered as the former
makes the detachment of crude oil easier compared to a quadratic or triangular shape [29],
and an irregular pore shape is a better representation of the porous media of the reser-
voir [30,36]. The minimum and maximum porosities were 0.5 (−) and 0.7 (+), respectively.
Although these values are high compared to the typical porosity in the reservoir, much of
the research in microfluidics has been conducted within this range [25,28,30,58,59,75–82].
The minimum and maximum injection velocities were 10 ft/day (−) and 30 ft/day (+),
respectively. The low-level injection velocity was chosen due to its common use in mi-
crofluidics processes [25,62,75,83]. The high level is of interest because it is indicative of the
effect of high injection velocities on the flow pattern [75]. The presence (+) or absence (−)
of preferential flowing channels assesses the response of other variables, such as pressure
drop, recovery factor, and fractal dimension [57,59,60], to disruptions in the grain pattern.
Table 2 details the 25 factorial experimental designs.
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2.4. Sensitivity Analysis

The response in an output variable (Yi) to changes in IFT was used as indicative of the
capacity of the micromodel to differentiate the properties of the surfactant. This response
was measured as a normalized sensitivity coefficient (χi,IFT) such as that described in
Equation (1):

χi,IFT =

(
1

Yi,max

)
∂Yi

∂IFT
≈

(
1

Yi,max

)
Yi1 − Yi2

IFT1 − IFT2
(1)

where, ∂Yi
∂IFT is the change of the variable Yi, Yi,max is the maximum value of the output

variable in the CFD experiment i, Yi1 is the value of the output variable in the CFD
experiment i when using surfactant one, Yi2 is the response variable in the CFD experiment
i when using surfactant two, and IFT1 and IFT2 are the interfacial tensions between each
surfactant and the crude oil.

3. Numerical Implementation

The center in the selection flowchart in Figure 1 is the experiment based on CFD
simulations (CFD experiments). In the case of this research, those CFD experiments are
simulations that typically include a geometry or representation of the physical space
where simulations take place, i.e., a mesh that discretizes the geometry so that the balance
equations can be solved, and the actual CFD solution.

3.1. Geometry

The micromodels were considered in a two-dimensional space given their negligible
depth (0.099 mm) when compared to their other dimensions (12.7a × 26.5 mm2). The ex-
perimental design in Table 2 results in eight different micromodels, given the possible com-
binations between grain shape, porosity, and the presence of preferential flowing channels.

The geometries with circular pore shapes were generated using Matlab to randomly
distribute non-overlapping circles with a radius between 0.4 mm and 0.6 mm for porosities
of 0.7, and a radius between 0.5 mm and 0.7 mm for porosities of 0.5. Micromodels
with irregular pore shapes were based on a micromodel template obtained from the
literature [62]. A micromodel without the presence of a preferential flowing channel with
an irregular pore shape is the same as that used to validate the CFD results below [62].
Preferential flowing channels were placed in the center of the porous medium with an
average width of 1.8 mm positioned at an angle of 45◦ with respect to the direction of the
fluid. Figure 2 and Table 3 show the geometries and the main characteristics of all the
micromodels used in the simulations.

Table 3. Characteristics of the micromodels.

Micromodel Grain Shape Porosity
Presence of Preferential

Flowing Channel

a Circular 0.5 no
b Circular 0.7 no
c Irregular 0.5 no
d Irregular 0.7 no
e Circular 0.5 yes
f Circular 0.7 yes
g Irregular 0.5 yes
h Irregular 0.7 yes
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Figure 2. Geometries of the micromodels in Table 3. (a) Micromodel with circular grain shape
and porosity 0.5. (b) Micromodel with circular grain shape and porosity 0.7. (c) Micromodel with
irregular grain shape and porosity 0.5. (d) Micromodel with irregular grain shape and porosity 0.7.
(e) Micromodel with circular grain shape, presence of preferential flowing channel, and porosity 0.5.
(f) Micromodel with circular grain shape, presence of preferential flowing channel, and porosity 0.7.
(g) Micromodel with irregular grain shape, presence of preferential flowing channel, and porosity 0.5.
(h) Micromodel with irregular grain shape, presence of preferential flowing channel, and porosity 0.7.

3.2. Mesh

The geometry was discretized in two-dimensional, unstructured meshes with triangu-
lar elements. The evaluation of grid independence was carried out for water injection with
a velocity inlet of 10 ft/day. The relative difference (δmesh) between the pressure drops,
expressed as described by Equation (2), within micromodels with a different number of
elements was considered when comparing the grids

δmesh =
|ΔPFiner − ΔPCoarser|

ΔPFiner
(2)

where ΔPFiner and ΔPCoarser are the pressure drops between the inlet and outlet of the
microfluidic device in the finer and coarser meshes, respectively. Table 4 shows the number
of cells and nodes, the pressure drop, and δmesh for all grids. The ratio between the number
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of elements in the mesh i (ni) and those in the mesh with the lowest number of elements
(n0) varied between 1.6 and 2.4 for an initial refinement and between 3.5 and 6.4 for final
refinement. Grid independence was carried out for all eight micromodel geometries. When
δmesh was lower than 0.060, the grid with the lower number of cells was selected as the
grid for simulating the surfactant injection process. Figure 3 shows the grid of micromodel
(d) as an example. Figures S1–S8 in the Supplementary Material information depict the
mesh for all the geometries. The geometry of the cell was adjusted to guarantee that the
skewness had average values below 0.28 and maxima below 0.98 for all the micromodels.

Table 4. Analysis of mesh independence.

Micromodel
Number
of Grid

Number
of Cells

Number
of Nodes

ni/n0 ΔP (Pa.) δmesh

a
1 106232 82422 1.0 0.0175
2 178656 * 118890 1.7 0.0166 0.051
3 683801 372377 6.4 0.0161 0.034

b
1 83248 51722 1.0 0.0068
2 146637 * 83689 1.7 0.0064 0.059
3 379198 200661 4.5 0.0063 0.022

c
1 253863 143892 1.0 0.0954
2 411068 * 227317 1.7 0.0777 0.229
3 1163110 617919 4.5 0.0761 0.020

d
1 134200 74919 1.0 0.0137
2 324776 * 175961 2.4 0.0128 0.073
3 701344 36823 5.2 0.0127 0.005

e
1 94784 76642 1.0 0.0218
2 155622 * 107304 1.6 0.0186 0.171
3 335658 197753 3.5 0.0179 0.042

f
1 106986 63755 1.0 0.0083
2 218876 * 120112 2.1 0.0074 0.122
3 378635 200444 3.6 0.0070 0.058

g
1 252252 143061 1.0 0.0941
2 408536 * 226044 1.7 0.0807 0.166
3 1169517 620897 4.7 0.0777 0.039

h
1 133312 74410 1.0 0.0150
2 320726 * 173874 2.4 0.0134 0.125
3 694060 364896 5.2 0.0129 0.039

* Number of elements selected for the simulations.

 

Figure 3. Detail of the mesh for the micromodel (d).
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3.3. CFD Implementation

The commercial software Ansys Fluent 19.1 was used to model the flow in the micro-
models [84].

The characteristics of the machine used for the simulations are as follows:

• Intel® Xeon ® CPU E5-1620 v2 3.70 GHz
• 4 Cores
• 8 Logic processors
• 16.0 GB RAM

3.3.1. Governing Equations

CFD solves the continuity (Equation (3)), momentum conservation (Equation (4)), and
Volume of Fluid (VOF) (Equations (5) and (6)) to represent the flow in the porous medium.
The multiphase VoF approach tracks the interface between the oil and the displacing
fluid. VoF calculates the volumetric fraction of each of the phases within each cell in the
domain [84], taking into account the IFT between phases and the contact angle of each
phase to describe the wettability of the medium:

∂ρ

∂t
+∇

(
ρ
→
u
)
= 0 (3)

where
→
u = (u, v) is the velocity vector and ρ is the fluid volume-averaged density, which

is considered constant due to the low compressibility of the fluids.

∂
(

ρ
→
u
)

∂t
+∇

(
ρ
→
u
→
u
)
= −∇p +∇

[
μ

(
∇→

u +∇→
u

T
)]

+
→
F (4)

where p is the pressure, μ the dynamic viscosity coefficient, and
→
F is the vector representing

external forces, which for this research is the surface tension force.

1
ρ i

[
∂(αiρi)

∂t
+∇

(
αiρi

→
u i

)
= Sαi

]
(5)

where Sαi is the source term of phase i, ρi is the density of phase i,
→
u i is the velocity vector

for phase i, and αi is the volume fraction of phase i. The phases within the micromodel are
considered immiscible. The volume fraction, αi, is 0 if the cell is empty, varies between 0
and 1 if the interface is located in the cell, and is 1 if the cell is filled with phase i. The sum
of the volumetric fractions of each phase in the domain must be one.

n

∑
i=1

αi = 1 (6)

The density (ρ) and viscosity (μ) of the fluid in a cell where the interface is located are
calculated as the volume-weighted average of each of the phases (Equations (7) and (8)).

ρ = αiρi + (1 − αi)ρj (7)

μ = αiμi + (1 − αi)μj (8)

To calculate the surface tension force (
→
F ), the continuum surface force model (Equation (9))

is used [85]:
→
F = σij

ρκi∇αi
1
2
(
ρi + ρj

) (9)

where σij is the coefficient of surface tension, which represents the effect of each surfactant
through the IFT, and it is considered constant and κi is the curvature of the interface taken
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from inside phase i. κi is defined in terms of the divergence of the unit vector (n̂) of the
gradient of the volume fraction of phase i as Equations (10) and (11) describe:

n = ∇αi (10)

κi = ∇n̂ (11)

where n is the vector normal to the interface surface, and the phase wettability and the
contact angle are used to adjust the interface curvature in areas close to the grains of the
micromodel.

n̂ = n̂w cos θi + t̂w sin θi (12)

where n̂w and t̂w are unit vectors that are normal and tangential to the grains, respectively,
and θi is the contact angle of phase i with the grains.

From the equations presented in this section, the effect of IFT (Equation (9)), wet-
tability of the medium (Equation (12)), phase distribution (Equation (5)), viscosity, and
velocity are related, allowing the analysis of the process through solving equations in
different scenarios.

3.3.2. Solver and Boundary Conditions

The CFD simulation used the Pressure Implicit with Splitting of Operators (PISO)
approach, a convergence criterion of 0.001 for all the parameters (continuity and velocities),
under-relaxation factors of 0.7, 1.0, 1.0, and 0.3 for pressure, density, body forces, and
momentum, respectively, and a second-order upwind scheme.

The boundary conditions applied to the simulations were a uniform velocity inlet
(left side of the geometry in Figure 2) that was varied according to the CFD experiments
defined in Table 2 and a constant pressure outlet (right side in Figure 2) that was set equal
to the atmospheric pressure. All grain surfaces were considered walls with total wettability
to oil (θoil = 0). The gravitational forces were supposed to have a negligible effect on
the flow through the porous media. The micromodels were initially saturated with crude
oil. A variable time-step approach was used with a global Courant number of two. The
Supplementary Material information (Section S2) presents additional parameters of the
variable time-step algorithm.

3.3.3. CFD Model Limitations

The chemistry of the EOR processes is fundamental because it allows the descrip-
tion of the processes and phenomena to understand the interaction between the phases
better. Processes such as adsorption of surfactant in the porous medium, microemul-
sion properties, surfactant solubility, distribution of surfactant between phases, among
other processes, were not considered in the development of this research. However, these
are of great importance in EOR processes with surfactants, as can be seen in additional
research [3–7,11–14,86].

This model was specified with a constant IFT (Equation (9)), and the adsorption
process would modify the IFT, making it sensitive to changes in adsorption rate and fluid
distribution inside the micromodel. In the model developed in this research, only the
IFT effect was considered; for this reason, a constant IFT and a simple relationship with
wettability were proposed.

The model developed focuses on the displacement of fluids and their interaction
through interfacial tension. Parameters such as retaining surfactants in the walls can be
modeled through boundary conditions and dynamic changes in IFT. For this purpose, it is
essential to consider the experimental adsorption kinetics and the adsorption isotherms
of the different components of the system in the medium and their effect on the effec-
tive concentration of surfactant in the displacement front [87]. Moreover, asphaltene
deposition can be modeled through reaction models, where equilibrium constants are
necessary [88]. Furthermore, emulsions can be modeled with an Eulerian type multiphase
model for each phase present in the system [89]. However, these were not considered for
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the simplicity of the model and the practicality of micromodel evaluation, as done in other
research [26,27,29,45].

Supplementary Material information (Section S4) gives more information about the
phase behavior and the modeling carried out in this research.

3.4. Evaluation of Output Variables

The oil recovery factor was obtained through an area-weighted average of the mass of
oil inside the micromodel at the end of the CFD experiment. This number was compared
with the amount of crude oil at the beginning of the displacement process to compute
the recovery factor. The breakthrough time was determined as when the concentration of
displacing fluid at the exit of the micromodel changed from 0 to 0.03 and was reported
as injected pore volume. The pressure drop was determined as the difference from line
averages of the pressure at the exit and the entrance of the simulation domain. The
calculation of the fractal dimension of the flow pattern at the breakthrough time involved
image analysis and the fractal box-counting method [90]. With the box-counting method,
the fractal dimension is obtained as the slope of the line of the logarithm of the number
of boxes occupied by the pattern (N) and the logarithm of the inverse of the box size (r).
Supplementary Material information (Section S3) gives more details on the procedure to
compute the fractal dimension of the flow pattern. High values of the fractal dimension
(close to two) indicate a more uniform displacement front, where the flow pattern looks
like a square. In contrast, low values (close to one) suggest a line-like displacement front,
where the fluid is not distributed throughout the available space in the micromodel. For the
entrapment effect, the proportion of area enclosed by the displacing fluid was calculated.
As an example, Figure 4 illustrates the entrapment effect as the oil, in red color along with
the grains where the crude is stuck, is enclosed by the displacing fluid (black) on the porous
media (white). The flow direction is from left to right. The fraction of oil entrapped was
calculated by a custom-made subroutine that, through color differentiation, identifies areas
of the micromodel where the oil is surrounded by displacing fluid and/or around a pore
through which the displacing fluid has passed, the subroutine calculates the area of this
section and compares it with the total area available in the micromodel, subtracting the
area of the grains only to consider the amount of crude stuck to them. Thus, the areas in
red color presented in Figure 4 are subtracted from the grains located in those red zones to
calculate the total amount of crude oil stuck in the micromodel. The entrapment effect in
Figure 4 is 0.041.

 

Figure 4. The entrapment effect in the micromodel. The flow direction is from left to right. White
represents the porous medium, black is the displacing fluid, and red is the entrapped oil.
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3.5. Fluid Properties

The properties of the displacing fluid (surfactant solution) and the oil used in the
analysis were taken from reference [62]. Table 5 presents the values of density and rheolog-
ical parameters for both fluids. Equation (13) shows the power-law used to estimate the
non-Newtonian viscosity:

η = k
.
γ

n−1 (13)

where η is the apparent viscosity of the fluid, k is the consistency index that is a measure of
the average viscosity of the fluid,

.
γ is the shear rate, and n is a measure of the deviation of

the fluid from Newtonian. The properties of the oil phase were the same as those reported
in [62].

Table 5. Density and rheological parameters of the fluids used in the simulations.

Fluid
Density
(kg/m3)

k n
Maximum
Viscosity

(Pa·s)

Minimum
Viscosity

(Pa·s)

Surfactant solution 1084.3 0.028 0.638 0.017 0.005
Oil 926.5 0.103 0.977 0.099 0.092

The modeling of properties such as viscosity allows for obtaining a better detail of
the flow characteristics within the micromodel, considering that the analyzed medium
presents geometric characteristics that dispose the fluid at different stresses.

4. Results

4.1. Validation of Numerical Results

The oil recovery factor, the breakthrough time, the fractal dimension of the flow pat-
tern, and the entrapment effect at the breakthrough time were compared with experimental
data reported in reference [62], and these variables were also analyzed in different scenarios
in order to evaluate the expected trend with the results of the numerical simulation. As
the mentioned study [62] does not report the pressure drop, the CFD predictions were
compared to Darcy’s law.

The experimental data were carried out in previous research [62] which described
the detailed experimental setup that consisted of the following elements: a digital camera,
microfluidic device, light source, computer, OEM (Original Equipment Manufacturers)
syringe pump, and waste storage.

The fluids used in the experimental test consisted of synthetic brines formulated based
on saltwater of a Colombian field. The brine composition consisted of 6.46 g L−1 of NaCl,
0.136 g L−1 of CaCl2·2H2O, and 0.20 g L−1 of MgCl2·2H2O. The surfactant used in the
experimental test consisted of a mixture of hydrophilic and hydrophobic surfactant in a
ratio of 80:20. In preparing the surfactant mixture, the hydrophilic surfactant was first
added to the synthetic brine and then the hydrophobic surfactant was added.

Displacement tests were carried out at atmospheric pressure at a temperature of
25 ◦C in a micromodel made of polydimethylsiloxane (PMDS). Details of the process of
fabrication can be found in [91]. The tests were evaluated through image analysis taken
in a high-resolution digital camera, where the high contrast between the phases is taken
advantage of, and by pixel analysis, it is possible to calculate the recovery factor and the
distribution of phases within the micromodel. Other details can be consulted in [62].

To validate the predictions for the recovery factor and breakthrough time, the surfac-
tant injection process was simulated in the oil-saturated micromodel (d) with an injection
velocity of 10 ft/day, the interfacial tension between the fluid and crude oil was 0.03 mN/m;
these conditions were the same as those in the experimental test in [62], as well as those
of the oil and surfactant already reported in Table 5. Figure 5 shows that the numerical
results present the same trend as that of the experimental data and that the change in slope
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around 0.55 PVI was captured. The relative errors were 10% (experiments: 0.50, simulation:
0.45) for the oil recovery factors at the breakthrough time and 12.7% (experiments: 0.47,
simulation: 0.41) for the breakthrough time. These errors are within the uncertainty of
the experiments.

Figure 5. Comparison of numerical results with experimental data from Betancur et al. [62]. Repro-
duced with permission from Céspedes-Zuluaga S, Computational fluid dynamics as a tool for the
design of micromodels for the evaluation of surfactant injection in enhanced oil recovery processes;
published by Universidad Nacional de Colombia, 2020.

Figure 6 shows the distribution of fluids at the breakthrough time in the CFD experi-
ments (Figure 6a) and as predicted by the CFD simulation (Figure 6b). While the pattern
is not the same, both images present a certain resemblance. The images in Figure 6 were
analyzed to calculate the fractal dimension of the flow pattern as explained above. The
fractal dimension for the experimental test was 1.85, while this value for the numerical
simulation was 1.83 as in the experimental test, the fluid maintains a more defined front
of advance with less interdigitation, while in the numerical simulation, interdigitation is
more evident.

  
(a) (b) 

Figure 6. Flow distribution within the micromodel at rupture time. Injection velocity: 10 ft/day and IFT 0.03 mN/m.
(a) Experimental and (b) simulation.
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The simulation response to changes in IFT, an essential part of the selection flowchart
given the presence of the derivative in the sensitivity analysis, was validated with experi-
mental data. The predicted recovery factor, breakthrough time, fractal dimension of the
flow pattern, and entrapment effect were compared in a surfactant injection process in
the oil-saturated micromodel (d) with an injection velocity of 10 ft/day and a value of
IFT between the fluid and crude oil of 2.7 mN/m. Figure 7 compares the distribution of
fluids at the breakthrough time predicted by CFD with the one reported in the experiments
in [62]. Interdigitation is evident, in the upper part of the figure, for both images. The
model predicts a second preferential path at the lower part of the image, although this one
is more advanced in the simulation.

  
(a) (b) 

Figure 7. Flow distribution within the micromodel at rupture time. Injection velocity: 10 ft/day and IFT 2.7 mN/m.
(a) Experimental and (b) simulation.

The simulation finely predicts the breakthrough time (0.26 PVI both for simulation
and experiment) as well as the recovery factor (experiment: 0.375, simulation: 0.362), the
fractal dimension of the flow pattern (experiment: 1.72, simulation: 1.76), and entrapment
effect (experiment: 0.0397, simulation: 0.0417). These results give confidence in the model’s
performance to exhibit the effect of changes in IFT on the characteristics of the porous flow.

A final validation involved comparing the pressure drop predicted by CFD and that
predicted by Darcy’s law [92] for the medium’s permeability (5.71 D) and the length of the
porous media (26.5 mm). Both values (Darcy‘s law: 11.76 Pa, simulation: 11.96 Pa) are in
good agreement.

On the other hand, Table 2 shows the capillary number for each system evaluated. This
number indicates the relationship between viscous and surface forces and was calculated
as shown in Equation (14) [93]:

CN =
μU

σ cos(θ)
(14)

where CN is the capillary number, μ (N/m) and U (m/s) are the viscosity and velocity of
displacement phase, σ (N/m) is the IFT between the phases inside the micromodel, and θ
is the oil phase contact angle. The numerator involved in Equation (14) refers to viscous
forces, while the denominator to surface forces or those related to the interface between
the fluids.

Due to the conditions proposed for the simulations, the capillary number takes four
values: 0.013, 0.039, 0.011, and 0.032. All these values indicate the superiority of the
interfacial forces (CN < 1) [65], giving importance to the interfacial tension value between
the crude oil and the displacing phase. In this way, in each case evaluated, it is guaranteed
that the surfactant solution is of great importance.

Considering that the decrease in IFT between the phases is one of the main mechanisms
used in EOR processes with surfactant injection, as shown [2,86], this research considers
this effect as the main one for the development of the selection flowchart.
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4.2. Application of the Micromodel Experiment Selection Flowchart

Table 2 presents the values of (
→
Y) for the 32 simulations proposed in the factorial

experimental design. The 32 CFD experiments in Table 2 can be grouped in four cases based
on the characteristics of the micromodel (grain shape and the presence of a preferential
flowing channel): case 1, micromodels without the presence of a preferential flowing chan-
nel with circular grain shape; case 2, micromodels without the presence of a preferential
flowing channel with irregular grain shape; case 3, micromodels with a preferential flowing
channel with circular grain shape; and case 4, micromodels with a preferential flowing
channel with irregular grain shape. Table 6 presents the values of the normalized sensitivity
coefficient χi,IFT (Equation (1)) obtained from the CFD results in Table 2. The last column
in Table 6 presents χTotal,IFT that sums up the contribution of all the individual values of
χi,IFT . A high value for χi,IFT indicates those CFD experiments where the difference in IFT
has a higher effect on the output variable or the CFD experiments that would more easily
predict a difference in the behavior of both surfactants. For instance, for case 1, the highest
χTotal,IFT (42.4) was calculated for the CFD experiment with the largest porosity, 0.7, and
the highest injection velocity (30 ft/day) as the CFD model indicated a significant effect of
changes in IFT in the recovery factor

(
χrecovery f actor ,IFT = 14.2

)
and breakthrough time(

χbreakghrough time ,IFT = 15.2
)

. As a comparison, for the same case 1, an injection velocity of
10 ft/day decreased χTotal,IFT to only 3.88. Table 6 allows for identifying for each displace-
ment condition and micromodel, the output most affected by the difference in interfacial
tension presented for each surfactant. In addition, it can be identified in each micromodel
which is the output where the IFT change has the most impact. This type of analysis, the
result of the application of a selection flowchart, together with CFD simulations and a
statistical treatment, allows for having a clearer idea regarding the necessary parameters in
a micromodel for the evaluation of surfactants.

Table 6. Normalized sensitivity coefficients χi,IFT obtained from the CFD simulations.

Case
Grain
Shape

Presence
of Pref-
erential
Flowing
Channel

Porosity
Injection
Velocity
(ft/day)

χRF ,IFT
a χBT T ,IFT

b χFD,IFT
c χP,IFT χEnt ,IFT

d χTOTAL ,IFT

1

circular no 0.5 10 0.59 0.80 0.73 0.12 5.17 7.41

circular no 0.7 10 1.49 1.85 0.12 0.00 0.42 3.88

circular no 0.5 30 3.05 3.31 0.87 0.37 1.51 9.12

circular no 0.7 30 14.24 15.18 1.95 0.01 11.01 42.38

2

irregular no 0.5 10 3.18 8.97 0.38 0.51 7.72 20.75

irregular no 0.7 10 2.23 1.74 0.53 0.07 23.94 28.51

irregular no 0.5 30 5.40 3.43 0.41 1.82 35.76 46.85

irregular no 0.7 30 5.48 6.10 0.33 1.67 4.83 18.42

3

circular yes 0.5 10 2.40 2.19 0.15 0.15 7.67 12.56

circular yes 0.7 10 1.50 1.57 0.93 0.08 0.44 4.53

circular yes 0.5 30 2.76 1.22 0.02 0.09 75.58 79.68

circular yes 0.7 30 1.36 1.62 0.60 0.03 3.23 6.84

4

irregular yes 0.5 10 2.41 3.06 1.02 1.97 13.04 21.50

irregular yes 0.7 10 1.07 1.16 2.63 0.26 2.75 7.87

irregular yes 0.5 30 1.93 1.67 1.34 3.08 18.72 26.74

irregular yes 0.7 30 1.79 2.72 0.61 1.27 7.12 13.50
a RF: Recovery factor, b BT T: Breakthrough time, c FD: Fractal dimension of the flow, d Ent: entrapment factor.
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A similar analysis for all the other cases can be conducted to yield Table 7, which
summarizes what experimental conditions have the most significant change based on dif-
ferences in IFT. This table considers the conditions where the performance of the evaluated
surfactants can be better differentiated, grouped according to the grain shape and the
presence of preferential flow paths. In this way, it is possible to identify parameters that
can be used in microfluidic experiments for the evaluation of surfactants, highlighting
some of the outputs (recovery factor, breakthrough time, fractal dimension, pressure drop,
entrapment effect).

Table 7. Conditions of injection velocity and porosity that yield the highest values of χi,IFT.

Case
Recovery Factor Breakthrough Time Fractal Dimension Pressure Drop Change Entrapment Effect

Major
Change

Minor
Change

Major
Change

Minor
Change

Major
Change

Minor
Change

Major
Change

Minor
Change

Major
Change

Minor
Change

1: Circular
grain

shape and
non-

preferential
channel mi-
cromodel

High
injection

velocity—
High

porosity

Low
injection

velocity—
Low

porosity

High
injection

velocity—
High

porosity

Low
injection

velocity—
Low

porosity

High
injection

velocity—
High

porosity

Low
injection

velocity—
High

porosity

High
injection

velocity—
Low

porosity

High
injection

velocity—
High

porosity

High
injection

velocity—
High

porosity

Low
injection

velocity—
High

porosity

2: Irregular
grain

shape and
non-

preferential
channel mi-
cromodel

High
injection
velocity

Low
injection
velocity

Low
injection

velocity—
Low

porosity

Low
injection

velocity—
High

porosity

Low
injection

velocity—
High

porosity

High
injection

velocity—
High

porosity

High
injection

velocity—
Low

porosity

Low
injection

velocity—
High

porosity

High
injection

velocity—
Low

porosity

High
injection
velocity
-High

porosity

3: Circular
grain

shape and
preferential
channel mi-
cromodel

Low
injection

velocity—
Low

porosity

High
injection

velocity—
High

porosity

Low
injection

velocity—
Low

porosity

High
injection

velocity—
Low

porosity

Low
injection

velocity—
High

porosity

High
injection

velocity—
Low

porosity

Low
injection

velocity—
Low

porosity

High
injection

velocity—
High

porosity

High
injection

velocity—
Low

porosity

Low
injection

velocity—
High

porosity

4: Irregular
grain

shape and
preferential
channel mi-
cromodel

Low
injection

velocity—
Low

porosity

Low
injection

velocity—
High

porosity

Low
injection

velocity—
Low

porosity

Low
injection

velocity—
High

porosity

Low
injection

velocity—
High

porosity

High
injection

velocity—
High

porosity

High
injection

velocity—
Low

porosity

Low
injection

velocity—
High

porosity

High
injection

velocity—
Low

porosity

Low
injection

velocity—
High

porosity

For case 4 (irregular grain shape with the presence of preferential flowing channel),
low injection velocity and low porosity are preferred to distinguish the effect of IFT on
the recovery factor. At the same time, changes in the pressure drop become more evident
for a high injection velocity and low porosity. The data in Table 7 can readily be used to
determine experimental conditions that can favor the evaluation of the effect of IFT on any

of the output variables (
→
Y) considered in this study.

Table 8 presents a global summary of the results in Table 7 that provide a comprehen-
sive response to the question of what experimental configuration would best differentiate
between two IFTs. While Table 7 responds to the question of what conditions are preferred
to have a more noticeable effect on an individual output variable (Yi), Table 8 considers the

set of experimental conditions that would indicate the largest change in (
→
Y) for smallest

differences in IFT. Table 8 indicates that for case 3, for instance, a high injection velocity
and low porosity, in the range of the simulations used in this paper, should be preferred
when evaluating two different surfactants.

Finally, from the values of χTOTAL ,IFT in Table 6, it is possible to choose the micro-
model among the eight evaluated in this research. The conditions where a higher value of
χTOTAL ,IFT (76.98) was obtained were those of the micromodel with circular grain shape,
with the presence of a preferential flowing channel, a porosity of 0.5, and an injection
velocity of 30 ft/day. This means that this micromodel with the evaluated conditions is
the one that allows the best differentiation of the performance between the surfactants
analyzed in this research. This was obtained from the application of the selection flowchart.
The example outlined above illustrates how the flowchart proposed in Figure 1, which uses
CFD simulations to represent the flow in a microfluidic device, can assist in selecting the
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microfluidic experiment that would have more success in distinguishing the performance
of two surfactants with very similar IFTs.

Table 8. Conditions of injection velocity and porosity that yield the highest values of χTotal,IFT..

Case
Changes Considering the Effect of All Response Variables (Y)

Major Change Minor Change

1: Circular grain shape and non-preferential
flowing channel micromodel High injection velocity—High porosity Low injection velocity—High porosity

2: Irregular grain shape and non-preferential
flowing channel micromodel High injection velocity—Low porosity High injection velocity—High porosity

3: Circular grain shape and preferential
flowing channel micromodel High injection velocity–Low porosity Low injection velocity – High porosity

4: Irregular grain shape and preferential
flowing channel micromodel High injection velocity—Low porosity Low injection velocity—High porosity

Also, the conditions where the micromodel best differentiates the performance of
surfactants is found for the highest capillary numbers, with values of 0.039 and 0.032,
corresponding to an IFT of 0.037 mN/m and 0.045 mN/m, respectively. However, this
indicates a significant influence of viscous forces, specifically the injection velocity, other
parameters must also be considered as will be discussed later depending on the output
variables evaluated.

Further information can be obtained from the analysis of Table 6, particularly on the
importance of the output variables on the evaluation of surfactants. The sum of all χi,IFT
over all the CFD experiments indicates that the entrapment effect (∑ χEnt,IFT = 218.9) is the
variable that can more easily differentiate the performance of both surfactants. The recovery
factor and breakthrough time (∑ χRF,IFT = 50.9, ∑ χBT T,IFT = 56.6) can also be used to
distinguish the performance of surfactants with very similar IFTs. The fractal dimension
(∑ χFD,IFT = 12.6) and pressure drop (∑ χP,IFT = 11.5) have the smallest sensitivities to
changes in IFT. The strong influence of the surfactant on the entrapment effect, the recovery
factor, and the breakthrough time is probably because surfactants have a substantial effect
on entrapment as they modify the surface interaction between the oil and the porous media,
and increase the amount of crude oil displaced through the micromodel to increase the
recovery factor and reduce the breakthrough time. The low effect on the fractal dimension
of flow indicates that in the small length scale of a microfluidic device, such as those used
in this study, the fractal dimension of flow differences are slight for surfactants of very
similar IFTs, such as those used in this study. The same is true for the pressure drop.

A similar attempt at correlating the microfluidic grain shape (circular vs. irregular)
or the presence or absence of preferential flowing channel does not allow a definitive conclu-
sion as similar values of ∑ χi,IFT were obtained for these variables⎛⎜⎝

no pre f erential channel︷ ︸︸ ︷
∑ χTOTAL,IFT = 177.3,

pre f erential channel︷ ︸︸ ︷
∑ χTOTAL,IFT = 173.2,

circular︷ ︸︸ ︷
∑ χTOTAL,IFT = 166.4,

irr f egular︷ ︸︸ ︷
∑ χTOTAL,IFT = 184.1

⎞⎟⎠
A lower porosity

⎛⎜⎝
porosity=0.5︷ ︸︸ ︷

∑ χTOTAL,IFT = 224.6,

porosity=0.7︷ ︸︸ ︷
∑ χTOTAL,IFT = 125.9

⎞⎟⎠ and a higher injection

flow

⎛⎜⎝
10 f t/day︷ ︸︸ ︷

∑ χTOTAL,IFT = 107.0,

30 f t/day︷ ︸︸ ︷
∑ χTOTAL,IFT = 243.5

⎞⎟⎠ increase the ability of the microflu-

idic experiment to distinguish between two surfactants. This indicates that more extreme
conditions, lower porosity, and a higher velocity make the effect of the surfactant in the oil
recovery process more evident.
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5. Conclusions

This research proposed and demonstrated a flowchart for selecting microfluidic exper-
iments to evaluate the performance of surfactants in the low interfacial tension range. The
flowchart guides the user through comprehensive CFD simulations, experimental design,
and sensitivity analysis with the ultimate goal of defining the microfluidic characteristics
and the experimental conditions that can make the difference between two surfactants
either in one specific output variable, e.g., recovery factor, or in a set of performance
variables more evident.

For the output variables that can be measured in microfluidic experiments and that
were considered in the analysis, i.e., recovery factor, breakthrough time, fractal dimension,
pressure drop, and entrapment effect, the latter is the one that makes the differences
between the surfactants used in the study more evident; however, the recovery factor and
the breakthrough time can also be used to distinguish between surfactants.

For the microfluidic design characteristics and experimental conditions evaluated in
this study, a high injection velocity and a low porosity have the most significant effect
on the ability of the CFD experiments to differentiate the performance of the surfactant.
The presence of preferential flowing channels on whether circular or irregular grains form
the microfluidic does not have a significant effect when the objective is to analyze the
performance of a surfactant.

Although this type of process facilitates the evaluation of EOR technologies with
surfactant injection, it is recommended to carry out experimental tests to complement the
results obtained from this type of research. The objective of this research is not the design
of EOR processes, but of micromodels that help to select surfactants and other variables
before the application of the technologies in the field.

Phenomena such as adsorption of surfactant in the porous medium, microemulsion
properties, surfactant solubility, distribution of surfactant between phases, among other
processes, were not considered in the model proposed. However, they are essential for
evaluating surfactants and should be included in future studies.

The results obtained in this research facilitate the design of micromodels to evaluate
surfactants in EOR processes. The application of surfactants in the field involves different
types of phenomena and interactions between surfactant-porous media that were not
considered in the modeling present in this investigation. For this reason, the results and
conclusions obtained in this investigation are limited to the design of micromodels in the
evaluation of surfactants.
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mesh for micromodel (f), Figure S7: Detail of the mesh for micromodel (g), Figure S8: Detail of the
mesh for micromodel (h), Figure S10: Extensive Selection Flowchart for micromodel experiments.
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dimension of the flow pattern, Section S4: Phase behavior.
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Abstract: CFD (computational fluid dynamics) simulation using a commercial package (Fluent-ANSYS)
on industrial rotary kilns using annulus-type burners and methane gas was carried out to examine
the characteristics of the flame length and flow visualization. New influencing design and operating
parameters—primary air swirl number, primary air inlet annulus diameter, and secondary air
temperature—were investigated and discussed. The influence of these parameters on axial temperature
distribution, axial mean mixture fractions, velocity vectors, mixture fractions, and temperature contours
were investigated. The current numerical findings were compared with existing experimental results
to validate the simulation approach. The results showed that the primary air swirl number had a
remarkable influence on the flame length at a lower primary air inlet annulus diameter ratio of 2.3.
Moreover, the flame length increased by 20% and 6% with increasing the swirl number from zero to
one for primary air inlet annulus diameter ratios of 2.3 and 5, respectively, and it also increased by 19%
with increasing primary air inlet annulus diameter ratio from 2.3 to 5.

Keywords: numerical simulation; rotary kiln; annulus burner; flame length; swirled flow

1. Introduction

Rotary kiln is a rotated cylinder lined with refractory material and is slightly axially inclined for
the production of cement or other materials. Basically, rotary kilns can be considered as heat exchangers
in which heat is liberated from combustion gases through the solid material and produces cement [1].
Rotary kilns are used in several industrial applications comprising lime and cement firing [2], petroleum
coke calcination [3], and aluminum oxide calcination [4,5]. Cement production is considered to be
dominated by the use of rotary kilns. Moreover, rotary kilns are widely utilized in waste incineration,
as it can provide different kinds of waste solids and it can incinerate them effectively [6].

Over the last several years, the CFD (computational fluid dynamics) technique as a useful tool was
implemented strongly for problems concerned with the effects of operating conditions and geometric
parameters on rotary kiln performance. In the design stage, the flame heat transfer rate to materials has
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a vital influence on the kiln performance. The flame characteristics (i.e., length, maximum temperature,
and shape) play significant role in the kiln performance, which influence significantly the heat transfer
rate, the product quality, the lining material life time, and the emissions. The flame instability may
lead to a large deviation in combustion gas temperatures, where the short flame can destroy the lining
material and the long flame may not be capable of liberating sufficient heat to complete the chemical
reaction. The operating variables such as kind and flow rate of fuel have a remarkable influence on
the flame characteristics [7]. Because of the variation in the kiln operating variables, the research
on the flame behavior is challenging to study [8–11]. Elattar et al. [8] presented a two-dimensional
simulation to explain the influence of rotary kiln main operating and construction parameters on
the flame characteristics, including heat and fluid flow using gaseous fuels (CH4, CO, and Biogas).
Elattar [9] developed flame length numerical correlations for rotary kilns as a function of excess-air
factor, diameter of air inlet, and kind of fuel, which have considerable influence on the flame behavior.

The impacts of primary air ratio, geometry of the burner (annulus type), and burner powers
(i.e., several jet momentums of the fuel) on the flow field and kiln wall peak temperature were
numerically investigated by Elattar et al. [10] using methane fuel. Nada et al. [11] studied the flow
field and mixing characteristics of outwardly injected jets into a cross flow in a cylindrical chamber
simulating the flow filed in Kiln burner. Khoei et al. [12] presented a mathematical simulation including
heat transfer and fluid flow to find and enhance the temperature distributions inside the rotary kiln
using the ELFEN finite element package. Mastorakos et al. [13] presented CFD modeling for rotary
kilns used in cement production including heat transfer, flame shape, and clinker chemistry simulations
using CFD commercial code and the Monte Carlo technique for radiation modelling. It was observed
that radiation is the dominant heat-transfer mode from combustion gases to kiln walls, and heat losses
across kiln walls is about 10%. Marias [14] presented a study using CFD simulation for the kiln gaseous
phase and the postcombustion chamber including turbulence, combustion, and radiation, using natural
gas fuel. The model was capable of expecting the radiation received by kiln walls and the volatile
matter combustion.

Most of the industrial kilns use annulus burners for flame stability. Moreover, the secondary
air is used in the kiln to reduce the overall kiln energy consumption by recuperating the heat from
the charge to the kiln again, in addition to supplying the oxygen required in the combustion process.
Furthermore, the swirl of primary air plays an important role in kiln flame stability and service life
time of burner tips, as well as the refractory wall. Khalil et al. [15] studied experimentally the flow
field of swirl confined/unconfined flames. It was found that confinement improves recirculation for
both reacting and nonreacting flow. Moreover, the turbulence intensity and recirculation strength
improved by flame confinement cause the increase of the Reynolds number. Elbaz and Roberts [16]
examined experimentally the influence of quarl geometry on the flame shape of swirling CH4 for
un-pre-mixed combustion, which represents a significant parameter in industrial burners and gas
turbine applications. It was found that air swirling and quarl geometry considerably affects flame
structure and flow shape, flame stability, and emissions. Elbaz and Roberts [17] experimentally studied
flow field of non-pre-mixed swirled CH4 flames settled in quartz quarl by measuring the flow field
instantaneously. Two different flames (i.e., two different fuel-jet velocities) were tested. The results
showed a couple of vortex regions appeared at quarl exit corners at low fuel-jet velocity, while in the
high fuel-jet velocity, additional downstream vortex collapsing varies the flame sheet path close to the
central flame region.

The above literature review showed that investigations on flame geometry (shape and length),
gas temperature, and flow field in rotary kilns are not completely covered. Several operating/design
parameters relating to rotary kilns are still under study like primary air swirl number (Sn), primary
air inlet annulus diameter ratio (dp/do), and secondary air temperature (Tsa) on the flame length
characteristic. Therefore, the current work is conducted in order to examine and discuss the influence
of swirl number and annulus diameter of the primary inlet air and temperature of the secondary air
on the flame length characteristic, which directly affects the thermal processes and consequently the
product’s quality throughout the rotary kiln.
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2. Physical Model, Grid Generation, and Boundary Conditions

For studying the effects of kiln operating conditions and geometric parameters of the burner on
flame length, the physical model of the simulated kiln was developed as schematically shown in Figure 1.
The kiln diameter and length was 2.6 and 20 m, respectively, and it was fully opened for secondary air
(i.e., secondary air inlet diameter ratio, da,i/D = 1). The kiln was operated by a pilot annulus tube burner
using methane fuel having uniform axial velocity of 30 m/s with 20 ◦C and 1.975 MW burner thermal
powers. The fuel nozzle diameter, primary air ratio, and excess air number were assumed do = 50 mm,
α = 0.1, and λ = 1.3, respectively. The studied parameters are—swirl number of primary air (Sn = 0,
0.3, 0.5, 0.7, and 1), primary air inlet annulus diameter ratio (dp/do = 2.3 and 5) and secondary air
temperature (Tsa = 20, 200, 400, 600, 800, and 1000 ◦C). A comparison between 2-D and 3-D simulation
studies was carried out by Elattar [9] as an earliest step to present the maximum errors. The maximum
error refers to the maximum deviation between the calculated variables obtained from 2-D and 3-D
simulations throughout the computational domain. The results showed that the maximum error in axial
velocity, axial temperature, and centerline mixture-fraction profiles were 5%, 2%, and 6%, respectively.
So, for time and cost savings, 2-D axisymmetric simulation was preferred to fulfill the current work
within acceptable errors.

Figure 1. Physical model layout.

2-D computational domain geometry and grids with boundary types are illustrated in Figure 2, as
presented by Elattar [18]. A hemikiln was used for computational cost saving and an ANSYS package
preprocessing tool was used for mesh generation (structured and quadrilateral cells). In the flame
region, the grid generated was dense. The boundary conditions of the computational domain were inlet
velocities of fuel, primary air and secondary air, pressure of outlet flue gases, and the kiln walls were
considered adiabatic. All temperatures and velocities at the kiln inlet were specified as uniform. The grid
independence study was carried out using several 2-D meshes with various resolutions. The cells
numbers varied from 3 × 103 to 100 × 103 for illustrating the flame length convergence as depicted in
Figure 3. The study shows that cells greater than 30 × 103 had diversity in flame length prediction
smaller than 0.2%. Accordingly, the mesh of 30 × 103 cells was used to accomplish the present study.

Figure 2. Cont.
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Figure 2. Computational domain: (a) Geometry, (b) grid and boundary types.

λ

Figure 3. Grid independence study.

3. Computational Methodology

3.1. Mathematical Procedure and Assumptions

A CFD approach using ANSYS-Fluent (finite volume technique) was engaged in the current
simulation to resolve the Reynolds-Averaged Navier-Stokes equations (RANS) in addition to energy,
radiation, and the species transport equations. Steady, incompressible, and axi-symmetry flow were
assumed. Moreover, the walls were considered adiabatic (i.e., heat flux = 0) with zero thickness and
internal wall emissivity = 1. These assumptions result in relatively approximated and acceptable results
if compared with real conditions [19,20]. Kiln rotational speed, bed percent filling, and buoyancy have
remarkable impacts on the characteristics and aerodynamics of the flame [21].

Continuity and momentum equations for steady-state flow gas are presented in Equations (1) and
(2), respectively, as follows [22]:

∂
∂xi

(ρui) = Sm (1)

∂
∂xj

(
ρuiuj

)
= − ∂p
∂xi

+
∂τi j

∂cj
+ ρgi + Fi + Sm (2)

where Sm is the source term produced from fuel injection.
The turbulence model (realizable k-ε) is distinct from other k-εmodels in its constant terms, and k

and ε are transport formulations which are given be Equations (3) and (4).

∂
∂xj

(
ρkuj

)
=
∂
∂xj

[(
μ+
μt

σk

)
∂k
∂xj

]
+ Gk + Gb − ρε (3)
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∂
∂xj

(
ρεuj

)
=
∂
∂xj

[(
μ+
μt

σε

)
∂ε
∂xj

]
+ ρC1Sε− ρC2

ε2

k +
√
νε

+ C1ε
ε
k

C3εGb (4)

where Gk and Gb denote turbulence kinetic energy generation of mean velocity gradients and buoyancy.
While σk and σε are turbulent Prandtl numbers of k and ε, C1ε and C2 are constants. For the current
simulations, the turbulent intensity at inlet (I) was specified 10% for air and 5% for fuel according to
Equation (5) [23]:

I = 0.16(ReDH)
−0.125 (5)

The chemical reaction was simulated based on PDF and non-pre-mixed combustion models
which are effective computational models because of using fewer formulations for resolving. In
addition, the chemical reaction kinetics state is fast and the flow can fulfill close to the state of chemical
equilibrium [23]. The PDF is a favored method in the case of turbulent combustion flow because of
variation in turbulent mixing properties. The current simulation utilizes the β-PDF model for turbulent
non-pre-mixed combustion flow simulation because of its distinct results compared to other PDF
models [24]. The β-PDF is stated based on the two parameters—mean scalar quantity and variance.
Therefore, for simplicity in solution of the species formulations, the mixture fraction in a β-PDF (f ) was
calculated based on species mass fraction (Zi) as follows:

f =
Zi −Zi,ox

Zi, f uel −Zi,ox
(6)

where ox and fuel refer to oxidizer and fuel inlets, f equals 1 and 0 for fuel and oxidizer streams,
respectively, and it varies from 0 to 1 in the flow domain.

The formulations of f and f ′2 (mean mixture fraction and variance) are given by Equations (7)
and (8), respectively.

∂
∂t
(ρ f ) +

∂
∂xj

(ρuj f ) =
∂
∂xj

⎛⎜⎜⎜⎜⎝μt

σt

∂ f
∂xj

⎞⎟⎟⎟⎟⎠ (7)

∂
∂t
(ρ f ′2) + ∂

∂xj
(ρuj f ′2) = ∂

∂xj

⎛⎜⎜⎜⎜⎜⎜⎝μt

σt

∂ f ′2

∂xj

⎞⎟⎟⎟⎟⎟⎟⎠+ Cgμt

⎛⎜⎜⎜⎜⎝ ∂ f
∂xj

⎞⎟⎟⎟⎟⎠2

−Cdρ
ε
k

f ′2 (8)

where f ′ = f − f , σt = 0.850, Cg = 2.860, and Cd = 2. Thus, the chemical reaction was simplified in one
variable (f ) which features the mixture fraction modeling. Moreover, species mass fractions, density,
and temperature and other thermochemical properties were completely associated with f and the
instant scalars depend on f as follows:

φi = φi( f ) (9)

φi = φi( f , H) (10)

where φi represents instant thermochemical scalar quantities and H is the instant enthalpy. Species
and temperature average mass fraction, φi, can be given by Equation (11) for adiabatic systems and
Equation (12) for nonadiabatic systems, where the PDF model is expressed as p (f ).

φi =

1∫
0

p( f )φi( f ) d f (11)

φi =

1∫
0

p( f )φi( f , H) d f (12)

Accordingly, the mean time-averaged fluid density, ρ, is given by Equation (13).
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1
ρ
=

1∫
0

p( f )
ρ( f )

d f (13)

where p( f ) = fα−1(1− f )β−1∫
fα−1(1− f )β−1d f

; α and β are α = f
[

f (1− f )

f ′2
− 1

]
, β = (1− f )

[
f (1− f )

f ′2
− 1

]
.

For solving the formulation of mean enthalpy, H, Equation (14) is used:

∂
∂t
(ρH) + ∇ · (ρ→v H) = ∇ ·

(
kt

cp
∇H

)
(14)

For pressure interpolation the PRESTO algorithm was used, while SIMPLE algorithm was engaged
for coupling pressure and velocity. Species thermal properties were calculated based on the temperature
and at a pressure of 1.013 × 105 Pa (standard atmospheric pressure). For solving the enthalpy, the
following energy equation was utilized.

∂
∂xi

(ρνih) =
∂
∂xi

(
Γh
∂h
∂xi

)
+ Sh (15)

where Sh is the source term including radiation and combustion heat transfer rate.
For calculating kiln-radiation heat flux, the P-1 radiation model was used, which is the simplest

model amongst the other P-N radiation models [25,26]. It is appropriate for use at higher optical
thickness (κ L), where κ and L are the absorption coefficient and domain length scale, respectively.
The κ is determined based on the local concentrations of H2O and CO2, total pressure, and path length
according to a Weighted-Sum-of-Gray-Gases model which was used in the current simulation and
given by Equation (16),

−∇qr = κG− 4κσT4 (16)

where the −∇qr term is utilized in energy equation for radiation heat source.
To describe burner swirl, a swirl number (defined as ratio of angular to axial momentum) was

used as given by Beer [27]:

Sn =

∫ rp

0 (wr)ρup2πrdr

rp
∫ rp

0 upρup2πrdr
(17)

For constant parameters: Sn = 2
3

w
up

.

3.2. Model Validation

The present model was validated by comparing its results with the experimental results of
TECFLAM [19,20]. TECFLAM is a German corporation that presented a series of experimental
measurements to provide a database for various flams to improve and validate various numerical
model for combustions. Among their work, a database for swirled confined flames generated by
natural-gas standard burners is available. The results of the current model are compared with the
data in Figure 4. The goals of TECFLAM research programs are to establish a wide experimental
database from selective flames and to validate and improve the mathematical combustion models.
From this point, the comparisons between experimental measurements of TECFLAM [19,20] and
current numerical results are presented in Figure 4.

For the validation work, the model was run based on methane fuel at the conditions—Tair = 300 K,
To = 300 K, Sn = 0.9, and λ = 1.2. Figure 4 compares axial, radial, and tangential velocity components of
the radial profiles at 30 and 60 mm away from the burner tips. The radial distribution of mixture fraction,
mean temperature, CO2 mass fraction, and CH4 mass fraction at different distances from the burner tips
are also compared. A reasonable agreement between the results of the current model using (realizable
k-ε) the turbulence model and TECFLAM [19,20] experimental data was obtained as shown in Figure 4.
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The small deviation between the two results can be attributed to the simplifying assumptions used in
combustion and turbulence models and to the uncertainty in experimental measurements. Thus, the
turbulence model (realizable k-ε) was capable of accomplishing this simulation work.

λ λ λ λ

λ λ λλ

λ λ λλ

Figure 4. Model validation—comparisons between present numerical and experimental data of TECFLAM [19,20].

4. Results and Discussion

4.1. Influence of Primary air Swirl Number (Sn)

The influences of swirl number (Sn) of the primary air at Tpa = 20 ◦C, Tsa = 20 ◦C, To = 20 ◦C,
λ = 1.3, and α = 0.10 on temperature profiles and inverted mixture fraction profiles, velocity vectors,
flame length, and mixture fraction contours are shown in Figures 5–9 for dp/do = 2.3 and 5.

Figure 5a,b illustrates centerline temperature profiles over flame at various swirl numbers (Sn) for
two different dimensionless annulus burner diameters of 2.3 and 5. The figures show that the location
of the highest flame temperature was moved to right by 20% and 6% with increasing swirl number
from 0 to 1 for dp/do = 2.3 and 5, respectively. Moreover, the peak flame temperature magnitudes were
unchanged. Furthermore, the impact of swirl number of primary air on the maximum temperature
location in the flame vanished with the increase of the annulus diameter for specific excess air and
primary air ratio. This is due to the decrease of the size of the recirculation zone and less air diffusion in
the fuel with the increase of the swirl number (see Figure 6). The decreased penetration of air into the
fuel leads to the increase of the flame length, which causes a shift in highest flame temperature location.
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Figure 5. Effect of swirl number of primary air on centerline temperature profiles: (a) dp/do = 2.3 and
(b) dp/do = 5.

Figure 6. Effect of swirl number of primary air velocity vectors at Tair = 20 ◦C, To = 20 ◦C, uo = 30 m/s,
and α = 0.1.
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Figure 7. Centerline mixture fraction profiles for different primary air swirl numbers at uo = 30 m/s: (a)
dp/do = 2.3 and (b) dp/do = 5.

 

α λ  

Figure 8. Effects of swirl number on flame length at dp/do = 2.3 and 5 and uo = 30 m/s.
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Figure 9. Mixture fraction contours for different primary air swirl numbers at Tair = 20 ◦C, To = 20 ◦C,
uo = 30 m/s, and α = 0.1.

Effect of swirl number of primary air on centerline mixture fraction profiles for two different
annulus diameters (dp/do = 2.3 and 5) is explained in Figure 7a,b, respectively. The figure shows that
the swirl number of the primary air has a remarkable influence on the profile of the mixture fraction
and the flame length. Accordingly, the flame length increases with the increase of the swirl number
due to the less diffusion and penetration of air in the fuel, which lead to incomplete reaction in a
small distance and the spread of the flame for complete oxidation. The effect of the swirl number of
primary air on the flame lengthening is strong at a small annulus diameter and weak at a large annulus
diameter. The figures show that the flame lengthens by 20% and 6% with increasing the swirl number
of the primary air in the range 0–1 at dp/do = 2.3 and 5, respectively. The predicted flame lengths in
the entire range of the swirl number are shown in Figure 8 for annulus diameters dp/do = 2.3 and 5.
The figure shows that the swirl number has a remarkable and slight impact on the flame length at
dp/do = 2.3 and dp/do = 5, respectively. Figure 9 shows the effect of the swirl number on the mean
mixture fraction contours at dp/do = 2.3 for illustrating the influence of Sn on the flame length.

4.2. Influence of Primary air Inlet Annulus Diameter Ratio (dp/do)

Concentric/annulus burners are commonly used in industrial applications with a confined flame
for flame stability. The flame characteristics are mainly dependent on the annulus diameter as shown
in Figures 10 and 11, which show the effects of the dimensionless annulus diameter on temperature
and mixture-fraction profiles, temperature and mixture fraction contours, and velocity vectors.

Figure 10a gives centerline axial temperature profiles for dp/do = 2.3 and 5 and Tpa = 20 ◦C,
Tsa = 20 ◦C, and Sn = 0.5. The figure shows that the location of the maximum flame temperature
point transferred to the right keeping its value with increasing dp/do from 2.3 and 5. This can be
attributed to the increase of the velocity of the primary air velocity with the decrease of annulus diameter.
The increase of the velocity enhances the mixing process of the fuel and oxidizer leading to a complete
reaction in a short distance close to the burner tip. Accordingly, the location of the maximum flame
temperature point moved to left with the decrease of annulus diameter leading to a shortening in the
flame length (see Figure 10b). Figure 10a,b shows that the location of the maximum flame temperature
point moved to the right, i.e., the flame lengthened by 19% due to the increase of dp/do from 2.3 to 5.
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Figure 10. Effects of annulus diameters on: (a) centerline temperature profiles, (b) centerline mixture
fraction profiles at uo = 30 (m/s).

Figure 11. Cont.
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Figure 11. Effect of annulus diameters on (a) velocity vectors, (b) temperature contours, and (c) mixture
fraction contours at Tair = 20 ◦C, To = 20 ◦C, uo = 30 m/s, α = 0.1, λ = 1.3, and Sn = 0.5.

The vectors of the velocity for two annulus diameters, dp/do = 2.3 and 5, are shown in Figure 11a.
The figure shows that the recirculation region size decreases with increasing annulus diameter and the
location of the maximum flame temperature point moved to the right, causing the increase of the flame
length as shown in Figure 11b,c.

4.3. Influence of Temperature of Secondary Air (Tsa)

To increase efficiencies of furnaces, heat recovery by preheating the air before combustion is
commonly used in the practice of industrial furnaces. The effects of the temperature of the secondary air
on air temperature profiles, wall temperature profiles, temperature contours, and velocity vectors are
shown in Figures 12 and 13. The variation of the centerline temperature profiles with the temperature
of the secondary air in the range 20–1000 ◦C is illustrated in Figure 12a for dp/do = 2.3, Tpa = 20 ◦C, To

= 20 ◦C and Sn = 0. The figure shows the increase of the centerline temperature with the increase of
the temperature of the secondary from 20 to 200 ◦C, then the centerline temperature decreases with
the increase of the temperature of the secondary air up to 600 ◦C. Increasing the temperature of the
secondary air above 600 ◦C does not affect the centerline axial temperature profile.

α λ
 

Figure 12. Cont.
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Figure 12. Effect of temperature of secondary air temperature on: (a) temperature profiles and (b)
mixture fraction profiles at uo = 30 (m/s).

Figure 12b shows the increase of the maximum wall temperature with the increase of the
temperature of the secondary air and the shifting of the location of the maximum wall temperature
point to the left. This can be attributed to the decrease of the air density with the increase of the
temperature of the secondary air, which leads to weak diffusion and mixing of the combustion air
with the fuel. This causes the existence of a hot zone close to the air entrance at a high temperature of
the secondary air. Figure 13a,b shows the growth of the recirculation region with the increase of the
temperature of the secondary air due to the reduction of the momentum of the secondary air causing
entrainment and recirculation.

Figure 13. Effect of temperature of secondary air on: (a) temperature contours and (b) velocity vectors
at Tpa = 20 ◦C, To = 20 ◦C, uo = 30 m/s, α = 0.1, and λ = 1.3.
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5. Conclusions

Numerical simulation using the CFD method is implemented to predict and discuss the influences
of primary air swirl number, primary air inlet annulus diameter, and temperature of secondary air on
the length of the rotary kiln flame and its flow field. The main findings obtained from this study are as
follows:

• The swirl number of the primary has a remarkable influence on flame length at lower primary air
inlet annulus diameter ratio (dp/do = 2.3);

• The flame lengthens with increasing primary air swirl number—the length increases by 20% and
6% with increasing the swirl number from 0 to 1 for dp/do = 2.3 and 5, respectively;

• The flame lengthens with the increase of the annulus diameter of the inlet primary air—the flame
lengthens by ~19% with rising of dp/do from 2.3 to 5;

• The peak wall temperature rises and moves close to the burner tip and the recirculation region
size growths with the increase of the temperature of the secondary air.
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Nomenclatures

D kiln diameter (m)
da,i diameter of secondary air inlet (m)
do fuel-nozzle diameter (m)
dp annulus diameter of primary air inlet (m)
f mean mixture-fraction
L air-fuel ratio, mass basis (kgair/kgfuel)
Lf length of flame (m)
R rotary kiln-radius (m)
rp radius of primary air (m)
Sn swirl number
T local temperature (◦C)
u axial velocity (m/s)
v velocity in radial direction (m/s)
w velocity in tangential direction (m/s)
x longitudinal distance measured from burner (m)
ε turbulent dissipation rate (m2/s3)
λ excess-air factor
φ equivalence ratio, Φ = (A/F)st/(A/F)actual.
ρ density (kg/m3)
Subscript
a axial
air air
o fuel
pa primary air
sa secondary air
st stoichiometric
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Abstract: Optimization of flow fields in redox flow batteries can increase performance and efficiency,
while reducing cost. Therefore, there is a need to establish a fundamental understanding on the
connection between flow fields, electrolyte flow management and electrode properties. In this
work, the flow distribution and pressure drop characteristics of interdigitated flow fields with
constant and tapered cross-sections are examined numerically and experimentally. Two simplified
2D along-the-channel models are used: (1) a CFD model, which includes the channels and the
porous electrode, with Darcy’s viscous resistance as a momentum sink term in the latter; and (2) a
semi-analytical model, which uses Darcy’s law to describe the 2D flow in the electrode and lubrication
theory to describe the 1D Poiseuille flow in the channels, with the 2D and 1D sub-models coupled at
the channel/electrode interfaces. The predictions of the models are compared between them and
with experimental data. The results show that the most influential parameter is γ, defined as the ratio
between the pressure drop along the channel due to viscous stresses and the pressure drop across
the electrode due to Darcy’s viscous resistance. The effect of Re in the channel depends on the order
of magnitude of γ, being negligible in conventional cells with slender channels that use electrodes
with permeabilities in the order of 10−12 m2 and that are operated with moderate flow rates. Under
these conditions, tapered channels can enhance mass transport and facilitate the removal of bubbles
(from secondary reactions) because of the higher velocities achieved in the channel, while being
pumping losses similar to those of constant cross-section flow fields. This agrees with experimental
data measured in a single cell operated with aqueous vanadium-based electrolytes.

Keywords: modeling; interdigitated flow field; channel tapering; pressure drop; flow distribution;
lubrication theory; redox flow battery

1. Introduction

The extensive use of fossil fuels in today’s lifestyle has led to climate change from greenhouse
gas emissions and has increased the need for use of renewable energy [1]. The major issue limiting
the wide-spread usage of intermittent renewable energy sources is the availability of efficient and
cost-effective energy storage systems [2]. Recently, redox flow batteries (RFBs) have attracted significant
attention due to their flexible design and ability to efficiently store large amounts of energy [3–5]. RFBs

Processes 2020, 8, 775; doi:10.3390/pr8070775 www.mdpi.com/journal/processes
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are composed of two differently charged electrolyte systems that convert electrical energy directly into
chemical energy by means of reversible electrochemical reactions [6–9]. The electrolytes are stored
in external tanks and pumped through an electrochemical redox cell, where the redox reactions take
place, storing or producing electricity [9–12]. In the redox cell, a membrane separates the electrode and
electrolyte of each half-cell. The role of the electrode is to allow for electrolyte transport and enable the
reactions in each half-cell, while the membrane serves to prevent the mixing of the electrolytes and
allow for the proton transfer between the two half-cells, to maintain electro-neutrality [13,14]. Once the
charged electrolytes have participated in the reaction, they are circulated back to the electrolyte tanks
for recharging. Unlike traditional batteries, the key advantage of RFBs is that power generation and
energy storage are decoupled, such that the energy storage capacity is determined by the volume of
electrolytes, whereas the power rating is dictated by the size of redox cells [3–9]. This makes them
ideally suited for a wide range of applications, especially grid-scale energy storage. RFBs are typically
categorized based on the redox active species that are used. Among various types of flow batteries,
all-vanadium flow batteries (VRFBs), which employ the V+

2 /V+
3 and V+

4 /V+
5 redox couples in an

aqueous solution as the negative and positive electrolytes, offer unique advantages [15,16]. The use of
the same but differently charged species in both half-cells of VRFBs eliminates cross-contamination of
electrolytes, which is considered to be one of the major problems that affect the life and durability of
other RFBs [17]. Therefore, significant emphasis has been placed on all-vanadium systems since the
invention of the flow battery technology [4,18].

The flow-assisted nature of RFBs presents many challenging issues, including but not limited
to significant transport losses due to poor electrode and cell design and the related low power
density [19–26]. It can be hypothesized that many of these challenges are primarily related to the
concept of electrolyte utilization [27–32]. Electrolyte utilization is described as the most effective use
of electrolyte circulation for the optimum charge and discharge of the RFB. The primary issues of
concern regarding electrolyte utilization are gathered around (i) electrode design and (ii) electrolyte
flow mechanisms in the cell. The primary role of the electrode is to enable transport of electrolytes,
facilitate charge transfer and provide reaction sites for electrochemical reactions [21,33]. Therefore, the
nature of the electrode is critically important as it directly governs the transport related losses [23,34,35],
cell resistance [36,37], performance degradation [20,38] and many other issues. For instance, proper
engineering of electrolyte circulation within the electrode can potentially increase the amount of
electrode surface area used for reactions and charge transfer [39–41]. Failure to do so will increase the
mass transport losses and the concentration overpotential, reducing overall battery performance.

Proper selection of electrolyte flow configuration is critical for the effective use of electrolyte.
Two different flow configurations have been widely used in the field, namely flow-through and flow-by
flow fields, which are defined based on how the electrolyte flows with respect to the electrode [19,29,42].
In a flow-through design, the electrolyte is forced to permeate through the porous electrodes, whereas
in a flow-by design, the electrolyte is directed along the surface of the electrode (i.e., flows parallel
to the electrode surface) in two ways: (i) through a flow frame placed between the electrode and the
membrane, or (ii) through the flow channels in the current collector (similar to a fuel cell) [27,28,43].
Understanding the unique aspects of each flow scheme is critical for selecting the flow cell architecture
that leads to minimum losses. While one flow configuration can minimize certain types of losses, it may
inadvertently increase others. For instance, the flow-through design maximizes the contact between
the electrolyte and the electrode; however, it increases the pressure drop and induces accelerated
electrode degradation due to the high viscous forces. While the flow-by configuration eliminates the
pressure drop losses, it suffers from poor electrolyte utilization.

Existing studies show the possibility of achieving higher performance ratings through the use of
different flow-field geometries [23,27,28,42,43]. Among these studies, one promising solution is to use
flow fields with non-uniform depth by adding channel obstructions and ramps. According to a recent
study [28], integration of ramps (i.e., with tapered channels) into flow fields results in improvements in
peak power densities for both open-ended (e.g., parallel flow field) and close-ended (e.g., interdigitated
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flow field) geometries. A reduction in the pressure drop has also been observed in interdigitated flow
fields with tapered flow fields [28]. In this work, the pressure drop and flow characteristics of constant
cross-section and tapered interdigitated flow fields used in RFBs (and related electrochemical devices)
are investigated theoretically, numerically and experimentally. The organization of the paper is as
follows. In Section 2, the formulation of the 2D CFD model used to analyze the problem is presented,
along with a simplified 2D+1D model based on lubrication theory (Appendix A). In Section 3, the
pressure drop experiments conducted in a single cell VRFB are described. The results are discussed in
Section 4, including a comparison between both numerical models and the experimental data. Finally,
the concluding remarks are given in Section 5.

2. Mathematical Model

Figure 1 shows schematically the repeating unit cell of an interdigitated flow field typically
used in electrochemical devices, such as RBFs or fuel cells. The liquid electrolyte enters the system
with uniform velocity, U, continues through the inlet channel, Ωi, permeates through the porous
electrode, Ωe, and is finally collected at the outlet channel, Ωo, before leaving the system. In typical cell
designs, the height and width of the channels, H ∼ wch ∼ 1 mm, are comparable to the characteristic,
effective channel-to-channel distance, weff

e , and also to the electrode thickness, δe, to provide a good
balance between charge and mass transport. Note that the effective channel-to-channel distance
includes the out-of-plane movement of the fluid as it travels around the rib, through the porous
electrode. The characteristic, effective channel-to-channel distance is of the same order as the rib
width and electrode thickness (weff

e ∼ wrib ∼ δe). By contrast, the channel length, L, is much larger
than the characteristic cross-sectional size, L 
 H ∼ wch ∼ weff

e ∼ δe, which results in slender
channel geometries. Hence, the flow in the channels is slender, or quasi-one-dimensional, with
v/u ∼ H/L � 1, as implied by mass conservation. Here, u and v are the axial and transverse velocity
components in the x and y directions, respectively.

Considering the above hierarchy of scales, a 2D CFD model is used here to facilitate the analysis
and reduce computational cost, while still retaining the main physics of the problem. A detailed study
would require the use of 3D geometries to account for the effective channel-to-channel distance, but this
is out of the scope of this work, which seeks to understand the role of the main parameters governing
the fluid-dynamic problem. The 2D geometry is shown in the bottom panel of Figure 1, where
x = (x, y), being x and y the Cartesian coordinates in theaxial and transverse direction, respectively.
The fluid enters the system through the inlet channel, Ωi, which runs in the x-direction parallel to the
porous electrode. In the domain of interest, 0 ≤ x ≤ L, hereafter referred to as the flow-through section,
the height of the inlet channel decreases gradually from its initial value, hi(0), to the dead-end height,
hi(L). Similarly, the height of the outlet channel, Ωo, located at the opposite side of the electrode,
grows gradually from the dead-end height, ho(0), to its final value, ho(L). To facilitate the analytical
treatment, the analysis is restricted to cases where the height of the inlet and outlet channels are
equal, hi(0) = ho(L) = H, so that the pressure gradients in the channels upstream and downstream
the flow-through section are equal. The inlet and outlet channels have a trapezoidal (i.e., tapered)
geometry given by the following expressions

hi(x) = H
[
1 − (1 − φ)

x
L

]
and ho(x) = H

[
φ + (1 − φ)

x
L

]
for 0 ≤ x ≤ L, (1)

with constant cross-section channels corresponding to φ = 1, and tapered channels to 0 ≤ φ < 1.
The geometrical parameters and fluid properties used in the analysis are listed in Table 1. To remove
the singularity that emerges at the closed end of ramped channels with φ = 0, ramped profiles are
truncated to a trapezoidal shape assuming a fixed taper ratio φ = 0.1, which results in an end-wall
height of 10% of the initial height H. In Section 4.3, a nearly triangular along-the-channel shape
(φ = 10−2) is also considered for comparison with a semi-analytical lubrication model that will help
with the interpretation of the pressure drop results. The formulation of the lubrication model is
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presented in Appendix A. To ensure that the flow is fully developed in the electrode region, the inlet
and outlet channels are provided with upstream and downstream extensions of constant height H to
allow for the complete development of the flow and avoid any effect of the inlet and outlet boundary
conditions. The length of these extensions, 20H, is of the order of the flow development length for the
highest Reynolds numbers considered in this study.

Unit Cell

inlet channel (Ωi)

outlet channel (Ωo)

porous electrode

end walls

(Ωe)

δe

φH

φH

weff
e

ho(x)

L

hi(x)

y

inlet

outlet

electrode (e) Ωe

channel (ch)
H

HΩi

Ωo

x

Figure 1. (top) Cell fixture and constant cross-section interdigitated flow field used in the experiments,
indicating the repeating unit cell, (middle) schematic representation of the 3D geometry of a unit cell of
an interdigitated flow field with constant cross-section and tapered channels, and (down) the simplified
2D along-the-channel geometry used in the CFD model. The flow direction (blue arrows), the notation
used for the geometrical parameters and the coordinate system are indicated.

The density and viscosity of the fluid, ρ and μ, depend strongly on the type of electrolyte, state of
charge and temperature [7,44,45]. Whereas the feed flow rate, Q, used in a cell with, e.g., 10 inlet and
outlet channel segments and an active area of roughly 16 cm2 does not usually exceed 200 ml/min,
corresponding to 20 ml/min per channel segment [27,28,46,47]. This leads to a characteristic inlet
velocity below U ≈ 0.33 m/s and a Reynolds number in the channel lower than Re = ρUH/μ ≈ 300,
considering an inlet area of 1 × 1 mm2 and the properties of liquid water at room temperature.
However, aqueous and non-aqueous electrolytes often exhibit higher viscosities [48], so that Re < 100
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is expected in most practical applications. In this exploratory work, liquid water is taken as working
fluid, and the inlet velocity is conveniently varied (see Table 1) to investigate the role of inertia in an
extended range of Reynolds numbers, Re = 1 − 800.

Table 1. Geometrical parameters, fluid properties and operating conditions used in the 2D CFD model.

Parameter Symbol Value

Characteristic channel length L 4 cm, 10 cm †

Reference inlet/outlet channel height H 1 mm
Effective channel-to-channel distance weff

e 1.5 mm
Electrode permeability Ke 10−13–10−10 m2 †

Density ρ 103 kg m−3

Dynamic viscosity μ 10−3 kg m−1 s−1

Inlet velocity (volume flow rate) U (Q′) 1–800 mm s−1 (1–800 mm2 s−1)

† An additional channel length of L = 10 cm and various electrode permeabilities Ke are explored in
Section 4.3.

The equations determining the flow and pressure drop are the steady-state Navier–Stokes
equations for an incompressible fluid of uniform density and viscosity, written here in their generalized
form for flow in porous media

∇ · u = 0 (2a)
ρ

ε2 (u · ∇) u = −∇p +
μ

ε
∇2u + Su (2b)

where u = (u, v) is the superficial velocity (equal to the fluid velocity in the channels), ε is the porosity
(equal to unity in the channels), and Su is the momentum sink term due to Darcy’s viscous resistance

Su =

⎧⎨⎩− μ

Ke
u, in Ωe

0, in Ωi and Ωo,
(3)

where Ke is the (isotropic) electrode permeability.
Inertial effects (i.e., Forchheimer drag [46,49,50]) can be neglected in the porous electrode because

the characteristic Reynolds number, Ree, based on the fiber diameter, d f , and the interstitial velocity,
ue/ε, is usually of order unity or smaller. From mass conservation, the superficial velocity in the
electrode can be estimated as ue ∼ [H2/(δeL)]U ∼ (H/L)U, given that δe ∼ H, which for the
representative geometry considered here, H/L = 0.025, with U ≈ 800 mm/s, results in ue ∼ 20 mm/s
for the highest flow rates under study. Using the properties of liquid water, a characteristic fiber
diameter d f ≈ 10 μm, and a porosity ε ≈ 0.7 typical of carbon papers and felts [33,51–54], leads to

Ree =
ρued f

εμ
=

103 2 × 10−2 10−5

0.7 10−3 ≈ 0.3 (4)

Ree would be even lower for electrolytes more viscous than water.
Equations (2a) and (2b) can alternatively be written in the form

∇̃ · ũ = 0 (5a)

1
ε2

Re β

Λ
(
ũ · ∇̃)

ũ = −12
γ
∇̃ p̃ +

β

Λε
∇̃2ũ −

⎧⎨⎩
12Λ

γ
ũ in Ωe

0 in Ωi and Ωo,
(5b)
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where ∇̃(·) = H∇(·) is the dimensionless nabla operator, associated with the dimensionless
spatial variable

x̃ =
x
H

, (6)

while

ũ = (ũ, ṽ) =
u
U

and p̃ =
(p − pref)KeL

μHUweff
e

(7)

are the dimensionless velocity and pressure, the latter referred to a conveniently defined reference
pressure, pref. These are made non-dimensional using the average inlet velocity, U = Q′/H, based on
the volume flow rate Q′ per unit length in the spanwise direction (i.e., the out-of-plane direction), and
the characteristic pressure drop across the porous electrode, Δpe = (μ/Ke)(H/L)Uweff

e .
The dimensionless parameters that emerge in the problem are

Re =
ρUH

μ
, Λ =

L
weff

e
, β =

H
weff

e
, γ =

12KeL2

weff
e H3

, (8)

which represent the characteristic Reynolds number of the flow in the channels, Re, the slenderness
parameter, Λ ∼ 10–102, the ratio between the channel height and the effective channel-to-channel
distance, β ∼ 1, and the ratio between the characteristic pressure drop along the channel due to viscous
stresses, Δpv

ch = (12μ/H2)UL, and the pressure drop across the porous electrode due to Darcy’s
viscous resistance, Δpe = (μ/Ke)(H/L)Uweff

e , γ ∼ 10−2–1. The former is estimated as the pressure
drop of a planar Poiseuille flow in a flat channel of length L and uniform cross-section H (i.e., with
an equivalent permeability Kch = H2/12), while the latter is determined from Darcy’s law using the
characteristic velocity in the porous electrode, ue ∼ (H/L)U.

No-slip boundary conditions are imposed at solid walls, while a prescribed uniform velocity is
imposed at the inlet and a zero dimensionless pressure at the outlet

ũ · n = −1 at the inlet (9)

p̃ = p̃ref = 0 at the outlet (10)

where n denotes the outward unit normal vector.
The above equations were integrated in ANSYS Fluent using the viscous solver with the

SIMPLE algorithm to handle the pressure-velocity coupling, least square cell-based discretization for
gradients, the standard pressure interpolation scheme, and second-order upwind discretization for the
momentum conservation equation. Structured quadrilateral meshes with 0.5–2 million cells were used
in the simulations, including a refinement near the channel-electrode interfaces to capture velocity
gradients adequately. The grid independency study performed in the simulation campaign can be
found in Appendix B. The convergence criterion of the residuals was set to 10−8.

3. Experimental

Pressure drop measurements were performed in a 5 cm2 flow cell with Nafion 212 membrane
and impervious graphite bipolar plates with constant cross-section and ramped (φ → 0) interdigitated
flow fields. The inlet and outlet channels had an inlet area of 0.8 × 0.8 mm2 and a length L = 1.7 cm,
and were separated by ribs with a width wrib = 0.8 mm. The feed flow rate was distributed among
Nch = 7 channel segments. Two layers of AvCarb F250C (200 and 250 μm) carbon paper were used as
electrodes. 25 mL of electrolyte (1.6 M vanadium dissolved in 2.5 M sulfuric acid) was placed in each
external tank, and pumped through the cell with a peristaltic pump (Masterflex L/S, Cole-Parmer,
Vernon Hills, IL , USA) at various flow rates ranging from 16 mL/min to 80 mL/min. Pressure drop
measurements were performed when the cell was switched off using Honeywell board mount pressure
sensors inserted into a T-junction tube between the peristaltic pump and the inlet of the flow cell.
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Pressure drop measurements were repeated 3 times and data recorded every 0.2 s for 10 min. Each
dataset was averaged over time for analysis, observing a deviation lower than 1% in averaged pressure.

4. Discussion of Results

As previously discussed, the geometrical parameters β = H/weff
e ∼ 1 and Λ = L/weff

e ∼ 10–102

take reasonably uniform values in electrochemical cells, so they will be kept fixed in the study
with the values presented in Table 1, β = 1/1.5 = 0.67 and Λ = 40/1.5 = 26.67. Additionally,
Λ = 100/1.5 = 66.67 is examined in Section 4.3. Larger variations are found in the Reynolds number
in the channels, Re = ρUH/μ, which changes with the feed flow rate and electrolyte properties, as
well as the pressure drop ratio, γ = 12KeL2/(weff

e H3), which increases linearly with the electrode
permeability. Here, the Reynolds number is varied in the range 1–800 to study the full range of
variation of Re expected in practice (Re ∼ 1–100), along with the effect of inertia at higher Reynolds
numbers (Re ∼ 100–800) that may appear in the operation of large cell designs, not accounted for in the
lubrication model (see Appendix A). In addition, two different electrode permeabilities are examined,
Ke = 10−10 m2 and Ke = 10−12 m2, corresponding to γ = 1.28 and γ = 1.28 × 10−2. The former is
close to the upper limit of permeabilities found in uncompressed fibrous electrodes, while the latter is
of the order of the permeability of compressed samples during operation [51,52,55–58]. Some extra
permeabilities are analyzed in Section 4.3 to study the combined effect of γ and Λ on the pressure drop
predicted by the CFD and the lubrication models.

Before proceeding further, it is convenient to examine the relative importance of the different
terms in the along-the-channel momentum equation. Considering Equation (5b), we have that

ρ (u · ∇) u = −∇p + μ∇2u (11a)

∼ ρU2

L
∼ Δpch

L
∼ μ

12U
H2 (11b)

where the numerical factor that appears in the estimate of the viscous term is due to the use of the
exact solution for a planar Poiseuille flow and is included here to increase the accuracy of the estimates.
When convective effects are negligible, the pressure drop along the channel can be estimated by
imposing that the longitudinal pressure gradient must be of the same order as the viscous term,
leading to Δpv

ch = (12μ/H2)UL. Convective effects in the channel start to play a role when they
become of the order of the viscous term, ρU2/L ∼ 12μU/H2, or

Re ∼ 12
L
H

= 12
Λ
β

, (12)

which for H = 1 mm and L = 4 cm (β = 0.67, Λ = 26.67) yields Re ∼ 480.
In addition, the relative importance of the terms in the across-the-electrode momentum equation is

∇p = − μ

Ke
u (13a)

∼ Δpe

weff
e

∼ μ

Ke

UH
L

(13b)

Therefore, the pressure drop along the channel due to convective effects, Δpc
ch, becomes comparable

to the pressure drop across the electrode due to Darcy’s viscous resistance, Δpe, when ρU2 ∼
(μUH/Ke)(weff

e /L), or

Re ∼ H2

Ke

weff
e
L

= 12
Λ
β

γ−1 (14)

which for H = 1 mm, weff
e = 1.5 mm, L = 4 cm and Ke = 10−12 m2, 10−10 m2 (β = 0.67, Λ = 26.67)

yields Re = 375 and Re = 3.75 × 104 for γ = 1.28 and γ = 1.28 × 10−2, respectively.
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In the discussion below, the analysis is focused on along-the-channel x-variations, so distributions
are locally averaged in the transverse y-direction. The averaged axial velocity is only presented for
the inlet channel, since the local crossflow across the porous electrode is almost 1D (see Appendix B).
The 1D character of the flow in the electrode is explained by the higher local permeability of both
the constant and tapered cross-section channels (Kch(x) = h2

i/o(x)/12 = 10−9–10−7 m2), which is at
least one order of magnitude higher than the maximum electrode permeability considered in this
study (Ke = 10−10 m2). Therefore, the longitudinal velocity profile in the outlet channel is virtually
the complementary of that in the inlet channel. The expressions of the y-averaged variables used in
the analysis, i.e., dimensionless axial velocity in the channel, dimensionless transverse velocity in the
electrode, and dimensionless pressure in the inlet and outlet channels, are as follows

〈ũi〉(x) =
Q′

i(x)/hi(x)
U

; 〈ṽe〉(x) =
1

weff
e

∫ weff
e /2

−weff
e /2

L
UH

ve(x, y)dy;

〈 p̃i〉(x) =
1

hi(x)

∫ −weff
e /2

−weff
e /2−hi(x)

KeL
μHUweff

e
pi(x, y)dy;

〈 p̃o〉(x) =
1

ho(x)

∫ weff
e /2+ho(x)

weff
e /2

KeL
μHUweff

e
po(x, y)dy

(15)

Additionally, three overall variables are considered, i.e., overall pressure drop, overall average velocity
in the inlet channel, and homogeneity factor of the flow across the electrode, which are defined as

〈Δ̃p〉 =
∫ −weff

e /2

−weff
e /2−H

〈 p̃i〉(0)dy −
∫ weff

e /2+H

weff
e /2

〈 p̃o〉(L)dy;

〈ũi〉 = 1
L

∫ L

0
〈ũi〉(x)dx; HFe = 1 − σ [〈ṽe〉(x)]

1
L
∫ L

0 〈ṽe〉(x)dx
(16)

where σ is the standard deviation of the transverse velocity distribution in the electrode 〈ṽe〉(x).

4.1. Case of High Electrode Permeability, Ke = 10−10 m2 (γ = 1.28 ∼ 1)

When γ ∼ 1, the pressure drop along the channel due to viscous stresses is comparable to the
pressure drop across the electrode (Δpv

ch ∼ Δpe), while convection in the channels becomes important
for Re ∼ 100. Please note that Equations (12) and (14) lead to the same order of magnitude estimation
since γ ∼ 1. This result can be seen in Figure 2, which shows the along-the-channel variation of
the dimensionless axial velocity, 〈ũi〉(x), and the dimensionless transverse velocity in the electrode,
〈ṽe〉(x), of the constant cross-section (left panel) and the tapered (right panel) flow fields.

In constant cross-section channels, the axial velocity decreases monotonously with x due to the
gradual loss of mass caused by the crossflow towards the porous electrode [59,60]. For Re � 12H/L,
the role of inertia is negligible, resulting in roughly uniform crossflow distributions and nearly linear
longitudinal velocity profiles. However, for larger Reynolds numbers, Re ∼ 12H/L, inertia becomes
important and forces the fluid to continue straight towards the end of the channel. The axial velocity
exhibits now a clearly non-linear behavior, decreasing more slowly at the inlet but falling more rapidly
at the end. Therefore, higher pressure drops arise near the end of the channel, as required to sustain
the larger crossflow velocities present there, which result in a reduction of the streamline spacing in
this region (see Appendix B). Summarizing, inertia keeps the fluid moving in the streamwise direction,
increases the axial and crossflow velocities near the end of the channel, and results in less uniform
crossflow distributions and higher overall pressure drops.
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Constant Tapered

Figure 2. Variation of (top) the y-averaged axial velocity in the inlet channel, 〈ũi〉(x), and (down)
the y-averaged transverse velocity in the electrode, 〈ṽe〉(x), as a function of the along-the-channel
coordinate, x/L, for Re = 1–800, corresponding to (left) the constant cross-section and (right) the
tapered flow fields. Electrode permeability, Ke = 10−10 m2 (γ ∼ 1), and Λ = 26.67.

Tapered channels exhibit higher axial velocities as a result of the gradual reduction of the
cross-section, which tends to accelerate the flow and partially compensates for the deceleration caused
by the crossflow. Consequently, as shown in Figure 3, higher pressure drops are found in the tapered
flow field. For instance, Figure 2 shows that the axial velocity experiences significant overshoots
with respect to the inlet velocity in a significant fraction of the channel close to the inlet. This result
agrees with previous studies analyzing the effect of channel tapering on fuel cell performance [61–64].
The initial growth rate of the axial velocity can be estimated from the condition that the volume flow
rate in the inlet channel must remain approximately constant, u(x)hi(x) ≈ UH = Q′, at the beginning
of the channel, namely

ũ =
u(x)

U
≈ H

hi(x)
=

1
1 − (1 − φ)(x/L)

≈ 1 + (1 − φ)(x/L) for
x
L
� 1 (17)

This condition stems from the fact that the equivalent permeability of a flat channel is Kch =

h2(x)/12, so that the ratio of the equivalent permeabilities of the inlet and outlet channels for x/L � 1
is of order Kch,i/Kch,o ≈ h2

i (0)/h2
o(0) ≈ 1/φ2 = 100 for φ = 0.1. As a result, a negligible volume flow

rate is expected to cross the porous electrode at the beginning of the inlet channel, which motivates the
assumption of roughly constant volume flow rate in this region leading to (17). Similar considerations
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apply for the dead-ended region of the inlet channel, where the small equivalent permeability strongly
reduces the volume flow rate until it eventually vanishes at the end, thus resulting in a parabolic-like
crossflow distribution along the channel. The location of the peak transverse velocity shifts towards
the dead-ended region when Re is increased due to inertia, although the additional inhomogeneity
introduced in the crossflow distribution is lower than that observed for the constant cross-section
flow field.

Constant Tapered

Figure 3. Variation of (top) the y-averaged pressure in the inlet and outlet channels, 〈 p̃i/o〉(x), and
(down) the pressure drop across the electrode, Δ̃pe, as a function of the along-the-channel coordinate,
x/L, for Re = 1–800, corresponding to (left) the constant cross-section and (right) the tapered flow
fields. Electrode permeability, Ke = 10−10 m2 (γ ∼ 1), and Λ = 26.67.

The main global differences between both flow fields are shown in Figure 4. The left panel
shows the variation of the average channel velocity and the homogeneity factor of the flow across the
electrode as a function of Re, while the right panel shows the variation of the overall pressure drop as
a function of Re. As can be seen, the dimensionless channel velocity and pressure drop in both flow
fields remain approximately constant for Re ∼ 1–100, and increase quadratically for Re ∼ 100–800.
The channel velocity and pressure drop are about 1.5 and 2 times higher in the tapered flow field
in the full Re range. Two regimes are also differentiated for the homogeneity factor depending on
Re. For Re ∼ 1–100, the homogeneity factor remains almost constant, being significantly higher in
the constant cross-section flow field ((constant) HFe = 0.9 vs. (tapered) HFe = 0.6). As discussed
before, this is caused by the preferential crossflow accumulation towards the middle of the channel in
the tapered flow field. However, for Re � 100, the homogeneity factor in the constant cross-section
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flow field drops strongly due to the effect of inertia, while it only varies slightly in the tapered flow
field(HFe ≈ 0.55 at Re = 800). As a result, the homogeneity factor of the constant cross-section
flow field becomes lower than that of the tapered flow field for Re > 300, reaching values as low as
HFe ≈ 0.15 at Re ≈ 800.

Figure 4. Variation of (left) the average axial velocity in the inlet channel, 〈ũi〉, and the homogeneity
factor of the transverse velocity in the electrode, HFe, and (right) the overall pressure drop, Δ̃p, as a
function of the Reynolds number, Re, corresponding to the constant cross-section and tapered flow
fields. Electrode permeability, Ke = 10−10 m2 (γ ∼ 1), and Λ = 26.67.

4.2. Case of Low Electrode Permeability, Ke = 10−12 m2 (γ = 1.28 × 10−2 ∼ 10−2)

When γ ∼ 102, the pressure drop along the channel due to viscous stresses is negligible compared
to the pressure drop across the electrode (Δpv

ch � Δpe). In addition, according to Equation (14),
convection in the channels introduce variations in the order of the pressure drop across the electrode
(Δpc

ch ∼ Δpe) when Re ∼ 104, which exceeds the critical Reynolds number of the laminar regime.
Hence, the high pressure drop across the electrode dominates the solution. This can be clearly seen in
Figures 5 and 6, where the pressure in the channels is virtually constant, so the overall pressure drop is
concentrated in the electrode. The constant pressure difference across the electrode in turn leads to
an even crossflow distribution, which is accompanied by a strong 1D local flow across the electrode
(see streamlines in Appendix B).

The corresponding along-the-channel variations of the axial velocity can be obtained from
Equations (A2) and (A3a)–(A3b) considering a constant transverse velocity across the electrode,
ve(x) = v = cte. The analytical results for the constant cross-section and tapered flow fields are
included in Figure 5.

Mass conservation for the inlet and outlet channels gives, respectively

dQ′
i(x)

dx
= −v ⇒ Q′

i(x) = Ci − vx (18)

dQ′
o(x)

dx
= v ⇒ Q′

o(x) = Co + vx (19)

where the unknown constants Ci, Co, and v must be determined so as to satisfy the boundary conditions
Q′

i(0) = Q′
o(L) = UH and Q′

i(L) = Q′
o(0) = 0. This leads to Ci = UH, Co = 0, and v = UH/L, which

results in the average axial velocity profiles

〈ũi〉(x) =
Q′

i(x)/hi(x)
U

=
1 − (x/L)
hi(x)/H

and 〈ũo〉(x) =
Q′

o(x)/ho(x)
U

=
x/L

ho(x)/H
(20)
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Constant Tapered

Figure 5. Variation of (top) the y-averaged axial velocity in the inlet channel, 〈ũi〉(x), and (down)
the y-averaged transverse velocity in the electrode, 〈ṽe〉(x), as a function of the along-the-channel
coordinate, x/L, for Re = 1–800, corresponding to (left) the constant cross-section and (right) the
tapered flow fields. Electrode permeability, Ke = 10−12 m2 (γ ∼ 10−2), and Λ = 26.67.

For constant cross-section channels, hi(x) = ho(x) = H, this leads trivially to

〈ũi〉(x) = 1 − x
L

and 〈ũo〉(x) =
x
L

(21)

showing a linear decrease of the average axial velocity along the inlet channel, and a linear increase
along the outlet channel. For tapered channels, use of the expressions for hi(x) and ho(x) given in
Equation (1) leads to the nontrivial results

〈ũi〉(x) =
1 − (x/L)

1 − (1 − φ)(x/L)
and 〈ũo〉(x) =

x/L
φ + (1 − φ)x/L

(22)

The analytical solution shows that, as φ → 0, the inlet channel velocity tends to 〈ũi〉 = 1 almost
everywhere along the channel length, except at distances of order φ from the dead-end wall, where
the velocity drops suddenly to zero. The limit of uniform axial velocity thus corresponds to ramped
channels with sharp corners, in which the linear acceleration created by the ramped geometry fully
compensates for the deceleration caused by the uniform crossflow distribution along the channel.
However, for φ = 0.1, as considered here, the linear acceleration introduced by the tapered geometry is
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lower, leading to a parabolic-like variation of theaxial velocity along the channel. The channel velocity
varies smoothly in most of the channel, and drops strongly in a region of size Δx ∼ φL close to the
dead-ended wall. Similar considerations apply for the outlet channel, but in that case the crossflow
coming from the electrode accelerates the flow in the channel and the tapered geometry tends to
decelerate it.

Constant Tapered

Figure 6. Variation of (top) the y-averaged pressure in the inlet and outlet channels, 〈 p̃i/o〉(x), and
(down) the pressure drop across the electrode, Δ̃pe, as a function of the along-the-channel coordinate,
x/L, for Re = 1 − 800, corresponding to (left) the constant cross-section and (right) the tapered flow
fields. Electrode permeability, Ke = 10−12 m2 (γ ∼ 10−2), and Λ = 26.67.

Figure 7 shows a comparison between both flow fields, using a similar representation to that in
Figure 4. As discussed earlier, all the variables of interest are independent of Re, except the channel
velocity. The pressure drop and the crossflow distribution are dominated by the viscous resistance of
the electrode, and the impact of the channel geometry is negligible [46,65,66]. As shown in Figure 8,
the results for γ ∼ 10−2 are in agreement with the experimental data measured in a single cell VRFB
with commercial AvCarb carbon-paper electrodes, whose permeability is in the order of 10−12 m2 for
mid-compressed samples (similar to Toray carbon paper) [52,67]. Minor variations are observed in the
pressure drop of both channel types, which increases almost linearly with the feed flow rate because
of the higher velocities reached in the electrode (i.e., Δ̃pch ≈ 1). Indeed, the pressure drop across the
electrode can be estimated as

Δp =
μweff

e
Ke

(Q/2Nch)

δeL
(23)
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where L = 1.7 cm, δe ≈ 0.45 mm, weff
e ≈ 2 mm (approximated as the rib width plus two times the

channel half-width and the electrode half-thickness, weff
e ≈ wrib + wch + δe), and μ = 3 × 10−3 Pa s

(a typical viscosity found invanadium electrolytes [45]). The factor of 2 takes into account that the
flow rate in each inlet channel is collected by two neighboring outlet channels. A good fit to the
experimental data can be obtained with Ke ≈ 6.5 × 10−12 m2, corresponding to γ ≈ 10−2, which
confirms the dominant role of the porous electrode on the overall pressure drop.

The properties of the electrode are further examined in Figure 9, which shows the variation of the
electrode permeability and overall pressure drop (see Equation (23)) with porosity and fiber diameter
as predicated by the Carman–Kozeny equation. This correlation has previously been successfully used
to describe the permeability of fibrous porous layers by Gostick et al. [52]

Ke =
d2

f ε3

16kck(1 − ε)2 (24)

In the calculations, the Carman–Kozeny constant was taken equal to kck = 5, while the variables
in Equation (23) were kept the same as those used before, together with a flow rate Q = 30 mL/min.

Figure 7. Variation of (left) the average axial velocity in the inlet channel, < ũi >, and the homogeneity
factor of the transverse velocity in the electrode, HFe, and (right) the overall pressure drop, Δ̃p, as a
function of the Reynolds number, Re, corresponding to the constant cross-section and tapered flow
fields. Electrode permeability, Ke = 10−12 m2 (γ ∼ 10−2), and Λ = 26.67.

As can be seen, the permeability and the pressure drop change around two orders of magnitude
when the porosity and the fiber diameter are varied between ε = 0.5–0.9 and d f ≈ 1–20μm, respectively.
This result emphasizes the strong importance of porous media microstructure on the pressure drop
and internal flow distribution across the electrode. As a matter of fact, strong channeling effects has
been previously reported in RFB operation that can lead to significant distributed ohmic and mass
transport losses, as well as reduced durability [50,68–70].
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Figure 8. Pressure drop, Δp, as a function of the feed flow rate, Q, measured in a VRFB with constant
cross-section and ramped interdigitated flow fields, including different AvCarb carbon-paper electrodes.
The black dashed line shows the predicted pressure drop across the electrode for Ke = 6.5 × 10−12 m2

(γ ∼ 10−2).

Figure 9. Variation of (left) the permeability of the electrode, Ke, and (right) the overall pressure drop,
Δp, as a function of the porosity of the electrode, ε, for various fiber diameters, d f . The permeability is
estimated according to the Carman–Kozeny equation (Equation (24)).

4.3. Comparison with the Lubrication Model

In this section, the results of the 2D CFD model and the semi-analytical lubrication model
are compared. Non-linear channel shapes were considered in the lubrication model according to
the expressions

hi = H [1 − (x/L)α] ; ho = H [1 − [1 − (x/L)]α] , (25)

so that α = 1 corresponds to a ramped geometry; α = 0.99 was used in practice to avoid the singularity
introduced by a sharp corner. The constant cross-section geometry was reproduced by setting α = 100,
which led to virtually the same results as higher values of this parameter. N = 50 terms were used in
Equation (A10), which resulted in negligible variations compared to N = 100.

In the CFD model, φ = 10−2 was considered instead of φ = 10−1 to introduce a sharp dead-ended
region. In addition, three values of γ were simulated, γ = 1.28 × 10−2, γ = 1.28 × 10−1 and γ = 1.28,
for two different values of Λ, Λ = 26.67 and Λ = 66.67. This corresponds to Ke = 10−12 m2,
Ke = 10−11 m2 and Ke = 10−10 m2 for L = 4 cm, and Ke = 1.6 × 10−13 m2, Ke = 1.6 × 10−12 m2 and
Ke = 1.6× 10−11 m2 for L = 10 cm, which are in the expected range of variation of Ke and L. The results
computed with the CFD model as a function of Re/(12Λβ−1γ−1) are shown in Figure 10. In addition, a
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quantitative comparison between the CFD model and the lubrication model for Re/(12Λβ−1γ−1) � 1
(i.e., Re = 1) is listed in Table 2.

As can be seen in Figure 10, the pressure drop of both flow fields depends on γ and
Re/(12Λβ−1γ−1), with an exceedingly small contribution of Λ (and β, which is fixed to β ∼ 1).
The predictions of both models are in good agreement when convective effects in the channel are
unimportant compared to Darcy’s viscous resistance (i.e., Re/(12Λβ−1γ−1) � 1), being the relative
error below 5%. Convective effects in the CFD model become significant when 12Λβ−1γ−1 ∼ 1,
introducing variations of order unity in the overall pressure drop Δ̃p. These results show that the
lubrication model can be used as a preliminary tool to examine the flow in interdigitated flow fields
for small values of Re/(12Λβ−1γ−1), as usually found in RFBs and other electrochemical devices.

Table 2. Overall pressure drop, Δ̃p, predicted by the CFD model and the lubrication model for the
constant cross-section and the tapered flow fields corresponding to different values of γ and Λ. Nearly
ramped channels were considered for the tapered geometry in the CFD model (φ = 10−2) and the
lubrication model (α = 0.99).

γ Λ CFD Model
Constant/Tapered

Lubrication Model
Constant/Tapered

Relative Variation/%

1.28 26.67 1.80/4.64 1.84/4.69 2.22/1.08
66.67 1.78/4.62 1.84/4.69 3.37/1.51

1.28 × 10−1 26.67 1.05/1.51 1.08/1.55 2.86/2.65
66.67 1.03/1.49 1.08/1.55 4.85/4.00

1.28 × 10−2 26.67 1.01/1.03 1.01/1.05 0/1.94
66.67 1.00/1.00 1.01/1.05 1.00/5.00

Constant Tapered

Figure 10. Variation of the overall pressure drop, Δ̃p, as a function of Re/(12Λβ−1γ−1) computed with
the CFD model for different values of γ and Λ, corresponding to the constant cross-section and tapered
flow fields. Tapered channels with φ = 10−2 were considered to introduce a sharp corner similar to
that used in the lubrication model.

5. Conclusions

In this work, the effect of channel tapering on the flow distribution and pressure drop
characteristics of interdigitated flow fields used in vanadium redox flow batteries (VRFBs) and related
electrochemical devices was examined. The description was simplified using two 2D along-the-channel
models: (1) a laminar CFD model, which considers the flow in the channels and the porous electrode,
including Darcy’s viscous resistance in the latter; and (2) a semi-analytical model, which considers
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lubrication theory to describe the 1D Poiseuille flow in the channels and Darcy’s law to describe the
2D flow in the electrode. The 2D and 1D sub-models are coupled at the channel/electrode interfaces.

The physical parameters that govern the problem are: (1) the slenderness parameter, Λ = L/weff
e ,

(2) the ratio between the characteristic channel height (or width) and the characteristic, effective
channel-to-channel distance, β = H/weff

e , (3) the ratio between the pressure drop along the channel
due to viscous stresses and the pressure drop across the electrode, γ = Δpv

ch/Δpe, and (4) the Reynolds
number in the channel, Re = ρUH/μ. In conventional cells, β ∼ 1 and Λ ∼ 10–102, so in the study β

was fixed to 0.67, while two values of Λ were considered, 26.67 and 66.67. Re was varied in the range
1–800 to examine the effect of inertia in the laminar regime. The analysis has shown that the most
influential parameters are γ and Re/(12Λβ−1γ−1), where the latter measures the relative importance
of the pressure drop along the channel due to convection compared to the pressure drop across the
electrode due to Darcy’s viscous resistance. Therefore, convective effects in the channel are negligible
when Re/(12Λβ−1γ−1) � 1 and introduce variations in the order of the pressure drop across the
electrode when Re/(12Λβ−1γ−1) ∼ 1. For high permeability electrodes (γ ∼ 1), tapered flow fields
lead to higher pressure drops compared to constant cross-section flow fields owing to the higher
channel velocities reached in the channel. Hence, the beneficial effect of channel tapering on the overall
cell efficiency would depend on the relative importance of the enhancement of species transport versus
the increase of pumping losses. In contrast, for low permeability electrodes (γ ∼ 10−2), the influence
of Re is negligible (i.e., Re/(12Λβ−1γ−1) � 1), so that the overall pressure drop is dominated by the
electrode permeability. Consequently, the tapered and the constant cross-section flow fields show
similar pressure drops. This result agrees with experiments performed in a single cell VRFB with
commercial carbon-paper electrodes. Hence, tapered channels can lead to a higher overall cell efficiency
due to the larger velocities achieved in the channel and the similar pumping losses. The improvement
of species mass transport and removal of bubbles from side reactions or surrounding air should explain
the better performance previously reported in VRFBs with ramped channels.

The results of the semi-analytical lubrication model were similar to those of the CFD model for
Re/(12Λβ−1γ−1) � 1, so this model provides a computationally efficient tool to perform preliminary
estimations of the flow characteristics in interdigitated flow fields. Future work should consider the
effects of assembly compression and electrode anisotropy using a 3D multiphysics CFD model to
analyze cell performance and efficiency, and conduct a one-to-one comparison with experimental data.
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Nomenclature

C dimensionless coefficient in Equation (A10)
D dimensionless coefficient in Equation (A10)
h local channel height/m
H initial height/m
HF homogeneity factor defined in Equation (16)
Ii/o integral defined in Equation (A13)
Ji/o integral defined in Equation (A13)
K absolute permeability/m2

Ki/o integral defined in Equation (A13)
L length/m
Nch number of channel segments
p pressure/kg m−1 s−2

Q feed flow rate/m3 s−1

Q′ flow rate per unit length in the spanwise direction/m2 s−1

Re Reynolds number of the flow in the channels
Su momentum source term/kg m−2 s−2

u axial velocity in x-direction/m s−1

u superficial velocity vector/m s−1

U inlet velocity/m s−1

v transverse velocity in y-direction/m s−1

w width/m
x x-coordinate/m
y y-coordinate/m
Greek letters
α exponent in Equation (25)
β dimensionless governing parameter in Equation (8)
γ dimensionless governing parameter in Equation (8)
δ thickness/m
Δ variation
Δe dimensionless parameter in Equation (A9)
ε porosity
Λ dimensionless governing parameter in Equation (8)
μ dynamic viscosity/kg m−1 s−1

π̃0 dimensionless parameter defined in Equation (A14)
ρ density/kg m−3

φ tapering parameter in Equation (1)
Ω spatial region
Subscripts
ch channel
e electrode
f fiber
i inlet
n index
o outlet
ref reference
rib flow-field rib
Superscripts
c convective
eff effective
v viscous

247



Processes 2020, 8, 775

Appendix A. Lubrication Model

As discussed in Section 2, conventional cell designs involve slender channels, H/L = βΛ−1 � 1,
with effective channel-to-channel distances that are also small compared to the channel length,
weff

e /L ∼ Λ−1 � 1. As a result, the flow in the channels is slender and quasi-one-dimensional,
i.e., the transverse velocities are much smaller than the axial velocities, u ∼ (weff

e /L)U = Λ−1U � U.
If in addition the reduced Reynolds number that pre-multiplies the convective term in Equation (5b) is
sufficiently small, ReH/L = ReβΛ−1 � 1, then all the hypotheses of Reynolds’ lubrication theory are
fulfilled, which enables an approximated semi-analytical treatment of the problem.

The momentum equation in the porous electrode reduces to Darcy’s law, u = −(Ke/μ)∇p, which
introduced in the continuity equation, ∇ · u = 0, yields Laplace’s equation for pressure

∂2 p
∂x2 +

∂2 p
∂y2 = 0 in Ωe (A1)

The flow in the electrode is coupled with the flow in the channels through the continuity of
pressures p and transverse velocities v at the channel-electrode interfaces. According to lubrication
theory, the local velocity profile in the channels is given by a planar Poiseuille flow with volume flow
rates per unit length in the spanwise direction

Q′
i/o(x) =

h3
i/o

12μ

(
−dpi/o

dx

)
, (A2)

circulating through the inlet and outlet channels.
Integrating the continuity equation across the inlet and outlet channels leads to Reynolds’

lubrication equations

d
dx

[
h3

i
12μ

(
−dpi

dx

)]
= −v(x,−weff

e /2) in Ωi (A3a)

d
dx

[
h3

o
12μ

(
−dpo

dx

)]
= v(x, weff

e /2) in Ωo (A3b)

which upon substitution of the transverse velocities appearing on the right-hand-side in terms of the
transverse pressure gradients in the porous electrode, yields the boundary conditions to Equation (A1)
at the channel-electrode interfaces

−Ke

μ

∂p
∂y

=
d

dx

[
h3

i
12μ

(
dp
dx

)]
at 0 < x < L, y = −weff

e /2 (A4a)

Ke

μ

∂p
∂y

=
d

dx

[
h3

o
12μ

(
dp
dx

)]
at 0 < x < L, y = weff

e /2 (A4b)

The longitudinal pressure gradient at the inlet and outlet sections of the flow-through region,
x = 0 and x = L, must be compatible with the linear pressure drop imposed by the planar Poiseuille
flows that emerge upstream and downstream the inlet and outlet channels (see, e.g., Equation (A2))

− ∂p
∂x

=
12μQ′

H3 at x = 0 and x = L, −weff
e /2 < y < weff

e /2 (A5)

This pressure gradient induces an axial velocity in the porous electrode that results in an additional
volume flow rate

Q′
e =

Ke

μ

(
12μQ′

H3

)
weff

e =
12Keweff

e
H3 Q′ (A6)
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flowing through the system. However, this volume flow rate is small compared to the one flowing
through the channels and crossing the electrode

Q′
e

Q′ =
12KeL2

weff
e H3

(
weff

e
L

)2

=
γ

Λ2 � 1 (A7)

Hence, the flow in the inlet and outlet regions of the porous electrode, along with the additional
flow rate Q′

e, are anticipated to have a negligible influence on the results.
To write the problem in dimensionless form, it is convenient to introduce the modified

dimensionless coordinates x̂ = x/L = βx̄/Λ and ŷ = y/weff
e = βȳ, measured with the characteristic

scales of the porous electrode, while keeping the same definition for the dimensionless pressure given
in Equation (7). With these definitions, the problem reduces to

1
Λ2

∂2 p̃
∂x̂2 +

∂2 p̃
∂ŷ2 = 0 in 0 < x̂ < 1, 0 < ŷ < 1 (A8)

subject to the boundary conditions

−∂ p̃
∂x̂

= γ at x̂ = 0, x̂ = 1, 0 < ŷ < 1 (A9a)

−∂ p̃
∂ŷ

= Δe
d

dx̂

[
ĥ3

i
12

(
dp̃
dx̂

)]
at 0 < x̂ < 1, ŷ = −1/2 (A9b)

∂ p̃
∂ŷ

= Δe
d

dx̂

[
ĥ3

o
12

(
dp̃
dx̂

)]
at 0 < x̂ < 1, ŷ = 1/2 (A9c)

where ĥi = hi/weff
e , ĥo = ho/weff

e , Δe = 12/(γβ3), and the dimensionless pressure gradient γ is given
by the pressure drop ratio defined in Equation (8).

The solution of the problem stated above involves the integration of Laplace’s equation (A8) in a
square domain with linear boundary conditions. It is then possible to use separation of variables and
express the solution as an infinite series of eigenfunctions of the form

p̃(x̂, ŷ) = π̃0 − ŷ − γx̂ +
∞

∑
n=1

(
Cnenπŷ/Λ + Dne−nπŷ/Λ

)
cos(nπx̂), (A10)

with the associated dimensionless pressure gradient

∂ p̃
∂x̂

(x̂, ŷ) = −γ −
∞

∑
n=1

nπ
(

Cnenπŷ/Λ + Dne−nπŷ/Λ
)

sin(nπx̂),

∂ p̃
∂ŷ

(x̂, ŷ) = −1 +
∞

∑
n=1

nπ

Λ

(
Cnenπŷ/Λ − Dne−nπŷ/Λ

)
cos(nπx̂),

(A11)

where the coefficients Cn and Dn must be chosen to satisfy the boundary conditions (A9b) and (A9c).
The boundary condition (A9a) is automatically enforced by the choice of longitudinal eigenfunctions
and the inclusion of the linear term −γx̂ in Equation (A10).

An approximated solution can be obtained by truncating the summation in (A10) to N terms and
taking the inner product of Equations (A9b) and (A9c) with respect to the longitudinal eigenfunction
cos(mπx̂). To this end, one must substitute the truncated series from (A10) into (A9b) and (A9c),
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multiply the resulting expressions by cos(mπx̂), and integrate from x̂ = 0 to x̂ = 1. Repeating the
operation for m = 1, 2, . . . N yields 2N equations for the 2N coefficients Cn and Dn with the form

− 1
Δe

(mπ

2Λ

) (
Cme−

mπ
2Λ − Dme

mπ
2Λ

)
+

N

∑
n=1

nπ
(

Cne−
nπ
2Λ + Dne

nπ
2Λ

)
[nπ Ii(m, n) + Ji(m, n)] =

Ki(m)

Δe
m = 1, . . . N (A12a)

1
Δe

(mπ

2Λ

) (
Cme

mπ
2Λ − Dme−

mπ
2Λ

)
+

N

∑
n=1

nπ
(

Cne
nπ
2Λ + Dne−

nπ
2Λ

)
[nπ Io(m, n) + Jo(m, n)] =

Ko(m)

Δe
m = 1, . . . N (A12b)

in terms of the integrals

Ii/o(m, n) =
∫ 1

0

ĥ3
i/o
12

cos(mπx̂) cos(nπx̂)dx̂

Ji/o(m, n) =
∫ 1

0

ĥ2
i/o
4

dĥi/o
dx̂

cos(mπx̂) sin(nπx̂)dx̂

Ki/o(m) =
∫ 1

0

ĥ2
i/o
4

dĥi/o
dx̂

cos(mπx̂)dx̂

(A13)

These integrals can be evaluated a priori with any robust quadrature integration method, such as
the adaptive Cash–Karp Runge–Kutta method with variable step size used here based on embedded
Runge–Kutta formulas of fourth and fifth order. The use of an accurate integrator is particularly
convenient if the functions ĥi(x̂) and ĥo(x̂) present discontinuities in their first derivatives, as may
be the case in piecewise linear tapering geometries. The above linear system (A12) can be solved
using any standard linear algebra package to yield the values of Cn and Dn. Finally, the value of π̃0 is
determined by the condition that the dimensionless pressure is zero at the outlet section

p̃(1, 1/2) = 0 → π̃0 =
1
2
+ γ −

∞

∑
n=1

[
Cnenπ/(2Λ) + Dne−nπ/(2Λ)

]
cos(nπ) (A14)

The overall pressure drop between the inlet and outlet sections of the flow-through region is
given by the dimensionless pressure at the inlet

p̃(0,−1/2) = π̃0 +
1
2
−

∞

∑
n=1

[
Cne−nπ/(2Λ) + Dnenπ/(2Λ)

]
. (A15)

Appendix B. Mesh Independency Study and Streamlines

The results of the mesh independency study are shown in Figure A1. Structured meshes were
used for the simulations with a spacing in x and y directions equal to Δx = 50μm and Δy = 5μm.
For the tapered flow field, Δy indicates the y spacing at the inlet section, so that the y spacing at
the dead-ended wall is ten times smaller for a taper ratio φ = 0.1 (Δy = 0.5μm). The study was
performed at the highest Reynolds number (Re = 800) and γ ∼ 1, since this case requires capturing
larger gradients; the same mesh resolution was used for other cases. The channel length was set to
L = 4 cm (Λ = 26.67), so that the number of cells increased proportionally in the simulations with
L = 10 cm (66.67). The meshes used in the study led to a relative variation in the overall pressure drop
lower than 1% compared to meshes with 4 times more cells (Δx = 25μm and Δy = 2.5μm), so this
degree of precision was considered high enough.
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Constant Tapered

Figure A1. Variation of the overall pressure drop, Δ̃p, as a function of the spacing in the x and y
directions, Δx and Δy, of the structured meshes used in the simulations of the constant cross-section
and tapered flow fields. The selected meshes (Δx = 50μm and Δy = 5μm) are shown at the bottom,
together with a close-up view of the dead-ended region. Electrode permeability, Ke = 10−10 m2 (γ ∼ 1),
Λ = 26.67 and Re = 800.

Figures A2 and A3 show the streamlines for the cases γ ∼ 1 and γ ∼ 10−2 (Λ = 26.67),
corresponding to the constant cross-section (left panel) and tapered (right panel) flow fields at different
Reynolds numbers, Re.

Constant

Re = 1

Re = 200

Re = 800

Tapered

Figure A2. Streamlines in (left) the constant cross-section and (right) the tapered flow fields at different
Reynolds numbers, Re, corresponding to an electrode permeability, Ke = 10−10 m2 (γ ∼ 1), and
Λ = 26.67.
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Constant

Re = 1

Re = 200

Re = 800

Tapered

Figure A3. Streamlines in (left) the constant cross-section and (right) the tapered flow fields at different
Reynolds numbers, Re, corresponding to an electrode permeability, Ke = 10−12 m2 (γ ∼ 10−2),
and Λ = 26.67.
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Abstract: Although alkaline water electrolysis (AWE) is the most widespread technology for hydrogen
production by electrolysis, its electrochemical and fluid dynamic optimization has rarely been
addressed simultaneously using Computational Fluid Dynamics (CFD) simulation. In this regard,
a two-dimensional (2D) CFD model of an AWE cell has been developed using COMSOL® software
and then experimentally validated. The model involves transport equations for both liquid and
gas phases as well as equations for the electric current conservation. This multiphysics approach
allows the model to simultaneously analyze the fluid dynamic and electrochemical phenomena
involved in an electrolysis cell. The electrical response was evaluated in terms of polarization curve
(voltage vs. current density) at different operating conditions: temperature, electrolyte conductivity,
and electrode-diaphragm distance. For all cases, the model fits very well with the experimental
data with an error of less than 1% for the polarization curves. Moreover, the model successfully
simulates the changes on gas profiles along the cell, according to current density, electrolyte flow
rate, and electrode-diaphragm distance. The combination of electrochemical and fluid dynamics
studies provides comprehensive information and makes the model a promising tool for electrolysis
cell design.

Keywords: energy storage; green hydrogen; alkaline water electrolysis; polarization curve;
void fraction; CFD analysis; numerical simulation; renewable energy

1. Introduction

The current fossil fuel-based energy system has to face the most important challenge of our time:
climate change. The energy transition to a zero-carbon model requires an ambitious growth plan for
renewable energies [1]. However, renewable energy sources (mainly wind and solar power) involve
a critical issue that needs to be addressed [2]; their dependence on weather conditions makes them
very intermittent, causing a mismatch between supply and demand. Furthermore, in the medium-long
term, it is expected that these discrepancies can produce failures in the electricity grid. So, to prevent
these problems, adequate energy storage systems are required.

Regarding long-term storage of renewable energies, only chemical energy carriers can be considered
nowadays as real solution. Among them, hydrogen has been identified as the best candidate because
it can be more efficiently produced from renewable energy surplus in combination with water
electrolysis [3]. Furthermore, hydrogen can be transported by its own hydrogen distribution grid as
admixture in the natural gas grid, or it can be also stored in appropriate facilities. When required,
hydrogen can be efficiently transformed into electricity by fuel cells and returned to the electricity
grid or used as fuel for the transport sector or even for new industrial processes [4,5]. In this way,
electrolysis enables large scale production of green hydrogen and electrical energy storage.

Processes 2020, 8, 1634; doi:10.3390/pr8121634 www.mdpi.com/journal/processes
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With respect to water electrolysis, different technologies are commercially available: alkaline,
proton exchange membrane (PEM) and solid oxide (SO) electrolysis cells, according to the electrolyte
used. Among them, alkaline water electrolysis (AWE) stands out as being a highly developed technology
in the industry and the main way to obtain “green hydrogen”. Compared to other technologies, the key
advantages of alkaline electrolysis are its proven durability, maturity, and low specific costs. Nowadays,
electrolyzers are commercially available in the MW range, offering high hydrogen production capacities.
The cost of alkaline electrolysis systems is currently in the range of 600–1000 €/kW at the MW level.
Regarding the disadvantages, these are mainly the low current densities and the problems derived
from working in dynamic conditions. In practice, hydrogen production is limited to an operating range
of 20% to 100% of the nominal power in order to prevent the formation of flammable mixtures due to
gas diffusion (crossover) through the diaphragm at very low current densities (<0.1 A/cm2) [2,6–8].

For these reasons, the research and development efforts in this technology are mainly focused on
increasing the current density and solving the problems derived from working in dynamic conditions.
The fluctuations in power supplies to the electrolyzer could cause problems such as the generation of
explosive mixtures, corrosion of materials, lower efficiency, pressure drops, and temperature changes,
etc. Therefore, the design of alkaline electrolyzers powered by renewable energy is a critical issue [9].
In this sense, the optimization of the cell design and the space between electrodes is a fundamental step
to reduce ohmic overpotentials and increase the nominal current density of the electrolyzer [6,10,11].

Therefore, in the last few decades, a significant effort has been made to model, characterize,
and analyze the operation of alkaline electrolyzers [2]. In this sense, Olivier et al. [12] conducted
an exhaustive and comprehensive analysis of the existing modelling works concerning low temperature
electrolysis systems. Therefore, numerous empirical and semi-empirical models have been proposed.
One of the most widely used models was proposed by Ulleberg [13], which provides a mathematical
description of the polarization curve with parameters fitted empirically. However, these models
usually do not include geometric aspects, nor are they capable of modelling those effects that depend
on the complete design of the cell.

In this context, Computational Fluid Dynamics (CFD) simulation is a critical and powerful design
tool that can be used to improve flow distribution and minimize energy consumption, allowing efficient
electrolyte inlet and gas removal from the cell as soon as possible [9]. CFD models allow for the
description of thermal, electrochemical, and fluid dynamic phenomena that occur at the same time,
from a multiphysics perspective, according to the considered cell geometry. In this way, the voltage
required to carry out electrolysis, the generation of H2/O2 bubbles at the electrodes, the flow distribution
within each electrolysis cell, and the heat generation according to current density are some of the
processes that happen simultaneously in an electrolyzer during its operation.

However, few analytical models based on CFD simulation that describe the behavior of alkaline
electrolysis cells have been reported and validated. With this in mind, Aldas [14] applied a two-phase
mathematical model to the numerical investigation of gas evolution in a vertical electrochemical cell
using the PHOENICS computer code. In other work, Mat et al. [15] investigated the hydrogen evolution,
flow field, and current density distribution in an electrochemical cell using a two-phase flow model.
The predicted results satisfactorily agreed with data available in the literature. Later, Hawkes at al. [16]
used a three-dimensional (3D) CFD electrochemical model to study a high-temperature electrolysis stack
using the commercial code FLUENT. Alternatively, Hreiz et al. [17] simulated bubble hydrodynamics
on vertical plane electrodes using an Euler–Lagrange CFD approach, and the results were compared
with gas velocity fields obtained by a Particles Image Velocimetry (PIV) algorithm, which were in good
agreement. Later, El-Askary et al. [18] modeled the hydrodynamics characteristics of the hydrogen
evolution process to predict the flow characteristics, gas release rate, and void fraction distribution in
electrolysis cells; subsequently, an experimental study was also carried out to verify the calculations
made. Zarghami et al. [19] used an Euler-Euler model in FLUENT to simulate the multiphase flow
in an alkaline water electrolyzer and compared the results to existing experimental data. Recently,
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Le Bideau et al. [20] developed a two-phase hydrodynamics model and validated the results with the
experimental velocity profiles measured using the Laser Doppler Velocimetry (LDV) method.

Considering the increasing industrial development of water electrolysis that is expected in the
coming years [21], it is crucial to consider the effect of renewable energies on the performance of
electrolyzers. For these reasons, in the present paper, a two-dimensional (2D) CFD model of an alkaline
electrolysis cell implemented in COMSOL is reported based on a work previously published by
the authors [9]. The aim of the work is to show the capacity of the model to predict the behavior
of the electrolysis cell under different operational conditions and also show how it can influence
its performance. Thus, a novel CFD model that simultaneously simulates the electrochemical and
fluid dynamic behavior is described, taking a real alkaline water electrolysis cell as a reference.
In this way, the response of an AWE cell is simulated under different temperatures and electrolyte
concentrations. Polarization curve and gas-liquid fraction can be analyzed at the same time using the
presented model. Furthermore, the model shows a wide versatility regarding geometrical parameters,
being able to consider the effect of modifying the electrode-diaphragm distance. In order to evaluate
the accuracy of the model, simulated results were validated against the real response of the AWE
cell at different operating conditions, reporting a very good agreement with a mean relative absolute
difference error lower than 1%. In addition, fluid dynamics phenomena such as gas-liquid distribution,
turbulence, or formed gas profile were predicted. Therefore, the capacity to simulate both phenomena
(electrochemistry and fluid dynamics) in the same model make it a complete design tool.

2. Methodology: Modeling and Experimental

2.1. Alkaline Water Electrolysis

Water electrolysis deals with decomposition of water into hydrogen and oxygen by passing
an electric current (DC) between two electrodes separated by an aqueous electrolyte with high ionic
conductivity [22]. The overall reaction for water splitting is:

H2O→ H2 +
1
2

O2 (1)

Figure 1 shows a scheme of an alkaline electrolysis cell. The two electrodes (anode and cathode) are
immersed in a KOH aqueous solution (electrolyte), and they are separated by a porous diaphragm that
allows the ionic transport (OH−) but is impermeable to gases. In a typical operation, electrolyte enters
into the anodic and cathodic compartments by the bottom inlets. At the anode, oxygen bubbles are
produced and, at the cathode, hydrogen is generated. These bubbles grow until they detach from
the electrode surface. The mixture of generated gases and electrolyte then leaves each compartment
through the upper outlets [9].

Figure 1. General scheme and operation of an alkaline electrolysis cell [6].
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In this way, in an alkaline electrolysis cell, when the required potential between the electrodes is
applied, the following semi-reactions take place simultaneously in the cathode (hydrogen evolution
reaction (HER)) and anode (oxygen evolution reaction (OER)) [6]:

CATHODE (HER): 2 H2O + 2 e− → H2 + 2 OH−, E0,HER = −0.829 V vs. SHE (2)

ANODE (OER): 2 OH− → 1
2

O2 + H2O + 2 e−, E0,OER = +0.401 V vs. SHE (3)

Thus, for alkaline water electrolysis to occur, a minimum voltage is required (reversible voltage,
Urev), which, according to the semi-reactions potential (E0) from Equations (2) and (3), is equal to 1.23 V
(E0,OER–E0,HER) at standard conditions (1 bar and 25 ◦C). This value, in agreement with the second law
of thermodynamics, corresponds to Δg◦ = 273.2 kJ/mol.

However, the real cell voltage (U) is always higher than the latter because of irreversibilities or
overpotentials. Therefore, the real cell voltage can be defined as the sum of reversible voltage (Urev)
and the overpotentials (η), as shown in Equation (4):

U = Urev +
∑
η (4)

The term
∑
η is the sum of activation, ohmic, and concentration overpotentials. These overpotentials

are defined as follows [23]:

(1) Activation overpotentials: related to activation energies of hydrogen and oxygen formation
reactions on the surface of electrodes;

(2) Ohmic overpotentials: sum of the electrical resistance of several components such as electrodes,
current collectors, etc., and the transport resistance related to gas bubbles, ionic transfer in the
electrolyte, and resistivity of the diaphragm;

(3) Concentration overpotentials: due to mass-transport limitations occurring on the surface of the
electrodes at high currents.

The total contribution of these overpotentials to the cell voltage (U) can be analyzed through the
polarization curve of an electrolysis cell, as represented in Figure 2.

Figure 2. Graphical representation of a polarization curve with the contribution of each overpotential.
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2.2. CFD Modeling of an Alkaline Electrolysis Cell

2.2.1. Model Geometry and Mesh

As mentioned previously in Figure 1, a conventional alkaline water electrolysis cell is divided
into two compartments separated by a diaphragm. In the cathodic chamber, the reduction of water to
produce H2 takes places, and the oxygen evolution reaction occurs at the anode. The function of the
diaphragm is to avoid the mixture of the two gases while maintaining a low resistivity.

Taking as reference a rectangular laboratory electrolysis cell (Figure 3a), the geometry of the model
was built following fluid dynamic requirements. In this way, simplifications were made in order to
reduce the model complexity (Figure 3b). As result, a good approximation can be made just by 2D
geometry, which allows an optimal study of the main involved variables (Figure 3c). The electrode
surfaces (33 mm height) were considered by two simple boundary conditions (1 and 5 in Figure 3c)
on both sides of the cell. These domains work as current collectors where potential was applied.
Regarding the separator (3 in Figure 3c), it was introduced in the geometry as a thin rectangle (0.5 mm)
that separates both compartments. In this case, only ionic conductivity is allowed in this component.
Concerning the anodic and cathodic compartments (2 and 4 in Figure 3c), they were defined as two
thick rectangles (1.5, 4, or 10 mm depending on the model considered) between the separator and the
corresponding electrode with the electrolyte inlet at the bottom and the biphasic mixture (electrolyte
and gases) outlet at the top.

Figure 3. Alkaline electrolysis cell used in the model: (a) Detail image of the electrolysis cell; (b) Main
components; (c) Simplified geometry and control domain; (d) Mesh applied in the model.

Regarding the meshing of the control domain, a rectangular mesh was generated, taking advantage
of the regular geometry of the cell, with a total of 7200 elements (when the electrode-diaphragm
distance was 10 mm). Previously, a mesh independence study was carried out in order to determine the
number of nodes and elements that should be used. In the anode and cathode chamber, a maximum
element size of 0.8 mm was established, reducing this value to 0.1 mm in the diaphragm domain (these
values in the mesh were scaled when the electrode-diaphragm distance decreased from 10 mm to
1.5 mm). Furthermore, at the boundary of the electrodes and on the surfaces between the diaphragm
and the electrolytic chambers, inflation layers were incorporated to correctly model the effects that
take place in these contours (Figure 3d).

2.2.2. Mathematical Procedure and Governing Equations

As previously mentioned, the proposed model is based on previous work carried out by the
authors [9] using the CFD simulation program COMSOL Multiphysics v4.3a. In this way, the model
has been built using the “electric currents” module to calculate both the current distribution and the
polarization curve, and the “two-phase turbulent bubbly flow” module was used to study the generation
and distribution of gas, one for each electrolytic chamber. An implicit backward differentiation formula
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(BDF) method was used for the numerical integration of the differential equations. The tolerance was
fixed at 0.001 in the solver to control the absolute error.

The coupling between the electrochemical and fluid dynamic results was linked by the current
density. The intensity supplied to the electrolysis cell allows the electric field to be resolved and at the
same time determines the generation of hydrogen and oxygen. The gas formation in the cell is studied
by means of the conservation equations for the biphasic mixture (hydrogen/electrolyte in cathode
and oxygen/electrolyte in anode) that solves, among other variables, the fraction of gas (Φg) in each
electrolytic chamber. This fraction of gas is used in each instance to determine how the conductivity of
the electrolyte varies and again to resolve the electric field inside the cell.

Electrical Current Conservation

The electric charge transport was studied using the “electric currents” module of COMSOL,
which solves the current conservation problem (J in A/m2) for the scalar electric potential (U in V).
For time dependent studies, the equation takes the following form [24]:

∇·→J = Qj ⇒ −∇·
⎡⎢⎢⎢⎢⎢⎣σ(∇U) − ∂

→
D
∂t
−→J e

⎤⎥⎥⎥⎥⎥⎦·d = Qj·d (5)

where σ (S/m) is the equivalent electrical conductivity, Q (A/m3 in a 3D approximation) is the current
source and Je (A/m2) is the externally generated current density. Regarding the electric displacement

(∂
→
D/∂t), it is a constitutive relation that describes the macroscopic properties of the medium. Otherwise,

in planar 2D, it is assumed that the model has symmetry and the electric potential varies only in the “x”
and “y” directions and is constant in the “z” direction. This implies that the electric field is tangential
to the “xy” plane. To solve it, the thickness in the “z” direction (electrode depth) is introduced in the
equation by the parameter d (m) [24], as shown in Figure 3a.

On the other hand, to define the equivalent electrical conductivity (σ), the following three equations
were incorporated to define the conductivity of the medium (electrolyte) and the diaphragm (see
parameters in Table 1):

Table 1. Constants, initial, and boundary conditions for the two-dimensional (2D) model [25–28].

Symbol Value Unit Description

de−m 1.5 to 10 mm Electrode-diaphragm distance
F 96485 C Faraday constant
i 250 to 4000 A·m−2 Current density (polarization curve)

i0,c 21.1 to 93.5 A·m−2 Exchange current density (cathode) [25]
i0,a 1.1 to 9.3 A·m−2 Exchange current density (anode) [26]

MH2 2 g·moL−1 Hydrogen molecular weight
MO2 32 g·moL−1 Oxygen molecular weight

p 1 bar Pressure operation
R 8.314 J·K−1·moL−1 Ideal gas constant
T 303 to 343 K Temperature operation
v0 700 ml·min−1 Electrolyte flow rate (inlet velocity)
w 5 to 10 M Electrolyte concentration (22–42 wt% KOH)
αa 0.60 - Charge transfer coefficient (anode)
αc 0.77 Charge transfer coefficient (cathode)
εm 0.55 - Diaphragm porosity [27]
τm 1.89 - Diaphragm tortuosity [28]
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1. An empirical relationship for specific conductivity of electrolyte (σ0 in S/m) with respect to
temperature (T) and KOH concentration (w) was used [29]:

σ0 = −204.1·w− 0.28·w2 + 0.5332·(w·T) + 20720·w
T
+ 0.1043·w3 − 0.00003·

(
w2·T2

)
(6)

2. The conductivity of the diaphragm (σm in S/m) was defined as a function of the conductivity
of electrolyte (σ0) and geometric parameters such as porosity (εm) and tortuosity (τm),
according to [28]:

σm = σ0·εm

τm
(7)

3. The Bruggeman equation (σe in S/m) relates the variation of conductivity of electrolyte (σ0)
with the volume fraction of gas (Φg) inside the cell [30]. The gas fraction for both electrolytic
chambers at each current density value was calculated according to the equations described in
the “liquid-gas flow distribution” section:

σe = σ0·
(
1−Φg

)1.5
(8)

Finally, according to Equation (5), the electric transport charges on the electrodes were not
considered (only ionic transport was studied inside the electrolysis cell). In order to incorporate the
activation overpotentials and the reversible voltage at different temperatures in the polarization curve,
the following two auxiliary equations, whose parameters are defined in Table 1, were introduced into
the model (as boundary conditions in the electrode):

1. The reversible potential (Urev in V) was defined according to the LeRoy et al. [31] equation as
a function of temperature (T):

Urev = 1.5184− 1.5421·10−3·T + 9.523·10−5·T·ln(T) + 9.84·10−8·T2 (9)

2. Activation overpotentials (ηact in V) were defined for the cathode and the anode by the
Butler–Volmer equation (Tafel equation form) for each current density (i), according to:

ηact = 2.3·R·T
α·F ·log

(
i
i0

)
(10)

Liquid-Gas Flow Distribution

The gas and liquid flow distribution was modeled, applying the “two-phase turbulent bubbly flow”
module of COMSOL. This mathematical approach describes the two-phase flow using an Euler-Euler
model. The module solves the volume fraction occupied by each of the two phases, without defining
each bubble in detail. This mathematical approach is suitable for modeling the macroscopic behavior
of many gas bubbles rising through a liquid. It treats the two phases as interpenetrating media,
tracking the averaged concentration of the phases. One velocity field is associated with each phase,
and the dynamics of each of the phases are described by a momentum balance equation and a continuity
equation [9,32].

Based on these assumptions, the sum of the momentum equations for the two phases gives
a momentum equation for the liquid velocity, a continuity equation, and a transport equation for the
volume fraction of the gas phase. The momentum equation is [32]:

Φl·ρl·∂
→
u l
∂t +Φl·ρl·

(→
ul·∇

)→
ul

= −∇p + ∇·
[
Φl·(ψl +ψT)·

(
∇→ul + ∇→u

T
l − 2

3 ·
(
∇→ul

)
·→I

)]
+Φl·ρl·→g +

→
F

(11)
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where u is velocity (m/s), p is the pressure (Pa),Φ is the phase volume fraction, ρ is the density (kg/m3),
g is the gravity vector (m/s2), F is any additional volume force (N/m3), ψl is the dynamic viscosity of
the liquid (Pa·s), and ψT is the turbulent viscosity (Pa·s). The subscripts “l” and “g” denote quantities
related to the liquid phase and the gas phase, respectively [32].

The continuity equation is:

∂
∂t

(
Φl·ρl +Φg·ρg

)
+ ∇·

(
Φl·ρl·→ul +Φg·ρg·→u g

)
= 0 (12)

And the transport of the volume fraction of gas is given by Equation (13):

∂Φg·ρg

∂t
+ ∇·

(
Φg·ρg·→u g

)
= − .

mgl (13)

where
.

mgl is the mass transfer rate from gas to liquid (g·m−3·s−1). In the simplified 2D geometry
considered in this study, the gas flows generated (g·m−2·s−1) on the active surfaces of the electrodes
(H2 and O2) were defined by the Faraday equation for each current density (i):

.
mH2 =

MH2

2·F ·i (14)

.
mO2 =

MO2

4·F ·i (15)

Table 1 summarizes the parameters corresponding to Equation (14) for hydrogen production
(boundary condition at cathode) and to Equation (15) for oxygen production (boundary condition at
the anode).

Regarding the turbulence, a k− εmodel was used. This model solves two extra transport equations
for two additional variables: the turbulent kinetic energy, k (m2/s2), and the dissipation rate of turbulent
energy, ε (m/s3). The turbulent viscosity (ψT), the transport equations for the turbulent kinetic energy
(k), and the evolution of the turbulent energy’s dissipation (ε) are defined as [32]:

ψT = ρl·Cμ·k
2

ε
(16)

ρl·∂k∂t −∇·
[(
ψ+

ψT

Φk

)
∇k

]
+ ρl·→ul·∇k =

1
2
ψT·

(
∇→ul +

(
∇→ul

)T)2
− ρl·ε+ Sk (17)

ρl·∂ε∂t −∇·
[(
ψ+

ψT
Φε

)
∇ε

]
+ ρl·→ul·∇ε

= 1
2 Cε1· εk ·ψT·

(
∇→ul +

(
∇→ul

)T)2
− ρl·Cε2· ε2k + ε

k Cε·Sk

(18)

where Cε, Cμ, Φk, and Φε are constants of the turbulent model. The term Sk is related to the

bubble-induced turbulence. Finally, the gas velocity (
→
u g in m/s) is calculated according to:

→
u g =

→
ul +

→
uslip +

→
udri f t (19)

where
→
uslip is the relative velocity between the phases and

→
udri f t is an additional contribution from the

turbulence model used [32].

2.2.3. Initial and Boundary Conditions

To solve the different equations described above, the following simplifications were considered in
order to improve convergence and reduce the computational cost of the model [5,9,32]:
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(1) The gas density is negligible compared to the liquid density;
(2) The movement of gas bubbles in relation to the liquid phase is determined by a balance between

viscous drag and pressure forces;
(3) The two phases share the same pressure field;
(4) Hydrogen and oxygen crossover through the diaphragm is negligible;
(5) The electrolysis cell works with a high enough flow rate of electrolyte to avoid the accumulation

of gas bubbles in the cell;
(6) The bubbles have a diameter of less than 1 mm, so the Hadamard–Rybczynski drag law for

spherical gas bubbles in liquid is used for the gas velocity;
(7) The electrical resistance of the electrodes (Ni) is negligible with respect to the rest of the elements

of the electrolysis cell.

Figure 4 shows the boundary conditions implemented in this study. Regarding the different
materials used in the model, the COMSOL material library was used to define hydrogen, oxygen,
and water. In the latter case, the density and dynamic viscosity were also corrected to take into
account the KOH dissolution (electrolyte). Table 1 summarizes, the different parameters and constants
considered in the model.

(a) 

electrolyte 
conductivity 

electric insulation 

electric 
insulation 

diaphragm 
conductivity 

Pressure = 1 bar 
Gravity = – 9.81 m2/s 

 

Urev + ηact current 
density 

(b) 

no slip 

no slip 

hydrogen
mass flux 

no slip, no 
gas flux 

oxygen 
mass flux 

inlet velocity 

outlet (0 bar) 

Figure 4. Initial and boundary conditions for the 2D Computational Fluid Dynamics (CFD) model of
the alkaline electrolysis cell: (a) Electrochemical model; (b) Fluid dynamic model.

Regarding the charge transfer coefficient (α), it is worth noting that 0.5 is the value usually reported
in most of the models in which electrochemical kinetics are considered. According to the literature [33],
this value is usually used in the absence of actual measurements. However, α, in most systems,
turns out to be between 0.3 and 0.7 [33]. In this work, as can be seen from Table 1, 0.60 and 0.77 were
used for anodic and cathodic reactions, respectively. These values were chosen because they reported
the best fit with the experimental values. In the case of the anode, αa is in the common experimental
range. On the other hand, the cathodic charge transfer coefficient (αc = 0.77) is slightly higher than the
upper limit of the usually experimental range. However, this value well agrees with experimental
values reported by authors working on alkaline water electrolysis [34]. In fact, some authors [35]
working with real electrolysis stacks have noted that α cannot be considered as a constant, because it
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varies with temperature, electrode materials, etc., and, thus, it is expected to change even with the
experimental system. Furthermore, differences are expected when α is determined in an electrochemical
laboratory cell than when it is done in a real water electrolysis cell or even a commercial stack.

2.3. Experimental Test Facility and Methodology

2.3.1. Alkaline Water Electrolysis Test-Bench

Figure 5 shows the alkaline water electrolysis test bench used in this study, located in the Centro
Nacional del Hidrógeno (www.cnh2.es). The system is constituted by all the elements of a typical
electrolyzer, but on a laboratory scale, which allows for the study of a wide range of parameters.
Therefore, the system is suitable for analyzing electrochemical and fluid dynamic processes.

 
Figure 5. Alkaline water electrolysis cell test bench of the Centro Nacional del Hidrógeno.

As can be seen in Figure 5, the test bench has three electrolysis cells (ELECTROCELL,
Micro Flow Cell) that are electrically connected in series, a DC power supply (Elektro-Automatik,
EA-PSI 6000), a centrifugal magnetic drive pump (IWAKI, MD-30RVM-220N), two gas-liquid separators
to separate the oxygen and hydrogen produced from the electrolyte and a heating system (Hillesheim,
H300 DN12). Additionally, the facility has different measurement and control devices that are
monitored by a Supervisory Control and Data Acquisition (SCADA) system [10].

2.3.2. Experimental Protocol

The polarization curves were obtained according to a previously established experimental
procedure [5,10]. These curves describe the electrochemical behavior of an electrolysis cell and
allow determination of the values of voltage and current in which it works. For this purpose,
several temperatures (from 30 to 70 ◦C) were tested. The electrolyte used in the test bench was
a concentrated KOH solution in water (from 22 to 42 wt% KOH), and the overall flow rate was fixed
at 1.4 l/min per cell. Regarding the electrodes, Ni > 99% was used for the anodes and cathodes.
In all cases, the active area was 10 cm2. The diaphragms used were Zirfon® Perl 500 UTP (AGFA) with
a pore size of 0.15 μm and a thickness of 500 μm [10]. The electrode-diaphragm distance was fixed
from 1.5 to 10 mm according to the case considered (see Figure 3b).

For each of the tests, the following protocol was used: Once the cell was assembled, both the
electrolyte pump and the heating system were turned on. Once the flow rate and temperature were
stable, the power supply was switched on and a gradual current sweep from 50 to 400 mA/cm2 was
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performed. For each current intensity value, different operating parameters, such as the cell voltage to
obtain the different polarization curves, were monitored and recorded [5,10].

3. Results and Discussion

3.1. Polarization Curve

The electrochemical response of the model was validated by comparing simulated polarization
curves (Umodel

cell ) against those experimentally obtained for the electrolysis cell (Utest
cell ). The accuracy of the

CFD model was also studied by varying some of the most critical operating parameters in an alkaline
water electrolysis system. Additionally, the mean relative absolute difference error (MRADerror) was
calculated according to Equation (20) in order to ensure the accuracy and validity of the proposed
model [5]:

MRADerror =
1
N
·

N∑
j=1

⎛⎜⎜⎜⎜⎜⎝Umodel
cell −Utest

cell

Utest
cell

⎞⎟⎟⎟⎟⎟⎠ (20)

The error calculated was lower than 0.51%, which indicates an excellent correlation between
the experimental and modeled results. Figure 6 shows a parity chart between the model and the
experimental voltage results. From this figure, it is confirmed that the main discrepancy between
the model and real data occurs at low current densities (corresponding to the lowest voltages in the
polarization curve). In this zone, activation overpotentials represent the major contribution to the
energy required for the electrolysis process. In other words, at these potentials the cathodic and
anodic reactions are the limiting steps and, thus, it can be considered that the differences are related
to electro-kinetics. In the model, the main electrochemical kinetics parameters involved are i0 and
α. It is well known [35] that both concepts strongly depend on operating conditions (temperature,
pressure, reaction, electrode material, etc.). While the influence of i0 has been widely studied on
electrolysis [25,26,35], the charge transfer coefficient has not been treated in much detail. In fact,
as described above, in the literature, typically a constant value of 0.5 is given to α for both reactions.
In the present work, different values of i0, depending on temperature and reaction, have been used (see
Table 1). In the case of α, although in the model different values were used for oxidation and reduction,
these chosen values were constant for all the operating conditions. The use of these approximations,
instead of the real value for each temperature, can be the cause of the discussed deviations at low
current densities. Nevertheless, it is worth noting that, despite these differences, the error reported
value is very low and the model works satisfactory, as shown in the following sections.

Figure 6. Parity chart between the model and experimental voltage results for all the conditions of
temperature, electrolyte conductivity, and electrode-diaphragm distance analyzed.
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3.1.1. Influence of Temperature

Polarization curves simulated by the model were compared with experimental ones in Figure 7,
at different temperatures. As expected, the cell potential at a certain current density value decreases as
temperature increases within the analyzed range (Figure 7a). This trend is due to the fact that an increase
in temperature favors the reaction kinetics, decreasing the reversible voltage and therefore the required
energy. This behavior was previously reported by other authors for AWE systems [2,5,10,13,22,23].
From Figure 7b, it is evidenced that the best correlation between experimental and calculated results
can be seen at 30 ◦C, 50 ◦C, and 70 ◦C.

Figure 7. Polarization curve at different temperatures (30–70 ◦C) at 32 wt% KOH, 10 mm, and 1.4 l/min:
(a) model; (b) model vs. experimental electrolysis cell voltage. Experimental data are indicated
with dots.

3.1.2. Influence of Electrolyte Conductivity

Electrolyte conductivity is a parameter that has a significant effect on the ohmic overpotential.
As described from Equation (6) to Equation (8), it is a critical aspect to determine not only the electrolyte
ohmic losses, but also those related to diaphragm and generated gas bubbles in both cathodic and
anodic compartments. In the case of the diaphragm, it must be taken into account that it is just a physical
barrier, without ionic or electronic conductivity, so its conductivity is determined by the conductivity
of the electrolyte inside the diaphragm channels. Regarding the gas bubbles, when H2 and O2 are
generated, a biphasic mixture gas-electrolyte is formed, in which the gas fraction is a non-conductor.
The greater the number of gas bubbles in this biphasic mixture, the greater the fraction of gas (Φg).
As a result, the electrolyte conductivity will be lower according to Equation (8), especially in the close
electrode region.

In Figure 8, the polarization curves for different electrolyte concentration values calculated with
the model are compared with those experimentally obtained. From this figure, the following points are
discussed:

(1) As previously reported [10], increasing the electrolyte conductivity implies a better electrolysis
performance due to a reduction of ohmic losses, which turns out in a lower required energy.

(2) An optimum value of electrolyte concentration is identified at 32 wt% KOH, which corresponds
to 94.54 S/m at 50 ◦C [29]. Above this value, mass transfer limitations can occur, but below it,
the ohmic losses are too high because the electrolyte conductivity is very low [29].

(3) The model shows an accurate agreement with the experimental polarization curves for the
different electrolyte conductivity values considered (Figure 8b).
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Figure 8. Polarization curve at different electrolyte concentrations (22–42 wt% KOH) at 50 ◦C, 10 mm,
and 1.4 l/min: (a) model; (b) model vs. experimental electrolysis cell voltage. Experimental data are
indicated with dots.

3.1.3. Influence of Electrode-Diaphragm Distance

In AWE cells, the ohmic overpotential is strongly affected by the proximity of the electrode to
the diaphragm. The reason for this is that a reduction of this distance means a lower quantity of
electrolyte between both components, and thus the ohmic contribution of this compartment decreases.
However, very narrow cells can favor high gas fraction during the electrolysis, which can result in
a significant increasing of ohmic overpotential. Hence, it seems reasonable that there is an optimal
electrode-diaphragm distance to achieve the best AWE cell performance. In fact, several works have
calculated this optimum distance [11,36].

Figure 9 shows the simulated and experimental polarization curves when different
electrode-diaphragm distances were used, for an electrolyte flow rate of 1.4 l/min. The tendency of the
modeled curves well coincide with the real ones; the decrease of the distance between electrode and
diaphragm leads to a lower electrolysis potential.

Figure 9. Polarization curve at different electrode-diaphragm distances (1.5–10 mm) at 50 ◦C, 32 wt%
KOH, and 1.4 l/min: (a) model; (b) model vs. experimental electrolysis cell voltage. Experimental data
are indicated with dots.
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3.2. Gas Generation Profile

Evolution of gas profile with current density is shown in Figure 10. Hydrogen and oxygen void
fractions (space occupied by gas bubbles in each electrolytic chamber) draw a typical profile next to
the electrode surface [17,18,37,38]: void fraction progressively increases from the bottom to the top of
the electrode due to the accumulation of generated gas and the effect of the flow rate [15].

 

Figure 10. Void fraction distribution in cathodic and anodic compartments at different current density
values (model conditions: 50 ◦C, 32 wt% KOH, 1.5 mm, and 1.4 l/min).

Hydrodynamic characteristics of the biphasic flow (generated gas/electrolyte) in the AWE cell
strongly influence the performance of the system. In these systems the generated gas bubbles have
a multiple and critical role. On one hand, when they are produced, bubbles form a curtain of increasing
thickness along the surface of the electrode in a vertical direction, causing a turbulence phenomenon
that contributes to the mixing and distribution of present species and so too to mass transfer. On the
other hand, when bubbles are produced, they can adhere to some sections of the electrode surface,
making them inactive for electrochemical reaction. This causes an increase in the ohmic overpotential,
a higher required energy and, as a result, a worse cell performance [19].

According to the previous discussion, the model results show that gas fraction reaches the highest
value next to the electrode surface (x = 0 cm) and it decreases towards the diaphragm (x = 0.15 cm) for
all studied current densities (Figure 11). In addition to the expected increase in the fraction of gas with
the current, from this graph it can also be deduced that the higher the current density, the greater the
penetration of gas in the lateral direction, due to the increase in the lateral gas velocity [14].
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Figure 11. Hydrogen fraction distribution at different current densities in the x-axis at the middle of
the electrode height (model conditions: 50 ◦C, 32 wt% KOH, 1.5 mm, and 1.4 l/min).
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4. Conclusions and Future Work

In the present work, the development and experimental validation of an alkaline water electrolysis
cell 2D CFD model was reported. The strong points of the model are its versatility to simulate different
operating conditions as well as the simultaneous analysis of fluid dynamic and electrochemical
phenomena. These aspects make it a powerful and cheap design tool, particularly suitable for the
study of new cell configurations.

Regarding the variation of electrolysis parameters, the response of the model was evaluated
in terms of polarization curves at different values of temperature, electrode-diaphragm distance,
and electrolyte concentration. Performance of the electrolysis cell was improved for high temperatures,
small electrode-diaphragm distances, and high electrolyte conductivity, as observed from both
experimental and simulated data. In this regard, the mean relative absolute difference error was
calculated in order to ensure the accuracy and validity of the proposed model. The error calculated
was lower than 0.51% for the polarization curve, which indicates an excellent correlation between
the experimental and modeled results. Therefore, the proposed model is suitable for predicting the
behavior of the AWE cell under a wide range of operating conditions.

In addition to electrochemical studies, the proposed model also offers a fluid dynamic analysis.
From simulation results, it was concluded that produced gases generate a “curtain profile” in the
electrode, increasing the void fraction in a vertical direction due to the accumulation of gas. Furthermore,
the model simulates the gas profile along the x-axis of the electrolytic chamber (from the electrode to
the diaphragm), proving that the higher the current, the greater the gas distribution in the electrolytic
chamber space. These results provide very useful information for cell design purposes.

On the other hand, although the results confirm that the model well fits the experimental results,
various points still need to be studied:

(1) Charge transfer coefficient (α): the influence of this term over the performance of real electrolysis
systems has hardly been studied. Even though it is possible to find different values in the
literature, some authors have claimed significant differences when working with a laboratory
electrochemical cell and with an electrolysis stack. Experimental values up to 1.035 [35] have
been reported, which contrast with that which is considered to be the common range (0.3–0.7).
In fact, it greatly depends on operating conditions: electrode materials, electrolyte, etc. For these
reasons, it would be very interesting to experimentally determine this parameter in the test bench
shown in Figure 5 in order to improve the accuracy of the model, especially in the activation
overpotentials zone where the model fits worse with real data. This is extensible to exchange
current density, which is another critical kinetic parameter.

(2) Zero-gap cell design: this is one of the most extended alkaline water electrolysis cell designs in
commercial systems. This configuration allows us to “ideally” eliminate bubbles between the
electrodes because cathode and anode are placed directly over the diaphragm. For this to happen,
the electrodes have to be porous. Therefore, in order to improve the model applicability to real
systems, this geometry should be implemented in the model, making it a more useful design tool.

Author Contributions: Conceptualization, J.R. and E.A.; methodology, E.A. and J.R.; software, J.R. and E.A.;
Validation, E.A.; formal analysis, J.R.; data curation, E.A. and J.R.; writing—original draft preparation, J.R. and
E.A.; writing—review and editing, E.A. and J.R. All authors have read and agreed to the published version of
the manuscript.

Funding: This research was funded by Ministerio de Ciencia e Innovación (MICINN, Spain), Junta de Comunidades de
Castilla-La Mancha (JCCM, Spain) and European Regional Development Fund (ERDF), in the framework of the project
entitled “Singular and Strategic Project of Renewable Hydrogen” (PSEH2RENOV, nº 120000-2009-3).

Conflicts of Interest: The authors declare no conflict of interest. The funders had no role in the design of the
study; in the collection, analyses, or interpretation of data; in the writing of the manuscript, and in the decision to
publish the results.

270



Processes 2020, 8, 1634

References

1. Armaroli, N.; Balzani, V. Solar electricity and solar fuels: Status and perspectives in the context of the energy
transition. Chem. Eur. J. 2016, 22, 32–57. [CrossRef]

2. Sánchez, M.; Amores, E.; Rodríguez, L.; Clemente-Jul, C. Semi-empirical model and experimental validation
for the performance evaluation of a 15 kW alkaline water electrolyzer. Int. J. Hydrog. Energy 2018,
43, 20332–20345. [CrossRef]

3. Mais, L.; Palmas, S.; Mascia, M.; Sechi, E.; Casula, M.F.; Rodriguez, J.; Vacca, A. Porous Ni photocathodes
obtained by selective corrosion of Ni-Cu films: Synthesis and photoelectrochemical characterization. Catalysts
2019, 9, 453. [CrossRef]

4. Rodríguez, J.; Rojas, N.; Sánchez-Molina, M.; Rodriguez, L.G.; Campana, R.; Rodríguez, L. Hybrid membranes
based in Nafion-metallic oxides: Performance evaluations. Chem. Eng. Trans. 2016, 47, 415–420. [CrossRef]

5. Amores, E.; Rodríguez, J.; Oviedo, J.; de Lucas-Consuegra, A. Development of an operation strategy for
hydrogen production using solar PV energy based on fluid dynamic aspects. Open Eng. 2017, 7, 141–152.
[CrossRef]

6. Amores, E.; Sánchez, M.; Rojas, N.; Sánchez-Molina, M. Renewable hydrogen production by water electrolysis.
In Sustainable Fuel Technologies Handbook, 1st ed.; Dutta, S., Hussain, C.M., Eds.; Academic Press: London,
UK, 2021; pp. 271–313. [CrossRef]

7. Lehner, M.; Tichler, R.; Steinmüller, H.; Koppe, M. Power-To-Gas: Technology and Business Models, 1st ed.;
Springer: Cham, Switzerland, 2014. [CrossRef]

8. Bertuccioli, L.; Chan, A.; Hart, D.; Lehner, F.; Madden, B.; Standen, E. Development of Water Electrolysis in the
European Union. FCH-JU Funded Studies 2014: Element Energy, E4tech Sarl. Available online: https://www.
fch.europa.eu/sites/default/files/FCHJUElectrolysisStudy_FullReport%20(ID%20199214).pdf (accessed on
10 November 2020).

9. Amores, E.; Rodríguez, J.; Merino, C.; García, P. Study of an alkaline electrolyzer powered by renewable
energy. In Proceedings of the COMSOL Conference, Stuttgart, Germany, 26–28 October 2011; COMSOL AB:
Burlington, VT, USA, 2011.

10. Amores, E.; Rodríguez, J.; Carreras, C. Influence of operation parameters in the modeling of alkaline water
electrolyzers for hydrogen production. Int. J. Hydrog. Energy 2014, 39, 13063–13078. [CrossRef]

11. Nagai, N.; Takeuchi, M.; Nakao, M. Influences of bubbles between electrodes onto efficiency of alkaline
water electrolysis. In Proceedings of the PSFVIP-4, Chamonix, France, 3–5 June 2003.

12. Olivier, P.; Bourasseau, C.; Bouamama, B. Low-temperature electrolysis system modelling: A review.
Renew. Sustain. Energy Rev. 2017, 78, 280–300. [CrossRef]

13. Ulleberg, Ø. Modeling of advanced alkaline electrolyzers: A system simulation approach. Int. J.
Hydrog. Energy 2003, 28, 21–33. [CrossRef]

14. Aldas, K. Application of a two-phase flow model for hydrogen evolution in an electrochemical cell.
Appl. Math. Comput. 2004, 154, 507–519. [CrossRef]

15. Mat, M.D.; Aldas, K.; Ilegbusi, O.J. A two-phase flow model for hydrogen evolution in an electrochemical
cell. Int. J. Hydrog. Energy 2004, 29, 1015–1023. [CrossRef]

16. Hawkes, G.; O’Brien, J.; Stoots, C.; Hawkes, B. 3D CFD model of a multi-cell high-temperature electrolysis
stack. Int. J. Hydrog. Energy 2009, 34, 4189–4197. [CrossRef]

17. Hreiz, R.; Abdelouahed, L.; Fünfschilling, D.; Lapicque, F. Electrogenerated bubbles induced convection
in narrow vertical cells: PIV measurements and Euler–Lagrange CFD simulation. Chem. Eng. Sci. 2015,
134, 138–152. [CrossRef]

18. El-Askary, W.A.; Sakr, I.M.; Ibrahim, K.A.; Balabel, A. Hydrodynamics characteristics of hydrogen evolution
process through electrolysis: Numerical and experimental studies. Energy 2015, 90, 722–737. [CrossRef]

19. Zarghami, A.; Deen, N.G.; Vreman, A.W. CFD modeling of multiphase flow in an alkaline water electrolyzer.
Chem. Eng. Sci. 2020, 227, 115926–115935. [CrossRef]

20. Le Bideau, D.; Mandin, P.; Benbouzid, M.; Kim, M.; Sellier, M.; Ganci, F.; Inguanta, R. Eulerian two-fluid
model of alkaline water electrolysis for hydrogen production. Energies 2020, 13, 3394. [CrossRef]

21. Hydrogen Roadmap Europe, FCH-JU 2019. Available online: https://www.fch.europa.eu/sites/default/files/
Hydrogen%20Roadmap%20Europe_Report.pdf (accessed on 10 November 2020).

271



Processes 2020, 8, 1634

22. Divisek, J. Water electrolysis in a low- and medium-temperature regime. In Electrochemical Hydrogen
Technologies: Electrochemical Production and Combustion of Hydrogen; Wendt, H., Ed.; Elsevier: Oxford, UK,
1990; pp. 137–212.

23. Zeng, K.; Zhang, D. Recent progress in alkaline water electrolysis for hydrogen production and applications.
Prog. Energy Combust. Sci. 2010, 36, 307–326. [CrossRef]

24. AC/DC Module User’s Guide v4.3. Part nº CM020101; COMSOL AB: Stockholm, Sweden, 2012.
25. Kibria, M.F.; Mridha, M.S.; Khan, A.H. Electrochemical studies of a nickel electrode for the hydrogen

evolution reaction. Int. J. Hydrog. Energy 1995, 20, 435–440. [CrossRef]
26. Kibria, M.F.; Mridha, M.S. Electrochemical studies of the nickel electrode for the oxygen evolution reaction.

Int. J. Hydrog. Energy 1996, 21, 179–182. [CrossRef]
27. AGFA: Zirfon H2 Advanced. Available online: https://www.agfa.com/specialty-products/solutions/

membranes/zirfon/ (accessed on 30 October 2020).
28. Rodríguez, J.; Palmas, S.; Sánchez-Molina, M.; Amores, E.; Mais, L.; Campana, R. Simple and precise approach

for determination of ohmic contribution of diaphragms in alkaline water electrolysis. Membranes 2019, 9, 129.
[CrossRef]

29. Gilliam, R.J.; Graydon, J.W.; Kirk, D.W.; Thorpe, S.J. A review of specific conductivities of potassium
hydroxide solutions for various concentrations and temperatures. Int. J. Hydrog. Energy 2007, 32, 359–364.
[CrossRef]

30. Weijs, M.P.M.G.; Janssen, L.J.J.; Visser, G.J. Ohmic resistance of solution in a vertical gas-evolving cell.
J. Appl. Electrochem. 1997, 27, 371–378. [CrossRef]

31. LeRoy, R.L.; Bowen, C.T.; LeRoy, D.J. The thermodynamics of aqueous water electrolysis. J. Electrochem. Soc.
1980, 127, 1954–1962. [CrossRef]

32. Chemical Engineering Module User’s Guide v3.5a. Part nº CM020501; COMSOLAB: Stockholm, Sweden, 2008.
33. Bard, A.J.; Faulkner, L.R. Electrochemical Methods: Fundamentals and Applications, 2nd ed.; John Wiley & Sons:

New York, NY, USA, 2001.
34. Santos, D.M.F.; Sequeira, C.A.C.; Macciò, D.; Saccone, A.; Figuereido, J.L. Platinum–rare earth electrodes for

hydrogen evolution in alkaline water electrolysis. Int. J. Hydrog. Energy 2013, 38, 3137–3145. [CrossRef]
35. Tijani, A.S.; Kamarudin, N.A.B.; Mazlan, F.A.B. Investigation of the effect of charge transfer coefficient (CTC)

on the operating voltage of polymer electrolyte membrane (PEM) electrolyzer. Int. J. Hydrog. Energy 2018,
43, 9119–9132. [CrossRef]

36. Nagai, N.; Takeuchi, M.; Oka, T. Existence of optimum space between electrodes on hydrogen production by
water electrolysis. Int. J. Hydrog. Energy 2003, 28, 35–41. [CrossRef]

37. Sasaki, T.; Nagai, N.; Murai, Y.; Yamamoto, F. Particle image velocimetry measurement of bubbly flow
induced by alkaline water electrolysis. In Proceedings of the PSFVIP-4, Chamonix, France, 3–5 June 2003.

38. Aldas, K.; Pehlivanoglu, N.; Mat, M.D. Numerical and experimental investigation of two-phase flow in
an electrochemical cell. Int. J. Hydrog. Energy 2008, 33, 3668–3675. [CrossRef]

Publisher’s Note: MDPI stays neutral with regard to jurisdictional claims in published maps and institutional
affiliations.

© 2020 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

272



processes

Article

Research on High-Pressure Hydrogen Pre-Cooling Based on
CFD Technology in Fast Filling Process

Sen Li 1,2,3, Jinxing Guo 4, Xin Lv 1,2,3, Teng Deng 1,2,3, Bo Cao 1,2,3 and Juan Wang 1,2,3,*

Citation: Li, S.; Guo, J.; Lv, X.; Deng,

T.; Cao, B.; Wang, J. Research on

High-Pressure Hydrogen Pre-Cooling

Based on CFD Technology in Fast

Filling Process. Processes 2021, 9, 2208.

https://doi.org/10.3390/pr9122208

Academic Editor: Alfredo Iranzo

Received: 30 October 2021

Accepted: 26 November 2021

Published: 8 December 2021

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2021 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

1 School of Mechanical & Electrical Engineering, Xi’an University of Architecture and Technology,
Xi’an 710055, China; xauatsenli@163.com (S.L.); lvxinALZN123@163.com (X.L.);
dengteng2021@126.com (T.D.); xauatbocao@163.com (B.C.)

2 Shaanxi Key Laboratory of Nanomaterials and Nanotechnology, Xi’an University of Architecture and
Technology, Xi’an 710055, China

3 Xi’an Key Laboratory of Clean Energy, Xi’an University of Architecture and Technology, Xi’an 710055, China
4 Xi’an Aerospace Propulsion Institute, Xi’an 710100, China; guomalevenus@163.com
* Correspondence: juanwang@xauat.edu.cn

Abstract: In the fast filling process, in order to control the temperature of the vehicle-mounted storage
tank not to exceed the upper limit of 85 ◦C, it is an effective method to add a hydrogen pre-cooling
system upstream of the hydrogenation machine. In this paper, Fluent is used to simulate the heat
transfer process of high-pressure hydrogen in a shell-and-tube heat exchanger and the phase change
process of refrigerant R23. The accuracy of the model is proven by a comparison with the data in
the references. Using this model, the temperature field and gas volume fraction in the heat transfer
process are obtained, which is helpful to analyze the heat transfer mechanism. At the same time,
the influence of hydrogen inlet temperature, hydrogen inlet pressure, and refrigerant flow rate on
the refrigeration performance was studied. The current work shows that the model can be used to
determine the best working parameters in the pre-cooling process and reduce the operating cost of
the hydrogen refueling station.

Keywords: hydrogen refueling station; hydrogen pre-cooling system; computational fluid dynamics
(CFD); shell and tube heat exchanger

1. Introduction

Hydrogen energy is a potentially clean energy with high energy density and is
pollution-free [1–3]. As a secondary energy source, hydrogen can be obtained directly from
fossil raw materials, or it can be produced by electrolyzing water from renewable energy
sources (such as solar energy, wind energy, etc.) [2,3]. The development of a hydrogen
energy economy can reduce the emission of greenhouse gases and small particle pollutants,
and at the same time achieve energy diversification. It is a potential substitute for ordinary
fossil energy carriers [4]. Therefore, various countries around the world have regarded
hydrogen energy as the strategic development direction of new energy source in the future.

In the field of transportation, hydrogen fuel cell vehicles have received widespread
attention in recent years. Due to the high cost of acquiring and using liquid hydrogen,
the current hydrogen storage methods used in hydrogen fuel cell vehicles utilize gaseous
hydrogen storage. Hydrogen is the smallest known gas in the world, as the density of
hydrogen is only 1/14 that of air, namely at one standard atmospheric pressure and 0 ◦C,
hydrogen density is 0.089 g/L. To improve the cruising range of fuel cell vehicles, it is
necessary to increase the storage pressure in the onboard storage tank [5,6]. At the same
time, more than 80% of hydrogen refueling stations use high-pressure gaseous hydrogen
storage [7]. To improve the competitiveness of hydrogen fuel cell vehicles, the filling
process needs to be completed within 3–5 min [8,9]. However, in the process of rapid
filling, the temperature of the storage tank rises rapidly as the pressure of the onboard
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storage tank rises. The increase in tank temperature is mainly caused by the following
three main thermodynamic phenomena [10]. First of all, the kinetic energy of the fast-
flowing hydrogen converted into internal energy gas generates a lot of heat during the
filling process. Secondly, the hydrogen expanded through the throttle valve causes the
temperature to rise, which is called the Joule–Thomson effect. Third, the compression of
hydrogen during the filling process of the storage tank will also cause the temperature to
rise, and the increase in temperature not only reduces the storage capacity of the hydrogen
tank, but may also bring potential safety hazards. Therefore, it is necessary to adopt
appropriate means to control the temperature not to exceed the limit.

To ensure safety during the rapid filling process, the SAE J2601 filling agreement
stipulates that the temperature of hydrogen in the onboard storage tank during the rapid
filling process cannot exceed 85 ◦C [11,12]. There are two main reasons for setting the
upper-temperature limit of 85 ◦C: The first is to protect the tank material from thermal
degradation, and the second is to be able to fill the storage tank to the maximum without
exceeding the maximum working pressure (125% of the nominal working pressure). In
the research of Ortiz et al. [13], it is shown that the inlet temperature of hydrogen plays a
vital role in the increase of the temperature of the vehicle-mounted storage tank during the
rapid filling process. The hydrogen pre-cooling system is the most effective way to control
the temperature of hydrogen [14].

Among various heat exchangers, the shell-and-tube heat exchanger (STHX) has the
advantages of a reliable structure, mature technology, and wide application range, and
it has been widely used in various industries [15–18]. The shell and tube heat exchanger
is a very important part of the pre-cooling system, and its working parameters directly
affect the effect of hydrogen pre-cooling. At the same time, in the heat exchange process
of the shell-and-tube heat exchanger, the refrigerant R23 has phase change heat transfer
and two-phase flow problems, which has a vital impact on the heat transfer efficiency and
service life of the heat exchanger itself. With the development of computer technology,
more and more numerical simulation techniques are applied to the heat transfer research
of heat exchangers. Compared with experimental research methods, numerical simulation
methods better facilitate the simulation of more complex or ideal working conditions. The
software can obtain the fluid flow distribution field, temperature field, and velocity vector
field, etc., which makes the research on the heat exchanger and its heat transfer clearer,
more convenient, and faster [19]. Therefore, the effective and reasonable use of numerical
simulation research will help promote the further development of heat exchanger flow and
heat transfer research.

In the past, research on heat exchangers mainly focused on the study of single-phase
flow, while there are few studies on the two-phase flow and heat transfer of the fluid
medium in the presence of phase change heat transfer. This paper aims at analyzing
the phase change heat transfer and two-phase flow through numerical simulation in the
heat exchange process of high-pressure hydrogen in the shell-and-tube heat exchanger.
The phase change process of refrigerant R23 was simulated using the evaporation and
condensation model of the commercial fluid mechanics software Fluent 19.0 [20].

In this study, a simplified two-dimensional model of a shell-and-tube heat exchanger
was simulated using CFD technology. After the grid is divided, the appropriate turbulence
model and discretization scheme are selected, before the simulation is carried out by
changing the hydrogen inlet temperature, the hydrogen inlet pressure, and the flow rate of
the refrigerant. Through the cloud diagram and numerical curve obtained by simulation,
the influence of working parameters on the pre-cooling effect is explained in detail. This
provides a certain reference for selecting suitable working parameters when the pre-cooling
system of the hydrogen refueling station is running and reducing the operating cost of the
hydrogen refueling station.

274



Processes 2021, 9, 2208

2. Modeling Details

For large-scale hydrogen refueling stations that require high refueling capacity, the
heat exchanger in the hydrogen pre-cooling system is a shell-and-tube heat exchanger.
The diagram of the pre-cooling system of the hydrogen refueling station is shown in
Figure 1. Because the cascade refrigeration system can meet the cooling requirements of
−30 ◦C~−55 ◦C [21], combined with the research of Sun et al. [22], R404 a is selected as the
high-temperature refrigerant, and R23 is selected as the low-temperature refrigerant in the
low-temperature cycle. The shell-and-tube heat exchanger in the low-temperature system
is a heat exchange device for high-pressure hydrogen and refrigerant R23. Therefore, the
main content of this paper addresses the heat exchange process of the shell-and-tube heat
exchanger during operation.

Figure 1. Schematic diagram of hydrogen pre-cooling system in hydrogen refueling station.

The basic principle of the shell and tube heat exchanger is that two fluids flow at
different temperatures, separated by the heat exchange tube wall. According to the second
law of thermodynamics, there is a temperature difference between the two fluids. Heat is
transferred from the fluid with a higher temperature to the fluid with a lower temperature.
The heat transfer is achieved through heat conduction and convection heat transfer mecha-
nisms. The heat transfer principle is shown in Figure 2. Figure 2 shows the temperature
change of the hot and cold fluid during the heat exchange process. t′1 and t′′1 represent the
inlet and outlet temperature of the hot fluid, and t′2 and t′′2 represent the inlet and outlet
temperature of the cold fluid.

Figure 2. Heat transfer principle of shell and tube heat exchanger.
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Due to the large difference between the outlet temperature and the inlet temperature of
high-pressure hydrogen, if a multi-process shell and tube heat exchanger is used, the high-
temperature gas at the inlet will exchange heat with the cooled gas, causing unnecessary
cold energy loss. Therefore, this model uses a single-process shell-and-tube heat exchanger
in which high-pressure hydrogen flows on the tube side and the refrigerant R23 flows
on the shell side. In the heat exchange process, the shell side flow, that is, the flow of
refrigerant R23 has a transition from the liquid phase to the gas phase. The commonly used
single-curved baffle is shown in Figure 3a. The refrigerant R23 undergoes a phase change
when heated, and the gas phase will gather in the area indicated by the arrow in the figure,
which reduces the heat transfer performance of the heat exchanger. This article uses the
flower (mentioned in [23,24]) type baffle to improve the heat exchange performance in the
heat exchange process, as shown in Figure 3b. The material of the heat exchange tube and
the shell is 316 L stainless steel. According to the actual working conditions in the heat
exchange process, the average temperature difference method is used to design the heat
exchanger. The geometric parameters are shown in Table 1. The three-dimensional model
of the shell and tube heat exchanger is shown in Figure 4.

Figure 3. Single-curved baffle and flower baffle in shell and tube heat exchanger. (a) Single-curved baffle, (b) flower baffle.

Figure 4. Three-dimensional model of shell-and-tube heat exchanger.

276



Processes 2021, 9, 2208

Table 1. Geometric parameters of the heat exchanger.

Parameter Value

Length (m) 3.000
Shell inside diameter (m) 0.300

Number of tubes 31
Tube outside diameter (mm) 25

Tube pitch (mm) 37
Tube thickness (mm) 2.500

Tube layout Triangular arrangement
Baffle form Flower shape

Number of baffles 9
Spacing of baffles (mm) 300

Number of holes on baffle 14
Shell and tube type BEM

2.1. Two-Dimensional Axisymmetric Model Establishment and Meshing

The physical model is directly established according to the designed heat exchanger
parameters, the number of elements reaches tens of millions, the calculation cycle is long,
and the requirements for the computer are relatively high. In the hydrogen pre-cooling
process, high-pressure hydrogen flows in the heat exchange tube, R23 flows outside the
tube, and the cold and hot fluids exchange heat through the tube wall. The two-dimensional
axisymmetric model can well simulate the flow of hot and cold fluids and the heat transfer
process during flow. Therefore, to facilitate the calculation, the physical model of the heat
exchanger is simplified to a two-dimensional axisymmetric model, as shown in Figure 5.
In addition, the reason for removing the baffle is that the addition of the baffle to the
two-dimensional axisymmetric model will block the flow of refrigerants.

Figure 5. Two-dimensional axisymmetric model of the heat exchanger.

The two-dimensional axisymmetric model of the shell-and-tube heat exchanger con-
sists of three regions. The pipeline flow area is a high-pressure hydrogen flow area. The
shell side basin is the basin of refrigerant R23. The tube wall is located between the two to
exchange heat between hot and cold fluids.

Due to the regular geometric shape and good symmetry of the research object, the
mesh function is used to divide the two-dimensional axisymmetric structure grid, and
at the same time, the grid is refined near the wall of the heat exchange tube, so that it is
enough to capture the evaporation near the wall [25]. To calculate the accuracy, the grid
size of the area near the heat exchange tube is set to 0.1 mm, and the grid size of the other
areas is set to 2.5 mm. The total number of grids is 282,036. The details of the grid are
shown in Figure 6.
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Figure 6. Meshing of 2D axisymmetric models.

2.2. Basic Assumptions

By solving a series of control equations applied to the micro-control unit, the computa-
tional fluid dynamics method can obtain the detailed distribution of the temperature field and
various volume fractions, which is helpful to analyze the heat and mass transfer behavior.

According to the heat transfer principle, a theoretical model is established. In the
fluid dynamics simulation calculation, the following assumptions are made to simplify
the analysis.

• Working fluid is continuous.
• Radiation heat transfer is negligible.
• The density satisfies Boussinesq approximation [26].
• Phase change materials meet the assumptions of homogeneity and isotropy.
• The liquid phase change material is a Newtonian fluid.

2.3. Governing Equation

The physical model of the heat exchanger was developed in the commercial compu-
tational fluid dynamics software Ansys Fluent 19.0. Together with the control equations
described below, it forms the mathematical model of the shell-and-tube heat exchanger.

Mass conservation equation:

∂ρ

∂t
+∇·(ρu) = 0 (1)

Momentum conservation equation:

∂

∂t
(ρu) +∇·(ρu) = −∇·p +∇

[
μ

(
∇u +∇uT − 2

3
μ∇·uI

)]
+ ρg + Fs (2)

where: ρ = ϕlρl + ϕvρv, μ = ϕlμl + ϕvμv, FS = 2σl,v × ϕlρl cv∇ϕv+ϕvρvcl∇ϕl
ρl+ρv

.
Energy conservation equation:

∂

∂t
(ρE) +∇·

[
u

∂

∂t
(ρE) +∇·[u(ρE + p)] = ∇·

(
ke f f∇T

)
+ SE (3)

where: ke f f = ϕlkl + ϕvkv, E = ϕlρl El+ϕvEl
ϕlρl+ϕvρv

, Ev = cPv × (T − Tsat), El = cPl × (T − Tsat).
The heat conduction equation in the solid of the heat pipe wall:

ρsolcPsol

∂Tsol
∂t

= ksol

(
∂2Tsol

∂x2 +
∂2Tsol

∂y2

)
(4)
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where ρ and ρsol are the two-phase mixing density and solid density, kg/m3; u is the speed,
m/s; μ is the dynamic viscosity, Pa/s; Fs is the surface tension, N; σl,v is the surface tension
coefficient, N/m; cv and cl are the surface curvatures; ke f f and ksol are the two-phase mixed
thermal conductivity and solid thermal conductivity, respectively, W/(m·K); E is the mass
average internal energy, Ev and El is the internal energy of the gas and liquid phases, J; T,
Tsat and Tsol are the two-phase mixing temperature, saturation temperature, and solid wall
temperature, respectively, K; cPv and cPl are the specific constant pressure heat capacities of
the gas and liquid phases, respectively, J/(kg·K); cPsol is the specific heat capacity of solid at
constant pressure, J/(kg·K).

2.4. Heat and Mass Transfer Phase Change Model

To reproduce the gas-liquid two-phase flow, the heat exchange of high-pressure
hydrogen and refrigerant R23, and the phase change process of refrigerant R23 in heat
exchange, the Mixture model and Lee model are used to quantitatively calculate the vapor-
liquid phase change heat transfer during evaporation and condensation. The saturation
temperature of R23 will change with changes in pressure, but for the stability of the
calculation and the rapid convergence of the calculation results, the saturation temperature
of R23 is set to 191 K. When the temperature is higher than this value, the calculation unit
where the liquid phase is located will perform Evaporate. On the contrary, proceed with
the condensation process.

2.5. Initial Conditions and Boundary Conditions

To observe the evaporation and condensation phenomenon faster, the initial tempera-
ture of R23 is set to 190.00 K, the flow rate is 0.5 m/s, the initial temperature of high-pressure
hydrogen is 298.00 K, and the flow rate is 0.1 m/s. At the initial moment, the shell side
fluid is all R23 liquid phase, and the tube side fluid is high-pressure hydrogen. Both the
hydrogen inlet and the R23 inlet adopt the velocity inlet boundary, and the hydrogen outlet
and the R23 outlet both adopt the pressure outlet boundary. Because in the actual heat
exchange process, the outer layer of the heat exchanger is provided with an insulation
layer to prevent the heat exchanger from exchanging heat with the external environment
and reduce the loss of cooling capacity, the outer wall surface other than the inlet and
outlet of the heat exchanger is set as an adiabatic boundary. The impermeable, non-slip
adiabatic wall boundary conditions are used for the heat exchange tube wall. The physical
parameters of the cold and hot fluid and heat exchanger materials are shown in Table 2.
This paper mainly studies the phase transition and two-phase flow process of the shell
side of the heat exchanger and the cooling process of the high-pressure hydrogen in the
tube side. For the accuracy of the calculation, the heat exchange tube wall is treated as a
constant temperature wall surface.

Table 2. Physical parameters of heat exchange fluid and heat exchanger materials.

Materials
Density
kg/m3

Thermal Conductivity
W/(m·K)

Molar Mass
g/mol

42 MPa hydrogen 26.9598 0.22 2.0159
47 MPa hydrogen 29.4032 0.2249 2.0159
77 MPa hydrogen 41.828 0.2563 2.0159

R23(Liquid) 1456 0.1377 70.01432
R23(Gas) 3.9554 0.00772787 70.01432

316 L Stainless steel 8030 16.27 /

2.6. Solve Settings

The commercial code FLUENT 19.0 is adopted to simulate the flow and heat transfer in
the computational model. The numerical simulation is performed with a two-dimensional
transient-state turbulent flow system. The simulation time is 0–30 s, among which: the time
step is 0.01 s and the number of steps is 3000 steps. The separation implicit solver is selected,
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the SIMPLE algorithm based on the staggered grid is used to process the pressure-velocity
coupling equation, and the first-order upwind difference format is selected to discretize
the physical quantity of the control volume interface. The Mixture model is selected as
the calculation model of the two-phase flow, and considered Velocity slip between phases,
while the Lee model is used to simulate the transformation process of R23 from liquid
phase to gas phase. The Realizable k-ε model is selected, the performance of the model is
improved with mathematical constraints, the medium-strength swirling flow is predicted,
and the wall-enhanced function is used to process the flow near the wall. The residual
convergence standard of the continuity equation and momentum equation is 10−4, and the
residual convergence standard of the energy equation is 10−6.

3. Model Verification

The mesh check is performed for the model. For ensuring the grid independence,
the temperature of the hot fluid at the output is determined and evaluated for various
meshes. Figure 7 illustrates the results of the mesh sensitivity analysis in this work. It can
be seen that the output temperature of the hot liquid varies negligibly between the grid
containing 2.82 × 105 and 3.24 × 105 cells. Thus, the grid with 2.82 × 105 cells is used for
the simulations.

Figure 7. Results of the grid test for the exit temperature of the hot fluid versus the grid cell number.

To verify the feasibility of the model, the average temperature at the outlet of the
shell-and-tube heat exchanger during the 77 MPa high-pressure hydrogen pre-cooling
was compared with the inlet temperature of the vehicle-mounted storage tank in the
fast-charging stage in the literature [27].

The hydrogen inlet temperature during the rapid filling process needs to be cooled to
within −33~−40 ◦C within the 30 s [8], so this simulation selects the data from the previous
30 s of the simulation and references. As shown in Figure 8, the trend of the simulated
temperature in this study is consistent with the data in the literature. The temperature
in [27] is the inlet temperature of the vehicle-mounted storage tank during fast charging.
In the refueling system of the hydrogen refueling station, the high-pressure hydrogen
outlet of the shell-and-tube heat exchanger is at a distance from the hydrogen refueling
machine. There is a loss of cold capacity, so the inlet temperature of the hydrogen on the
vehicle storage tank is slightly higher than the outlet temperature of the hydrogen when
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the simulation is completed. During the first 15 s of filling, the two temperature differences
increased first and then decreased. The reason for this is that the temperature of the pipeline
was still high at the beginning of the filling process. As the filling process continued, the
temperature of the pipeline continued to decrease. After 15 s, the temperature difference
between the two stabilized at about 5 ◦C. Therefore, it is appropriate to use Fluent to
simulate the heat exchange process in the hydrogen pre-cooling system.

Figure 8. Comparison of simulation data and literature data.

4. Calculation Results and Discussion

After verifying the feasibility of the simulation, CFD-POST was used to visually
analyze the calculation results. The influence of working parameters, such as hydrogen
inlet temperature and pressure, on the pre-cooling performance is also studied.

4.1. Analysis of Temperature Distribution and Flow Pattern in the Heat Exchanger
4.1.1. Temperature Distribution

The hydrogen enters the heat exchange tube and exchanges heat with the refrigerant.
Figure 9 shows that the temperature at the hydrogen outlet gradually decreases over time.
At t = 0 s, the hydrogen temperature is the initial temperature of 298 K, and the pipe wall
begins to cool the hydrogen. At t = 5 s, it can be seen that the temperature of hydrogen in
the heat exchange tube has a significant drop. As time goes by, the temperature of hydrogen
slowly decreases. As can be seen from Figure 6, the temperature drops to −33 ◦C at 22 s
and the temperature drops at 30 s. There is a downward trend around −38 ◦C, which can
meet the requirement that the temperature falls within the range of −33~−40 ◦C within
the 30 s [8]. It can be seen from the 30 s cloud chart that the temperature in the vicinity
of the high-pressure hydrogen inlet is higher, and the temperature gradient in the inlet
section is larger, so the hydrogen inlet section is the area with the highest heat exchange
degree of the heat exchanger.
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Figure 9. CFD simulation results in temperature cloud map.

4.1.2. Flow Pattern Analysis

In the simulation, the evaporation-condensation model was used to simulate the
phase change process of the refrigerant R23, and the gas phase volume fraction cloud
diagram during the simulation process and the gas phase volume fraction of the shell-side
basin with time change were obtained. The value of the gas phase volume fraction in
4.2–4.4 summary is the overall gas phase volume fraction in the refrigerant flow domain.
The gas-phase volume fractions of four parts of the shell-side watershed were extracted and
the average value obtained was used as the gas-phase volume fraction at a certain moment.
Figure 10 is the R23 vapor fraction cloud map. At t = 0 s, the shell side drainage area is dark
blue, and the liquid phase occupies 100% of the shell side drainage area. It is heated by the
shell side heat exchange tube wall, and the liquid phase is heated at the beginning near the
wall. In the gas phase transition, as the heat exchange time increases, the proportion of the
gas phase volume fraction gradually increases. From the gas phase distribution at different
moments in Figure 10, it can be seen that R23 undergoes the heating phase transition of the
tube wall and flows with the shell side fluid to the outlet. When t = 30 s, the gas fraction
near the right side is smaller. The decrease in the dryness of R23 vapor in the final cooling
phase may be due to the decrease in the temperature difference between hydrogen and R23
and the resulting decrease in flux of transferred heat and the heat transfer coefficient on the
R23 side. In summary 2.5, we set the R23 outlet boundary to the pressure outlet boundary,
and considering that the outlet area of the refrigerant R23 has a certain heat exchange with
the outside world, the appropriate return temperature is set, which is obvious in the cold
flow outlet area.
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Figure 10. CFD simulation results in R23 gas-phase fraction cloud map.

4.2. The Influence of Hydrogen Inlet Pressure

To meet different refueling requirements, hydrogen refueling stations are generally
equipped with several in-station storage tanks with different pressures. The physical
parameters of high-pressure hydrogen at different pressures will be different, as shown
in Table 2, which will have different effects on the pre-cooling process. This study mainly
analyzed the influence of pressure on the hydrogen outlet temperature during the filling
process of 42 MPa, 47 MPa, and 77 MPa [2,3]. Figure 11 depicts that under different
hydrogen pressures, the hydrogen outlet temperature decreases with the increase of time,
and the gas volume fraction of the shell side refrigerant increases with the increase of time.
It can be seen from Figure 11 that the higher the hydrogen inlet pressure, the higher the
final hydrogen outlet temperature.

The maximum temperature difference between the three pressures of hydrogen during
the pre-cooling process is 5.686 ◦C. Since the pressure of the vehicle-mounted storage tank
is lower than the pressure of the storage tank in the hydrogen refueling station, in the
pre-cooling system, the outlet pressure of the heat exchanger tube of the shell and tube
heat exchanger is lower than the inlet pressure, and there is a certain degree of pressure
drop. the pressure drop during hydrogen flow is accompanied by a temperature increase,
which increases together with hydrogen pressure (Joule-Thomson effect for hydrogen).
However, according to Table 2, the thermal conductivity of 77 MPa hydrogen is higher than
that of 42 MPa and 47 MPa hydrogen, and the heat transfer coefficient of the entire system
in the heat exchange process is higher. In summary, during the heat exchange process of
77 MPa hydrogen, the temperature is slightly higher than that of the other two pressures of
hydrogen. Since the temperature difference between 42 MPa and 47 MPa hydrogen in the
pre-cooling process is not very obvious, the change in the volume fraction of the gas phase
reflected in the refrigerant is not very obvious.
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Figure 11. Influence of different hydrogen inlet pressures on precooling temperature and R23 gas
volume fraction.

4.3. The Influence of Hydrogen Inlet Temperature

The inlet temperature of hydrogen is a key factor, which largely determines the
temperature of hydrogen after pre-cooling. In order to obtain the relationship between the
two, the simulated pressure is 77 MPa, the hydrogen flow rate is 0.1 m/s, the refrigerant
flow rate is 0.5 m/s, and the hydrogen inlet temperature is 288 K, 298 K, and 308 K,
respectively. The details of the pre-cooling of different hydrogen inlet temperatures are
shown in Figure 12. It can be seen that the simulation results are the same as the research
results of [28], and the hydrogen outlet temperature increases with the increase of the
inlet temperature. When the hydrogen inlet temperature is 288 K, the hydrogen outlet
temperature will drop below −40 ◦C after the 20 s. At this time, other operating parameters
need to be controlled so that the temperature is not too low to avoid unnecessary cooling
loss. For the inlet temperature of 308 K, at the 30 s, the hydrogen outlet temperature is
−33.11 ◦C, which barely meets the pre-cooling temperature requirements. For higher
hydrogen inlet temperatures, other operating parameters need to be changed to meet
the refueling requirements. In addition, in the first 15 s, the changing trend of the outlet
temperature corresponding to the three different hydrogen inlet temperatures is the same.
After 15 s, it can be clearly seen that the outlet temperature corresponding to the inlet
temperature of 288 K hydrogen drops a little bit more. At the same time, it can be seen that
a higher inlet temperature will cause a greater increase in the vapor fraction. In the first
10 s, during the pre-cooling process where the hydrogen inlet temperature is 308 K, the
R23 vapor volume fraction rises the fastest. Therefore, as the temperature of high-pressure
hydrogen increases, the average temperature on both sides of the cold and hot increases,
the viscosity of the gas increases with the increase in temperature, and the viscosity of the
refrigerant R23 decreases with the increase in temperature [28]. In the actual filling process,
if the hydrogen inlet temperature is too high, the outlet temperature of the hydrogen can
be reduced by increasing the flow rate of the refrigerant or reducing the flow rate of the
high-pressure hydrogen to meet the filling requirements.
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Figure 12. The influence of different hydrogen inlet temperatures on the pre-cooling temperature
and R23 gas volume fraction.

4.4. Influence of Refrigerant Flow Rate

Figure 13 shows the changes of hydrogen outlet temperature and refrigerant gas
volume fraction under three different refrigerant flow rates of 0.3 m/s, 0.5 m/s, and
0.7 m/s. It can be seen from the figure that the faster the refrigerant flow rate, the better the
refrigeration performance, and the greater the temperature change of the thermal fluid. The
simulation results are the same as those in the literature [29]. When the refrigerant flows,
the fluid is affected by the generation, floating, and flow of bubbles during the phase change
of the refrigerant, causing the fluid to vortex and increase the degree of turbulence. The
turbulence intensity at the inlet of the refrigerant is relatively small, and as the fluid flows
along the shell side, the turbulence intensity gradually increases. When the refrigerant flow
rate increases, the turbulence intensity on the shell side is significantly enhanced, which is
beneficial to enhance the heat transfer effect. Since the heat transfer coefficient on the shell
side is smaller than that on the tube side, the increase in the heat transfer coefficient on the
shell side improves the overall heat transfer effect [30,31]. In addition, the flow rate of the
refrigerant increases, the shell side fluid contacts the heat exchange tube wall more fully,
the effective heat transfer area of the heat exchanger becomes larger, and the heat exchange
amount of the heat exchanger also becomes larger.

It can be seen from Figure 13 that the larger the refrigerant flow rate, the smaller the
volume fraction of the gas phase on the shell side. On the one hand, because the flow rate of
the refrigerant increases, the gas phase is attached to the sidewall of the heat exchange tube
shell and the shell side is taken out of the heat exchanger. On the other hand, the higher
the refrigerant flow rate, the higher the heat transfer efficiency of the heat exchanger [28],
and the lower the temperature of the shell-side tube wall, the smaller the amount of R23
that changes from liquid phase to gas phase.
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Figure 13. The influence of different refrigerant flow rates on pre-cooling temperature and R23 gas
volume fraction.

5. Conclusions

In this paper, the method of computational fluid dynamics is used to simulate the heat
exchange process of the shell-and-tube heat exchanger in the hydrogen pre-cooling system.
Fluent software was used to simulate the cooling process of high-pressure hydrogen, the
phase change heat transfer, and the two-phase flow process of R23, and the verification was
carried out based on the filling data in the references. The hydrogen outlet temperature of
the heat exchanger is in good agreement with the literature data. It reveals the change law
of temperature field, gas volume fraction, and local heat flow in the process of liquid-phase
transforming into gas-phase. According to the simulation results, the main conclusions are
as follows:

• The use of CFD simulation technology can well reflect the heated phase change
process, two-phase flow, and high-pressure hydrogen cooling process of R23 in the
heat exchange process.

• The shell-and-tube heat exchanger for the hydrogen pre-cooling system is designed
using the average temperature difference method, and the inlet temperature of the
hydrogen gas during the rapid filling process is controlled to be kept within the range
of −33 ◦C~−40 ◦C.

• CFD is used to simulate the heat transfer process of the shell-and-tube heat exchanger and
compare it with the data in the reference. The simulation results and the experimental
results have high consistency, so the simulation method is suitable for simulating the
heat transfer of high-pressure hydrogen in the shell-and-tube heat exchanger.

• In the heat exchange process, the working parameters have a certain influence on the
result of hydrogen pre-cooling to varying degrees. Among them, the hydrogen inlet
temperature and the flow rate of the refrigerant have more obvious effects than other
parameters. In the actual pre-cooling process, it is necessary to select appropriate
working parameters according to the actual situation, and under the premise of
ensuring safety, make the filling cost the lowest.

The results help to understand the internal flow of the tube shell heat exchanger under
phase transformation heat conditions and provide appropriate working parameters for
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hydrogen station in the face of different filling requirements, to reduce the operating cost
of the hydrogen refueling station and promote the development of hydrogen energy.
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Abstract: The expansion of protected agriculture has technological, climatic, and topographic limita-
tions. The agricultural regions of Costa Rica use the greenhouse concept and adapt it to its conditions.
The objective of this work was to describe the variation in temperature and humidity in a greenhouse
ventilated passively and on land with a more than 45% slope. To evaluate the environment inside the
greenhouse, temperature and humidity variations were measured with a weather station installed
outside of the greenhouse to measure the external environment. Inside the greenhouse, 17 sensors
were placed to measure the temperature (T) and relative humidity (RH). During data recording inside
the greenhouse, tomato crops were in the fruit formation stage, and pepper was less than one week
old. Six scenarios were tested to determine the air temperature and humidity dynamic under different
climatic conditions. An evaluation of the greenhouse environment was carried out employing an
analysis of variance of temperature and RH to establish if there are significant differences in the
direction of the slope of the cross-section. The uniformity of temperature and RH do not present
stratifications derived from wind currents that can affect the effective production of these crops.

Keywords: landsloping greenhouse; relative humidity; thermal difference; tomato and pepper crop

1. Introduction

Advances in technology have brought solutions in regions with adverse climatic
conditions. The objective is to produce crops with the efficient use of natural resources to
avoid fossil energy to improve the quality and yield of crops all year long. These structures
have had to evolve to answer each condition and necessity. Tropical conditions imply high
humidity, and topographic restrictions mean that greenhouses must be built on a non-plane
surface, in which there are hardly any management systems for climate control.

Passive ventilation is used in greenhouses to evacuate heat excess, which occurs at spe-
cific times due to insolation, which is characterized as a function of geographic localization
(latitude) and topographic condition (high over sea level). In a greenhouse, windows in
different positions (roof, lateral or frontal) are used to maintain an adequate environment
for crops. The density of crops and the design of the greenhouse also contribute to air
renovation and, consequently, better climatic conditions [1–3].

Greenhouses in Costa Rica have slowly increased functional crop production: in 2010,
681 greenhouses covered an area of 688.23 hectares. Most of the existing greenhouses are
artisanal; therefore, there are problems regarding climate control of the variables used to
obtain better environmental conditions for crops in greenhouses, affecting the production
quality [4–6]. For this reason, natural ventilation has become one of the most important
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phenomena for managing the environmental conditions inside the structure. Through the
airflows generated by the difference in pressures, it is possible to regulate temperature (T◦)
and relative humidity (RH) surplus into the greenhouse [7,8].

Greenhouse evolution and the prospect of achieving better environmental conditions
are central to knowledge concerning climate condition [9,10]. The condition of crops within
a greenhouse depends a combination of climate factors such as radiation, and, consequently,
temperature (T ◦C), relative humidity (RH %), carbon dioxide (CO2, ppm), vapor pressure
deficit (VPD, Pa), etc. each of which determine the condition of crops along their lifecy-
cle [11,12]. In addition to agronomic conditions, auxiliary climatic systems are also defined
as a function of energy variables such as temperature and relative humidity [13].

Climatic restrictions for the establishment and operation of greenhouses were normally
exposed and fixed with natural or mechanical ventilation systems [9]. Even though other
restrictions exist for the expansion of protected agriculture, such as those with topographic
land characteristics, these have not been documented. In specific regions of Costa Rica,
they are typically used for agricultural production in an irregular topographic land as an
optional crop production system under controlled environments; however, if the optimum
conditions have not existed, the adaptation can be expensive and prevent the benefits of its
use. Such an aspect can become one of the most delimitated factors when a project to build
such a greenhouse is undertaken.

Throughout the world it is common to build greenhouses on a plane surface to facilitate
agronomic labour. The idea of the use of a sloping greenhouse, in general, was to avoid,
per se, problems such as the concentration of water and nutritive solution in the irrigation
systems and non-uniformity concentration of heat and moisture. However, there are few
studies concerning the environmental performance of greenhouses in hillside regions and
the subject is relatively unknown [6,14].

Natural ventilation is a prominent phenomenon responsible for managing the environ-
mental conditions inside greenhouses. The airflows generated by the difference in thermal
or wind pressure regulate the thermal and humidity excesses inside a greenhouse [7,15].
Moreover, these same airflows are responsible for exchanging air between the interior and
exterior, improving thermal and CO2 conditions [16].

The study of natural ventilation in agricultural structures is not a simple activity to per-
form experimentally. Although the development of climate monitoring equipment allows
the study of air flows through sonic anemometry and temperature sensors, anemometers
only allow estimating the velocity and direction of airflow at a spatial point for a given
time [17–19].

The objective of this work was to describe the variation in temperature and humidity
in a greenhouse ventilated passively and with a land slope of more than 45%. In addition
to this analysis, with the climatic information and analysis, in future investigations, the
use of CFD simulation will be possible to contribute to achieving the design and climate
management of this kind of greenhouse.

2. Materials and Methods

2.1. Study Area Localization Zone

The greenhouse used in this study is located at Zarcero, in the province of Alajuela
(10◦14′19.2′′ N, 84◦22′58.8′′ W) with an altitude of 1875 masl built on land with a more than
45% slope, which represents the local characteristics in the Alajuela region under tropical
conditions for cultivation [20,21]. According to the Köppen–Geiger climate classification,
the predominant climate in the region is classified as Aw. The average annual temperature
ranges from 22.3 ◦C, and an average rainfall of 2069 mm has been recorded. The greenhouse
used was built by hand and has an area of 891 m2, covered with a low-density polyethylene
and insect-proof screen on the side and roof opening (Figure 1a).
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Figure 1. (a) Dimensions of the experimental greenhouse and (b) Installation of the sensors.

For data acquisition of climatic variables, a weather station (Vantage Pro2 Plus, Davis
Instruments, Hayward, CA, USA) was installed 50 m northwest of the greenhouse location
and 1.5 m high to record the environmental variables of solar radiation, RH, and tempera-
ture every 15 min (Table 1). In the greenhouse, 17 Temperature (◦C) and RH (%) sensors
(HOBO U10/003, Onset Computer Corporation, Bourne, MA, USA) were installed 1.65 m
from the floor, divided into three perpendicular blocks and six lines parallel to the slope to
analyse the differences in the slope and cross-section every 5 min (Figure 1b).

Table 1. Range of measured and precision of climate sensors.

Sensor Range of Work Precision

Temperature −40 to 65 ◦C ±0.5 ◦C
Relative Humidity 1 to 100% ±3% y ±4% over 90%

Radiation 0 to 1800 W m−2 ±5%
Wind velocity 1 to 80 ms−1 ±5 ms−1

Wind directions 16 points of compass ±5

The monitoring period was from 2 October 2014 to 8 December 2014, using the
WeatherLink© for Vantage Pro2TM (Davis Instrument, CA, USA) and HOBO(HOBO Inc.,
Bourne, MA, USA) version 3.7.3 computer package.

The outdoor weather station was 1.5 m above the ground. The sensors in the indoor
greenhouse were placed at 1.65 m to allow them to record the air temperature data without
the influence of the crops. The shield of the sensors was appropriate to the climate station.

Data recording and storage were recorded every 15 min for the weather station and
every 5 min on the OOBSet HOBO sensors. The monitoring period was from 2 October
2014 to 8 December 2014, using the WeatherLink© computing package for Vantage Pro2TM
and HOBO W version 3.7.3. The six lines of the sensor (axes) were separated, each 5.6 m,
in the other directions (33 m); the separation was 10 m from the centre of the greenhouse
(Figure 1).
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2.2. Sampling and Data Acquisition

For the analysis of temperature and RH behaviour, the information from the sensors
was grouped by axes and blocks, shown in Figure 1 in two intervals: daytime from 6:00 a.m.
to 5:45 p.m., and night-time from 6:00 p.m. to 5:45 a.m. from 2 October to 8 December
2014, to allow a comparison between axes and to analyze the differences in the slope and
between blocks in the cross-section to the slope.

In the first case, the frequency of hours with higher temperatures in the time interval
during the sensor monitoring period was considered (Figure 2a). The chosen time was
12:30 p.m. instead of 5:45 p.m., as the maximum temperatures at 5:45 p.m. were during
December, the month where the daily temperatures are the lowest of the year. The results
showed that the highest temperature (20.3 ◦C) was at 12:30 p.m. on 23 October (Figure 2b).

To broaden the view of the environmental behaviour of the greenhouse, two random
dates were selected so that the analysis included at least one day of each month registered.
The days selected were 6 October and 6 December 2014. Each day was evaluated con-
sidering the two hours evaluated in cases I and II. Table 2 shows the weather conditions
recorded by the weather station of the six case studies (half-hourly average values used as
an initial boundary condition of the computational model for each evaluated case).

 
Figure 2. (a) Frequency analysis of the hours with higher temperatures in the daytime period.
(b) Temperature values at 12:30 p.m. of the daytime period.

The frequency of hours with the lowest temperature in the night interval during the
sensor monitoring period was considered for the second case. The highest frequency of
minimum recorded data was at 4:45 h. The date with the lowest temperature occurred on 7
November at 4:45 a.m. (12.0 ◦C) (Figure 3).

To determine whether there are spatial variations in temperature and relative hu-
midity in the greenhouse, an analysis of variance was performed using Tukey’s method
and orthogonal contrasts, as well as the values of temperature and RH during the study
days analysed in the direction of the slope (between axes) and the transverse direction
(between blocks).
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Figure 3. (a) Frequency analysis of the hours with lower temperatures in the daytime period.
(b) Temperature values at 04:45 am of the daytime period.

Table 2. Values of climatic variables considered in the case studies.

Case Date
Time

(h)
Temperature

(◦C)
RH
(%)

Wind

Velocity
(m/s)

Predominant
Direction

I 23 October 12:30 20.3 85 2.2 SW
II 07 November 04:45 12.0 97 0.4 SW

IIIA 06 October 12:30 19.7 87 1.8 SE
IIIB 06 October 04:45 14.4 95 0.9 W
IVA 06 December 12:30 15.8 95 0.9 SE
IVB 06 December 04:45 15.2 96 0.9 NW

3. Results and Discussion

3.1. Statistical Analysis of Experimental Data

The analysis of variance for temperature and RH of the scenario is presented in Table 3.
It is observed that there is no significant difference for both temperature and RH in the axes
or blocks. The same happened for cases II, IIIA, IIIB, and IVB.

Table 3. Tukey’s method for the case I analyses the temperature and relative humidity variance
between axes and blocks.

Temperature (◦C) RH (%)

Axis Average n E.E. Axis Average n E.E.
1 30.59 2 1.01 a 1 50.06 1 5.74 a
2 30.71 3 0.82 a 2 49.55 3 3.31 a
3 31.53 3 0.82 a 3 49.72 2 4.06 a
4 32.48 3 0.82 a 4 42.13 2 4.06 a
5 32.55 3 0.82 a 5 43.53 3 3.31 a
6 31.8 3 0.82 a 6 47.36 3 3.31 a

Temperature (◦C) RH (%)

Block Average n E.E. Block Average n E.E.
A 31.69 5 0.67 a A 44.97 4 2.89 a
B 31.68 7 0.57 a B 47.02 6 2.36 a
C 31.64 5 0.67 a C 48.27 4 2.89 a

Means with a joint letter are not significantly different (p > 0.05).
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Table 4 shows the results of the analysis of variance for the IVA case. It is highlighted
that only for this case, there are significant differences between axis 1 and axis 5, and axis 1
with axis 6. On the other hand, the values of the RH mean between axes and blocks did not
present statistically significant differences [20].

Table 4. Tukey’s method for the case IVA analyses the temperature and relative humidity variance
between axes and blocks.

Temperature (◦C) RH (%)

Axis Average n E.E. Axis Average n E.E.
1 22.04 2 0.55 a 1 68.56 1 4.41 a
2 23.11 3 0.45 ab 2 66.88 3 3.6 a
3 23.72 3 0.45 ab 3 65.85 2 4.41 a
4 24.12 3 0.45 ab 4 59.74 2 3.6 a
5 25.18 3 0.45 a 5 58.98 3 3.6 a
6 24.88 3 0.45 a 6 60.07 3 3.6 a

Temperature (◦C) RH (%)

Block Average n E.E. Block Average n E.E.
A 23.88 5 0.58 a A 59.35 4 3.24 a
B 24.01 7 0.49 a B 63.37 6 2.45 a
C 23.92 5 0.58 a C 64.97 4 2.9 a

Means with a joint letter are not significantly different (p > 0.05).

From the above results, it can be concluded that there is not always a statistically
representative thermal difference in the direction of the slope in the greenhouse built on a
hillside. In none of the cases analysed were statistically representative differences of RH
obtained in the direction of the slope. Furthermore, in the transverse direction of the slope,
a statistically representative difference was obtained for temperature or RH in no case.

3.2. Temperature and RH Variation between Axes and between Blocks (Day Time)

Temperature and RH recorded by sensors in an experimental greenhouse during the
scenarios presented in Table 1 show that for the day, the temperature distribution in axes for
case I, IIIA, and IVA (Figure 4) showed that in all cases, there was a tendency of temperature
increase in the direction of the slope, thermal difference prevailing in consecutive axes
between the 3, 4 and 5 with a value of 1 ◦C to 2 ◦C. In case I, the thermal difference was
1.96 ◦C between axis 1 and axis 5; for case IIIA, it was 2.92 ◦C between axis 3 and axis
6, and in the case, IVA was 3.14 ◦C between axis 1 and 5. The RH distribution (Figure 3)
shows that in case I, the RH difference was 7.93% between axis 1 and axis 4; for case IIIA,
it was 6.55% between axis 2 and axis 5, and in the case, IVA was 9.58% between axis 1
and axis 5. However, for cases I and IIIA, temperatures were above 30 ◦C, outside the
maximum recommended threshold for tomato development [20,21].

Figure 4. Variation of temperature (◦C) and RH (%) for daytime period.
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The IVA case (December) presents a uniform temperature within the recommended
range. Regarding RH, the IVA case increases 20% compared to the other cases, an increase
caused by the appearance of cold fronts during the winter season.

3.3. Night-Time Period

In case II, the thermal difference was 0.11 ◦C between axis 2 and 1. In case IIIB, it was
0.61 ◦C concerning axis 4, and in case IVB, the difference was 0.18 ◦C between axis 1 and
5. There is a higher temperature homogeneity than in the described cases of the diurnal
interval (Figure 4). For RH (Figure 5), there is a tendency of an appreciable decrease in case
II and IVB, of an appreciable decrease in axis 3, so in both cases, the moisture difference
was lost from axis 2 to 3 with 11.25% 8.45%, respectively. For IIIB, a difference between
axis 2 and axis 6 of 3.36% was obtained. However, the RH for all three cases exceeds the
recommended maximum (50–70%), making it necessary to look for alternatives to reduce
RH, avoid condensation inside the greenhouse and improve crop quality and yield.

 
Figure 5. Variation of temperature (◦C) and RH (%) for night-time period.

The analysis by RH blocks in cases I, II, IIIA, IIIB, IVA, and IVB. There was an upward
trend from block A to block C for cases I, IIIA, and IVA, with a difference between blocks
of 3.3% for the case I, 3.79% for case IIIA, and 5.62% for IVA. While for cases II, IIIB and
IVB, there was an increase from block A to B (Case I, 1.08 ◦C; Case IIIB, 0.99 ◦C; Case IVB,
1.41 ◦C) followed by a decrease in block C (Case I, 6.04%; Case IIIB, 0.92%; Case IVB, 4.02%).

Regarding the analysis by temperature blocks in case I, the most significant thermal
difference was from block A to C (0.05 ◦C); in case II, it was from block A to B (0.15 ◦C); for
case IIIA, it was from B to C (0.63 ◦C); in case of IIIB it was from A to C (0.37 ◦C); in case of
IVA, it was from A to B (0.013 ◦C), and for case IVB it was from A to C (0.04).

3.4. Orthogonal Contrasts in the Slope Direction for Temperature and Relative Humidity

Orthogonal contrasts were performed to determine the effect of slope on temperature
and RH, utilizing a statistical analysis grouping axes. If the contrasts are not orthogonal
(p < 0.05), it implies covariance between them and is related to a certain degree. The results
of the orthogonal contrasts are shown in Table 5 for temperature, which reflects that the IIIA
and IVA cases obtained a significance greater than 0.05, so that for the IIIA case, contrast 1
(grouping axes 1, 2, and 3, and comparing them with axes 4, 5 and 6) obtained the most
significant difference between groups, followed by contrast 2 (grouping axes 1, 2 and
comparing them with axes 5 and 6) and finally contrast 3 (comparing axis 1 with axis 6).
A higher significance value was obtained for the IVA case than in contrast 2, followed by
contrast 1 and 3.
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Table 5. Significance of orthogonal contrasts of temperature values.

Axis Grouping
Contrast

1–2–3/4–5–6
(1)

1–2/5–6
(2)

1/6
(3)

Case I 0.0824 0.1076 0.3704
Case II 0.7833 0.6896 0.9441

Case IIIA 0.0067(p < 0.05) 0.007 (p < 0.05) 0.045 (p < 0.05)
Case IIIB 0.2476 0.7794 0.7708
Case IVA 0.0007 (p < 0.05) 0.0003 (p < 0.05) 0.0021 (p < 0.05)
Case IVB 0.2864 0.1777 0.3585

For RH, Table 6 shows covariance in the case IVA in contrast 1, but not in contrast 2
and 3.

Table 6. Significance of orthogonal contrasts of RH values.

Axis Grouping
Contrast

1–2–3/4–5–6
(1)

1–2/5–6
(2)

1/6
(3)

Case I 0.1395 0.3141 0.694
Case II 0.2859 0.9424 0.8291

Case IIIA 0.1199 0.2156 0.5903
Case IIIB 0.0890 0.1552 0.7830
Case IVA 0.04 (p < 0.05) 0.0576 0.1672
CasoeIVB 0.5855 0.4823 0.6848

According to the orthogonal analysis between axes, it is observed that most of the cases
present independence between the mean temperature values of the groupings. The cases
that are not orthogonal present a higher covariance between a more significant number of
grouped axes, as in contrast 1, and not for individually related axes, as in contrast 3. This
tendency is also reflected in the temperature and RH distribution results, where there is a
more significant temperature difference between axes 3, 4, and 5 during the day, especially
in the daytime interval.

Likewise, there are more significant differences in the slope direction for both variables,
not in the cross-section. There is a tendency for the temperature to rise as the altitude
increases due to differences in densities and difference in altitude between axes and, in
turn, a decrease in RH. In blocks, there is a slight upward trend in relative humidity in the
daytime interval and a drop in block C in the night-time interval. In the case of temperature
for both intervals, spatial uniformity is observed.

According to Lopez [22], the most significant differences in a flat greenhouse were
2.3 ◦C temperature and 5.3% relative humidity. The most significant differences were
3.14 ◦C and 11.25% between greenhouse extremes concerning the results obtained.

3.5. Behavior of Temperature and RH in the Days of Study in Relation to the Needs of the Crop

According to Tesi [23], the optimal intervals of RH are between 65% and 70% for pepper
and between 55% and 60% for tomato. In the case of pepper, the suggested temperature
range is between 22 ◦C to 28 ◦C during the day, and 16 ◦C to 18 ◦C at night. For tomatoes,
it is between 22 ◦C to 26 ◦C during the day and between 13 ◦C to 16 ◦C during the night.

The temperature and RH distribution on October 6 and 23, November 7, and December
6 are shown in Table 7. During the day, the crops were not inside the optimum temperature
range for approximately four hours, which could cause a higher incidence of pests and a
decrease in crop yield. In the night period, the temperature conditions remained in the
optimum range for the tomato. However, the RH remained in the optimum range for two
hours before noon and between one and two hours in the afternoon. On December 6, the RH
was outside the optimal range for the tomato, and at night the humidity increased to values
above the maximum recommended for both crops, derived from the temperature drop.
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Table 7. Temperature and RH recorded inside the greenhouse during the case studies.

Axis Date

Day Time Period Night-Time Period

Tmax
(◦C)

RH (%)
Tmin
(◦C)

RH (%)

6 October 31.04 45.60 14.04 97.42

1
23 October 30.81 46.24 13.08 96.13

7 November 31.59 44.59 11.71 97.73
6 December 22.06 69.01 14.94 98.27

6 October 30.63 48.40 14.16 99.87

2
3 October 31.22 44.68 13.65 98.25

7 November 33.01 39.18 12.18 100.00
6 December 23.11 67.46 15.04 99.28

6 October 30.24 48.71 14.16 98.78

3
23 October 31.84 40.16 13.89 96.15

7 November 33.89 39.44 12.23 88.75
6 December 23.75 66.14 15.09 90.86

6 October 31.74 48.82 14.24 97.22

4
23 October 33.19 40.62 13.95 94.34

7 November 35.40 31.20 12.22 99.94
6 December 24.13 59.64 15.06 96.72

6 October 33.26 41.92 14.23 97.49

5
23 October 33.39 39.71 13.87 95.10

7 November 36.29 32.13 12.16 99.22
06 December 25.17 59.37 15.10 97.64

6 October 33.48 43.07 14.19 96.47
23 October 32.77 43.07 13.88 94.34

6 7 November 37.44 32.59 12.12 99.40
6 December 24.89 60.39 15.00 96.89

According to the distribution of temperature and RH over the days analysed, it was
observed that the times out of range are very high, and these affect crop yields, with the
direct consequence of a decrease in the profitability of agricultural activity.

According to Leal and Costa [5], essential processes such as photosynthesis, respiration,
and other plant processes depend on temperature, affecting plant growth and reproduction.

During high temperatures, the cells collapse due to the drought they suffer, so the
stomata close automatically, limiting the loss of more water. By closing the stomata, CO2
capture is reduced, causing a limitation of the photosynthesis process. Before a high
temperature occurs, the plant stops its vegetative development. At low temperatures,
proteins in plant cells precipitate and dehydrate.

In the case of RH, vapor pressure differences between leaf and air can increase evap-
oration losses, leading to wilting. Lack of humidity decreases pressure differences, and
transpiration is intense. Low RH associated with high temperatures can cause leaf tip burn,
and high RH stimulates the development of most germs and pathogenic organisms.

These aspects justify the need to generate tools that allow the correct design of pro-
tected environments according to the climate and define if it is necessary to resort to
mechanical systems to correct the deficiencies that cannot be controlled utilizing the design
with natural systems [24–28].

The presence of slopes in the soil influences the airflow; these conditions generate a
loss of wind speed once the air enters the greenhouse causing it to be directed towards the
roof windows in the opposite direction to the slope, with areas of low speed in the leeward
side, as reported by Taloub et al. [29]; this effect is due to that during the day inside the
greenhouse, there is a difference in temperature between the windward and leeward areas.

The behaviour of the greenhouse shows a temperature gain (areas with higher alti-
tudes) for each of the scenarios studied during the day (12:30), where the air inside the
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greenhouse is heated by solar radiation, as demonstrated by [30]. This temperature increase
is typical of structures on flat surfaces, where the thermal gradient is a function of the pre-
vailing wind direction [31]. For this reason, it is necessary to study the thermal homogeneity
of the greenhouses to reduce the effects caused when the maximum temperatures are higher
than those recommended [32–34]. During the night (04:45), the thermal difference in the
greenhouse was lower, given that the environmental heterogeneity depends on the level of
solar radiation; these results are consistent with those reported by [31,34,35].

4. Future Analysis

One way to simulate the environment of a greenhouse to predict its thermal behaviour
under natural ventilation conditions is by using the Computational Dynamic Fluid Comput-
ing (CFD) tool. Using computational models has allowed us to characterize and modify the
variables that analytically affect greenhouse production [14]. In recent years, computational
models have been used to simulate the thermal difference in different types of green-
houses [15,25,36,37], evaluating the effect of orientation [38], roofing material [20], airflow
obstruction by vegetation, anti-insect proof mesh, and greenhouse length [26,38,39], looking
for the increase in the renewal rate of air inside the greenhouse [27,28] and environmental
comfort for the present crop.

5. Conclusions

The environmental analysis in the experimental greenhouse showed that there was
not a stable stratification of the temperature, and RH in the direction of the slope was not
found during the analysis period. The highest thermal difference within the greenhouse
was presented in 3.14 ◦C in the slope direction and 0.63 ◦C in the cross-section direction.
In the case of higher RH, it is 11.25% in the slope direction and 6.04% in the direction of
the presented cross-section. Using the Tukey method and orthogonal contrasts, it was
possible to demonstrate that 60.0% slope has no inference on the thermal difference in
the greenhouse. For this reason, it is established that greenhouses on hillsides have a
distribution very similar to that of greenhouses on a flat terrain. The design, height, length,
and management are factors to be considered for the environmental comfort of the crops.

Most of the days analysed during the day were three consecutive hours outside the
optimum temperature range for chili and tomato. In addition, during the entire night
interval, they were outside the optimum RH for both crops, which could cause damage
to the development and growth of the crops and increase the probability of growth of
some pathogens. For this reason, it is established that greenhouses on hillsides have a
distribution very similar to greenhouses on flat terrain, where the thermal gradient is a
function of the prevailing wind direction. Therefore, it is necessary to study the thermal
homogeneity of greenhouses to reduce the effects caused when maximum temperatures are
higher than recommended, in order to seek future strategies to improve the design, height,
length, and management, factors to be taken into account for the environmental comfort of
the crops.
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Abstract: Vapor pressure deficit (VPD) can be used as an indicator to schedule greenhouse irrigation.
VPD can be estimated as a function of relative humidity (RH) and temperature (T). The objective
of this work was to analyze spatial variation in VPD as an indicator of water stress influenced by
concentration of water vapor and intensity of near infrared (NIR). The study was carried out in an
empty three-span sawtooth greenhouse with natural ventilation under the local climate in Montecillo,
Mexico; these findings established a base value to analyze greenhouse field conditions prior to the
influence from a crop. The experimental phase consisted of recording data (3 February 2019–24
February 2019) on temperature, humidity, solar radiation, and wind speed, which were used for
developing a model in computational fluid dynamics (CFD). Then, this model was used to estimate
VPD, considering changes in mass fraction of water vapor and the intensity of NIR. Scenarios with
50, 70, and 90% external RH were evaluated. It was found that without a crop, temperature was not
affected by the variation in the mass fraction of water vapor and the intensity of NIR in the simulated
scenarios, each of which generated a thermal gradient within the range of 4 ◦C. When considering
the scenario of 90% external RH, we found the best VPD range along the greenhouse (2–3 kPa) that
would be a favorable field condition for crops. Differences between VPD with and without a crop
can be used to estimate the water quantity needs for crop growth based on the climate variables
examined in this study, where higher VPD values require more water for irrigation.

Keywords: greenhouse irrigation; environmental comfort; naturally ventilated greenhouse

1. Introduction

In greenhouses, the ventilation system favors the distribution of temperature inside.
With natural ventilation, air exchange sometimes becomes insufficient due to outside wind
speeds equal to or less than 1 m s−1, causing an increase in temperature and reducing
the concentration of CO2 and relative humidity [% (RH)] [1–3]. In 2017, Cemek et al. [4]
concluded that ventilation efficiency should be further analyzed with the aim of estab-
lishing the best environmental conditions favoring plant growth parameters. Wind speed
and direction are factors impacting the environmental comfort of the internal climate of
a greenhouse, specifically in terms of the exchange of heat and mass between the inside
and outside [5–7]. The ventilation system of a greenhouse may eliminate excess heat
and maintain acceptable CO2 and water vapor levels for crops [8,9]. Strategies of natural
ventilation are diversified according to the season of the year; for instance, during winter,
natural ventilation allows the elimination of excess humidity, while in summer it some-
times provides insufficient cooling, requiring the use of auxiliary mechanical ventilation
systems [10].
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One of the parameters for greenhouse climate management that integrates temperature
and relative humidity in a single value, used as an indicator of water vapor environment,
is the vapor pressure deficit (VPD). Fernández et al., Prenger and Ling, and Dik and
Wubben [11–13] mention that VPD is a tool that can be used for climate, water, and disease
management within the greenhouse. López and Shtienberg [14,15] point out that a VPD
greater than 1.25 kPa in a greenhouse generates a high transpiration rate of plants, so it
is important to maintain VPD levels. VPD can be used as an indicator to infer the time to
apply irrigation because it measures the amount of water that the surrounding atmosphere
can receive. Veluzan [16] mentions that the loss of water by a plant depends on the VPD;
when the VPD increases, the plant begins to perspire, and when it reaches 2 kPa, stomatal
closure may be observed, reducing plant growth. The planning and management of VPD
values in a greenhouse imply a knowledge of the levels of humidity (RH) and radiation
(NIR) that prevail during different seasons.

Similarly, the distribution of solar radiation in a greenhouse is important because it
is an input and the driving force of the physiological functions of plants. Solar radiation
is the main factor for crop growth inside greenhouses, having an indirect impact on air
temperature and regulating two physiological phenomena in plants: (i) transpiration
and (ii) photosynthesis [17]. The energy consumption of a greenhouse depends on the
incoming solar radiation [18], which is influenced by the greenhouse design (orientation
and shape of the roof), the thermo-physical and optical properties of the cladding, and the
climate [19]. Therefore, the orientation and shape of the roof become the most important
physical elements in the distribution of solar radiation [20–22].

Solar radiation is a factor used to determine the energy balance of greenhouses. A
numerical model makes it possible to estimate transmission of solar radiation, emphasizing
the properties of cladding materials [23]. In the 1980s, dynamic models of the greenhouse
climate were developed with the aim of calculating effects of solar radiation on the quality
and production of crops [24,25]. Solar radiation modeling was initially approached indi-
rectly using analytical models to calculate the surface temperatures that developed due
to short- and long-wave radiation [26]. Likewise, the radioactive effect as a heat source
was estimated in the energy equation attributed to short-wave and thermal solar radiation
emitted by heated surfaces [27].

Water vapor absorbs and emits more infrared radiation in the atmosphere; its concen-
tration increases as global warming increases [28,29], inducing an increase in environmental
evaporation because the saturated water vapor margin widens due to the increase in tem-
perature. Water vapor participates as a greenhouse gas, having an impact on atmospheric
structure and the precipitation regime [30]. Water vapor is characterized by absorbing
at wavelengths centered at 940, 1100, 1380, and 1870 nm, between 80 and 99.5% of solar
energy at these lengths. Water vapor absorbs more near-infrared (NIR) radiation than
any other component in the atmosphere. Under atmospheric conditions and a clear sky
(no clouds), the water vapor absorbs approximately 43 W m−2 of the annual average of
incident solar radiation [31]. Of this absorbed solar radiation, 98% belongs to the near
infrared (NIR) zone, that is to say, wavelengths greater than 0.7 μm [32].

In more recent years, computational models have been used to solve radiation trans-
port, the most popular being the discrete ordinate (DO) model used by ANSYS FLU-
ENT [8,33–36]. The DO model bases its calculations on solving the short-wave and
long-wave radioactive transfer equations (RTE) [33,37–40]. It is useful for calculating
surface-to-surface radiation exchanges, but not for transfers within the canopy [41].

Full-scale simulations with 2D and 3D CFD models have been used to study the
microclimate distribution in greenhouses through the incorporation of solar radiation
models and sensible and latent heat exchange sub-models [42]. Likewise, these models
were used to evaluate the environmental effect in the greenhouse caused by its design [43],
cladding material [44], time of day, season of the year [45,46], the type of ventilation, and
its configuration [47]. However, scarce or no information is available to analyze the effect
of the intensity of NIR and the concentration of water vapor on the air temperature of a
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greenhouse [48–50]. VPD is the difference between the amount of water in air as vapor
and the amount of moisture the air can retain when it is saturated with water, so it can
be considered a useful way to measure the microclimate of a greenhouse; the value of
VPD can be estimated through the equation of Rosenberg et al. [51], VPD = 0.61078exp
[(17.269 · T)/(T + 237.3)] · [1 + RH/100], where T is the air temperature.

The objective of this work was to develop and evaluate a computational model to
estimate VPD values as an indicator of water stress, due to the relationship between
water quantity or vapor concentration (RH) and NIR in the greenhouse environment. The
idea of simulating an empty greenhouse assumed that the exchange of mass and energy
between the exterior and interior of the greenhouse only occurs through natural ventilation,
and there is no generation of water vapor inside the greenhouse. Predicting VPD values
without cultivation facilitates an easier understanding of the requirements to achieve
recommended ranges.

2. Materials and Methods

2.1. Description of Experimental Site

The greenhouse used in this study is located at Campus Montecillo, Colegio de
Postgraduados in the State of Mexico (19◦27′45.5” N, 98◦54′12.2” W) with an altitude of
2239 masl, oriented from north to south on a plain where monthly mean temperatures
range from 5 to 25 ◦C. It has an area of 1050 m2; it is a three-span sawtooth type covered
with translucent polyethylene on the floor and sides, polycarbonate on the roof, and anti-
insect mesh on three side windows and three roof windows. The greenhouse relies on a
natural ventilation system with the roof and side windows fully open.

For data acquisition, an eddy covariance system was installed at a distance of 2.4 m,
windward, equipped with a sonic anemometer (3D, Campbell Scientific Ltd., Antony,
France), an EC150 gas analyzer (Campbell Scientific Inc., Logan, UT, USA), a net radiometer
(NR-LITE2 Kipp and Zone BV, Delft, The Netherlands), an LI-200 pyranometer (LI-COR
Inc., Lincoln, NE, USA), an LI-190R Quantum sensor (Li-Cor Inc., Lincoln, NE, USA), a
temperature and humidity sensor (HMP155A, Campbell Scientific, Logan, UT, USA), and
four sensors for recording soil temperature (TCAV thermocouple, Campbell Scientific Inc.,
Logan, UT, USA). Seven temperature sensors (DS18B20, Maxim Integrated, San Jose, CA,
USA) and three humidity sensors (DHT22, Zhengxinyuan Electronics Co., Ltd., Shenzhen,
China) were installed in distributed locations in the three spans at a height of 3 m (Figure 1).

 
Figure 1. Dimensions and distribution of the heater (�) and the temperature (�), humidity (�), and
eddy covariance system (�) sensors in the three spans of the experimental greenhouse.

Data logging and storage were performed every 5 s for temperature and humidity,
100 ms for the anemometer, and 20 s for the net radiometer. The monitoring period was
during the month of February 2019, the month when there commonly is a RH gradient
that oscillates between 30–100% inside the greenhouse between the day and night periods,
respectively. During data collection, there was no crop, thus the humidity inside the
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greenhouse came from outside. Information storage was carried out with a data logger
system (CR3000 Micrologger, Campbell Scientific, Inc., Logan, UT, USA) for the eddy
covariance system, and an Arduino Data Logger Shield for the DS18B20 and DHT22
sensors. Outside the greenhouse there was a meteorological station (Vantage Pro2 Plus,
Davis Instruments, Hayward, CA, USA) used to collect data on temperature, humidity,
solar radiation, and wind direction and speed—measurements that were used as the initial
boundary conditions of the computational model. The stored information was downloaded
and processed in Microsoft Excel to determine the input environmental conditions of the
computational model.

2.2. Computational Model

The computational model was developed and simulated in ANSYS® Fluent®. The
geometry was developed in ANSYS® Workbench using the SpaceClaim tool. The mesh of
the model domain was built in Meshing. The properties of the greenhouse materials were
incorporated into the model following Tables 1 and 2 [8,19,44,52]. Mesh sensitivity analysis
of the model was performed to obtain reliable predictions in the same way as in [53]. Mesh
was built with structured elements, using an orthogonal quality of 0.98 and distortion of
1.935 × 10−0.02.

Table 1. Properties of cladding materials.

Material
Density (ρ)
(kg m−3)

Specific Heat (CP)
(J kg−3 ◦C−1)

Thermal
Conductivity (k)
(W m−1 ◦C−1)

Thickness (mm)

Soil 1300 800 1
Wall and mulch

(Polyethylene PE) 925.5 1900 0.3 0.18

Roof (Polycarbonate PC) 1200 1200 0.19 6

Table 2. Optical properties of materials to thermal radiation.

Materials Emissivity ( )) Transmissivity (τ) Reflectivity (δ)

Polycarbonate 0.935 0.25 0.09
Polyethylene 0.8 0.1 0.03

Soil 0.95 1.92
Air 0.0015 1.009

The conditions of the model and of the variables applied to the air flow to solve
the transport equations discretized in algebraic equations and calculated by numerical
methods are defined in Table 3. For the species model, the mass fraction of water vapor
was used to calculate the relative humidity distribution.
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Table 3. Settings of the computational model.

Condition Method

Solver Pressure-based
Analysis Type Steady

Viscosity Model Sstandar k-ε (2 equations)
Energy model Turn on

Radiation model Discrete ordinate (DO)
Grey longwave NIR 0.76–1.1 μm

Species Mass fraction constant

Boundary conditions

Air Temperature Constant (22 ◦C)
Air Flow Rate Constant (3136 kg s−1)
Porous jump Permeability face, thin porous media and drag coefficient
Heat source Constant from soil (44.1 ◦C)

2.3. Fundamental Equations of Modeled Flow

The general transport equation that can be solved numerically by CFD to explicitly
calculate the velocity and temperature field associated with a flow in three dimensions at
steady state can be described in the following terms [19,51,54]:

∂Φ
∂t

+
∂(UΦ)

∂x
+

∂(VΦ)

∂y
+

∂(WΦ)

∂z
= −ΓΔΦ2 + SΦ (1)

where, Φ represents the concentration of the dimensionless term, that is, momentum, mass
(air and water vapor mass fraction), and energy. U, V, and W are the velocity vector
components in the three dimensions (m s−1), Γ is the diffusive coefficient (kg m−1 s−1),
and SΦ is the source term.

Turbulence inside the greenhouse was considered using the k-e model [18,55] that
gave rise to two supplementary equations and species. The choice of the model resulted
from the comparison of different turbulence models in greenhouses [38].

For energy, the source term is a function of NIR absorption. Therefore, the equation
can be described in general terms as follows [38,41]:

cp

(
∂
(
ρT

)
∂t

+
∂

∂xj

(
ρ
(
uiT

)))
=

∂

∂xi

(
λf +

μtcp

Prt

)
∂T
∂xi

+ Sr (2)

where, cp is the specific heat of air (J kg−1 K−1), ρ is the air density (kg m−3), T is the air
temperature (K or ◦C), ui is the velocity component (m s−1), λf is the thermal conductivity
of air (W m−1 K−1), μt is the turbulent viscosity of air (kg m−1 s−1), Prt is the turbulent
Prandtl number, and Sr is the source term.

2.4. Radiative Modeling Equation

The discrete ordinate model (DO) solves the radiative transfer equation (RTE) for a
finite number of angles, each associated with a

→
s vector direction in the global Cartesian

system [17,19,33,38,56]. The luminance distribution Iλ
(→

r ,
→
s
)

was obtained through the
solution of the RTE; the activation of the RTE submodel was used to couple the DO model
and divide the near infrared NIR spectral region (0.76–1.1 μm) [33,37,57].

dIλ
(→

r ,
→
s
)

ds
+ (aλ + σs)Iλ
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r ,

→
s
)
= aλn2Ibλ +
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4π
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0
Iλ

(
→
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s

I
)
φ

(
→
s ,

→
s

I
)

dΩ, (3)

where, Iλ is the radiation intensity for the wavelength (W m−2 sr−1), φ is the scattering
phase function, Ω’ is the solid angle,

→
r is the position vector (m),

→
s is the unitary vector
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along the radiation propagation direction,
→
s

I
is the direction of the scattering vector, σs is

the scattering coefficient (m−1), aλ is the spectral absorption coefficient (m−1), Ibλ is the
monochromatic luminance of a black body (W m−3 sr−1), and n is the refractive index.

The radiation parameter was considered as constant in the band length. The net
radiation flux absorbed by a control volume was then defined by the expression described
by Nebbali et al. [38]:

Sr = −
→

div

⎡⎣ ∞∫
0

⎛⎝ 4π∫
0

Iλ
(→

r ,
→
s
)→

s dΩ

⎞⎠dλ

⎤⎦ (4)

where Sr is the source term of the energy Equation (1), allowing a coupling between the
energy and radiation transfer equations.

2.5. Evaluation of the Computational Model

The computational model was evaluated by means of a statistical analysis of the
average of the temperature data, RH inside the greenhouse, and the point data of wind
speed and NIR, simulated, and experimental. An analysis of variance (ANOVA) with a
significance level of 0.05 was used to parametrically contrast the difference of the variables.
The data of the experimental models used for the evaluation were obtained between
01:30 p.m. and 03:30 p.m. (3 February 2019); this time was considered to be the solar
middle day, where a change of position occurs at the zenith.

2.6. Simulation Scenarios

The simulated scenarios were based on a hypothesis regarding variation in the mass
fraction of water vapor concentration in the air derived from temporal climatic variations.
The change in concentration of the water vapor mass fraction in the computational model
was performed on the basis of the RH range recorded in the air from February 3 to 24.
The computational model was focused on the highest NIR intensity during the day, which
was used for the simulation scenarios. In the computational model, only the exterior RH
concentration was artificially changed to three scenarios for simulating: (a) 50, (b) 70,
and (c) 90%, which were equivalent to a water vapor mass fraction of 0.013, 0.018, and
0.023 (g/g), respectively. The change in percent of RH to grams of water vapor per grams
of air allowed estimating the effect of moisture concentration on the thermal gradient,
assuming that water vapor is a greenhouse gas and impacts the temperature and VPD
variables of a greenhouse. Subsequently, two more simulations were performed to modify
the NIR intensity (b1 = 50 W m−2 and b2 = 100 W m−2), for which scenario b was considered
because it represents the RH of a typical day in February for the site of study. The simulation
of the scenario incorporating cultivation was performed using only the porous medium
approach, where there is an effect on pressure drop, which the Forchheimer equation
can express. The environmental analysis of the simulations inside the greenhouse was
carried out at a height between 1.5 and 2 m, a height considered representative for growing
tomatoes, and at which environmental changes affect the quality of the crop.

3. Results and Discussion

3.1. Validation of the Computational Model

To evaluate the feasibility of using the computational model, we used a statistical
indicator that measures the correlation between the simulated temperature, humidity, wind
speed, and NIR values and those recorded by the sensors on 9 February 2019. The variation
of the experimental temperature data from 2:00 p.m. to 2:30 p.m. shows that the values
were concentrated, indicating that the average value of the temperature recorded by the
sensors was very probable, and the recorded data were reliable (Figure 2).
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Figure 2. Spatial variation in temperature from 2:00 p.m. to 2:30 p.m.

Table 4 shows that the mean measurements of temperature, wind speed, RH, and NIR,
registered and simulated, are values close to each other. To measure this correlation, an
ANOVA statistical analysis was performed with a significance level of 0.05, considering that
if the significance level was less than the probability value p (level of significance < p value)
there was no significant difference between the registered and simulated variables. (Table 5).
Therefore, the evaluated model could be used in the simulations.

Table 4. Mean measurements of temperature, relative humidity, NIR, and wind speed data in the
models were evaluated after midday.

Temperature (◦C) Relativity Humidity (%)
Hour Model Experimental Hour Model Experimental

1:30 31.587 32.716 1:30 36.082 37.184
2:00 31.905 32.849 2:00 36.222 36.631
2:30 31.931 33.795 2:30 36.896 35.978
3:00 32.017 32.688 3:00 36.66 35.81
3:30 32.458 30.812 3:30 34.206 35.747

NIR (W m−2) Wind Velocity (m s−1)
Hour Model Experimental Hour Model Experimental

1:30 120.885 127.62 1:30 0.03 0.033
2:00 174.962 161.78 2:00 0.031 0.03
2:30 189.99 176.42 2:30 0.03 0.037
3:00 162.082 153 3:00 0.032 0.027
3:30 118.073 120.22 3:30 0.023 0.023

Table 5. Comparison between the level of significance and the p-value.

Variable Level of Significance and the p-Value

Temperature 0.05 < 0.27
Relative humidity 0.05 < 0.65

Wind speed 0.05 < 0.85
NIR 0.05 < 0.85

3.2. Analysis of the Results of Simulated Scenarios

The environmental analysis of the simulated scenarios was performed on the basis of
the concentration of water vapor in the air, temperature, NIR, and vapor pressure deficit
(VPD)—indicators used to manage the greenhouse environment and maintain suitable
conditions for growing tomatoes within it. The analysis of the influence of concentration
of the water vapor on the temperature was limited to measurements at the center of each
span; in contrast, simulated data were computed as averages along the greenhouse, away
from the predominant air inlet in the greenhouse. In each simulated scenario, a dataset
of 100 data points was obtained longitudinally at a height of 1.5 m and was used for the
environmental analysis shown in Figure 3. These distances were selected for the analysis
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because the central span was characterized by greater thermal and humidity gradients in
the air between the windward and leeward zones. The results in Figure 3 show a decrease
in temperature in relation to the increase in water vapor concentration in the simulated
scenarios. The thermal gradient range in the greenhouse (length) was around 2 ◦C in the
crop zone (1.5 m height), being remarkable in the first half of the greenhouse. In the area
near the outlet, the thermal gradient range was negligible (0.15 ◦C) between scenarios a, b,
and c.

(A) (B) 

Figure 3. (A) Temperature distribution (◦C) and (B) VPD (kPa) for the simulated scenarios along the
length of greenhouse at 1.5 m height. The three scenarios a, b and c, and simulating the incorporation
of a tomato crop to develop LAI 3.5.

On the other hand, for the VPD along the greenhouse length, there was a 2 kPa
difference between scenarios, and this remained constant. This finding was derived from
the influence on temperature (T) and relative humidity (RH) from external local climate
conditions. In addition, for crop simulations, enhanced environmental conditions favoring
crop growth were observed inside the greenhouse. We concluded that the most significant
change occurred in the first half of the greenhouse. In the area near the outlet, the increase
in water vapor concentration did not influence the increase in temperature.

To calculate the VPD in the greenhouse, the equation was programmed with a
user-defined function (UDF) in CFD. The VPD value was estimated as the difference
between the saturation vapor pressure value and the actual vapor pressure of the air
(VPD = PVsat − Pvair), a method recommended by Howell and Dusek, and FAO [58,59].
The greenhouse analysis was performed in all the simulated scenarios as an average of 10
data points uniformly distributed within a height range of 1.9–2 m at the inlet, center, and
outlet of the central span. The results in Table 6 show the spatial variation in the water
vapor concentration and thermal gradient at three points of observation along the length
of the greenhouse.

Table 6. Average of ten data of the variables: T, RH, and VPD simulated at a height from 1.9 to 2 m at
the inlet, center, and outlet area of the central span of the greenhouse.

Position Scenario T (◦C) RH (%) VPD (kPa)

Inlet a 32.94 25.68 3.73
b 33.10 36.15 3.23
c 33.23 45.49 2.78

Center a 34.83 23.11 4.28
b 34.92 32.67 3.77
c 34.99 41.24 3.30

Outlet a 34.70 23.29 4.24
b 34.77 32.93 3.72
c 34.85 41.56 3.26
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The temperature increase was generated from the absorption of NIR by water vapor;
however, when the mass fraction of water vapor remains constant in the air at the center
and outlet areas of the greenhouse, the RH gradient is minimal equal to 0.78%. Therefore,
the thermal effect generated by the energy exchange between water vapor and NIR is
negligible. In all scenarios, there is a reduction between the outside RH and that of the
greenhouse with a gradient that ranges between 45 and 50% caused by the low speed of
the outside wind (0.64 m s−1) and the anti-insect mesh in the windows.

The increase in temperature inside the greenhouse, given the increase in water vapor
concentration in the air, was not significant, ranging from 0.15 to 0.28 ◦C (Table 6). For
this reason, it was inferred that the temperature remained constant under the simulated
conditions and was not influenced by the variation in the mass fraction of water vapor.

The simulation of scenario b was carried out with a change in the intensity emitted
by the NIR (50 and 100 W m−2) to analyze the effect it had on temperature. The results
of the simulations (Table 7) show that when there was a change in the intensity of NIR,
the highest thermal gradient (0.23 ◦C) occurred at the inlet and outlet areas of span 2
of the greenhouse, where the wind speeds were below 0.01 m s−1 and air movement
was generated by the convective effect caused by temperature differences. This was also
demonstrated by Sun et al., and Zeroual et al. [3,7], where outside wind speeds close to
1 m s−1 were insufficient to renew the air inside the greenhouse, affecting the exchange of
heat and mass between the outside and the inside.

Table 7. Climate variation with a change in NIR intensity for scenario b.

Position Scenario T (◦C) RH (%) VPD (kPa) NIR (W m−2)

Inlet b1 32.97 36.42 3.19 60.46
b 33.02 36.31 3.21 120.91

b2 33.10 36.15 3.23 189.98
Center b1 34.75 32.97 3.72 66.33

b 34.82 32.85 3.74 132.67
b2 34.92 32.67 3.77 195.94

Outlet b1 34.59 33.26 3.67 68.45
b 34.66 33.13 3.69 136.91

b2 34.77 32.93 3.72 198.69

Derived from the change in the concentration of the mass fraction of water vapor and
the NIR intensity in the simulated scenarios, the highest thermal gradient occurred in the
inlet area (0.29 ◦C), where the RH of the greenhouse was higher due to the air exchange
between outside and inside. Therefore, it could be assumed that the generated temperature
gradient was negligible, as in most of the greenhouse it oscillated between 0.08–0.16 ◦C.

Figure 4 shows the distribution of RH and VPD inside the greenhouse in the simu-
lated scenarios at a height of 1.5 m. The results indicate that scenario c presented better
environmental conditions for tomato cultivation with lower VPD (kPa), temperature T
(◦C), and higher RH (%) inside the greenhouse. Nevertheless, there was a 53% reduction in
RH between the outside and inside of the greenhouse, causing this scenario to be outside
the desirable optimum for tomato (50–60%) [60]. The RH deficit inside the greenhouse
caused an increase in the VPD, with values over 1.3 kPa for all simulated scenarios, val-
ues outside the range for tomato (0.3–1.25 kPa) according to Grange et al., Körner et al.
and Shtienberg [15,61,62]. The VPD values in Figure 4 show that under the conditions
of the simulated scenarios, the crop inside the greenhouse would undergo a high rate of
transpiration, causing the closure of its stomata and impeding its growth [14].
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Figure 4. Distribution of RH (%) and VPD (kPa) in the greenhouse at 1.5 m height in the simulations
for the three scenarios (a–c) specified in Table 6.

Scenario b was simulated with the mean monthly wind speed (1.59 m s−1) during
the month of February in Montecillo, Mexico according to data from the National Mete-
orological Service (SMN). The purpose of the simulation under these conditions was to
predict the effects on environmental conditions that can occur when wind speed increases.
These changes were simulated, and the results in Figure 5 show enhanced environmental
conditions for tomato crop cultivation compared to the scenario b of Figure 4 with decreases
in temperature and VPD that oscillated between 4–6 ◦C and 0.9–1.63 kPa, respectively.
Likewise, it presents an increase in RH of between 8.3–15.4% throughout the greenhouse.
However, these generated changes were not enough to maintain a RH between 50–60%, a
temperature below 30 ◦C, and a VPD between 0.3–1.25 kPa throughout the greenhouse.

The results of the simulations carried out in this work also confirm what was described
by Chu, Lan, Tasi, Wu, and Yang; and Tong et al. [46,63], where lengths greater than six
times the height of the greenhouse present problems in the ventilation rate due to the
obstruction generated by the anti-insect mesh and the length of the greenhouse. Therefore,
the use of fans and extractors is recommended to avoid stagnant areas in the center of
greenhouse buildings when natural ventilation is insufficient to improve the ventilation
rate [9,10,64].
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Figure 5. Distribution of RH (%), temperature (K), and VPD (kPa) in the greenhouse at 1.5 m height
in scenario b, considering the mean monthly wind speed (1.59 m s−1) during February.

4. Conclusions

The greenhouse air inlet area was the location with the highest energy exchange
in all of the simulated scenarios, with a temperature increase of 0.29 ◦C generated by
the absorption of NIR and by the exchange of air between the outside and inside. The
greenhouse scenarios did not present favorable environmental conditions for tomato
cultivation. The temperature exceeded 30 ◦C with an average thermal gradient between the
outside and inside of up to 12 ◦C, causing an RH deficit and an increase in VPD to values
higher than 2 kPa, which consequently would cause excess perspiration in tomato and an
expected stomatal closure. The temperature gradient between the outside and inside of
the greenhouse was the result of the low wind speed (0.64 m s−1) and the anti-insect mesh,
causing air movement within the greenhouse to be generated by the difference between
soil and air temperatures. Environmental conditions improved when the scenario was
simulated with the monthly mean wind speed for the month of February (1.59 m s−1) in
Texcoco; however, this was not enough to maintain favorable environmental conditions.
From this, it is inferred that natural ventilation is insufficient to reduce the thermal gradient
and increase the RH to acceptable values for tomato. Therefore, the use of fans and
extractors is recommended to increase the exchange of heat and mass between the outside
and inside and help to distribute the RH and temperature evenly in the stagnant area of
the greenhouse (in the center of the spans).
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Abstract: Windcatchers are considered as promising passive ventilation and cooling strategy, but the
ventilation performance of this system is still of concern in areas with low speed and unpredictable
winds. The air short circuiting in windcatchers can reduce its ventilation performance and ability to
introduce clean air and remove stale air. The current work aimed to evaluate the indoor environmental
quality (IEQ) performance of a two-sided windcatcher fitted with an anti-short-circuit device (ASCD)
for improving its performance in low wind speed conditions. Computational Fluid Dynamics (CFD)
simulations were performed for different ASCD configurations. The CFD method was verified using
grid-sensitivity analysis and validated by comparing the simulation results with wind tunnel data.
The results indicated that the average difference between CFD results and previous experimentation
was below 10%, therefore indicating good agreement. Building on the findings of the previous
research, the study focused on evaluating the impact of the length of ASCD on the achieved fresh air
supply rates and air change rate. The length of the ASCD was varied between 5 cm to 50 cm, while the
angle was maintained at 80◦. The shorter ASCD was still able to minimize the fresh supply airflow
short-circuiting to the exhaust stream, and at the same time, it would also require a smaller ceiling
space for installation and lower material cost. Hence, the 15 cm ASCD with 80◦ angle was selected
for further analysis in this study. Then, consideration of low wind speed and various directions were
studied to evaluate the ventilation performance of windcatcher with ASCD. The study simulated
wind speeds between 0.5–2 m/s and two wind directions. Based on the assessment of IEQ factors,
including mean age of air and percentage of dead zone, a 0◦ incident angle demonstrated slightly
better results. The achieved fresh air supply rates ranged between 180 L/s to 890 L/s in 45◦ wind
angle, while, for 0◦, these values were from 160 L/s to 642 L/s. Likewise, the range of air change rates
(ACH) was from 8 ACH to 32 ACH in 0◦ wind angle and increased to 9 ACH and then to 45 ACH in
45◦ wind angle.

Keywords: passive cooling; natural ventilation; indoor air quality; windcatcher; badgir
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1. Introduction and Literature Review

The built environment sector accounts for 30–40% of world energy consumption [1]. This Figure
is expected to increase by up to 50% by 2050. Buildings account for more than a third of the total
emissions released to the atmosphere, which gives rise to climate change and global warming [2].
Cooling and ventilation are significant contributors to the high building energy demand, in particular
in tropical and hot climates. Hence, researchers are looking for solutions to eliminate or minimize
the cooling energy requirement of buildings. Many are focused on exploring how passive techniques,
such as natural ventilation strategies, can be effectively incorporated into the building design [3].
Many works [4–6] have shown that natural ventilation and passive cooling strategies can reduce energy
consumption during the cooling season and, at the same time, improve the indoor air quality and,
in some cases, the comfort level of occupants.

An excellent example of a passive cooling strategy is a windcatcher, which is recently gaining
lots of attention due to its capability to provide high fresh air rates and, at the same time, extract stale
air out of the building [4–6]. The windcatcher utilizes two driving forces to ventilate building spaces:
buoyancy forces, which are due to the temperature differential between indoor and outdoor; and wind
forces which are due to the pressure differential between the openings [7]. The windcatcher concept is
not exactly new and has been effectively utilized in traditional buildings for centuries in the Middle
East [8]. Recently, a modern version of the windcatcher was employed in buildings in the UK, such as
in schools and open-plan offices [9–11].

Another advantage of using a windcatcher is that it incorporates no moving parts, which leads to
low maintenance cost. It can be an attractive option for large spaces, such as gyms and storage facilities,
which are typically ventilated by mechanical ventilation systems. Moreover, unlike simple natural
ventilation methods, such as windows, a windcatcher can capture the wind at higher elevations [12,13].
This can lead to higher ventilation rates, especially in urban or built-up areas where neighboring
structures can obstruct the flow. A windcatcher can also have several openings which allow it to
capture wind from different directions [14]. Windcatchers located in areas with variable wind directions
can have two or four openings. A problem for both the commercial and traditional windcatcher,
which outweigh its advantages, is the air short circuit phenomena which were observed and discussed
by previous researches [8,15–17]. It occurs when the fresh supply airflow immediately leaves the
outlet/exhaust channel, instead of circulating inside the space to be ventilated. Hence, effectively
reducing the ventilation performance of multi-opening windcatchers [18,19].

Several works have investigated the ventilation performance of two-sided windcatchers.
Montazeri et al. [14] employed wind tunnel testing and Computational Fluid Dynamics (CFD) modeling
to evaluate the impact of the wind direction on the ventilation efficiency of a two-sided rectangular
windcatcher. The study observed that air short-circuiting was present at higher wind angles, reaching a
maximum value at 60◦. Ghadiri et al. [20] also used CFD to assess the wind-induced cross ventilation
for a room with a two-sided windcatcher at different wind directions (0–90◦). The results focused
on comparing different types of turbulence models and showed that the SSG Reynolds Stress Model
provided the most accurate results as compared to experimental data. Furthermore, Afshin et al. [21]
evaluated the ventilation performance of a two-sided windcatcher at different wind conditions using
wind tunnel testing and smoke flow visualization. The highest rate of ventilation was seen at a wind
angle of 90◦, and the windcatcher was observed to be functioning as a chimney for wind angles larger
than 55◦ (windward transition angle).

In one previous study [22], it was found that the use of a new windcatcher component, called an
anti-short-circuit device (ASCD), resulted in a significant reduction of air short-circuiting in two-sided
windcatchers. It was observed that the supply airflow could be effectively directed toward the occupied
zone instead of leaving the exhaust immediately. Different angles of ASCD (10◦ to 90◦) were studied by
evaluating the windcatcher ventilation performance. The results showed that the ASCD (with different
angles) could significantly reduce the short circuit, but the maximum reduction was seen between
80◦ to 90◦. The present work builds on the previous study to assess the influence of the ASCD on
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the indoor environmental quality (IEQ) of the ventilated space, by assessing parameters, such as air
change rate (ACE) and mean age of air (MAA).

Furthermore, the effect of the ASCD length (5 cm to 50 cm) on the induced supply airflow and
IEQ in low wind speed conditions was evaluated. Different wind conditions were simulated for a
small room integrated with windcatcher and ASCD. The computational model that was employed was
validated using experimental data.

2. Method

In this study, CFD was used to model and assess the performance of a two-sided windcatcher.
The initial computational model of a two-sided windcatcher with ACD was validated by comparing
the results with wind tunnel experiment data. For the validation, identical boundary conditions were
utilized, simulating similar conditions as in the experiment. Then, the performance of the windcatcher
integrated with ASCD was investigated in terms of the airflow patterns and IEQ parameters.

2.1. Solver Settings

The 3D steady Reynolds-Averaged Navier-Stokes (RANS) simulations were performed using
the commercial CFD software, ANSYS Fluent. The RANS approach is the most commonly used
method for the simulation of natural ventilation and windcatchers. The numerical model utilized the
SIMPLEC pressure-velocity coupling algorithm with second-order pressure interpolation. For the
convection and viscous terms, the second-order upwind discretization was used. The verification of the
turbulence model is necessary to assess the reliability of CFD modeling. The turbulence model analysis
of a similar geometry was conducted in previous research [23,24], which found that the standard
k-epsilon model provided accurate predictions and therefore, this study also utilized same turbulence
mode. The standard k-epsilon model was also employed in other natural ventilation studies, such as
Reference [25–28], and was concluded to be accurate and reliable. The momentum, mass, and energy
equations, along with the turbulence kinetic energy and energy dissipation rate equations, were solved.
These governing equations were not modified in this study and are fully detailed in the Fluent theory
guide [29].

2.2. Geometry and Computational Domain

In this work, Computational Fluid Dynamics (CFD) modeling was employed for evaluating the
ventilation performance of the proposed windcatcher design [23]. As shown in Figure 1, the physical
domain included a rectangular shaped room with a floor area of 4 m × 6 m and a height of 3 m.
A two-sided windcatcher was mounted on top of the room. The windcatcher was separated by an
internal wall forming two air channels; one for supplying the airflow and another for exhausting the
stale air out of the space. In some cases, both channels will function as exhaust channels, depending on
the direction of the wind [30]. The windcatcher cross-sectional area and opening were 1 m × 1 m and
height of 1.5 m. The form and size of the windcatcher were based on the study of Reference [22,23].
As detailed previously, the anti-short-circuit device (ASCD) was incorporated below the windcatcher
channel to eliminate or minimize the air short-circuiting between the two channels (Figure 1). The ASCD
had an angle of 80◦, based on previous research [22].

To select the size of the numerical domain, COST Action 732 [31] guidelines were used to simulate
the wind flow around the windcatcher and building model (Figure 2). As per the guidelines, the
lateral domain boundaries were 5 H from the room sidewalls (H is the height of the room). The inlet of
the domain was 5 H from the windward wall of the building. However, further extension (15 H) is
recommended for outlet boundary to permit the redevelopment of flow in the back of the wake region
because the fully developed flow is one of underlying assumption in steady RANS computations.
Extension between 4 H and 10 H is advised for the vertical direction (while considering the blockage
effect). 5 H was selected to ensure that the blockage was below 5%.
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Figure 1. Dimensions of the test room and windcatcher model integrated with the anti-short-circuit
device (ASCD) in centimeter.

Figure 2. (a) Atmospheric boundary layer (ABL) profile of the approach flow and (b) schematic of the
Computational Fluid Dynamics (CFD) domain.

2.3. Mesh Generation

The computational model, which consisted of the outdoor domain, windcatcher with ASCD,
and test room, was meshed using tetrahedral type elements, with a finer resolution near the regions
of interest, such as the windcatcher and indoor space (Figure 3). The mesh was generated using
the preprocessing tool ANSYS Mesh which resulted in an unstructured mesh with 1.5 million nodes
and 8.5 million elements. The mesh resolution was selected based on a grid sensitivity analysis and
comparison with experimental data, which will be explained in Section 3.1.
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Figure 3. Mesh at the surface of the windcatcher and building model, showing the key areas refined in
the Mesh tool.

2.4. Solution Convergence and Flux Balance

For assessing the CFD solution convergence, the residual values were monitored, and, at the same
time, variables of interest were also monitored to judge if convergence was reached [29]. In order to
monitor the variable or quantity of interest (airflow velocity), point surfaces (supply air and indoor
points) were defined in the model, and each one was monitored during the numerical calculations.
The solution was run until the monitored flow variables no longer changed with more iterations.
In addition, the flux report tool in Fluent was used to examine the overall mass balance when the
solution converged. This was conducted by checking the mass flow rate flux for the inlet and outlet
and ensuring that the net imbalance through the domain was lower than 1%.

2.5. Boundary Conditions

The recommendations of COST Action 732 [31] and AIJ guidelines for urban wind simulations [32]
were followed when defining the boundary conditions in this study. Wind profile (Figure 2) and
turbulence kinetic energy profiles were set as inflow boundary conditions [33]. As detailed previously,
the focus of the research is to enhance the ventilation performance of windcatchers in areas with
low wind speed conditions; hence, the wind velocity at H was varied between 0.5–2 m/s. For the
wall boundaries, the standard wall function was employed [34]. However, for the ground surface,
the sand-grain wall function was adjusted based on Reference [35]. This provides an accurate
description of the flow near the ground. The roughness of the wall was specified by an equivalent
sand grain roughness ks in the wall functions. For the top and sides of the computational domain,
the symmetry wall boundary conditions were defined, i.e., zero gradients for all the variables at the
walls. The pressure outlet was set to zero static pressure. Table 1 summarizes the computational
modeling setup and boundary conditions.

Table 1. A summary of the computational setup and specified boundary conditions.

Parameters Setting

Simulation Steady-state, 3D with coupled indoor-outdoor
Solver type Pressure-based

Indoor domain (volume) Fluid domain
Outdoor domain (volume) Fluid domain

Wall surfaces (domain)
Top and side: Symmetry walls

Ground: Wall
Wall surfaces (model) Building: WallWindcatcher: WallASCD: Wall

Velocity inlet Atmospheric boundary layer profile, UH = 0.5–2 m/s
Pressure outlet Atmospheric 0 Pa

Turbulence model k-epsilon (standard)
Near-Wall treatment Standard wall functions
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3. Results and Discussion

The following sections will discuss the validation of the numerical modeling of the two-sided
windcatcher against the experimental data. Then, the influence of the addition of ASCD on ventilation
performance and IEQ will be discussed. Furthermore, the impact of the ASCD length will also
be covered.

3.1. Validation and Grid Adoption of CFD Simulation

Before carrying out further simulations and analysis, the numerical modeling accuracy was
evaluated by validating against wind tunnel measurements. The simulation results were compared
against the supply and exhaust airflow velocity measurements from the wind tunnel testing of
the windcatcher with ASCD, as detailed in previous work [22]. A total of 12 measurement points
inside the windcatcher channels were used for the comparison of the two methods, as shown in
Figure 4. A hot-wire anemometer was used to carry out the airflow velocity measurements at different
points. Figure 5 compares the simulation results of the airflow velocity against the experimental
data [22]. Overall, a good agreement between the numerical and measurements values was observed.
It was found that the average difference in the values was 9%. This is in line with the findings of
Reference [36,37], which showed the capabilities of the turbulence model for the prediction of natural
ventilation airflows.

Figure 4. The inlet and outlet channel measurement points for the air velocity values; dimensions are
in millimeters.
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Figure 5. Comparison of airflow velocity between CFD results and the wind tunnel measurements of
Reference [22] in the (a) inlet points (I1 to I6) and (b) outlet points (O1 to O6).

The selected mesh resolution was based on a sensitivity analysis which was accomplished by
carrying out simulations with two additional mesh sizes: coarser (4 million elements) and finer mesh
(12 million elements). The analysis is conducted for the reference windcatcher model with ASCD
using the same computational domain and boundary conditions. The airflow velocity values across
a vertical line in the supply airstream was compared for the three mesh sizes, as shown in Figure 6.
It was observed that the velocity values variation between the three mesh sizes was negligible and
mostly independent from the mesh sizes. The largest deviation was observed for the points near the
supply channel. At the height of 2.8 m, the deviation between the medium (reference with 8 million
mesh) and the finer mesh (12 million) was 2.1%. While taking into account the negligible dependence
on the mesh resolution and, at the same time, to minimize the computational time, the medium mesh
was utilized for further analysis.
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Figure 6. Mesh verification: sensitivity analysis of different mesh sizes (4 million, 8 million, and
12 million).

3.2. Impact of the Length of ASCD on the Ventilation Performance

Building on the findings of Reference [24], which evaluated the impact of ASCD angle, this section
will evaluate the influence of the length of the ASCD on the ventilation performance based on simulation
analysis. Ideally, a shorter and compact ASCD design which requires smaller space for integration
and lower cost is preferred. However, it should still be able to prevent the air short-circuiting of the
fresh air into the exhaust region. Hence, a detailed evaluation of ventilation performance is required
before progressing on to the IEQ analysis. The length of the ASCD was varied between 5 cm to 50 cm,
while the angle was maintained at 80◦.

The mean airflow velocity was compared at two heights using a planar surface created at 1.1 m,
which represents the breathing height at sitting position; and 1.7 m, which represents the standing
height [38]. As shown in Figure 7, although the effect was minimal, the mean airflow speed in the
1.7 m plane increased as the length of the ASCD increased. An opposite trend was observed for the
mean airflow speed in the 1.1 m plane. This can be better explained by the velocity contour and vector
diagram in Figure 8, which shows how the increased in ASCD length redirected the airflow towards
one corner of the room, which influenced the mean airflow speed at the upper and lower regions of
the room.

Figure 7. The average of air velocity in 1.1 m and 1.7 m horizontal plane of windcatcher with different
ASCD lengths.
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Figure 8. Contour plot of the airflow velocity magnitude in the vertical cross-sectional plane of (a) 50 cm
ASCD and (b) 15 cm ASCD (UH = 1 m/s).

Figure 8 shows a comparison between the airflow distribution of the windcatcher with 15 cm
ASCD and 50cm ASCD. As observed, the indoor space with the 15 cm ASCD had less stagnant air
spots (dark blue color in Figure 8). The shorter ASCD was still able to minimize the fresh supply
airflow short-circuiting to the exhaust stream, and, at the same time, it would also require a smaller
ceiling space for installation and lower material cost. Hence, the 15 cm ASCD was selected for further
analysis in this study. The influence of the ASCD length on the achieved airflow supply rate (L/s)
and air change rate (1/h) are shown in Figure 9. Similarly, the effect was minimal, and the device was
capable of providing the recommended fresh air rates (15 L/s), even at low wind speed conditions,
assuming there are 15 occupants in the space.

3.3. IEQ evaluation of Windcatcher with ASCD under Low Wind Speed Conditions

In this section, the natural ventilation performance of the windcatcher integrated with the ASCD
(15 cm length, 80◦ angle) was assessed under low wind speed conditions, such as the ones experienced
in Malaysia. The study will simulate wind speeds between 0.5–2 m/s and two predominant wind
directions. In Malaysia, the North and South wind directions are the most predominant wind directions
followed by the North-East and South-West wind directions [39,40]. Since the two-sided windcatcher
design is symmetrical, both 0◦ and 45◦ wind incident angles can characterize the predominant wind
directions and simplify the analysis. The ventilation performance criteria are the airflow velocity,
supply rate, air change rate, distribution, and mean age of air. The overall aim is the evaluate the
capabilities of the windcatcher in providing the required fresh air rates and enhancing the IEQ in low
wind speed areas.

Figure 10 displays the airflow velocity contours in the vertical cross-sectional plane in the
computational domain at different wind speed conditions, showing the airflow distribution within
and around the test room and windcatcher channels. As observed, air recirculation was observed on
the top edge of the roof of the test room (windward side), which affected the wind flow approaching
the windcatcher. Large vortices were observed at the leeward side of the building and windcatcher.
For the indoor space, a similar airflow pattern can be observed regardless of the wind speed. It can
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be seen that the ASCD device could redirect the supply airstream away from the exhaust airstream,
minimizing or eliminating the airflow short-circuiting. At lower outdoor wind speeds, uneven airflow
distribution was observed inside the space with very low air movement in the bottom region of the
space. However, significant improvement was observed as the wind speed increased. In general,
higher airflow speeds were observed in the windward side of the space where the supply or inflow jet
was redirected by the ASCD device.

Figure 9. Impact of different ASCD lengths on the achieved airflow supply rate (L/s) and air change
rate (1/h).

In Figure 11, air velocity in the windcatcher horizontal planes (1.1 m and 1.7 m height) is compared
in various outdoor wind speeds ranging from 0.5 m/s to 2 m/s at 0◦ wind incident angle. As observed,
good airflow distribution can be observed inside the space at 0.5 m/s outdoor wind; however, as the
wind speed increased to 1–1.5 m/s, it was clear that the ASCD device redirected the supply airflow
towards one corner of the space, which could potentially cause draft issues, particularly if the occupant
is sitting directly below this area. Although the airspeeds observed in the space were still within
acceptable levels, several design considerations should be considered in areas with higher outdoor
wind speeds. A potential solution for high wind speeds locations could be to use ASCDs with lower
angles, which could redirect the airflow towards the sidewall and reduce the supply speed. It should
be noted that the same issue is faced by windcatchers without ASCD, but the high-speed airflow jet
is directed towards the floor directly below the windcatcher. Volume control dampers are typically
used to address this issue but are not suitable in areas with low wind speeds. An improved airflow
distribution was observed at higher wind speeds (2 m/s and higher), which was due to the increased
extraction of airflow from the exhaust side of the windcatcher. Figure 12 shows a comparison between
the average airflow speed at 1.1 m and 1.7 m height.
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Figure 10. Air velocity contours of the vertical cross-sectional plane (outdoor wind speed UH = 0.5 m/s
to 2 m/, 0◦ wind angle).

The influence of the wind conditions (outdoor wind speed UH = 0.5 m/s to 2 m/, 0◦ wind angle)
on the achieved airflow supply rate (L/s) and air change rate (1/h) are shown in Figure 13. Similarly,
the effect was minimal, and the device was capable of providing the recommended fresh air rates
(10 L/s), even at low wind speed conditions, assuming there are 15 occupants in the space. The mean
supply air velocity was 0.16 m/s at UH = 0.5 m/s and increased to 0.64 m/s at UH = 2 m/s. With regard
to the fresh air supply rates, the device was capable of providing the recommended fresh air rates
(15 L/s per person) even at the low wind speed conditions (higher than UH = 1 m/s), assuming there
are 15 occupants in the space. Specific air change rates (ACH) are necessary for building spaces to
manage the internal air temperatures and bring in clean air while removing stale, humid air. The ACH
was 8 at UH = 0.5 m/s and reached up to 32 at UH = 2 m/s. As compared to Haw et al.’s [41] field
study, which used a similar windcatcher, the average ACH was 57 at 3 m/s wind speed, which was
40% more than maximum of the windcatcher in the present work but with larger size openings and
higher wind speed.
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Figure 11. Air velocity contours of the indoor horizontal cross-sectional plane (outdoor wind speed
UH = 0.5 m/s to 2 m/, 0◦ wind angle).
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Figure 12. Comparison of the mean airflow velocity in 1.1 m and 1.7 m horizontal planes (outdoor wind
speed UH = 0.5 m/s to 2 m/, 0◦ wind angle).

Figure 13. Impact of wind conditions (outdoor wind speed UH = 0.5 m/s to 2 m/, 0◦ wind angle) on the
achieved airflow supply rate (L/s) and air change rate (1/h).
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Next, the windcatcher with ASCD was simulated at 45◦wind incident angle. Figure 14 displays the
airflow velocity contours in the vertical cross-sectional plane in the computational domain at different
wind speeds, showing the airflow distribution within and around the test room and windcatcher
channels. A slightly different outdoor airflow pattern was observed the air recirculation, particularly
at the top of the roof (windward side), which was more prominent at 0◦ wind angle. Large vortices
were still observed at the leeward side of the building and windcatcher, which generated negative
pressure in this area. For the indoor space, the airflow pattern was observed to be variable depending
on the wind speed. However, the ASCD device was able to redirect the supply airstream away from
the exhaust airstream irrespective of the wind speed and direction. For the 0◦ wind angle, higher
airflow speeds were observed in the windward side of the space, where the supply or inflow jet was
redirected by the ASCD device.

Figure 14. Air velocity contours of the vertical cross-sectional plane (outdoor wind speed UH = 0.5 m/s
to 2 m/, 45◦ wind angle).

In Figure 15, airflow velocity in the windcatcher horizontal planes (1.1 m and 1.7 m height) is
compared in various outdoor wind speeds ranging from 0.5 m/s to 2 m/s at 45◦ wind incident angle.
Similar to the result of 0◦ wind angle, good airflow distribution can be observed inside the space at
0.5 m/s outdoor wind, however as the wind speed increased to 1–2 m/s, it was clear that the ASCD
redirected the high-speed supply airflow towards one corner of the space. As shown in Figure 16,
both the horizontal plane heights showed nearly similar mean wind speed values; hence, an improved
overall airflow distribution was observed when the wind direction was at 45◦.
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Figure 15. Air velocity contours of the indoor horizontal cross-sectional plane (outdoor wind speed
UH = 0.5 m/s to 2 m/, 45◦ wind angle).
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Figure 16. Comparison of the mean airflow velocity in 1.1 m and 1.7 m horizontal planes (outdoor
wind speed UH = 0.5 m/s to 2 m/, 45◦ wind angle).

The influence of the wind conditions (outdoor wind speed UH = 0.5 m/s to 2 m/, 45◦ wind angle)
on the achieved airflow supply rate (L/s) and air change rate (1/h) are shown in Figure 17. The overall
trend of Figure 17 is comparable to the results of 0◦ wind direction (refer to Figure 13); nonetheless,
the overall ventilation performance increased in 45◦ wind incident angle. These results are consistent
with the findings of previous studies [42,43].

Figure 17. Impact of wind conditions (outdoor wind speed UH = 0.5 m/s to 2 m/, 0◦ wind angle) on the
achieved airflow supply rate (L/s) and air change rate (1/h).
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With respect to the American Society of Heating, Refrigerating and Air-Conditioning Engineers
(ASHRAE) standard 62 [44], 15 L/s is suggested as the minimum ventilation rate for this room.
The device was capable of providing the minimum requirements even at the low wind speed conditions
(higher than UH = 1 m/s), assuming there are 15 occupants in the space. Comparing the performance
of the windcatcher in the present work with other types of windcatcher can better show its merits.
For example, Calautit and Hughes [17] found that a 1 m × 1 m commercial windcatcher at a wind
speed of 2 m/s was able to provide 275 L/s fresh air supply rate. However, at the same wind speed,
the windcatcher design proposed in the current study could supply more than 890 L/s.

Moreover, another study conducted by Hughes and Ghani [45] indicated that their commercial
four-sided windcatcher could deliver airflow rate in the range of 90 L/s to 650 L/s at 1 m/s to 5 m/s
wind speed, which was in the same range as in this study. Wing Jetter is a new natural ventilation
device, which was invented in Japan. The device had a 1.5 m height and 1.5 m width and can provide
110 L/s airflow rate in a wind speed of 6 m/s which was much lower than in this study [46]. Hence,
the proposed windcatcher can be operational in regions with low outdoor wind speed and can compete
with other typical ventilation systems.

3.4. Mean Age of Air (MAA)

Another IEQ indicator which was evaluated in this research was the mean age of air (MAA) which
is the average time of air displacing from supply point to any position in the ventilated space [47].
This parameter can help to evaluate the ventilation quality and recognize area with poor ventilation.
To calculate MAA in Fluent, the method expressed in Reference [48] was utilized. MAA values of 1.1
horizontal plane were plotted in the line graph in Figure 18, with respect to different wind speeds.

Figure 18. Mean age of air (MAA) values in different wind speeds and angles.

It is noticeable that the increase in wind speed can reduce the MAA significantly because the
MAA was influenced directly by the supply airflow. The MAA at 0.5 m/s wind speed was within
the unacceptable range, as the MAA peaked at nearly 350 s. In other words, at wind speed below
1 m/s, the risk of stale air and related IEQ problems can significantly increase in the occupant space.
Nevertheless, for a wind speed of 2 m/the MAA was below 107 s, which can provide a safety margin of
related risk.

3.5. Dead Zone

Apart from MAA, the dead zone concept can assist to have better understanding of poor
ventilations spots in living area, which can potentially augment the risk of low indoor air quality (IAQ).
As Dehghan [43] defined, dead zones are points in the room where air is steady or having near zero
velocity (less than 0.1 m/s). Thus, identifying these positions in the room can complete the role of MAA
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results. In this regard, ISO clip contours were plotted in CFD post environment, with condition of air
velocity less than 0.1 m/s to illustrate the dead zone areas. Figure 19a displays a detailed view of dead
zones, colored in dark in the 1.1 m horizontal plane, which is drawn in blue, and size of dead zone area
falls as wind speed climbs.

Figure 19. (a) The ISO plane contours which demonstrate the dead zone area in dark color (air velocity
below 0.1 m/s) in different wind speeds and (b) the percentage of in 1.1 m horizontal plane with dead
zone in different outdoor wind speeds.

To specify the area percentage of dead zone in 1.1 horizontal plane, the FLUENT function
calculation was utilized, the finding of which are shown in Figure 19b. The results suggest that dead
zone formed 90% to 70% in wind speed between 0.5 m/s and 1 m/s, which indicates a serious IAQ
challenge in this range. However, wind speed rise can improve the conditions considerably when it
reaches to 2 m/s, which leads to a steep fall in dead zone percentage from 29% in 0◦ wind direction.

4. Conclusions and Future Works

This study carried out extensive CFD simulations and evaluation of the ventilation performance of
a two-sided windcatcher fitted with ASCD. The CFD method was validated, and the results indicated
that the average difference between CFD results and experimental data was below 10%, therefore
indicating good agreement. It should be noted that detailed validation of the model was carried out in
our previous works [22–24] and was not included in the present work.

Building upon the findings of the previous research, the study focused on the length of ASCD
to observe its impact on the achieved fresh air supply rates and air change rate. Ideally, a shorter
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and compact ASCD design, which requires smaller space for integration and lower cost, is preferred.
However, it should still be able to prevent the air short-circuiting of the fresh air into the exhaust region.
Hence, a detailed evaluation of ventilation performance is required before progressing on to the IEQ
analysis. The length of the ASCD was varied between 5 cm to 50 cm, while the angle was maintained
at 80◦. The shorter ASCD was still able to minimize the fresh supply airflow short-circuiting to the
exhaust stream, and, at the same time, it would also require a smaller ceiling space for installation
and lower material cost. Hence, the 15 cm ASCD with 80◦ angle was selected for further analysis in
this study.

Then, consideration of low wind speed and various directions were studied to evaluate the
ventilation performance of windcatcher with ASCD. The study simulated wind speeds between
0.5–2 m/s and two predominant wind directions. The ventilation performance criteria are the airflow
velocity, supply rate, air change rate, distribution, and mean age of air. The overall aim was the
evaluate the capabilities of the windcatcher in providing the required fresh air rates and enhancing the
IEQ in low wind speed areas, such as in Malaysia. It was revealed that the ventilation performance of
the windcatcher in 45◦ wind incident angle was improved as compared to the 0◦ wind incident angle.
The achieved fresh air supply rates ranged between 180 L/s to 890 L/s in 45◦ wind angle, while, for 0◦,
these values were from 160 L/s to 642 L/s. Likewise, the range of ACH was from 8 ACH to 32 ACH in
the 0◦ wind angle and increased to 9 ACH and then to 45 ACH in the 45◦ wind angle. Consequently,
it was concluded that the windcatcher could be effective in low wind speed conditions of Malaysia
and other countries with similar wind conditions. Future works can focus on improving the thermal
performance of the windcatcher and evaluation of the impact on the thermal comfort of occupants.
Further wind tunnel and field testing are also necessary to further validate the numerical modeling.
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Abstract: In Mexico, there are regions where the temperature drops below the minimum threshold for
tomato cultivation (10 ◦C), requiring the implementation of auxiliary equipment to heat greenhouse
air. The objective of this work was to estimate the energy consumption necessary to maintain climate
requirements of a greenhouse located in Texcoco, State of Mexico, by using a model of energy balance
implemented on Computational Fluid Dynamics (CFD) simulations. The temperature prediction
relied on a numerical model based on CFD, proposing a benchmarking on the position and direction
of the heater to estimate its effect on the thermal distribution. Results indicated that heater operation
on January 2019, a power of 85.56 kW was needed to keep the greenhouse at 12 ◦C. Also, simulations
indicated that electric heater used was not enough to get a homogeneous temperature inside the
greenhouse. To achieve well-distributed thermal conditions, it was necessary to consider both the
direction and position of heaters. Consequently, airflow direction became more important than
height of the heater in order to homogenize the greenhouse area, given that the thermal gradient was
reduced due to reverse heat flows.

Keywords: energy engineering; thermal stratification; crop requirements; Computational Fluid
Dynamics (CFD)

1. Introduction

Plant growth greatly depends on the temperature and humidity. For winter production in Central
Mexico, greenhouses provide better environmental conditions for plant growth compared to most
agricultural production systems. Given that a greenhouse is a structure favoring environment for crop
production, there are consequences such as heat excess during the day is absorbed by the ground and
during the night it is used to meet the heating needs in enclosed greenhouses [1]. In this way, one of the
characteristics of enclosed greenhouses is that they are energy saving compared to greenhouses
fully relying on natural ventilation. However, accumulation of energy during the day may become
insufficient [2] with higher frequency during the winter. Therefore, night temperature becomes a critical
factor in the efficiency of a crop cultivated in a greenhouse. Adequate greenhouse energy management
can serve to avoid low night temperatures and reduce condensation phenomena causing dripping
process on crops [3–6].

A conventional solution for low-temperature problems is using heating systems inside the
greenhouse. Since energy and fuel prices are not cheap [7], their efficient use directly impacts
production costs and should be balanced with the risks of crop loss [8,9]. Nonetheless, the amount of
heat added to the greenhouse depends on the changing weather conditions, where winter becomes the
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critical period [10]. Previous research [10,11] have stated that more attention should be given to the
night due to significant heat losses, which should be compensated by means of an artificial heat input.

In addition to conventional heating systems (fossil fuels), there are alternative systems used to
heat the interiors of greenhouses, among which are renewable energy source systems. These systems
allow the use of biomass, solar, and geothermal energy sources [12–17], with solar energy being the
most recommendable, given that it is a clean, abundant, and safe source. One of the greenhouse heating
systems that uses solar energy as a main source and that has been studied by many researchers is rock
bed storage. This type of system uses underground rocks to store heat during the day and release it at
night, generating an increase in air temperature of up to 3 ◦C, causing improvement of fruit quality by
up to 29% [18,19].

In some greenhouse production systems, the energy consumption represents more than 50% of the
total cost of production, and it is necessary to calculate its consumption. The more accurate approach
is employing mathematical models based on the principle of heat and mass conservation in order to
estimate the feasibility of the implementation of control systems during the winter. Numerical models
are also used to improve the understanding of convective, radioactive, and conductive phenomena
and the environment-plant iteration within the greenhouse [20–23]. These findings have allowed us to
deepen our understanding of the dynamics of the microclimate and the energy needed to maintain
environmental comfort, achieve a high-performance production, and improve the quality and efficiency
of heating systems [24–26].

Modeling by means of Computational Fluid Dynamics (CFD) has achieved an approach to simulate
air movement and temperature variation within the greenhouse and the impact of heating systems on
the thermal gradient [27–32]. Along with this, it has allowed us to refine sub-systems of the greenhouse
such as the heating system to increase its effectiveness and efficiency. Some studies carried out in CFD
have allowed us to establish that, by using heating pipes, it was possible to increase the temperature
inside the greenhouse by up to 4.5 ◦C [11]. In 2018, Yilmaz and Selbas [33] investigated the thermal
performance of a solar collector, a heat pump, and a boiler for heating a greenhouse. The results showed
that the solar collector had a greater impact on the thermal gradient of the greenhouse, with a thermal
efficiency of 33.11%. Another work in 2017, Tadj et al. [27] demonstrated that perforated polyethylene
duct heating systems generated a uniform temperature compared to other heating systems (hot water
pipes and air heaters). These results agreed with what was established in the literature, in which the
temperature distribution was more homogeneous in a vertical plane than in a horizontal plane [34].

In regions with mild winters and at specific periods of the year, an emergent heating system is
being needed to mitigate occasional frosts. In central Mexico, it is common to place pop-up heaters
aiding to stabilize the internal temperature when the outside temperature drops abruptly in specific
hours before sunrise. Even though empirical experience has been gained, there is still scarce research
about optimal use of electrical heating systems. For instance, recommendations about the position and
direction of heaters to optimize amounts of heat that guarantees thermal homogeneity during these
critical periods. Nor it is found related research on the energy and economic costs of this emerging
heating system.

Then, the aim of this work was to estimate the necessary energy consumption to maintain
thermal homogeneity using an electric heater in the greenhouse under winter conditions in central
Mexico, using a model of energy balance and CFD to predict the thermal distribution under different
heating scenarios.

2. Materials and Methods

2.1. Experimental Ground Description

The site of the experimental greenhouse was located at Campus Graduate College in the State of
Mexico (19◦27′45.5” N, 98◦54′12.2” W) at 2239 masl, situated on flat ground with no structures around
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it. In the region, the minimum monthly temperatures range between 2.49 ◦C and 11.24 ◦C throughout
the year.

The prototype greenhouse had an area of 1050 m2. It was of the zenith type with three spans
covered with translucent polyethylene on the floor and sides, polycarbonate on the roof, and anti-insect
on the windows. The greenhouse had a natural ventilation system based on the closure and opening
of the overhead and front windows and a heating system using an electric heater (CM-VAX, Calelec,
Monterrey, Mexico) recommended for enclosed spaces with an area of 96 m2. The electric heater
was located 3 m above the ground level in span 2 in the windward zone and had a power of 15 kW.
Its electrical characteristics were 230/3/60 (Volts/Phases/Cycles), and it had an axial fan with a motor of
1/8 HP that worked with 120 V.

For data acquisition, an Eddy Covariance system 2.4 m away from the windward position
with a sonic anemometer (CSAT 3D, Campbell Scientific Ltd., Antony, France), an EC150 gas
analyzer (Campbell Scientific Inc., Logan, UT, USA), a temperature and humidity sensor (HMP155A,
Campbell Scientific Logan, UT, USA) and four sensors for soil temperature (TCAV thermocouple
Campbell Scientific Logan, UT, USA) which were placed inside the greenhouse. Seven temperature
sensors (DS18B20, Maxim Integrated, San Jose, CA, USA) and three relative humidity sensors
(DHT22, Zhengxinyuan Electronics Co., Ltd., Shenzhen, China) were distributed in the three spans at
a height of 3 m (Figure 1).

Figure 1. Distribution of the temperature (�) and humidity (�) sensors, the heater (�), and the Eddy
Covariance System (�) in the three buildings of the experimental greenhouse; border conditions of the
computational model.

Data recording and storage were performed every 5 s for the temperature and humidity and every
100 ms for the anemometer. The monitoring period was from February 3 to February 24, 2019, which was
enough time to investigate the emergent heater, since the meteorological data recorded minimum
temperatures during this month of below 12 ◦C. The data was stored with a data logger system
(CR3000 Micrologger, Campbell Scientific, Inc., Logan, UT, USA) for the Eddy Covariance system
and an Arduino data Logger Shield for the DS18B20 and DHT22 sensors. Outside the greenhouse,
a weather station (Vantage Pro2 Plus, Davis Instruments, Hayward, CA, USA) was available and used
to record data on temperature, humidity, wind direction, and wind speed—these values were used as
the initial boundary condition of the computer model. All data was processed in Microsoft Excel to
determine the environmental input conditions of the computational model.
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2.2. Heat Calculation

The greenhouse temperature model was developed based on the energy and mass
balances [24,25,35,36] in the completely closed greenhouse without environment-plant iteration,
because at the time of data recording there was no crop. The calculation of Qh was estimated by
establishing the necessary energy consumption transferred by the electric heater to attenuate the
thermal gradient, expressed as follows:

Qh = Qt + Qi + Qg −Ql (W). (1)

The thermal radiation transferred from the inside to the outside of the greenhouse (Ql) depended
on the emission of energy into the atmosphere and on the roofing materials.

Ql = Ssc·σ·τter·
(
εatm·T4

atm − εter·T4
c

)
(W), (2)

where Ssc is the floor area covered (m2), σ is the Stefan–Boltzmann constant (W m−2 K−4), τter is
the transmittance coefficient of the cover material for thermal radiation, εatm is the emissivity of
the atmosphere, Tatm is the temperature of the emission of energy to the atmosphere (K), εter is the
emissivity of the roofing material for thermal radiation, and Tc is the absolute temperature of the
roof (K).

The heat transfer by conduction and convection (Qt) was estimated by the temperature between
the inside and outside of the greenhouse.

Qt = Sdc·Kcc(ti − te) (W), (3)

where Sdc is the developed area of the greenhouse cover (m2), ti is the interior temperature of the
greenhouse (K), te is the exterior temperature of the greenhouse (K), and kcc is the overall coefficient of
heat loss by conduction and convection (W m−2 K−1).

The sensitive and latent heat lost by the renewal of indoor air (Qi) was considered minimal when
establishing as an initial condition the closing of the side and overhead windows. However, there is air
infiltration through the structure as it is an old construction becoming a partially airtight greenhouse.

Qi = Vgh· R
3600

·ρ·
[
cpa·(ti − te) + λ0·(xi − xe) + cpv·(xiti − xete)

]
(W), (4)

where Vgh is the volume of the greenhouse (m3), cpa is the specific heat of the air (J kg−1 K−1), ρ is the
density of the air (kg m−3), cpv is the specific heat of the superheated steam (J kg−1 K−1), xi xe is the
absolute indoor and outdoor humidity (kg kg−1), λ0 is the latent heat of vaporization (J kg−1), and R is
the air renewal rate (h−1).

The heat transfer through the ground (Qg) is a function of the difference in the indoor and
soil temperature.

Qg = Kts·Ssc
(ti − ts)

p
(W), (5)

where Kts is the coefficient of thermal exchange through the soil (W m−1 K−1), ts is the soil temperature (K),
and p is the depth at which the temperature is estimated (m).

The parameters of the energy balance model were analyzed considering the effect of the greenhouse
environment, its characteristics, and the roof materials (Tables 1 and 2).

The heat calculation was made using the average weather condition rates of minimum daily
temperature. Inside temperature of the greenhouse was established as 12 ◦C based on the thermal
requirement of the tomato (Solanum Lycopersicum L.), which, for proper growth, the temperature should
be higher than 10 ◦C at night [40,41].
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Table 1. Variables for the heat calculation obtained from the literature.

Symbol Variable Value Unit Source

σ Stefan–Boltzmann constant 5.67 × 10−0.8 W m−2 K−4 [37]
α Polycarbonate absorbency 0.09 [37,38]
τter Transmittance coefficient of the polycarbonate 0.025 [37,38]
εter Polycarbonate emissivity 0.935 [37,38]
Cpa Specific heat of the air 1008 J kg−1 K−1 [24,25]
R Air renewal rate 4 h−1 [39]

Table 2. Characteristics of the greenhouse and its components.

Symbol Variable Value Unit

Sdc The developed area of the greenhouse cover 1113 m2

Ssc Floor area covered 1050 m2

ec1 Polycarbonate thickness 0.06 m
ec2 Polyethylene thickness 0.000018 m
Vgh Greenhouse volume 4,068,076 m3

2.3. Computational Model

Building and simulation of the computational model was carried out in ANSYS® Fluent®

(ANSYS, Inc., Canonsburg, PA, USA). The geometry was developed in the design modeler tool.
The meshing was done in meshing, and the greenhouse had dimensions of 30 × 35 × 5 m,
with 490,000 average structured elements, an orthogonal quality of 0.98, and a distortion of 1.935 × 10−0.02.

Model conditions and variables applied to the airflow to solve the transport equations, which were
discretized into algebraic equations and calculated by numerical methods, were defined in Table 3.

Table 3. Boundary conditions of the computational model.

Boundary Condition Method

Solver Pressure-based
State Steady

Viscosity function k-ε Estándar
Energy equation Activated

Entry Velocity inlet
Output Pressure outlet

Air temperature Constant (12.73 ◦C)
Wind speed Constant (0.513 m s−1)
Heat source Boussinesq’s hypothesis

Soil thermal condition Temperature (4.7 ◦C)
Soil Wall (ρ:1300, Cp:800, λ:1)

Walls and greenhouse padding (Polyethylene PE) Wall (ρ:925.5, Cp:1900, λ:0.3)
Ceiling (Polycarbonate PC) Wall (ρ:1200, Cp:1200, λ:0.19)

Heater simulation included a pressure jump and angular velocity. The pressure jump calculation
was estimated considering Equation (6):

Δp =
1
2
ρairv2 (Pa), (6)

where ρair is the air density (kg m−3) and v is the fan speed (m s−1).

Evaluation of the Computational Models

In order to obtain a reliable computational model, two scenarios were assessed: (I) no heat and (II)
with heat. The evaluation was carried out by a statistical analysis of both temperature and wind speed

340



Processes 2020, 8, 600

using simulated and experimental data. The statistic studios were made by an analysis of variance
(ANOVA), with a significance level of 0.05 used to contrast the difference of the variables in the different
factors parametrically.

2.4. Simulation Scenarios

The analysis of the distribution of heat flow in the greenhouse was performed by comparing the
effect of the position and direction of the heaters; two more heaters were included in the computational
model, seeking to improve the system with a uniform temperature (Table 4). Simulations were carried
out in a stationary state, and the provided energy was modified by the heater based on the assessed
computational model’s results. The origin of the coordinates (x, y, z) is in the center of the greenhouse,
and the flow direction of the evaluated heater is z.

Table 4. Simulation scenarios (X transversal, Z longitudinal, Y height).

Sceneries Heaters Ubication in Greenhouse (Local Coordinates) Heater Flow Direction

a 0
b 1 Span 2 (X: 0 m, Y: 3 m, Z: −16.5 m) Z
c 1 Span 2 (X: 0 m, Y: 0.5 m, Z: −16.5 m) Z

d 3
Span 1 (X: −10 m, Y: 3 m, Z: −16.5 m) Z

Span 2 (X: 0 m, Y: 3 m, Z: −16.5 m) Z
Span 3 (X: 10 m, Y: 3 m, Z: −16.5 m) Z

e 3
Span 1 (X: −10 m, Y: 0.5 m, Z: −16.5 m) Z

Span 2 (X: 0 m, Y: 0.5 m, Z: −16.5 m) Z
Span 3 (X: 10 m, Y: 0.5 m, Z: −16.5 m) Z

f 3
Span 1 (X: −10 m, Y: 3 m, Z: −16.5 m) Z

Span 2 (X: 0 m, Y: 3 m, Z: 16.5 m) −Z
Span 3 (X: 10 m, Y: 3 m, Z: −16.5 m) Z

g 3
Span 1 (X: −10 m, Y: 0.5 m, Z: −16.5 m) Z

Span 2 (X: 0 m, Y: 0.5 m, Z: 16.5 m) −Z
Span 3 (X: 10 m, Y: 0.5 m, Z: −16.5 m) Z

3. Results and Discussion

3.1. Energy Consumption

Figure 2 shows the estimation of the necessary heating days and their average power requirement.
For their calculation, the results obtained from Equation (1) were used, considering that power
requirement is required on days with a temperature below 12 ◦C inside the greenhouse. The monthly
power requirement is the arithmetic average of the air conditioning calculation of the days with heating
needs during the year.

Results from Figure 2 show that, during certain hours at night, is necessary to heat the
greenhouse’s air for 206 days. January was the month with the highest energy requirement, needing an
implementation of five more heaters with the same conditions to cover the energy needs and maintain
a 12 ◦C temperature. This means that for thermal comfort in the microclimate of the greenhouse,
a device providing 85.56 kW is required.

In Figure 3, a comparison was made between the average minimum monthly temperature in
the study area and the energy required to maintain the greenhouse at 12 ◦C (Equation (1)). The
calculation of the monthly energy requirement was carried out by assuming that the period in which
the temperature falls below 12 ◦C during the days with heating needs occurs for an average of three
hours per day. The peak of the needs was produced in January and is 13.94% higher than the one in
December. During the period from June to September, there is no energetic demand. To cover the
annual demand, 32,228.76 kWh is necessary, which represents a cost of MX $20,626.40 (US $540.0)
according to the nine tariff charges applied to the agriculture in Mexico.
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Figure 2. Annual variation in the power required to keep the greenhouse at 12 ◦C during the days with
heating needs.

 
Figure 3. Annual variation in energy requirement for three daily hours.

3.2. Mesh Sensitivity Analysis of the Computational Model

A sensibility mesh analysis was carried out in the greenhouse by 100 temperature measurements in
a location 2 m above the ground. Four scenarios were performed by modifying the number of elements
of the inside mesh of the greenhouse. The results showed that there is no meaningful difference between
the simulated temperature results with a 490,000 average element mesh.

3.2.1. Validation

The evaluation of the computational model with and without heating was carried out statistically
by correlating the values of temperature and wind speed simulated and recorded by the sensors during
the nights of February 6th and 7th, 2019, respectively. In Table 5, it can be observed that the recorded
and simulated temperature values were approximate. To measure this correlation, the statistical method
ANOVA with a significance level of 0.05 was used, considering that if the F statistic test was less than
the F critical value ( F test statistic < F critical value), there was no significant difference between the
measured and simulated variables (Table 6), so the evaluated model can be used in simulations.
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Table 5. Temperature data (◦C) of the evaluated models.

Model without Heating Heated Model

Sensor Experimental Simulated Sensor Experimental Simulated

T1 11.28 11.42 T1 10.96 11.03

T2 10.28 11.43 T2 10.43 11.05

T3 10.95 11.3 T3 10.94 11.06

T4 10.93 11.33 T4 10.79 10.89

T5 11.52 11.31 T5 10.93 10.86

T6 11.5 11.4 T6 10.86 10.82

T7 11.31 11.29 T7 11.07 10.82

Eddy 11.76 11.85 Eddy 11.08 10.91

Table 6. Comparison between the F test statistic (ANOVA) and its critical value.

With Heating Without Heating

Temperature 0.3 < 4.6 1.62 < 4.6
Wind speed 0.005 < 7.7 3.25 < 7.7

3.2.2. Environmental Analysis of the Assessed Model

An empty greenhouse was validated to give stability to the variables being analyzed. Once the
model was validated, the crop could be modeled, since its thermal and relative humidity requirements
were known. In some cases, tomato crop could be modeled as a source or sink of momentum, energy,
and mass. The heatless model presented a thermic homogenization at 2 m high inside the three spans
of the greenhouse. The speed was not superior to 0.018 m s−1, and the number of Rayleigh (Ra) varied
around 2.8 × 108 for the three greenhouse’s spans, with a laminar flow induced by floating forces.

The computational model with heating shows that for span 2, there was an increase in the speed
of wind generated by the fan (Figure 4). This rise in speed caused a low on span 2 near the windward.
However, in the center of span 2, there was a rise of nearly 0.15 ◦C derived from the energy supply on
the part of the heater.

 
Figure 4. Temperature distribution (◦C) and wind speed (m s−1) to 2 m high.
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On spans 1 and 3 of the model with heat prevailed the laminar flows induced by floating forces
with Ra numbers between 4.09 × 108 and 5.98 × 108. On span 2 near the fan, the thermic distribution
was in accordance with the speed and temperature provided by the heater, causing a transition zone in
a turbulent flow (10 × 108 to 10 × 1010) with Ra values of 2.42 × 109.

These simulations presented a thermal behavior similar to the one obtained by Chen et al. [24],
when greenhouses subjected to non-heating, laminar flows induced by prevailing buoyancy forces.
And in greenhouses with heating, there was a turbulent flow transition.

3.3. Thermal Spatial Distribution of Simulated Scenarios

Figure 5 shows a top view of the temperatures at 2 m from the ground in the simulated scenarios
with initial data from the computational model with and without heating. The results from the
simulations present an increase in temperature of 0.8 ◦C between scenarios a and b, and an increase of
2 ◦C between scenarios a, d, and e.

Figure 5. Distribution of temperature (K) at 2 m above the ground in the greenhouse under the initial
conditions of the heating computational model in the (a–g) sceneries of simulation.

Given that the maximum thermal gradient was 0.2 ◦C when the heater height was modified
(Figure 5b–g), it was determined that if the direction of heat flow was the same, the height has no
significant effect on the temperature’s distribution at 2 m from the ground under the original conditions
of the heater. Unless the heat flow direction was changed (scenarios f and g), in this case, the homogeneity
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improved and the buoyancy forces had crucial importance in the heat distribution. The results of the
simulations matched those presented in the works of Tadj et al. and Dhiman et al. [27,34], where the
air heating was not the most efficient way in which to homogenize the greenhouse’s temperature on
a horizontal level.

To review the results of Figure 5 and analyze the temperature behavior at 2 m from the ground
and its influenced on the height and direction of the flow of the heater under different energy supplies,
four scenarios were performed (d, e, f, and g) considering a constant supply of air with a temperature
of 30 ◦C by the heater.

Figure 6 shows the relationship of the longitudinal temperature at 2 m high off the ground in span
2 between scenarios d and e (Δ), with a constant temperature supply of 30 ◦C. The figure shows that if
the direction of heat flow remained constant, there was no significant difference in the temperature at
2 m from the ground (R2 = 0.996) between the heater at 0.5 and 3 m. However, this heater position was
not adequate to homogenize the vertical temperatures longitudinally 2 m from the ground, since, as the
energy provided by the heater increases, the thermal gradient was more significant between the
area near the heater and its opposite side. Scenarios d and f (o) showed that in span 2, the direction
of heat flow had a more significant impact on the distribution of horizontal temperatures at 2 m
high, improving the homogenization and reducing the thermal gradient when mixed heat fluxes are
present (scenario f).

Figure 6. Temperature relationship (◦C) at a 2 m height in span 2 of the greenhouse with 30 ◦C constant
heating for 4 scenarios: d and e (Δ), and d and f (o).

Through the simulation results of this work, it was possible to assume that the direction of heat
flow had a significant impact on thermal homogenization (scenarios d and g), reaffirming the work of
Constantinos et al. [27], where the distribution of heat flow was caused by the position of the heating
systems and the effect of floating forces created by the thermal gradient between the greenhouse
temperature and the energy supplied by the heating system.

When selecting the location of the heater, it was necessary to take into account that the temperature
was higher in the area near the heater, as shown in Figure 7. Therefore, to avoid crop damage, the heater
must be installed at a height higher than the current crop. In the case of tomatoes, the recommended
height was 3 m.
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Figure 7. Distribution of temperatures (◦C) at 0.7 m high in span 1 of the greenhouse for scenarios f (◦)
and g (�), with a 30 ◦C constant temperature supplied by the heater.

The power supplied by the greenhouse heater used in this research was insufficient to mitigate
the temperature drop that occurs mainly during the winter period. In addition to the power, it was
necessary to consider the distribution of electric heaters, since this type of system, compared to heating
systems using pipe networks [34,42,43], was not the best option for homogenizing the temperature in
the greenhouse. Currently, there are many techniques used to heat the air in the greenhouse [10,27,44].
However, due to the high investment cost of these systems, they sometimes become unfeasible.

4. Conclusions

During the winter in Central Mexico (December 21 to March 21), energy consumption is around
63% of the total for the year to maintain a temperature of up to 12 ◦C in the greenhouse during the night
period. Such climatic conditions cause an approximate cost of MX $12,949.7 (US $540), according to the
agricultural tariff in Mexico. Thermal distribution occurs in accordance with the speed and temperature
provided by the heater, causing a zone with a turbulent flow and a difference in density between the
air near the heater and the rest area of the greenhouse. Thermal homogenization in the greenhouse
occurs when there are conditions for opposite heat flows (recirculation), causing an improvement in
the greenhouse environment by the distribution of the heaters and reducing the temperature gradient
between the area near the heater and its opposite side. This type of heater system, known as aerial,
is not ideal for homogenizing the temperature of the greenhouse due to the effect of the buoyancy
forces which can be overcome by adding fans at stagnant zones and aid to distribute the heat at all
zones of the greenhouse.
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Abstract: Soil steam disinfection (SSD) technology is an effective means of eliminating soil borne
diseases. Among the soil cultivation conditions of facility agriculture in the Yangtze River Delta region
of China, the clay soil particles (SPs) are fine, the soil pores are small, and the texture is relatively
viscous. When injection disinfection technology is applied in the clay soil, the diffusion of steam is
hindered and the heating efficiency is substantially affected. To increase the heating efficiency of SSD,
we first discretized the continuum model of Philip and De Vries into circular particle porous media of
different sizes and random distribution. Then with Computational Fluid Dynamics (CFD) numerical
simulation technology, a single-injection steam disinfection model for different SP size conditions was
constructed. Furthermore, the diffusion pattern of the macro-porous vapor flow and matrix flow and
the corresponding temperature field were simulated and analyzed. Finally, a single-pipe injection
steam disinfection verification test was performed for different SP sizes. The test results show that
for the clay soil in the Yangtze River Delta region of China, the test temperature filed results are
consistent with the simulation results when the heat flow reaches H = 20 cm in the vertical direction,
the simulation and test result of the heat flow in the maximum horizontal diffusion distance are
L = 13 cm and 12 cm, respectively. At the same disinfection time, the simulated soil temperature
change trend is consistent with the test results, and the test temperature is lower than the simulated
temperature. The difference between the theoretical temperature and the experimental temperature
may be attributed to the heat loss in the experimental device. Further, it is necessary to optimize the
CFD simulation process and add the disintegration and deformation processes of soil particle size
with the change of water content. Furthermore, the soil pores increase as the SP size increases and that
a large amount of steam vertically diffuses along the macropores and accumulates on the soil surface,
causing ineffective heat loss. Moreover, soil temperature distribution changes from oval (horizontal
short radius/vertical long radius = 0.65) to irregular shape. As the SP size decreases, the soil pore flow
path becomes fine; the steam primarily diffuses uniformly around the soil in the form of a matrix flow;
the diffusion distance in the horizontal direction gradually increases; and the temperature distribution
gradually becomes even, which is consistent with the soil temperature field simulation results. Similar
to the energy consumption analysis, the maximum energy consumption for SP sizes>27mm and
<2mm was 486and 477kJ, respectively. Therefore, proper pore growth was conducive to the diffusion
of steam, but excessive pores cause steam to overflow, which increased energy consumption of the
system. Considering that the test was carried out in an ideal soil environment, the rotary tiller must
be increased for fine rotary tillage in an actual disinfection operation. Although large particles may
appear during the rotary tillage process, an appropriate number of large particles contributes to the
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formation of a large pore flow, under the common effect of matrix flow, it will simultaneously promote
greater steam diffusion and heating efficiency. The above theoretical research has practical guiding
significance for improving the design and disinfection effect of soil steam sterilizers in the future.

Keywords: soil steam disinfection; soil particle size; soil temperature; soil water content;
energy consumption

1. Introduction

Soil borne diseases caused continuous soil cropping problems and affect crop yield and quality.
Soil physical disinfection technology is one of the important methods to prevent and control soil-borne
diseases [1–4]. As compared to chemical methods, soil physical disinfection methods are clean,
efficient, and environment friendly. Soil physical disinfection methods mainly include injected soil
steam disinfection (SSD) method, flame disinfection method, solar energy disinfection method, and
microwave disinfection method [1–8]. The flame disinfection method can generate a high temperature
of 1000 ◦C in a short time. The high temperature of the flame is then directly sprayed to the ground for
disinfection, this avoids the loss of heat during transmission, but does not entirely kill the harmful
bacteria in deep soil. At the same time, high temperature eliminates the effective water in the soil
and changes the physical properties of the soil. The flame disinfection method can achieve good
disinfection effect in sandy soil, but is not appropriate for heavy red, clay and silt soil to heavy red
soil, clay soil, and silt soil [1–4]. Furthermore, the solar energy disinfection method is pertinent with
the areas having abundant heat resources, it is highly operable and is low in cost, but constrained
by external factors such as weather and season [1,2]. The microwave disinfection method has a
disadvantage of high operation cost and complicated operations when disinfecting soil [1,2]. The
injection SSD method comparatively has a unique “evaporation–condensation” mechanism, which
can effectively remove the condensed water blocked in the soil pores, promote the rapid diffusion
of steam, and improve the heating efficiency of the soil by steam [6–8]. The injected SSD method
can effectively kill harmful bacteria in the deep soil. At the same time, high temperature steam can
also humidify the soil to change the pellet structure and restore the pellet activity [6–8]. Earlier the
application of soil steam disinfection technology has some problems, like high steam disinfection
cost and heavy boiler weight [9], which demoted the wide use of soil steam disinfection technology
among the farmers. However, in recent years, the cultivation of high-value-added crops has also
encountered problems of continuous cropping, which severely affects its yield and quality, such as
Panax notoginseng of precious Chinese medicine [10]. Compared with other disinfection methods, the
soil steam disinfection method is the most effective and ecological method to overcome the obstacles
of continuous cropping of Panax notoginseng [10]. Considering this problem and according to the
characteristics of greenhouse cultivation of Panax notoginseng, Zhu designed a soil steam disinfection
machine for Panax notoginseng [11]. At the same time, Pan’s optimization and improvement of the soil
steam sterilization boiler made the boiler and steam sterilizer smaller and more convenient to move [9].
Therefore, the steam disinfection technology will have more practical development prospects.

Although global experts have done a lot of studies on SSD boilers and machines, and the SSD
efficiency has been greatly improved, there is still a need to explore the new methods to improve the
disinfection efficiency, and the most essential thing for SSD is that this disinfection technology needs
to be adapted to different soil types for disinfection. According to soil scientists, different soils have
different contents of clay, silt, and sand. Due to the large sand content, the sandy loam has good gas
permeability [12,13]. Clay loam or clay has significant clay contents with fine and small particles,
resulting in poor gas permeability [12,13], especially the compacted soil produced after continuous
cropping [14,15]. Hence, Gay [6] discovered that when steam is diffused in sandy loam soil, the soil
heating rate increases as the soil water content (SWC) increases because sandy loam soil promotes the
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diffusion of steam in soil due to its large pores [6,7]. The injected SSD method can reheat and remove
condensed water that is blocked in the pores of sandy loam soil to promote the diffusion of steam in
the soil [6]. However, most of the soil types of the Yangtze River Delta in China are clay or clay loam
due to its high clay content and soil porosity. Small soil pores reduced water permeability and gas
permeability [14,15]; removal of the condensed water blocked in the pores is difficult. Therefore, in the
case of the injectable disinfection method for soil, the diffusion of steam is hindered, which caused a
decrease in the heating efficiency of the soil and an increase in the energy consumption, which affects
SSD performance. During the actual cultivation process, the clay produced by the compaction would
have aggregates or soil blocks of different sizes, and then form pores of various sizes. Depending on
the size of the soil pores, the flow of fluid in the soil can be divided into matrix flow (small pore flow
or capillary flow) and large pore flow [16,17], as shown in Figure 1a. When large numbers of large
pores exist in soil, fluid rapidly crosses the soil particles (SPs) along the large pore channels to form
a large pore flow. In clay or clay loam, which is more viscous, the large pore flow generated by the
macropores may help to accelerate the flow of gases and liquids and increase the aeration of the soil
relative to the matrix flow [16,17]. Especially in the process of SSD, proper pore growth is beneficial to
increase the diffusion speed and range of steam. However, excessive soil pores may cause steam to
spread too quickly on the surface of soil and overflow into the atmosphere, which caused ineffective
heat loss. Eventually, the interior of the large soil particles or clods cannot be completely heated to the
required temperature. Therefore, in the process of steam disinfection, it is necessary to change the
compacted large soil clods into small particles to promote the rate and range of soil heating by steam.

  
(a) (b) 

Figure 1. Schematic of steam heat transfer in large pores. (a) soil pore diagram; (b) heat transfer zone.
Note: Point O is the heat source point of the steam, and L and H represents the horizontal and vertical
diffusion distance of the steam heat flow.

When the compacted large soil clods become small soil particles and small clods, the form and
direction of the flow during the steam disinfection process will also change. According to previous
studies on the flow of liquid water in large pores, it was shown that liquid water mainly used large
pores as the diffusion center, and diffused downward in a radial divergence along with small pores.
However, for the steam disinfection process, the diffusion and flow direction of steam in large and
small pores are uncertain. The areas where steam may diffuse are represented as A, B, and C. Figure 1b
depicts the following possible scenarios: if the horizontal velocity is less than the vertical velocity, the
steam is concentrated in the A region; if the horizontal velocity is equal to the vertical velocity, the
vapor diffusion is concentrated in the B region; and if the horizontal velocity is greater than the vertical
velocity speed, the steam is concentrated in the C area.

In order to explore the diffusion direction and range of the steam heat flow under different soil
particle size conditions, based on the research by Philip and De Vries, according to the actual soil
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particle size and pore width range, the media model is discretized into circular particles of different
sizes and randomly distributed porous media. The SP size (<2 mm) after fine soil rotary tillage was
used as the control group; and four SP sizes (>27 mm, 17–27 mm, 7–17 mm and 2–7mm) were set as
the test groups. Using CFD numerical simulation technology, a single-pipe injection steam disinfection
model under different soil particle sizes was constructed, and the diffusion forms of the large-pore
steam flow and matrix flow and the corresponding temperature fields were simulated and analyzed
to determine the steam disinfection area. Based on the temperature field simulation, the single-pipe
injection type soil steam disinfection test was mainly performed. This paper determined the use of
three kinds of steam flow rates under different disinfection durations. The effects of 5 soil particle sizes
on soil temperature, water content, and energy consumption were mainly analyzed.

2. TheoreticalAnalysis

2.1. Selection of Soil Macropore Model

To facilitate the solution of the soil heat transfer equation, most of the soil models areconsidered
to be continuous homogeneous porous media [18]. However, after actual cultivation, the soil has
particle sizes and pores of different sizes. To further explore the variation in the single-injection soil
temperature (ST) of a field in different SP size conditions, a suitable large pore soil model needs to be
selected and determined. Currently, specialists from various countries do not provide a strict definition
of large pores in the soil. Beven believes that a preferential flow of large pores exists when the pore
width is greater than 0.3 cm [19,20]. Luxmoore and Lamande defined pores with a width greater
than 0.1 cm as macropores [21,22], while Singh et al. utilized image processing methods to study soil
macropores and set the lower limit width of macropores to 0.16 cm [23]. To determine the range of
pore widths that corresponds to SPs and soil block diameters (referred to as SP diameters), first, the
compacted soil produced by actual continuous cropping obstacles needs to be smashed by rotary
cultivation and the SPs and soil blocks are sieved using a test sieve. According to previous research
results [19–23], in this paper, the SP size<2 mm is set as the control group and the soil block particle
sizes are divided into four levels (2–7 mm, 7–17 mm, 17–27 mm, and >27 mm) as shown in Figure 2.
Each group of soil samples was subjected to five repeated sieving treatments. The collected soil was
subjected to an image processing analysis, and the pore widths that corresponded to different particle
sizes were counted to determine a large-pore soil model.

   
(a) (b) (c) 

  
(d) (e) 

Figure 2. Soil pattern. (a) <2 mm; (b) 2–7 mm; (c) 7–17 mm; (d) 17–27 mm; and (e) >27 mm.
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This paper uses the set of measurements to analyze particles by Image J software (1.8.0, National
Institutes of Health, Bethesda, MD, USA, 2020), obtain and calculate the porosity and pore channel
width of the soil layer in the same plane as the steam disinfection pipe (SDP) [24–26]. The morphological
characteristics of pores treated with different particle sizes are shown in Table 1 and Figure 3. Some
differences exist in the definition of macropores by domestic and foreign experts. According to Singh
and Luxmoore et al. [21–23], the width of the pore channel in the particle size section 2–7 mm is between
0.068 and 0.172 cm, and the particle size section is in the transition zone between large pores and small
pores. The width of the pore channel in the particle size section 7–17 mm is between 0.13 cm and 0.33
cm, and the particle size section is a large pore area. According to Beven et al.’s definition of the lower
limit of soil macropores, pores with a width greater than 0.3 cm are macropores [19,20]. As shown in
Table 1, the width of the pore channel in the particle diameter section 17–27 mm is between 0.43 cm
and 0.91 cm, and the particle size section is a large pore area. The width of the pore flow channel with
a particle size section >27 mm is between 0.46 and 1.56 cm, and the particle size section is in a large
pore area.

Table 1. Soil porosity and pore width.

SP Diameter/cm <2 mm 2–7 mm 7–17 mm 17–27 mm >27 mm

porosity/% 39.02 ± 0.83 40.14 ± 0.56 41.43 ± 1.20 44.02 ± 1.35 47.05 ± 1.52
pore width/cm 0.048 ± 0.024 0.12 ± 0.052 0.23 ± 0.10 0.67 ± 0.24 1.01 ± 0.55

Note: Data are the mean ± standard deviation.

   
(a) (b) (c) 

  
(d) (e) 

Figure 3. Two-dimensional vertical profile of soil pore. (a) <2 mm; (b) 2–7 mm; (c) 7–17 mm;
(d) 17–27 mm; and (e) >27 mm. Note: The black parts represent soil particles (SPs) or clods, and the
white parts represent pores.

As shown in Table 1 and Figure 3, as the particle size decreases, the soil porosity gradually
decreases. However, the number of small pores gradually increases, and the distribution becomes
more uniform. With a small particle size and small pores, obtaining a loose and porous soil structure is
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beneficial. As the size of the soil clod increases, the width of the soil pore channel gradually increases.
Compared with soil with a small particle size and small pores, steam will preferentially flow out of
large pores. Although large pores increase the aeration of soil, they also increase the diffusion rate of
steam to the soil surface. Excessive soil pores cause steam to diffuse directly to the soil surface, which
requires additional steam to heat deep soil during the disinfection process. The steam collected on the
soil surface will simultaneously overflow into the air, which causes an ineffective loss of steam heat.

2.2. Establishment of a Soil Macropore Model

The shape of the natural SPs extensively varies, and a distinct dividing line among the particles
does not exist. In soil science, SPs or soil blocks are generally simplified into spheres. Therefore, in this
paper, the homogeneous soil in the study area is separated into equivalent circles of different sizes.
The diameter of a circular particle is referred to as the SP diameter, and pore channels of different
sizes are formed among particles. A simplified model of discrete soil is established using geometric
modeling tools in COMSOL Multiphysics software (5.4, COMSOL Inc, Stockholm, Sweden, 2020). The
SDP hole (heat source point) is shown in Figure 4. According to the determination of the soil size and
pore width range, particle sizes <2 mm, 2–7 mm, 7–17 mm, 17–27 mm, and >27 mm are randomly
generated in a 200 mm × 200 mm square soil area. The atmospheric boundary is set as a thermal
insulation layer, and the heat exchange between the soil and outside air can be disregarded, as shown
in Figure 4a,c,e,g,i. In this paper, a quadrilateral mesh is created for the model. The number of mesh
elements is approximately 280,000, and the number of mesh nodes is approximately 57,000 as shown
in Figure 4b,d,f,h,j.

  
(a) (b) 

  
(c) (d) 

Figure 4. Cont.
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(e) (f) 

 
(g) (h) 

  
(i) (j) 

Figure 4. Steam disinfection model. (a) <2 mm model; (b)<2 mm meshing; (c) 2–7 mm model;
(d)2–7 mm meshing; (e) 7–17 mm model; (f) 7–17 mm meshing; (g) 17–27 mm model; (h) 17–27 mm
meshing; (i) >27 mm model; and (j) >27 mm meshing. Note: The meshing figures are partially
enlarged views.

The heat transfer equation is numerically calculated according to Equations (1) and (2). Refer
to Table 2 for the soil physical properties. Due to a large number of disinfected capillary pipes in
actual operation, the steam flow rates of single tubes are set to 2, 3, and 4 kg/h. According to previous
research, the steam temperature is set to 130 ◦C; the physical properties of the fluid (air and steam) are
shown in Table 3.
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Table 2. Soil physical parameters.

ST/◦C Soil Bulk
Density/(kg/m3)

Soil Particle
Density/(kg/m3)

Specific
Heat/(J/(kg·K))

Soil Particle
Diameter/mm

Porosity

20 1150 1005 1700

<2 mm 0.39

2–7 mm 0.41

7–17 mm 0.42

17–27 mm 0.45

>27 mm 0.49

Table 3. Fluid parameters.

Air
Temperature/◦C

Air
Density/(kg/m3)

Air Specific
Heat/(J/(kg·K))

Steam
Temperature/◦C

Steam
Density/(kg/m3)

Steam Specific
Heat/(J/(kg·K))

20 1.205 1005 130 1.497 2176.3

In this paper, the ST field is numerically simulated using the heat transfer equation of porous
media proposed by De Vries [27]. The expression is as follows:

(ρCp)e f f
∂T
∂t

+ ρCp · u · ∇T + ∇ · q = Q (1)

(ρCp)e f f = θpρpCρ,p + (1− θp)ρCp (2)

where ρp is the soil bulk density, kg/m3; Cρ,p is the soil specific heat capacity, J/(kg·K); Cp is the fluid
heat capacity at constant pressure, J/(kg·K); T is the absolute temperature, k; u is the velocity, m/s;
q is the conducted heat flux (W/m2); Q is the additional heat source (W/m3); (ρCp)eff is the effective
volumetric heat capacity at constant pressure defined by an averaging model to account for both the
solid matrix and the fluid properties, J/(m3·K); and 1 − θp is the porosity.

2.3. Analysis of Simulation Results

Based on the analysis of the homogeneous soil temperature field in the previous section, the
effect of steam temperature on the soil heating rate is small and the effect of steam flow on the soil
heating rate is large. Table 4 shows that under the same steam temperature condition, as the steam
flow rate increases, the disinfection time used when the steam heat flux reaches the soil surface layer
(SS treatment) and when the steam is completely filled with soil (SA treatment) gradually decreases.

Table 4. Soil steam disinfection (SSD)time.

Type Steam Temperature/◦C Steam Flow/(kg/h) Disinfection Time s

SS treatment
130 2 300
130 3 220
130 4 165

SA treatment
130 2 460
130 3 310
130 4 230

Note: SS treatment means that the steam just reaches the surface of the soil, and SA treatment means that the steam
is completely filled with soil.

This article primarily analyzes the single-SDP injection temperature field, treated with a steam
flow of 2 kg/h. As shown in Figure 5a–d, the treatments with particle sizes <2 mm and 2–7 mm are
consistent with the shape of the temperature distribution of the homogeneous soil and the range of
high temperature (above 80 ◦C). For disinfection for 300 s, the high-temperature area was distributed
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in the middle and lower layers in a 1/4 ellipse. When the diffusion range of the steam heat flow in the
vertical direction was H = 0–−20 cm, the diffusion distance in the horizontal direction was L = 13 cm.
At the end of the disinfection, the high-temperature area gradually became rectangular, and the surface
soil appeared “overheated”. As shown in Figure 5e, during the 300 s disinfection, the high-temperature
area with a particle size of 7–17 mm is irregularly distributed in the upper and middle layers of the
soil, which differs from the distribution of the high-temperature area with a particle size of <2 mm
and 2–7 mm. When Singh and Luxmoore et al. investigated the soil macropores [21–23], all soil pores
with a particle size segment <2 mm were small pores, the particle size segment of 2–7 mm was in the
transition region between large and small pores, and the particle size segment of 7–17 mm was in the
large pore area. Although the particle size section 2–7 mm is in the transition zone between large pores
and small pores, as shown in Figure 5a–c, the steam heat flow treated with particle sizes <2 mm and
2–7 mm is uniform in the form of the matrix flow in the horizontal and vertical directions in the soil.
The shape and distribution range of the two groups of particle diameters in the high-temperature area
are equivalent, while the steam heat flow with particle diameters of 7 to 17 mm primarily diffuses to
the soil surface in the form of large pore flows in the vertical direction (Figure 5e).

As shown in Figure 5e,g,i, in the large-pore treatment group with particle sizes of 7–17 mm, 17–27
mm, and >27 mm, larger soil block pores correspond to more irregular heat diffusion of steam, and
a higher temperature also correspondsto more irregular heat diffusion of steam. The regular shape
is concentrated in the soil pores, and the steam quickly diffuses around the soil large particles to the
surface in the form of large pore flows in the vertical direction. When disinfecting for 300s, the diffusion
range of the steam heat flow in the vertical direction was H = 0–−20 cm, and the diffusion distance in
the horizontal direction was L = 10–13 cm.Comparing the particle diameters <2 mm and >27 mm, the
steam with a particle size of less than 2 mm evenlydiffuses around the soil in the form of a matrix flow
of small pores, while the steam with a particle size of >27 mm forms a large pore flow. In diffusion to
the soil surface, the diffusion rate of the steam heat flow in the vertical direction gradually increases.
For example, with a disinfection time of 300 s, the vertical distances in the high-temperature region
with a particle size of <2 mm and a particle size of >27 mm are 140 mm and 190 mm, respectively.

Considering that the lethal temperature of the harmful bacteria is 80 ◦C [6], as shown in Figure 5
with the same disinfection time, the larger the particle size is, the smaller the distribution range of the
high-temperature soil area, that is, the smaller the scope of the disinfection area. For example, the soil
disinfection area with a particle size >27 mm is the smallest. In the treatment with a particle size >27
mm, the soil pores are the largest, and the steam is primarily diffused to the surface of the soil in the
form of a large pore flow. Therefore, with the limited disinfection time (460 s), the temperature inside
the soil block is significantly lower than the temperature of the steam in the pores. As the soil clod
decreases, the internal temperature of the soil clod gradually approaches the pore temperature. At the
end of the disinfection, the heat flow diffusion distance in the horizontal direction of each treatment is
less than L = 15 cm.
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(a) (b) 

 
(c) (d) 

 
(e) (f) 

 
(g) (h) 

Figure 5. Cont.
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(i) (j) 

Figure 5. Soil temperature simulation results: (a) <2 mm, t = 300 s; (b) <2 mm, t = 460s;
(c) 2–7 mm model; (d) 2–7 mm meshing; (e) 7–17 mm model; (f) 7–17 mm meshing; (g) 17–27 mm
model; (h) 17–27 mm meshing; (i) >27 mm model; and (j) >27 mm meshing. Note: The legend indicates
the ST/◦C.

The average temperatures of the soil with different particle sizes and times of disinfection are
shown in Figure 6. At the beginning of disinfection, the temperature increase rate of the particle sizes
of 7–17 mm, 17–27 mm, and >27 mm is faster than that of the particle sizes of <2 mm and 2–7 mm.
Because the pores are large, the steam quickly spreads to the various layers of the soil, and results
in a higher heating rate. With the progress of disinfection, the heating rate of the particle diameters
7–17 mm, 17–27 mm, and >27 mm is gradually lower than that of the particle sizes for the 2–7 mm
and <2 mm treatments. When disinfected for 400 s, the temperature of the particle sizes 2–7 mm and
<2 mm exceeds 86 ◦C; the temperature of the particle sizes 7–17 mm and 17–27 mm can exceed 82 ◦C,
and the minimum temperature of the particle diameter >27 mm is only 78 ◦C. A larger particle size
corresponds to larger pores. Part of the steam heat is concentrated in the pores, and the temperature of
the soil block is low. Part of the steam will quickly diffuse along with the large pores to the surface of
the soil, which causes an ineffective loss of heat. As a result, the soil temperature is generally low. As
shown in the analysis of the soil temperature map in Figure 6, the change in the heating curve of the
particle diameters of <2 mm and 2–7 mm is almost constant. The temperature of the particle diameter
of 7–17 mm is slightly higher than that of the particle diameter of 17–27 mm.

15

25

35

45

55

65

75

85

0 50 100 150 200 250 300 350 400 450 500

so
il 

te
m

pe
ra

tu
re

/

time/s

particle diameter <2mm

particle diameter 2-7mm

particle diameter 7-17mm

particle diameter17-27mm

particle diameter >27mm

Figure 6. Temperature variation of different soil particle sizes.
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According to the analysis of the pore section, with the treatment of the small pore section and the
large pore transition section with a particle diameter of <2 mm and 2–7 mm, that is, the treatment of
pores less than 0.1 cm in diameter, the temperature field exhibits similar changes. The temperature is
80 ◦C, disinfection time is 300 s, the temperature of the SP diameters of <2 mm and 2–7 mm can exceed
80 ◦C, and the range of the effective soil disinfection area is the largest. Due to the different definitions
of pores, the particle sizes of 7–17 mm, 17–27 mm, and >27 mm belong to the macropore section.
However, the soil temperature rise curve, the particle size >27 mm treatment and the particle size of
7–17 mm reveal a large difference in the change in the temperature rise of the 17–27 mm treatment. The
temperature of the particle diameter >27 mm treatment is lower than that of other particle diameter
treatments. The pores of the particle diameter >27 mm treatment are excessive—between 0.46 and
1.56 cm. A large amount of steam is unable to collect below the surface of the soil, and heat is lost from
the soil surface to the air along with the large pores. For disinfection time =350 s, the temperature
of the soil treated with particle sizes of 7–17 mm and 17–27 mm can reach 80 ◦C, which satisfies the
lethal temperature of harmful bacteria [6]. At the end of the disinfection (460s), the temperature of
the soil treated with particle size >27 mm is always lower than 80 ◦C and does not satisfy the lethal
temperature of harmful bacteria [6], and the area of effective soil disinfection is the smallest.

3. Soil Steam Disinfection Test

3.1. Test Conditions and Materials

One SDP was tested, and it had a length of 300 mm, a diameter of 10 mm, and a wall thickness
of 2 mm. One end of the SDP was the inlet end, and the other end was the closed end. Three holes
(aperture = 3 mm) were uniformly distributed at a distance of 10 mm from the closed end, and the
circumferential direction of the holes was 120◦.

The test soil was obtained from the test base of the Yanhai Tractor Factory. The basic properties of
the soil are shown in Table 5.

Table 5. Physical properties of soil.

Soil Types

Soil Particle Compositions/%

Clay
(<0.002 mm)

Silt
(≥0.002–0.02 mm)

Sand
(≥0.02–2 mm)

Clay 53.3% 23.3% 23.3%

The SSD test bench is shown in Figure 7, and the test components and manufacturers are shown
in Table 6.
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(a) (b)  

Figure 7. Soil steam disinfection (SSD) test bench: 1. steam disinfection pipe; 2. soil trough; 3. steam
transport pipe; 4. ball valve switch; 5. boiler pressure controller; 6. boiler; 7. control box screen; 8.
soil temperature, water content control box; 9. Soil water content sensor; 10. Soil temperature sensor.
(a) components of the SSD test bench; (b) SSD test.

Table 6. Test components and manufacturers.

Test Components Manufacturer

JHD steam generator Shangrao Jiangxin Boiler Co., Ltd., Shangrao, China
LYK-10 boiler pressure controller Changzhou Liping Electronic Equipment Co., Ltd., Changzhou, China

Y60 pressure gauge Hongsheng Instrument Factory Co., Ltd., Fuyang, China
Q911F flow valve Nanjing Meiyue Valve Co., Ltd., Nanjing, China

LUGB-20 flow meter Nanjing Lantewan Electronic Technology Co., Ltd., Nanjing, China
ST-SWC control box /

Steam disinfection pipe /
Soil bin (20 cm × 20 cm × 30 cm) /

soil temperature sensor Jinan Zhengmiao Automation Equipment Co., Ltd., Jinan, China
soil water content sensor Jinan Zhengmiao Automation Equipment Co., Ltd., Jinan, China

3.2. Test Methods

According to the simulation and previous research results [6,13,15], the hardened soil was mashed
and then the SP sizes were divided into 6 grades by using sieves of >27 mm, 17–27 mm, 7–17 mm,
2–7 mm, and <2 mm; and then the soil was loaded into the same volume of a test soil bin for the
SSD test.

The initial soil temperature was (20.1± 2) ◦C, and the water content was (18± 2)%. The temperature
sensor selected for the test was a thermocouple soil temperature sensor with a measurement range of
0–200 ◦C. The soil water content sensor was based on the principle of frequency domain reflection, and
the measurement range was 0–100%. According to previous research by Gay [6], the location of the
soil temperature sensor and soil water content sensor was shown in Figure 8 and soil temperature and
water content control system collected test data every 10s. The following steps were implemented: the
residual condensate in the SDP was drained before the test; the boiler pressure was adjusted to 0.3
MPa; the saturated dry steam temperature was increased to 132.88 ◦C; the flow valve opening through
the flow meter was calibrated; and the steam flow was calibrated to 2, 3, and 4 kg/h. The SDP was
inserted into test areas (depth= −20 cm) for different particle diameters [6,7], and the surface of the
soil bin was sealed with an iron cover to prevent steam overflow. According to the theoretical and
simulation calculations, the disinfection times of the flow rates of 2, 3, and 4 kg/h are set to 360, 240, and
180 s, respectively. The disinfection test ends with the statistics of the total amount of steam that flows
through the flow meter Qs. Each group of experiments was repeated 3 times for a total of 45 groups.
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Figure 8. ST-SWC test layout. Note: The large circle represents the soil water content(SWC) sensor
position, and the small circles represent the soil temperature (ST) sensor position.

3.3. Data Analysis

The ST rise rate is an important indicator used to measure the change in temperature. The rate is
expressed as follows:

vT =
Tt − Tt−1

Δt
(3)

where VT is the ST rise rate, ◦C/s; Tt−1 is the ST at t − 1, ◦C; and Δt is the time interval between t and t
− 1, s.

The ST coefficient of variation (Cv) can reflect the uniformity of the ST distribution. The smaller
the temperature coefficient of variation is, the better the uniformity of the ST distribution. The Cv
calculation formula is as follows:

Cv =
SD

X
(4)

where SD is the standard deviation of ST, ◦C, and X is the average ST, ◦C.
The energy consumption can reflect the degree of utilization of steam heat by the disinfection

system. The calculation formula is as follows:

Ws = Qs ·H (5)

where Qs is the cumulative amount of steam, kg; H is the enthalpy change in steam to liquid water, kJ/kg.
The vertical profiles of ST and SWC were plotted using Surfer 12 software (Golden Software, Inc.).

The distributions of ST and SWC were obtained from the vertical profiles. The area that corresponds
to the STs below 60 ◦C is the low-ST area; the area that corresponds to the STs of 60−80 ◦C is the
moderate-ST area, and the area that corresponds to STs>80 ◦C is the high-ST area. In the figures, red
represents the high-ST area; green and yellow represent the moderate-ST area, and blue and black
represent the low-ST area. The area that corresponds to SWCs below 25% is the low-SWC area; SWCs
of 25–30% correspond to the moderate-SWC area; and SWCs >30% correspond to the high-SWC area.
In the figures, red represents the high-SWC area; green and yellow represent the moderate-SWC area,
and blue and black represent the low-SWC area.

4. Results and Analysis

4.1. Analysis of the Change in Soil Temperature

The change in the soil average temperature and disinfection time is shown in Figure 9. The
temperature of soil heating is gradually accelerated in the initial stage of disinfection because the
temperature difference between steam and soil is large at the initial stage of disinfection and the heat
transfer is sufficient. In the later stage of disinfection, the soil temperature field tends to be stable. As
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indicated by the simulation analysis, the variation law of the temperature rise curve with the particle
diameters of <2 mm and 2−7 mm is the same.

Given the same particle size condition, with an increase in the steam flow rate, the soil heating
curve shifts to the left; the slope of the curve gradually increases; the temperature of the soil heating
increases; and the time required for the soil to heat to the same temperature decreases. Similar to
soil remediation techniques, increasing the aeration flow can increase the efficiency of contaminant
removal and shorten the soil remediation time. For the same flow rate, with a decrease in the SP
size, the largest value of the soil average temperature gradually increases and the temperature for the
treatment of <2 mm particles can exceed 80 ◦C.
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Figure 9. Mean ST with time. (a) Soil temperature-time change under different flow and particle
size test conditions; (b) Soil temperature-time simulation and experimental comparison of different
particle size conditions at a flow rate of 2kg/h. Note: 2 kg/h-2 mm means that the steam flow of the
treatment group is 2 kg/h, and the particle size of the soil is <2 mm. The same conditions apply in the
following section.

Comparing the results of Figure 9b with the simulated and test temperature, it can be seen that
the trend of the soil temperature rise curve is basically the same. At the same disinfection time, the
test temperature is lower than the simulated temperature. For example, the theoretical simulation
and actual soil temperature of disinfection for 360s, particle size <2mm, flow rate 2kg/h are 85.3 ◦C
and 81.4 ◦C, respectively, and the test temperature is slightly lower than the theoretical simulation
temperature. The difference between the theoretical temperature and the experimental temperature
may be attributed to the heat loss in the experimental device.

As shown in Figure 10, the average temperature rise rate and time curve of the soil show a
parabolic change, and the slope of the curve before the peak is larger than the slope of the curve
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after the peak; that is, the curve rapidly rises to the peak and then gradually decreases and reaches a
stable value. At the same flow rate, the peak temperature rise rate in the 27 mm diameter treatment
corresponds to a considerably shorter disinfection time than other treatments, because a large particle
size corresponds to a large pore width, and the steam quickly fills the entire flow path. Thus, the
soil heating rate is faster. However, as the disinfection time is extended, the soil temperature field
gradually stabilizes. At the same spacing, the larger is the steam flow rate, the higher is the starting
point of the curve, and the higher the peak temperature of the soil heating rate, which is consistent
with the trend of the average soil temperature and disinfection time.
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Figure 10. Variation in mean ST rise rate and disinfection time. (a) 2 kg/h; (b) 3 kg/h; and (c) 4 kg/h.

4.2. Soil Temperature Distribution Analysis

As shown in Figure 11, the soil temperature coefficient of variation and the time curve show
a parabola change, and the slope of the peak front curve is larger than the slope of the peak curve.
The soil temperature at the pipe hole is too high due to the initial stage of disinfection. The total
temperature difference is large, and the temperature distribution is not uniform. The soil temperature
field tends to be stable in the late stage of disinfection, the temperature difference is gradually reduced,
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and the temperature distribution is uniform compared with the early of disinfection period. Similar
to the analysis of the simulated temperature field, the magnitudes of temperature change with the
particle diameters of <2 mm and 2–7 mm are the same.
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Figure 11. Variation in the mean ST variation coefficient with disinfection time. (a) 2 kg/h; (b) 3 kg/h;
and; (c)4kg/h.

At the same flow rate, the temperature variation ranges of particles with diameters of 2 mm and
2–7 mm is basically consistent and the curves for particle with sizes >27 and 17–27 mm were lower
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than those for the particle with sizes of 7–17, 2–7 and <2 mm. However, as the disinfection progressed,
the curve with a particle size of <2 mm gradually decreased and approached that of the particles
with sizes of >27 and 17–27 mm, which was based on an analysis of the rate of temperature increase.
When the particle size of the soil is large, the steam quickly fills the soil; thus, the soil temperature
distribution is relatively uniform. When the small particle size soil has small pores, the steam slowly
spreads around the soil in the initial stage of disinfection. However, with the progress of disinfection,
the temperature distribution gradually becomes uniform. For the same particle size conditions, the soil
temperature coefficient of variation curves for different flow rates were the same, which indicated that
the soil temperature changes of the same particle size treatment were the same for different flow rates.

Due to the different flow rates, the soil temperature distribution of the same particle size is the
same and the temperature distribution of the particles with sizes of <2 mm and 2–7 mm is basically the
same. Therefore, this chapter primarily analyzes the soil layer temperature for the condition of the
flow rate of 2 kg/h and particle size treatments of < 2 mm, 7–17 mm, 17–27 mm, and >27 mm.

As shown in Figure 12a,b, the temperature rise curves for the particle sizes <2 and 2–7 mm are
similar. The deeper temperature rise rate of the soil is higher than that of the soil surface. The maximum
deep temperature of the soil is 105 ◦C, and the maximum surface temperature is 99 ◦C, which indicates
that the deep layer of the soil is directly heated by high-temperature steam. Further, this finding
indicates that the heat transfer method is primarily thermal convection, which is the same as that
obtained by Gay in the gas phase [6]. As shown in Figure 12a,b, the temperature of the soil heating at
point E is lower than that of other test points at the end of the disinfection, and the temperature is
only 40 ± 10 ◦C, while the temperature of each layer of soil at test points A–C can exceed 70 ◦C. This
finding indicates that the steam level is heated from 0 to 9 cm when the steam is heated to the soil
surface (0 cm).

Comparing Figure 12a–d reveal that the temperature rise in the middle and surface layers of
the soil is higher than that in deep soil, and the maximum surface temperature of the soil is 90 ◦C,
which indicates that in the large pore flow, the steam directly passes over the soil and the heat transfer
method is primarily heat convection. Since the steam heat is concentrated on the surface of the soil to
form a superheated area, the temperature of the deep soil will decelerate [6]. As shown in Figure 12c,d,
the soil temperature at each test point is sequentially increased, and the soil heating rate at point E at
the end of disinfection is lower than that for other test points. This finding indicates that steam can
rapidly diffuse around the soil in large pores but the horizontal diffusion range is less than 15 cm.
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Figure 12. Cont.

367



Processes 2020, 8, 241

(d) 

19.0

29.0

39.0

49.0

59.0

69.0

79.0

89.0

99.0

0 50 100 150 200 250 300 350

so
il 

te
m

pe
ra

tu
re

/

time/s

A-20
A-10
A-0
B-20
B-10
B-0
C-20
C-10
C-0
D-20
D-10
D-0
E-20
E-10
E-0

Figure 12. Variation diagram of ST and disinfection time in each layer: (a) <2 mm; (b) 7–17 mm; (c)
17–27 mm; (d) >27 mm. Note: A-20 indicates that A is the test point, and 20 is the test depth (−20cm).
The same conditions apply in the following section.

As shown in soil temperature distribution profile in Figure 13, the particle sizes are 2 and 7–17 mm.
At the beginning of the disinfection, the high-temperature region in the soil is 1/4 elliptical (horizontal
short radius: vertical long radius = 0.63) and is concentrated in the soil. In the deep layer (−20 cm), the
soil temperature distribution is uneven; as the disinfection progresses, the steam gradually spreads
around the soil, the surface temperature gradually increases, and the soil temperature distribution
uniformity is improved. When disinfected for 300 s to 360 s, the soil high-temperature area changes
from oval to rectangular distribution that is concentrated in the horizontal direction (L) of 0–12 cm and
the vertical direction (H) of 0–−20 cm. For the particle sizes are 17–27 and >27 mm, at the beginning
of the disinfection, the high-temperature region in the soil is 1/2 elliptical (horizontal short radius:
vertical long diameter = 0.41) and primarily distributed in the upper layer of soil (−5–−14 cm). When
disinfected for 300 s to 360 s, the high-temperature zone of the soil is 1/4 elliptical and concentrated in
the horizontal direction of L = 0–10 cm and vertical direction of H = 0–−20 cm, and the deep layer
of the soil is located in the middle and low temperature zone (below 80 ◦C). The thermal range of
single-SDP steam is concentrated in the horizontal L = 9–12 cm and vertical H = 0–−20 cm, which is
consistent with the simulation results.

For the same disinfection time, as the soil pores increase, the high-temperature region gradually
migrates to the soil surface. The smaller the particle size of the soil is, the greater the thermal interaction
distance of the steam in the horizontal direction. For example, the particle size is 2 mm, and the
maximum steam horizontal heat action distance is 12 cm. A larger SP size corresponds to a larger
thermal interaction distance of the steam in the vertical direction. For example, when the particle size
is >27 mm and the disinfection time is 240 s, the surface layer of the soil gradually appears in the
high-temperature region (above 80 ◦C). Therefore, the larger the particle size is, the larger the soil
pores, and the steam can be unobstructed along with the large pores. The steam spreads to the surface
layer of the soil and accumulates on the surface of the soil to form a high-temperature area, which is
consistent with the simulation results.

As shown in Figure 13, when the soil is disinfected for 240 s, the surface temperature that
corresponds to the particle size of 2 mm does not exceed 80 ◦C and is primarily located in the middle
and low temperature areas. When the soil is disinfected for 300 s, the surface layer of each treated soil
begins to appear in the high-temperature area, such that a superficial area is formed in the surface
layer of the soil. Due to the late stage of disinfection, the steam of each treatment primarily diffuses
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in the vertical direction and accumulates on the surface layer of the soil. Most of the heat begins to
accumulate on the surface of the soil, and a small amount of heat may be lost to the air, which is an
ineffective loss of heat. At the end of the disinfection, the surface temperature of the soil with the
particle sizes >27 and 17–27 mm is lower than that with the particle sizes 7–17 and 2 mm.

   
60 s 120 s 180 s 

   
240 s 300 s 360 s 

(a) 

   
60 s 120 s 180 s 

   
240 s 300 s 360 s 

(b) 

Figure 13. Cont.
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Figure 13. ST distribution: (a) <2 mm; (b) 7–17 mm; (c) 17–27 mm; (d) >27 mm. Note: The legend
indicates the ST/◦C and 60 s means that the disinfection time (t) is 60 s, 360 s means the disinfection
time is 360 s, etc. The same conditions apply in the following section.

4.3. Soil Water Content Distribution Analysis

The soil water content distribution map reveals the diffusion law of steam. The heat transfer mode
of each stage in the injection steam disinfection process is investigated in combination with the soil
temperature distribution map.
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As shown in the wetting front of the soil water content distribution profile 14, the particle sizes are
2 and 7–17 mm. At the beginning of the disinfection, the steam spreads around the soil in the form of a
1/4 oval shape, and the diffusion range is 0 to 11 cm in the horizontal direction. The straight direction
is −2–−20 cm; at the end of disinfection, the middle and high water content areas are rectangular at
the horizontal level of 0–13 cm and vertical level of 0–−20 cm; and the high water content area is
concentrated in deep soil. When the particle sizes are 17–27 and >27 mm, the steam diffuses in the
form of 1/2 ellipse. The diffusion range is 0–10 cm horizontally and 0–−20 cm vertically. At the end of
disinfection, the medium-high water content area is 1/4 oval. The horizontal level is 0–12.5 cm, and the
vertical level is 0–−20 cm. The high water content area is concentrated in the upper layer of the soil.
The diffusion range of single-SDP steam is concentrated at the horizontal level of 10–13 cm and the
vertical level of 0–−20 cm.

For the same disinfection time, as the number of soil pores increase, the high water content region
gradually migrates to the soil surface. In the initial stage of disinfection, a smaller SP size corresponds
to a greater change in the horizontal water content than the vertical water content; thus, the steam
primarily diffuses horizontally, such that the soil surface is in the middle and low water content areas.
A larger SP size corresponds to greater water changes in the vertical direction; thus, the steam primarily
diffuses vertically, and the deep layer of soil is in the middle and low water content area. The larger
the particle size is, the larger the soil pores, and the form of steam flow is primarily large pore flow,
such that the steam can be unobstructed along the large pores. The steam diffuses to the surface of the
soil and accumulates on the surface of the soil. The smaller the particle size is, the smaller the pores of
the soil. Consequently, the form of steam flow is primarily the matrix flow and a small part of the large
pore flow, and the diffusion ability of steam in the horizontal direction is enhanced.

As shown in Figure 14, when the soil was disinfected for 60 s, the surface soil that corresponds to
the particle sizes >27 and 17–27 mm has begun to appear in the middle water content area, while the
surface soil that corresponds to the particle sizes 7–17 and 2 mm remains in the low water content area.
When the soil was disinfected for 300 s, the steam with the particle sizes of 7–17 and 2 mm began to
diffuse into the surface of the soil, such that the vertical diffusion speed was enhanced, and the vapor
diffusion gradually became uniform. When the soil was disinfected for 360 s, the surface layer of each
treated soil formed a high water-bearing area with a high content of >27 and 17–27 mm particle sizes.
The water volume area is larger than that of the area with particle sizes of 7–17 and 2 mm.
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Figure 14. Cont.
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Figure 14. SWC distribution. (a) <2 mm; (b) 7–17 mm; (c) 17–27 mm; (d) >27 mm. Note: The legend is
in SWC, %.

4.4. Energy Consumption Analysis

As shown in Table 7, the particle size has a significant effect on energy consumption, where the
energy consumption for the particle size of 2 mm is 477 kJ and the energy consumption for the particle
size of >27 mm is 486 kJ. The energy consumption for the particle sizes 7–17, 17–27, and >27 increased
by 6.17%, 6.7%, and 9.4%, respectively, compared with that for a particle size of 2 mm. The effect of
steam flow on the energy consumption is not significant.
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Table 7. Energy consumption.

SP Size (mm) Flow Rate (kg/h) Energy Consumption (kJ)

<2
2 476.75 ± 1.33 b

3 476.67 ± 1.30 b

4 476.58 ± 1.37 b

7–17
2 482.85 ± 1.6 ab

3 482.90 ± 1.59 ab

4 482.77 ± 1.50 ab

17–27
2 483.36 ± 2.79 a

3 483.28 ± 2.81 a

4 483.45 ± 2.80 a

>27
2 486.17 ± 4.15 a

3 485.60 ± 4.52 a

4 486.35 ± 4.11 a

Note: The data are given as the mean ± standard deviation (n = 3); different lowercase letters indicate significant
differences in the same flow rate (p < 0.05).

5. Discussion

Considering the characteristics of Yangtze River Delta soil and to promote the diffusion and
heating range of steam in the soil disinfection process, the soil heating rate, temperature distribution,
and energy consumption were analyzed by changing the particle and pore size of the soil. Results
showed that with an increase in the SP size, the width of the soil pore flow channel gradually increased
and the diffusion and the heating rate of steam in the vertical direction is greater than that in the
horizontal direction, such that a large amount of steam will overflow the soil surface. Comparing
the simulation and test results, it can be seen that the temperature field simulated by CFD is higher
than the SSD test at the horizontal diffusion distance L and the temperature value. This is because the
simulation condition is ideal and the heat dissipation is negligible, so the simulation value is greater
than the test value. However, there may also be another reason. During the test, due to the continuous
flow of steam into the soil, part of the steam will condense into water vapor and liquid water, and
some soil particles will disintegrate and aggregate to form larger soil clods [28]. In the later stage of
disinfection, the diffusion of steam in the soil will be hindered, which will reduce the diffusion range
of the steam and the soil temperature value. Therefore, in future simulation processes, it is necessary
to consider the problem of soil particle disintegration and deformation. At the same time, it is also
necessary to simulate the impact of water content (steam condensate) changes on soil particles and
temperature field during the simulation process.

Although the simulation value is higher than the experimental value, we can still find some new
ones. The visualization of simulation process and verification of temperature field of disinfection
test indicatedthat the SP size and pores have a substantial influence on the flow of steam. When the
pores are too large, the steam primarily forms a large pore flow in the vertical direction and rapidly
diffuses to the surface of the soil to form a high-temperature region [16,17]. A large amount of steam
will overflow into the air to cause an ineffective loss of heat, and with a decrease in the SP size, the soil
pore flow channel becomes fine and the diffusion velocity of steam in the vertical direction gradually
decreases, such that it diffuses around the soil in the form of matrix flow and partial large pore flow.
Therefore, appropriately increasing soil pores can help to accelerate the flow of gases and liquids in
the soil via the aeration and water permeability of the soil, especially in the soil disinfection process,
and promote the diffusion and heat transfer range of the steam. However, the excessive pores in the
soil cause the steam to diffuse too quickly to the surface of the soil and overflow into the atmosphere
and cause a heat loss such that large particles in the soil cannot be completely heated to the desired
temperature [16,17]. Similar to the mobile SSD process, the SDP is continuously pulled to form cracks
of different sizes in the soil. Most of the steam will be directly lost from the crack to the air in the form
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of large pore flow, and only a small part of the steam will be the substrate flow [7]. The form spreads to
both sides of the soil, which prevents the total soil warming from satisfying the temperature required
for disinfection, which explains why mobile steam disinfection cannot quickly heat the soil.

Injecting steam disinfection is applied to different soil types. In addition to accelerating the
diffusion rate of the soil vapor, the large pore flow can also promote the re-evaporation of condensed
water in the pores, which is conducive to gas diffusion. However, this situation is only applicable in
sandy loam soils due to the high sand content and relatively large soil pores, which facilitates the
diffusion of steam. The findings of Gay et al. indicated that the single-SDP steam has a thermal radius
of 15 cm [6]. However, in clay soil, the diffusion of steam in dense soil is difficult. As indicated in the
study with a particle size of 2 mm, although the pores have a large pore flow, the maximum horizontal
heat transfer distance of single-SDP steam is only 12 cm, which is less than the working distance of
sandy loam. Considering that the soil in the Yangtze River Delta is clay or clay loam, when using
conventional soil steam sterilizer to inject steam sterilization of compacted clay, there will be problems
of difficult steam diffusion and too small effective disinfection area. On the basis of this study, the
compacted soil containing large cracks is finely rotated into a loose and porous small-grained soil by
adding a rotary tillage device. The combined effects of large-pore steam flow and matrix flow after
rotary tillage are more conducive to improving the effective disinfection range of steam. At the same
time, according to the heat flow diffusion distance (12 cm) of a single-SDP, it can be determined that
the SDP spacing needs to be less than 24 cm. In summary, it can be seen that the soil steam disinfection
method will have a better practical disinfection effect than other disinfection methods after the rotary
tilling treatment and the optimization of the SDP spacing.

6. Conclusions

Based on our findings following conclusions are drawn:
(1) For the clay soil in the Yangtze River Delta region of China, when the heat flow reaches H = 20

cm in the vertical direction, the simulation and test result of the heat flow in the maximum horizontal
diffusion distance of single-SDP steam are L = 13 cm and 12 cm, respectively. The test results are
basically consistent with the simulation results. At the same disinfection time, the simulated soil
temperature change trend is basically consistent with the test results and the test temperature is slightly
lower than the simulated temperature. In the future, it is necessary to optimize the CFD simulation
process, and add the disintegration and deformation processes of soil particle size with the change of
water content.

(2) The larger the soil particle size is, the larger the pore flow path width, and the easier the
formation of a large pore flow. Therefore, a large amount of steam will overflow into the air to cause
an increase in energy consumption. In the future, it is necessary to add a rotary cultivating device to
the soil steam sterilizer to rotate the soil to ensure that the soil can be heated uniformly and quickly.
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Abbreviations

SSD soil steam disinfection
SP soil particle
SDP steam disinfection pipe
ST soil temperature (◦C)
SWC soil water content (%)
Qs total amount of steam(kg)
Cv coefficient of variation
VT soil temperaturerise rate(◦C/s)
Ws energy consumption
L horizontal diffusion distance of the steam heat flow (cm)
H vertical diffusion distance of the steam heat flow (cm)
Subscripts
T temperature
s Steam
t time (s)
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Abstract: In the past few decades, water and air were commonly used as working fluid to evaluate
shell and tube heat exchanger (STHE) performance. This study was undertaken to estimate heat
transfer coefficients and evaluate performance in the pilot-scale twisted tube-based STHE using
the flue gas from biomass co-combustion as working fluid. Theoretical calculation along with
experimental results were used to calculate the specific heat of flue gas. A simplified model was
then developed from the integration of two heat transfer methods to predict the overall heat transfer
coefficient without tedious calculation of individual heat transfer coefficients and fouling factors.
Performance including water and trailer temperature, heat load, effectiveness, and overall heat
transfer coefficient were jointly investigated under variable operating conditions. Results indicated
that the specific heat of flue gas from co-combustion ranging between 1.044 and 1.338 kJ/kg·K
while specific heat was increased by increasing flue gas temperature and decreasing excess air ratio.
The developed mathematical model was validated to have relatively small errors to predict the
overall heat transfer coefficient. A flue gas mass flow rate of 61.3–98.8 kg/h, a water flow rate of
13.7–14.1 L/min, and a parallel arrangement of two water-to-air heaters in an empty trailer were
found to be optimal conditions for space heating purpose. In addition, a lower poultry litter feeding
rate decreased heat loss of flue gas and increased heat gain of water, while a lower water flow rate
also provided a lower maximum possible heat transfer rate with a higher actual heat transfer rate to
quickly achieve heat equilibrium that ultimately improves the performance. This study demonstrates
the possibility of collecting residual heat from the flue gas using the pilot-scale STHE system while
outlining a systematic approach and process for evaluating its performance.

Keywords: shell tube heat exchanger; poultry litter; natural gas co-combustion; flue gas; specific
heat; overall heat transfer coefficient; effectiveness

1. Introduction

The shell and tube heat exchanger (STHE) is a common type of exchanger appara-
tus widely used in several industrial processes and areas, such as chemical engineering,
petroleum refining, refrigeration system, food processing, and power generation [1]. They
have much lower production costs, robust geometry construction, easy cleaning and main-
tenance, and flexibility in their utility [1–3]. The STHE system mainly consists of a shell
(vessel with different sizes) and a bundle of tubes inside a shell. Heat is transferred from
one fluid into the other fluid, either from the tube side to the shell side through the tube
walls or vice versa, to equalize the temperature. These fluids can either be liquids or gases
on either the shell or tube side [4]. The type of tube plays an important role in heat transfer
enhancement and can have a great effect on the overall heat transfer process. There are
several types of tubes, such as plain, twisted, spiral, and longitudinally finned, that are
currently used in the STHE system [4]. Compared to the round tube bundle with the
same arrangement as the crossflow, Li et al. [5] found the twisted tube bundle to be better
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convection heat transfer. Tan et al. [6] and Tan et al. [7] investigated and compared the heat
transfer performance of the twisted and smooth round tubes. Both results indicated that
the twisted tube was better than the round tube in increasing the heat transfer coefficient
and the efficiency of heat exchangers.

Besides supporting the tube bundles, the baffle is also responsible for maintaining
desirable velocity and creating turbulence for the shell-side working fluid in conjunction
with the shell and tube structure [8]. The baffle also resists vibrations to enhance fluid ve-
locity as well as the heat transfer coefficient [2]. The type and inclination angle of the baffle
are two important characteristics for influencing the overall performance [2,8]. Various
types of baffles, such as segmental, double segmental, helical, disk, and doughnut type,
were studied and implemented in the wider applications of STHE systems [9]. The helical
baffle serves as a promising technology because of less shell-side pressure drop, better heat
transfer performance, and less fluid-induced vibration. However, the helical baffle requires
high capital investments to account for costs associated with manufacturing its complex
shapes. In contrast, the segmental baffle has been widely adopted and remains the most
used baffle in STHE systems because of its ease to fabricate with lower maintenance costs.
The segmental baffle forces the shell-side working fluid to pass through in a zigzag manner,
thereby improving the heat transfer with acceptable pressure drops. The inclination angle
of the baffle is critical for controlling flow velocity and influencing the transfer coefficient.
The inclination angle of 90◦C may cause a zigzag flow, resulting in a dead zone behind each
baffle. This ultimately increases the fouling resistance and decreases the heat transfer rate.
Zhang et al. [8] compared the performance of heat exchanger systems at inclination angles
of 20◦C, 30◦C, 40◦C, and 50◦C, respectively. Results showed that the inclination angle of
40◦C was the best performing angle. Duan et al. [3] analyzed the flow and thermal perfor-
mance of six helical baffle based STHE across three different inclination angels (20◦C, 30◦C,
40◦C) and variable volumetric flow rates. The study indicated that having the inclination
angle at 40◦C resulted in the highest heat transfer coefficient per unit pressure drop since
a larger angle leads to a lower pressure drop. Based on previous findings, the segmental
baffle with an inclination angle of 40◦C demonstrates the possibility of generating spiral
flow while increasing the heat transfer coefficient.

The performance of the STHE system was evaluated in the physical experiments
under several operating conditions over the past two decades. Thantharate and Zodpe [10]
compared temperature changes and overall heat transfer coefficient for the twisted and
plain tube based STHE under four different water flow rates to cover both turbulent and
laminar flow ranges. Dubey et al. [4] tested the effectiveness of heat exchangers under
variable flow conditions (e.g., 25% opening closed, 50% opening closed, and 75% opening
closed) and insulation materials. Kasmir and Joshi [11] investigated the effects of mass flow
rate and inlet temperature on the overall heat transfer rate. Emal and Elena [12] studied
heat transfer by measuring temperature profiles and the overall heat transfer coefficient
under a countercurrent and parallel flow arrangement. Abdulmumuni et al. [13] evaluated
heat duty, capacity ratio, general effectiveness, the overall heat transfer coefficient, and the
fouling factor under variable water flow rates. Ehyaei et al. [14] also found that extraction
mass flow rate was critical to optimize heat transfer and performance of the geothermal
power plant. To that end, heat transfer coefficient and its effectiveness are, respectively,
two of the most important characteristics used to physically evaluate the performance of
the STHE system under variable operating conditions, including water flow rates, tube
type, and flow arrangement.

Specific heat of flue gas can be used to calculate enthalpy value, rate of heat flow,
and the required surface, as well as overall heat transfer coefficient and the effectiveness
of the STHE systems [15]. Thermal and gas properties, such as specific heat, thermal
conductivity, density, and viscosity of the common working fluids (e.g., water, air), can be
easily found in the thermodynamics table. However, the specific heat of flue gas during the
combustion process was not available in the thermodynamic table [16]. Coskun et al. [15]
estimated specific heat of flue gas for natural gas, fuel oil, and flame coal, respectively.
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Results indicated that specific heat ranged from 1.02 to 1.32 kJ/kg·K for flame coal, 1.08 to
1.38 kJ/kg·K for fuel oil, and 1.11 to 1.43 kJ/kg·K for natural gas, all under variable flue
gas temperature. Several similar studies investigated the effects of parameters such as
the chemical composition of fuel, excess air (EA) amount, and gas temperature on the
specific heat of flue gas from well-known fossil fuel combustion [15–18]. El-shafie et al. [19]
estimated thermodynamic properties of flue gases from a glass furnace based on chemical
composition analysis measured by the gas analyzer. There has yet to exist a formulation
that can calculate the specific heat of flue gas from biomass combustion and co-combustion
process, especially poultry litter and natural gas co-combustion process.

Fossil fuel depletion, environmental damages, strict regulation, and policies have
collectively shifted energy production from fossil fuels toward using a variety of renewable
energy resources, such as biomass. Biomass has been recognized as a major contributor to
energy generation because it is abundant, cheap, sustainable, and environmentally friendly.
In addition, biomass combustion has a CO2-neutral effect during the photosynthesis and
combustion process for reducing greenhouse gas emissions [20,21]. Due to the inherent
high moisture content and lower heating value of biomass fuels, the co-combustion of
biomass and natural gas are adopted to increase combustion temperature and maintain
stable combustion conditions [22]. Poultry litter is one type of biomass and animal waste
from the poultry farming process [22,23]. Instead of land application of poultry litter,
co-combustion of poultry litter and natural gas has been a viable alternative for producing
heat and electricity [22,24]. There is the necessity of collecting heat in the hot flue gas using
heat exchangers owing to the rapid development and adoption of biomass co-combustion
technologies. As shown in Table 1, Qian et al. [22] found that there are various common
working fluids, such as air, water, and diesel, used to test the performance of the twisted
tube STHE system over the past few decades.

Table 1. Investigation of twisted tubes with various tube parameters and working fluids.

Tube Parameters (mm) Working Fluid
Reference

Thickness Pitch A B Tube Shell

3.0 144, 192,
205 21 - Diesel Steam [5]

2.5 200 29 19.5 Cold water Hot water [6]
2.5 230 29 19.5 Cold water Hot water [7]
- 90 18.42 12 Water Air [10]

2.0 300 33 16 Water Air [25]

In more recent studies, computational fluid dynamics (CFD) and numerical simula-
tion tools were also applied to investigate heat transfer mechanisms using the exhaust
(or flue) gas, non-Newtonian, and helium as working fluid. El-Shafie et al. [19] used
FORTRAN software to compare the overall heat transfer coefficient and pressure drop
changes of the compact and STHE heat exchangers using exhaust gas from natural gas
combustion. Davarpanah et al. [26] used FLUENT software to study heat transfer mech-
anism and chemical reactions during the design and simulation of ethylene dichloride
thermal cracking reactor. Valizadeh et al. [27] applied CFD and performed a parametric
simulation to investigate the influence of non-Newtonian fluids on different parameters,
including friction coefficient, shear stress, velocity profiles, and pressure drop on spiral
tubes. Wang et al. [28] numerically studied heat transfer performance of the five multi-tube
heat exchangers (MTHXs) types, including smooth tubes, identical tube arrangement of
transverse corrugated tubes, staggered tube arrangement of transverse corrugated tubes,
identical tube arrangement of helically corrugated tubes, staggered tube arrangement of
helically corrugated tubes using helium gas. There has been limited research to use flue
gas from biomass co-combustion process as working fluid on heat transfer study and
performance evaluation of the twisted tube based STHE system.
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In the previous study, Qian et al. [29] evaluated the effect of tube shape, flow direc-
tion, and water flow rate in the lab-scale STHE system on water and trailer temperature
changes using flue gas from the poultry litter and natural gas co-combustion process. As
a continuation of the previous study, a pilot-scale STHE system along with the twisted
tubes and 40◦C segmental baffles were fabricated. The main objectives of this study are
to calculate the specific heat of flue gas, develop a mathematical model and estimate heat
transfer coefficients, and evaluate the performance of the STHE system using flue gas from
the poultry litter and natural gas co-combustion process as working fluid under various
operating conditions.

2. Materials and Methods

2.1. Estimation of Coefficients, Heat Load, and Effectiveness

As shown in Figure 1, theoretical calculations were performed as part of the systematic
approach to estimating specific heat of flue gas, heat load, effectiveness, and overall heat
transfer coefficient. The specific heat of flue gas during poultry litter and natural gas co-
combustion process was calculated based on fuel composition, EA, and flue gas temperature.
Fuel composition was assumed to be constant because the study’s poultry litter samples were
collected from one farm (Bethel Farm, Salisbury, MD, USA), which also maintains a consistent
farming process (e.g., bedding materials, cleaning periods, and farming practices) [30]. Co-
combustion of 5.76 kg/h poultry litter and 0.69 kg/h natural gas process was assumed to be
the ideal case, whereas the complete combustion reaction for carbon, hydrogen, and sulfur in
fuels with air was assumed to produce the flue gas and unburned residual products (i.e., ash).
Nitrogen in poultry litter is not expected to react with oxygen because flue gas temperature
during the co-combustion was less than 1000 ◦C. It was also generally understood that
nitrogen normally reacts with oxygen over 1200 ◦C [31]. In addition, particulate matter (PM)
emission and HCl were disregarded because they exist in relatively lower quantities. Thus,
major combustion products of flue gas during the poultry litter and natural gas co-combustion
are CO2, H2O, SO2, N2, and O2 [17]. Based on the chemical compositions and feeding rate of
the collected poultry litter from fuel analysis and natural gas, the required oxygen amount
for the complete combustion of fuels was calculated first [30,31]. Then, the required oxygen
amount was divided by 0.21, and the EA ratio was multiplied in the range of 1.0 to 1.5 to
calculate the required total air amount. Afterward, the total weight and weight ratio of the
major components (in wt.%) in flue gas were calculated. Finally, specific heat was calculated
by multiplying the weight ratio and specific heat of individual combustion products at
temperatures of 0, 50, 100, 150, 200, 300, 400, 500, and 1000 ◦C, respectively. The effects of EA
and flue gas temperature on the specific heat of flue gas during the co-combustion process
were also investigated.

Figure 1. Approach to estimate specific heat and overall heat transfer coefficient.
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Heat transfer of the pilot-scale STHE system is determined by the heat load (or thermal
energy), also known as heat flow rate, and is calculated as Equation (1):

.
Q =

.
m × cp × ΔT, (1)

where
.

Q = heat load, in J/s;
.

m = mass flow rate, in kg/s; cp = specific heat, in J/g·◦C (or

kJ/kg·K); and ΔT = change in temperature, in ◦C. The heat load of water (
.

Qw) on the tube
side was calculated by multiplying mass flow rates of water, the specific heat of water
at the average water temperature of inlet and outlet, and water temperature difference
between inlet and outlet. The mass flow rate of water was derived from volumetric flow
rates and density, while the specific heat of water at various water temperatures was found
from the thermodynamics table [16]. The heat load of flue gas (

.
Q f ) was determined by a

function of flue gas mass flow rate, calculated specific heat at average flue gas temperature
of inlet and outlet, and the difference in flue temperature between the inlet and outlet
of the STHE system. The mass flow rate of flue gas was assumed to be 85% of the total
fuel and air amounts because ash content in poultry litter remained after the combustion
process, while minor air leakage was observed due to the small holes associated with
the combustion chamber’s air injection nozzles and temperature sensor holes during the
physical combustion experiment.

Then, the effectiveness of the heat exchanger was calculated as Equation (2):

ηefffectiveness =

.
Qactual

.
Qmax

, (2)

where
.

Qactual = actual heat transfer rate, in J/s;
.

Qw = heat load of water, in J/s;
.

Qmax = maximum possible heat transfer rate, in J/s; Cmin = minimum heat capacity rate,
in J/s·◦C; Th,in = inlet temperature of hot fluid, in ◦C; Tc,in = inlet temperature of cold fluid,
in ◦C;

.
mf = mass flow rate of flue gas, in g/s; cp,f = specific heat of flue gas, in J/g·◦C.

.
Qactual =

.
Qw and

.
Qmax = Cmin (Th,in − Tc,in) =

.
mfcp,f(Th,in − Tc,in) because heat capacity

rate of hot fluid (hot flue gas:
.

mfcp,f) is smaller than cold fluid (cold water:
.

mwcp,w).
In Equation (3), the logarithmic mean temperature difference (LMTD) was determined

from two temperature differences Δt1 and Δt2 at each end of the heat exchanger.

LMTD =
Δt1 − Δt2

ln Δt1
Δt2

, where Δt1 = T1 − t2 and Δt2 = T2 − t1, (3)

where T1 = flue gas temperature at the inlet (◦C), T2 = flue gas temperature at the outlet
(◦C), t1 = water temperature at the inlet (◦C), and t2 = water temperature at the outlet
(◦C). In Equation (4), the LMTD is correlated with a temperature efficiency factor (F) to
determine the corrected effective mean temperature difference (CMTD) for multi-pass
heat exchangers. According to standards issued by the Tubular Exchanger Manufacturers
Association (TEMA), the Pz, P, and R were determined to jointly calculate the F, and results
showed that F = 0.95 for the pilot-scale STHE system and the CMTD was calculated as
Equation (4):

CMTD = F × LMTD = 0.95LMTD, (4)

Based on the calculated heat load (heat transfer rate of flue gas), CMTD, and heat
exchanger area of tubes and connections (A = 1.034 m2), the overall heat transfer coefficient,
U1, was calculated using the first method as Equation (5):

U1 =

.
Q

A × CMTD
=

.
Q

0.9823LMTD
, (5)
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In this study, heat is transferred from flue gas into the tube wall by convection, through
the tube wall by conduction, and from the tube wall to cold water again by convection. In
addition, deposition of ash deposits (e.g., Na2SO4, K2SO4) via flue gas on the outer tube
wall and calcium-based deposit on the inner tube wall by hard water could cause a fouling
effect to increase thermal resistance and deteriorate the heat transfer rate. Thus, the second
method was proposed to calculate the overall heat transfer coefficient, U2 as Equation (6):

1
U2

=
1
hi

+
1
ho

+
S
λ
+ fi + fo, (6)

where hi = convective heat transfer coefficient determined by water on the tube side
(W/m2 K), ho = convective heat transfer coefficient caused by flue gas on the shell side
(W/m2 K), S = tube wall thickness (m), λ = thermal conductivity of the tube material
(W/m K), fi = inner fouling factor by water (m2 K/W), fo = outer fouling factor by
flue gas (m2 K/W). Equations (7)–(9) were used to establish the convective heat transfer
coefficient for both tube and shell side. First, the velocity of medium (i.e., flue gas, water)
was calculated as Equation (7):

V =

.
m

ρ × A
=

.
m

ρ × 1
4πDe2

, where De =
4
(

Pt
2 − πdo

2/4
)

πdo
, (7)

where V = velocity (m/h),
.

m = mass flow rate (kg/h), ρ = density (kg/m3), Pt = 29.26 mm
is the distance between centers of two pipes, do = 15.875 mm is the outside diameter of
the tube, and De = 52.832 mm is the equivalent diameter for the square pitch layout of
tubes. Based on the average temperature of the inlet and outlet for both flue gas and
water, Reynolds number (Re) was derived from velocity (V), equivalent diameter (De)
with kinematic viscosity (υ, m2/s). Herein, kinematic viscosity was also calculated by
dividing dynamic viscosity (kg/m s) by density (kg/m3). Based on the calculated Re, flow
conditions of the medium were determined. In the case of laminar flow (Re < 2300) on the
tube side, the Nusselt number on the tube side of the annular space was derived [32].

In the case of turbulent flow (Re > 10,000), the Nusselt number, Nu was derived as
Equation (8):

Nu = 0.023 × Re0.8 × Prn = 0.023 × Re0.8 × Pr0.4, where Re =
VDe

υ
, (8)

where the exponent of the Prandtl number, Pr is assumed to be n = 0.4 for heating of the
fluid. Pr number and thermal conductivity are derived from the thermodynamic tables [16].
Then, the convective heat transfer coefficient was calculated as Equation (9):

h =
k
D

Nu (9)

where k = thermal conductivity (W/mK) and D = diameter (m).
The total fouling factor at the tube and shell side was assumed to be 0.0018 m2K/W

because the fouling factor of biomass flue gas played such a major role while fouling of
water was relatively small [16]. Conduction through copper tube wall is 4 × 10−6 m2 K/W
where the thickness was 0.00159 m, and heat conductivity was assumed to be 385 W/m
K. Results for overall heat transfer coefficient from the first and second method were
compared. A correlation was found using the first six sets of overall heat transfer coefficient
results. A simplified model was developed to predict the overall heat transfer coefficients.
Additionally, two sets of results were used to calculate estimation error and validate the
accuracy of our simplified model.

383



Processes 2021, 9, 939

2.2. Fabrication of the Pilot-Scale STHE System

As shown in Figure 2, the pilot-scale STHE system consists of one shell, sixteen twisted
tubes, and six segmental baffles.

Figure 2. Pilot-scale shell and tube heat exchanger (STHE) system, fabrication, and assembly.

In this study, the pilot-scale STHE system integrated the twisted tubes and 40◦C
inclination angle of the segmental baffle to increase heat transfer coefficient and efficiency.
The shell has a diameter of 304.8 mm and a length of 1016.0 mm. The tube has a diameter
of 12.7 mm and a length of 863.6 mm. The segmental baffle has a diameter of 292.1 mm
and a height of 206.6 mm (about 25% area cut). Raw materials for the tube section include
copper type L pipes, 90◦C elbow connections, tees, 4-way copper cross fittings, shell
material consisting of schedule 40 carbon steel pipe, and an aluminum plate for the baffle.
Twisted tubes and segmental baffles were fabricated by the study’s research assistants
associated with the Center for Advanced Energy Systems and Environmental Control
Technologies (CAESECT) with assistance from the physical plant staff at Morgan State
University. Baffle fabrication was also performed by first using a cardboard-based model
to then cut the aluminum plate using a 14-gauge swivel head shear (Item 68199, Chicago
Electric Power Tools, Calabasas, CA, USA), as well as bi-metal and hole saw set (Items
68,113 and 68,990, Warrior, Camarillo, CA, USA). Fabricated twisted tubes and segmental
baffles were preassembled with connections for identifying compatibility between the
components. After that, the soldering kit, along with a Bernzomatic Map-Pro gas cylinder
and 15% phos-copper silver brazing alloy rod, was acquired to perform the hard-soldering
process. Several water leakages tests and hard soldering were performed to seal all small
gaps and holes until there was no water leakage in the inner parts of the pilot-scale STHE
prototype without the shell. Then, two flanges were welded, and partially assembled inner
parts were inserted into the shell to complete the pilot-scale STHE system. Thereafter,
the pilot-scale STHE system was installed between the lab-scale swirling fluidized bed
combustion (SFBC) system and cyclone system.
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2.3. Experimental Setup and Evaluation of the STHE System

Figure 3 illustrates the experimental setup for the system analysis and performance
evaluation of the pilot-scale STHE system during the poultry litter and natural gas co-
combustion process. The pilot-scale STHE system was integrated with the SFBC system,
two water-to-air heaters, water circulation pump, heat resistant water rubber hoses, and
empty trailer (2438.4 mm width × 7620.0 mm length × 2590.8 mm height, Mobile Mini
Storage Solutions, Middle River, MD, USA) to simulate the space heating of a typical
poultry house. Natural gas was provided at a height of 120.0 mm for ignition and co-
combustion with poultry litter [29,30]. Poultry litter as combustion fuel was fed into the
SFBC chamber through the fuel feeder. At the same time, the primary and secondary air
blowers, along with a voltage regulator, were responsible for controlling and supplying
the air. In this study, hot flue gas was produced from co-combustion and used as working
fluid in the shell side of the STHE system. Cold water in the twisted tube side served
as another working fluid to absorb heat from the hot flue gas and generate hot water.
Processed hot water from the pilot-scale STHE system was then sent to the two water-to-air
heaters before rejecting heat into the cold air from an empty trailer house to provide space
heating. In this study, two water-to-air heaters and the pilot-scale STHE system became a
closed-loop connection with a water circulation pump and several water rubbers hoses.
Heat gain was achieved from hot flue gas entering cold water by the STHE system. Heat
loss was transferred from hot water into cold air using the water-to-air heaters. Insulation
materials were applied to water pipes to avoid heat loss and ensure that (a) the outlet
temperature of the STHE system was equivalent to the inlet temperature of the heater and
(b) the outlet temperature of the heater was equivalent to the inlet temperature of the STHE
system. Residual flue gas was emitted to the outside environment via the cyclone and
chimney exit of the SFBC system. Vortex flow meters (SV4610, Ifm electronic company,
Essen, Nordrhein-Westfalen, Germany), K-type thermocouples (Omega TJ36-CASS-18U-6,
OMEGA Engineering, Norwalk, CT, USA) along with a data acquisition system (Omega
OMB-DAQ-2416, OMEGA Engineering, Norwalk, CT, USA) were carefully installed to
monitor water flow rate, water inlet/outlet temperature, inlet/outlet flue gas, and chamber
temperatures. Trailer temperatures were calculated according to the average temperatures
across three positions: window side, door side, and middle of the trailer.

Performance indicators, including temperature changes, heat load, effectiveness,
CMTD, and overall heat transfer coefficient, were used to investigate and evaluate the
fabricated pilot-scale STHE system under variable operating conditions, such as the mass
flow rate on the tube side, mass flow rate in the shell side, and the water flow arrangement.
Flue gas mass flow on the shell side is influenced by the feeding rate of poultry litter and
natural gas and the amount of air being injected [29,30]. In this experiment, the mass flow
rate of flue gas was determined by the feeding rate of fuels (including poultry litter and
natural gas) and air. The mass flow rate of poultry litter at 5.76 and 6.81 kg/h, natural gas
at 0.69 and 0.77 kg/h, and air between 66.00 and 121.00 kg/h were used to investigate the
effect of flue gas mass flow rate on the shell side on the performance of the pilot-scale STHE
system under constant water flow rates. Then, poultry litter and natural gas co-combustion
process was conducted to reach the stable condition of SFBC chamber and STHE system
for the first 90 min. Afterward, natural gas was kept at a constant 2.83 × 10−4 m3/s while
poultry litter was fed at a rate of 5.76 kg/h from 90 to 160 min to study the effects of water
flow rate on the tube side on its performance. Data collection commenced after 90 min into
the co-combustion process, until 160 min in 10-min intervals. The mass flow range on the
tube side was controlled by the volumetric flow rate of water at low (13.7 to 14.1 L/min),
medium (14.5–14.6 L/min), and high (18.2–18.5 L/min) water flow rates, respectively. In
addition, parallel and serial arrangement of the water-to-air heater in the trailer was tested
to identify the effects of arrangement on the changes in water temperature and effectiveness
of the pilot-scale STHE system.
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Figure 3. Experimental setup and operating conditions for the pilot-scale STHE system evaluation.

3. Results and Discussion

3.1. Estimation of Specific Heat of Flue Gas during Co-Combustion Process

Theoretical co-combustion reaction for carbon, hydrogen, and sulfur in the poultry
litter and natural gas under variable EA was calculated using the mass balance equa-
tion [15,33]. Theoretically, complete co-combustion of 5.76 kg/h of poultry litter and
0.69 kg/h of natural gas is calculated to require 34.88 kg/h to 52.33 kg/h air to achieve
complete combustion and thereby produce 7.74 kg/h carbon dioxide (CO2), 3.41 kg/h
water (H2O), and 0.12 kg/h sulfur dioxide (SO2) along with nitrogen (N2) in the amount of
27.56 to 41.34 kg/h and oxygen (O2) in the amount of 0 to 5.49 kg/h. Figure 4 summarizes
the composition of major combustion products (in wt. %) during the co-combustion process
at EA ratios between 1.0 to 1.5. The composition of H2O ranged from 5.87% to 8.79%, CO2
from 13.32% to 19.93%, and SO2 from 0.21% to 0.31%, along with unreacted 70.97 to 71.74%
N2 and 0 to 9.46% O2 in the flue gas. Results showed that changes in SO2 and N2 were not
obvious when EA increased from 1.0 to 1.5. However, weightings of CO2 and H2O were
found to decrease while O2 weightings increased.

Figure 5 shows specific heat of flue gas during a poultry litter and natural gas co-
combustion process range from 1.063 to 1.338 kJ/kg·K, 1.058 to 1.326 kJ/kg·K, 1.054 to
1.315 kJ/kg·K, 1.051 to 1.305 kJ/kg·K, 1.047 to 1.296 kJ/kg·K, and 1.044 to 1.288 kJ/kg·K
for EA ratios of 1.0, 1.1, 1.2, 1.3, 1.4, and 1.5, respectively under constant flue gas temper-
ature. It was found that the specific heat of flue gas during the co-combustion process
of poultry litter and natural gas decreased with increasing EA ratios. Coskun et al. [15]
also investigated the effects of EA ratio between 1.0 to 2.5 on the specific heat of flue gas
during the combustion process of fossil fuels, including natural gas, fuel oil, and flame
coal. Both studies observed that the specific heat of flue gas decreased when EA was
increased across different types of fuel. Combined with the observation from Figure 4,
increasing EA decreased the composition of H2O and CO2 while the percentage of O2
increased, resulting in lower specific heat values. This is because both H2O and CO2
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have a higher specific heat than O2 [16]. On the contrary, it was found that the specific
heat of flue gas during the poultry litter co-combustion process increased by increasing
flue gas temperature from 0 to 1000 ◦C (equivalent to 273.15 to 1273.15 K) at constant EA
ratios. As the flue gas reaches higher temperatures, vibrational and kinetic energy also
increased, thereby requiring more thermal energy, and ultimately raising specific heat
values in the process. It was not surprising that the effect of flue gas temperature and EA
on specific heat were inversely related because EA lowers combustion efficiency and flame
temperature during co-combustion. Many previous research studies concluded that flue
gas temperature and EA had an opposite relationship during the biomass and fossil fuel
combustion processes [22,34]. Moreover, it was found that specific heat of poultry litter and
natural gas co-combustion had a range of 1.044 to 1.338 kJ/kg·K, which is slightly smaller
than the specific heat of natural gas combustion (1.11 to 1.43 kJ/kg·K) due to different
chemical compositions of fuels, such as lower carbon and hydrogen contents of poultry
litter compared to natural gas. It was also known that specific heat of air was 1.006 kJ/kg·K
at 273.15 ◦K (0 ◦C) and 1.184 kJ/kg·K at 1,273.15 ◦K (1000 ◦C) [16]. This confirmed that
the specific heat of flue gas was slightly higher than the specific heat of air because of
the difference in composition, whereby flue gas had a higher portion of H2O and CO2
compared to air. These results suggested that one could predict the specific heat of flue gas
based on the fuel compositions, EA, and flue gas temperature.

Figure 4. Gas composition in the flue gas under various EA ratios.
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Figure 5. Specific heat of flue gas under various EA ratios and flue gas temperatures.

3.2. Estimation and Comparison of Overall Heat Transfer Coefficient

In the laboratory experiment, co-combustion of 5.76 kg/h of poultry litter and 0.69 kg/h
of natural gas under variable EA ratios were performed in the lab-scale SFBC chamber.
Table 2 summarizes experimental results of the inlet (entering the SHTE) and outlet (exiting
the STHE) flue gas temperature, inlet and outlet water temperature, mass flow rate of flue
gas, and calculated specific heat of flue gas at average inlet and outlet temperatures of flue
gas during the poultry litter and natural gas co-combustion process. It was found that heat
load was between 31.6 to 39.1 MJ/h, CMTD was between 201.8 to 223.6 ◦C, and overall
heat transfer coefficient (U1) for the pilot-scale STHE was between 42.1 to 46.9 W/m2K
using the first method (Equations (1)–(5)).

Table 2. Estimation of overall heat transfer coefficients (U1) using the first method.

Flue Gas Temp. (◦C)
.

mflue gas Water Temp. (◦C)
Cp at Avg.

Temp.
Heat Load CMTD U1

Inlet Outlet kg/h Inlet Outlet kJ/kgK MJ/h ◦C W/m2K
479.0 126.0 80.1 42.2 46.7 1.118 31.6 201.8 42.1
489.0 130.0 89.5 43.3 47.8 1.122 36.1 207.0 46.8
492.0 135.0 89.5 44.4 48.9 1.125 35.9 210.9 45.8
474.0 136.0 89.5 45.0 49.4 1.119 33.9 205.7 44.2
489.0 144.0 89.5 46.1 50.6 1.127 34.8 215.8 43.3
499.0 150.0 98.8 46.1 51.1 1.132 39.1 223.6 46.9
489.0 150.0 98.8 46.1 50.6 1.129 37.8 220.7 46.0
481.0 151.0 98.8 46.1 51.1 1.127 36.7 218.9 45.1

Table 3 summarizes the estimation results of the overall heat transfer coefficient (U2)
using the second approach (Equations (6)–(9)). It can be observed that convective heat
transfer coefficient at shell-side (hi) ranged from 42.7 to 51.0 W/m2K and is much smaller
than measurements taken at the tube side (h2, close to 232 W/m2K). This is because the
flue gas on the shell side had a lower thermal conductivity than the water on the tube side.
It was found that the effects of conduction at the tube wall were 4.13*10−6 m2K/W, and
fouling was estimated to be 0.0018 m2K/W. To that end, a combination of these effects
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resulted in the overall heat transfer coefficient that measured between 33.9 to 39.0 W/m2K
using the second method.

Table 3. Estimation of overall heat transfer coefficients (U2) using the second method.

hi (W/m2K)
ho

(W/m2K)
U2

(W/m2K)
U1

(W/m2K)
Uest.

(W/m2K)
Errors (%)

42.73 235.0 33.9 42.1 34.3

ABE 1 = 0.08 AAE 2 = 2.39

46.8 235.57 36.5 46.8 38.1
46.87 236.1 36.5 45.8 37.3
46.73 236.37 36.5 44.2 36
46.92 236.92 36.6 43.3 35.3
51.0 237.0 39.0 46.9 38.2
50.84 236.92 38.9 46 37.5 3.73
50.77 237.0 38.9 45.1 36.7 5.60

1 ABE = average bias error; 2 AAE = absolute bias error.

The values from the second method, U2, were slightly lower than the overall heat
transfer coefficient from the first method, U1 (between 42.1 and 46.9 W/m2K). Abdul-
mumuni et al. [13] also found that the overall heat transfer coefficient was 201.0 W/m2K
when using the first method, thereby exceeding the 98.1 W/m2K heat transfer coefficient
associated with using the second method. A possible reason for this difference between the
two methods is that the first approach makes a rough estimation of the heat transfer area
where it only considers the surface area of tubes and connections between the tubes. Other
possible heat transfer areas, such as the segmental baffles and shell in the STHE system,
were ignored. In addition, heat loss from the shell surface to the environment via radiation
was also ignored. The second method, on the other hand, was more comprehensive and
required more data, such as density, kinetic viscosity, thermal conductivity at different
temperatures for flue gas and water derived from the thermodynamics tables. Therefore,
the second method was widely adopted for our heat transfer studies for optimal accuracy
with tedious calculations.

Based on results from the first six data sets in Tables 2 and 3, we found that there
was a correlation factor of 0.814 between U1 and U2. Therefore, this study suggests an
approach that uses a simple calculation process using the first method to estimate the
overall heat transfer coefficient, Uets. = 0.814U1. Absolute average error (AAE) and average
bias error (ABE) were also used to evaluate the accuracy and suitability of regression model
applications [35]. It was found that this simple model had lower estimation errors, ABE of
0.08% and AAE of 2.39%. The last two data sets were used to validate the results, whereby
errors were measured at 3.7% and 5.6%, respectively. This confirms that this simplified
model can be used to estimate the overall heat transfer coefficients for a pilot-scale STHE
system during a poultry litter and natural gas co-combustion process.

3.3. Effect of Flue Gas Mass Flow Rate on the Shell Side

As shown in Figure 6, the overall heat transfer coefficient, heat loss of flue gas, heat
gain of water increased from 31.9 to 37.5 W/m2K, 18.44 to 37.82 MJ/h, and 11.10 to
20.46 MJ/h, respectively, by increasing the mass flow of flue gas from 61.3 to 98.8 kg/h, for
the case of poultry litter at 5.76 kg/h. Similar results were found when the overall heat
transfer coefficient, the heat loss of flue gas, heat gain of water was increased from 21.3 to
48.9 W/m2 K, 21.27 to 48.91 MJ/h, 12.16 to 25.71 MJ/h, respectively, by increasing the
mass flow of flue gas from 62.4 to 109.0 kg/h, for the case of poultry litter at 6.81 kg/h.
Increments in mass flow rate of flue gas on the shell side increased fluid velocity and
the Reynolds number and convective heat transfer on the shell side, which ultimately
resulted in the increase in the overall heat transfer coefficient associated with the STHE
system. In addition, the heat load of flue gas was increased by increasing the mass flow
rate of flue gas because the increasing feeding rates of poultry litter elevated heating values
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of fuels while releasing more heat into the flue gas during co-combustion. As a result
of heat load increments on the shell side, the heat gain of water from the tube side was
also increased. It was found that effectiveness ranged between 48.7% and 77.8% for the
case of poultry litter at 5.76 kg/h, while effectiveness ranged between 46.7% to 61.7% for
the case of poultry litter at 6.81 kg/h. Effectiveness was slightly lower at higher poultry
litter feeding rates because heat loss of flue gas increased between 2.83 to 9.99 MJ/h by
increasing feeding rate while heat gain of water was relatively small (about 1.06–5.26 MJ/h)
by keeping constant for the water flow rate. It also showed that similar overall heat transfer
(between 30 and 40W/m2 K) with higher efficacy was achieved at a lower feeding rate of
poultry litter (5.76 kg/h). These results support the use of a lower feeding rate of poultry
litter at 5.76 kg/h and further investigating effect of water flow rate on the tube side on the
system performance.

Figure 6. Performance of the STHE under various mass flow rates of flue gas on the shell side.
(a) Feeding rate of poultry litter at 5.76 kg/h. (b) Feeding rate of poultry litter at 6.81 kg/h.

390



Processes 2021, 9, 939

3.4. Effect of Water Flow Rate in Tube Side

As shown in Figure 7, the overall heat transfer coefficient of the pilot-scale STHE
system was between 17.9 to 27.0 W/m2 K, 27.8 to 35.6 W/m2 K, and 36.9 to 40.1 W/m2 K
for low, medium, and high flow rates, respectively. It was also discovered that higher water
flow rates had relatively higher overall heat transfer coefficients. Results also indicated that
the CMTD increased from 214.8 to 232.8 ◦C at lower flow rates, 177.8 to 235.8 ◦C at medium
flow rates, and 161.6 to 218.2 ◦C at high flow rates, after 160 min of the co-combustion
process. Lower CMTD coincides with higher overall heat transfer at a high flow rate
(18.2–18.5 L/min) within the same combustion time. In the meantime, higher water flow
rates on the tube side generated high velocity and turbulence flow with a high Reynolds
number and convective heat transfer coefficients on the tube side, ultimately leading to a
higher overall heat transfer coefficient. An interesting trend is observed where the overall
heat transfer coefficient was increased at a lower flow rate while overall heat transfer
coefficients were decreased at both medium and high flow rate with increasing combustion
times. Ultimately, the gap became smaller after 160 min poultry litter and natural gas
co-combustion processes.

Figure 7. Overall heat transfer coefficients under various water flow rates on the tube side.

As shown in Figure 8, the effectiveness of the pilot-scale STHE system was further an-
alyzed and ranged from 0.444 and 0.574 for low water flow rate, 0.390 to 0.473 for medium
water flow rate, and 0.373 to 0.461 for high water flow rate. It was found that the effec-
tiveness of the pilot-scale STHE system decreased when water flow rates were increased.
It is postulated that the medium and higher water flow rates reduced the residence time
of water on the tube and passed tube sections without effectively gaining heat from hot
flue gas on the shell side. Experimental results indicated that inlet temperature of cold
water on the tube side increased from 20 to 47.8 ◦C for low water flow rate, 45.0 ◦C for
medium flow rate, and 45.0 ◦C for high flow rate, after 160 min co-combustion process.
Therefore, the low flow rate achieved a high inlet temperature of the cold fluid (about
2.8 ◦C higher) and thereby caused a lower temperature difference with an inlet temperature
of hot flue gas (around 504 ◦C), ultimately reducing the maximum possible heat transfer
rate (Qmax). On the other hand, the actual heat transfer rate (Qactual) increased by 55.1%
(from 13.62 to 21.12), 37.5% (from 16.04 to 22.06), and 35.1% (from 15.05 to 20.34) for low,
medium, and high flow rate, respectively. Thus, a low flow rate is the optimal water flow

391



Processes 2021, 9, 939

rate that enabled appropriate velocity and enough residence time of cold water on the tube
side to gain heat from hot flue gas in the shell. In the meantime, a low flow rate provided
a lower maximum possible heat transfer rate with a higher actual heat transfer rate to
quickly achieve heat equilibrium between the two mediums and ultimately increase the
effective performance of the pilot-scale STHE system. The current study concluded that the
pilot-scale STHE system had an optimal heating performance under the lowest water flow
rates (13.7–14.1 L/min), while the lab-scale STHE system experienced optimal performance
under different water flow rates (about 6.44 L/min) [28]. Thus, these results infer that
optimal water flow rates should be found for different size and capacity STHE systems by
controlling mass flow rates on the tube side.

Figure 8. Effectiveness under various water flow rates on the tube side.

3.5. Effect of Parallel and Serial Arrangement of Water-to-Air Heaters

As shown in Figure 9, it was found that the inlet temperature of the water-to-air
heater increased from 20 to 49.4 ◦C under a parallel arrangement, while it increased to
45.0 ◦C under serial arrangement after 160 min co-combustion process. In the meantime,
the parallel arrangement increased trailer temperature from 10.6 to 82.2 ◦C, while the serial
arrangement increased trailer temperature to 77.9 ◦C under similar outside temperature
(between 8.3 and 9.4 ◦C). Results show that the parallel arrangement of the water-to-
air heaters caused the overall heat transfer coefficient of the STHE to vary from 33.7 to
40.6 W/m2 K, while a serial arrangement caused the overall heat transfer coefficient of
the STHE to range from 28.5 to 34.2 W/m2K. To that end, these results indicate that
the parallel arrangement performed better than the serial arrangement in terms of the
increased inlet temperature of the heater (equivalent to outlet temperature of the STHE),
trailer temperature, and the overall heat transfer coefficient. The parallel arrangement of
heaters had a slightly faster dynamic response and demonstrated a higher heat transfer
rate of 0.5% to 1.9% (about 0.1 to 0.4 MJ/h). Therefore, a parallel arrangement allowed the
water-to-air heaters to reject slightly more heat from the hot water into the cold air in the
empty trailer and increased trailer temperature by 4.3 ◦C. Moreover, a parallel arrangement
allowed the pilot-scale STHE system to collect more heat from hot flue gas into the cold
water being returned.
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Figure 9. Effect of water-to-air heater arrangement on the system performance.

Limitation of study may include the estimation of flue gas mass flow rate to predict
heat transfer rate and assumption of gas compositions during the poultry litter and natural
gas co-combustion process to calculate the specific heat of flue gas. In the future study,
the mass flow rate of flue gas can be measured using relatively expensive mass flow
meters to compare with estimated flue gas mass flow rates and precisely derive heat
transfer rate. Real-time gas compositions under various operating conditions of the co-
combustion process can also be measured using the emission analyzer and then used to
calculate the more accurate specific heat of flue gas that ultimately assist in estimating
heat transfer coefficients and evaluate the performance of the STHE system. To reduce a
lot of time and vast expenditures on experiment study, CFD and simulation tool can also
be adopted to model the STHE system and investigate the heat transfer, pressure drop,
velocity distribution using flue gas as one of the working fluids under various operating
conditions, such as tube types, tube arrangement, and tube materials.

4. Conclusions

In this study, the pilot-scale shell and tube heat exchanger (STHE) prototype were
specially designed and fabricated for the purpose of heat use in the flue gas from the
poultry litter and natural gas co-combustion. The pilot-scale STHE prototype implemented
twisted tubes and 40-degree segmental baffles to increase the heat transfer coefficient and
maximize system performance. A systematic approach was then used to estimate heat
transfer coefficients and investigate the performance of the STHE system. First, the specific
heat of flue gas was calculated based on fuel properties, EA ratio, and flue gas temperature.
Results indicated that the specific heat of flue gas during biomass co-combustion ranging
between 1.044 and 1.338 kJ/kg·K was slightly lower than the specific heat of flue gas
undergoing fossil fuel combustion. This was because the poultry litter as one of biomass
had lower carbon and hydrogen content compared to fossil fuels. Results also indicated
that the specific heat of flue gas was increased with decreasing excess air and increasing flue
gas temperature. Then, the estimated specific heat was then applied to develop a simplified
mathematical model for overall heat transfer coefficient prediction of the pilot-scale STHE
system by the integration of two different methods. The developed model was found to
have a relatively small average bias error (ABE) of 0.08% and an absolute average error
(AAE) of 2.39% to predict the overall heat transfer coefficients. Afterward, the STHE system
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performance, including water and trailer temperatures, heat load, effectiveness, and overall
heat transfer coefficient, were investigated under the variable operating conditions, such as
water flow rates on the shell side, flue gas flow rates on the tube side, and the arrangement
of the water-to-air heaters in the trailer. Results showed that the increments in flue gas mass
flow rate on the shell side increased fluid velocity and convective heat transfer coefficient,
ultimately improving the overall heat transfer coefficient and effectiveness of the STHE
system. On the contrary, decreasing the mass flow rate of water on the tube side allowed
sufficient residence time and higher actual heat transfer, resulting in a higher overall heat
transfer coefficient and effectiveness. Moreover, it was found that a parallel arrangement of
the water-to-air heater in the trailer contributed toward an increase in inlet temperature of
the heater (equivalent to outlet temperature of the STHE), trailer temperature, and overall
heat transfer coefficient when compared to a serial arrangement.

In a future study, analysis of the energy flow and heat transfer from the poultry litter
co-combustion into the pilot-scale STHE system, water-to-air heaters, and trailer under
variable operating conditions can be performed. In the long-term, hot water production
from the STHE using flue gas during the poultry litter and natural gas co-combustion
process can contribute to energy savings, reduction in disposal costs and environmental
problems, and provide a pathway toward a promising and sustainable waste management
option for poultry farmers.
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Nomenclature

A heat exchanger area (m2)
cp specific heat (J/g·◦C)
cp, f specific heat of flue gas (J/g·◦C)
cp,w specific heat of water (J/g·◦C)
Cmin minimum heat capacity rate (J/s·◦C)
CMTD corrected effective mean temperature difference (◦C)
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do outside diameter of tube (mm)
D diameter (mm)
De equivalent diameter (mm)
ηe f f f ectiveness effectiveness (%)
fi inner fouling factor by water (m2 K/W)
fo outer fouling factor by flue gas (m2 K/W)
F temperature efficiency factor
h convective heat transfer coefficient
hi convective heat transfer coefficient determined by water on tube side (W/m2 K)
ho convective heat transfer coefficient caused by flue gas on shell side (W/m2 K)
k thermal conductivity (W/m K)
LMTD logarithmic mean temperature difference (◦C)
.

m mass flow rate (kg/s)
.

m f mass flow rate of flue gas (kg/s)
.

mw mass flow rate of water (kg/s)
Nu Nusselt number
Pr Prandtl number
Pt distance between centers of two pipes (mm)
.

Q heat load (J/s)
.

Qw heat load of water (J/s)
.

Q f heat load of flue gas (J/s)
.

Qmax maximum possible heat transfer rate (J/s)
.

Qactual actual heat transfer rate (J/s)
Re Reynolds number
ρ density (kg/m3)
λ thermal conductivity of the tube material (W/m K)
S tube wall thickness (m)
ΔT change in temperature (◦C)
t1 water temperature at inlet (◦C)
t2 water temperature at outlet (◦C)
T1 flue gas temperature at inlet (◦C)
T2 flue gas temperature at outlet (◦C)
Th,in inlet temperature of hot fluid (◦C)
Tc,in inlet temperature of cold fluid (◦C)
U1 overall heat transfer coefficient, first method (W/m2K)
U2 overall heat transfer coefficient, second method (W/m2K)
V velocity (m/h)
υ kinematic viscosity (m2/s)
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Abstract: The hot jet of an aero engine is one of the main radiation sources of infrared detectors in
3–5 microwave bands. Transverse jets were introduced into a hot jet to enhance mixing and reduce
the infrared radiation characteristics. This proved to be a high-efficiency and low-resistance infrared
suppression technology. The steady-state distribution of temperature data was simulated, which
was needed in the thermal radiation calculation. The radiation characteristics were calculated based
on the anti-Monte Carlo method in 3–5 microwave bands. The mechanics of enhanced mixing by a
rectangular nozzle or transverse jets was investigated with the LES simulation. Compared with an
axisymmetric nozzle, a rectangular nozzle induced abundant counter-rotating vortex pairs (CVP),
hairpins, shears, and helical vortexes, which resulted in significant mixing enhancement and infrared
radiation decrease of the hot jets. Further, circumferential transverse jets of different types were
introduced downstream of the nozzle. These jets enhanced the mixing and reduced the infrared
radiation in the 3–5 μm band. The mixing characteristics of these different schemes were studied in
detail. Large-scale vortices formed on the windward portion of the hot jet boundary under the effect
of the transverse jets, which caused strong CVP structures. They also resulted in hairpin vortexes,
shear vortexes, and helical vortexes appearing earlier and occurring more frequently than with
nozzles without transverse jets. The enhanced mixing caused by the transverse jets led to an increase
in temperature decay and a decrease in infrared radiation in the 3–5 μm band. Further, transvers jets
of different geometrical shapes (rectangular, cube, and circular schemes) achieved different mixing
characteristics, and the rectangular transverse jets allowed the most significant mixing for the largest
Q criterion value.

Keywords: circular to rectangular; transverse jets; infrared radiation; mixing enhancement

1. Introduction

With the rapid development of the detection technology of infrared (IR), the IR sig-
nature of aero engine has become a serious problem. From the point of view of aircraft
survivability, IR signatures within two atmospheric windows, 3–5 and 8–14 μm, are the
most important. In the waveband of 3–5 μm, the hot components (including nozzles,
turbine blades, cones, afterburners) of an aero engine exhaust system and the hot plume
are the major sources of IR emission.

Aero engines are the main infrared radiation aircraft sources in the 3–5 μm band, while
the thermal components and exhaust plumes are the main infrared radiation sources of aero
engines. The hot components have large infrared radiation, which can mainly be detected
in relatively small backward angular regions of the nozzle. Due to the omnidirectional
radiation of the plumes, they can be detected from almost any angle in the hemispherical
space [1].
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When a plume travels downstream, its high temperature region spreads in both axial
and radial directions through the exchanging process of heat and momentum between
the plume and the nearby gas. Thermal radiation increases with the enlarged surface and
volume of the high-temperature region [2,3]. By increasing the mixing of the plume and
the ambient air, temperature attenuation becomes larger, and the thermal radiation of the
plume significantly decreases [4].

Jet mixing enhancement methods can be classified in two major categories: passive
flow control and active flow control technologies. The passive flow control methods include
solid tab, lobe nozzle, and chevron nozzle [5–11]. These techniques can effectively alter the
primary jet shear layers, but the performance of the engine exhaust system will decrease
with these off-design conditions. The passive flow control methods also have a thrust
penalty on the exhaust system.

Based on passive flow control technologies, active flow control technologies were grad-
ually developed [12–15]. Mature active flow control methods of jet mixing enhancement
include steady and pulsed jet technologies. Behrouzi and McGuirk compared the mixing
effects of solid small tab, steady state, and pulse transverse jets on the near-field jet of an
axis-symmetric nozzle [16]. Their results indicated that the pulse transverse jet showed the
best effect. Knowles and Saddington summarized these approaches in [3].

Gevorkyan et al. and Kamran et al. carried out several experiments on jets [17,18].
Their results showed that the mixing characteristics of the plume could be effectively
improved by transverse jets. In addition, they preliminary examined the mixing mechanics.
Active flow control methods were based on the local energy of transverse jets into the main
flow. These techniques disturbed the jet flow shear layers and then generated large-scale
structures which promoted jet mixing [19,20].

Many scholars focused on the influence of the shape and configuration parameters of
transverse jets, which greatly affect the mixing characteristics. McClinton experimentally
investigated the influence of the injection angle and concluded that, with the decrease of the
injection angle, the penetration height becomes larger, and the mixing rate increases [21].
Gretta [6] drew different conclusions from McClinton [21] through numerical research on
the 2-D slot injection. That paper showed that, with the decrease of the injection angle, the
penetration height becomes smaller, and both the mixing rate and the total pressure loss
decrease.

Gruber et al. experimentally investigated the penetration and mixing characteristics in
a Mach 2 flow field with three different injection schemes including the vertical injection of a
circular hole, the oblique injection of a circular hole, and the vertical injection of an elliptical
hole [22]. Zhang Bo numerically investigated the mixing characteristics in supersonic
primary flow and subsonic secondary flow and revealed the influence of waves on the
mixing layer between supersonic primary flow and subsonic secondary flow from circle
injectors [23,24]. Kan Kobayashi carried out research on mixing of the scramjet model with
a diamond-shaped injector [25]. Yang carried out investigations on the influence of circular
and elliptical transverse-hole jets on the vortex structure [26]. The results showed that the
vortex structures in the far field of the two schemes were similar, while the leading-edge
vortex pulsation of the elliptic jet in the near field was more intense in the shear layer. The
transverse pulsing frequency also plays an important role. Eri carried out a study of the
effect of the mixing efficiency and coherent structures by using a large eddy simulation
and suggested that the optimal mixing enhancement corresponded to an effective balance
between the number and the size of vortex structures [27].The formation of the counter-
rotating vortex pair in the near field of transverse jets and its development in the far field
have drawn much attention. However, few studies focusing on the effect of transverse jets
on the generation and evolution of downstream vortex structures have been published.

Recently, more and more studies have tended to use the anti-Monte Carlo method in
radiation characteristics simulation for its high accuracy and efficiency; this method has
gradually replaced the traditional ray-tracing method [28,29].
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A circular to rectangular nozzle with an exit with a width-to-height ratio of 2 was
designed in this paper, based on the axisymmetric convergent nozzle. Four transverse
jets were arranged in the circumferential direction of the rectangular exit. The effects if
transverse jets on the mixing and the infrared suppressing characteristics of a hot jet in the
3–5 μm bands were investigated. In addition, the mixing mechanisms were preliminarily
analyzed.

2. Physical Models

Figure 1 presents the physical models of all CASEs studied in this paper. CASE A
(axis-symmetrical nozzle) is shown in Figure 1a. The specific parameters are marked as
following: Dn (Diameter of the nozzle entrance) was 0.1 m, D (Diameter of the nozzle exit)
was 0.8 Dn, and the length L was 1.5 Dn. CASE A was set as the basic design. Figure 1b
shows CASE B (Circular to rectangular nozzle), with a rectangular exit having an aspect
ratio of 2. It has the same length, entrance, and exit area as CASE A. Further, CASE B1 was
formed at the base of CASE B, after introducing transverse jets. The diameters of the
transverse jets (D) were 0.1 Dn, with the same length of 0.3 Dn, and the center of the jets
hole was 0.08 Dn downstream of the nozzle exit. Then, the transverse jets’ shapes were
optimized for the equivalent square and rectangular holes (named CASE B2 and CASE B3,
respectively); the specific scheme are shown in Table 1.

Figure 1. Physical models of CASEs.

Table 1. Illustration of the models.

Model-A Model-B Model-B1 Model-B2 Model-B3

Asymmetrical
nozzle

Circular-
rectangular

nozzle

Model-B with
Round transvers

jets

Model-B With
square transvers

jets

Model-B With
rectangular

transvers jets

3. Computational Domain and Boundary Conditions

Figure 2 shows the cylindrical computational domain used in this paper. Its diameter
was 16 Dn, and the length was 30 Dn. The flow direction was along the x-axis, the wide
side was in the y-direction, and the narrow side was in the z-direction.
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Figure 2. Computational domain.

The calculated boundary conditions were as follows: the mass flow rate of the inlet
was 1 kg/s, the pressure was 1.5 bar, the temperature was 600 K, and the mass fractions
of CO2, CO, and H2O were 6.6%, 0.1%, and 2.7%, respectively. The ambient pressure was
100 KPa, and the temperature was 300 K. The wall of the nozzle was gray, with an emissivity
of 0.9. The transverse jets had 4 uniform inlets set in the circumferential direction. These
jets had a flow rate of 0.01 kg/s each, whose pressure was 210 kPa, and the temperature
was 350 K.

4. Meshes Generation and Independence

The software ANSYS ICEM-CFD was used to generate the computational meshes,
and ANSYS FLUENT was used as the flow solver. The domain meshes were hexahedral,
including four layers close to the nozzle wall. There were about 5.6 million elements in total
(Figure 3), which allowed performing a sufficiently precise analysis. A mesh independent
test was carried out with different meshes for CASE B, and the results are shown in Figure 4.
It was observed that, when the mesh number increased to 5.6 million, the difference of the
results was less than 2%. Thus, the meshes used in CASE B proved to be suitable and can
be used as a reference for mesh generation in other cases.

Figure 3. Meshes for flow computation.

In this paper, the numerical simulation method was verified with the data of Ref [7],
and the comparative result (Stanton number St (St = Nu/(Pr.Re)) = 0.2 is shown in
Figure 4b, which proves the validity of the numerical simulation method.

In Figure 4b, T∗ is a dimensionless parameter to assess the cooling efficiency, which
is defined as T∗ = Th−T∞

Tc−T∞
. Th is the temperature of the plume, Tc is the temperature of the

transverse flow, and T∞ is the ambient temperature.
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Figure 4. Validity of the meshes and numerical simulation method.

5. Numerical Simulation Method

This paper is divided into two parts: the study of the flow field and the study of
infrared radiation characteristics. The time-averaged temperature data of different models
were simulated by using Reynolds stress equation model (RSM), which were needed for
thermal radiation calculation. The radiation characteristics in 3–5 μm bands were calculated
based on the anti-Monte Carlo method as in [30].

In order to reveal the mechanism of enhanced mixing with a rectangular nozzle and
transverse jet, the flow field was calculated using the Large Eddy Simulation method
and the dynamic Smagorinsky model. Instantaneous mixing and the vortex evolution
characteristics were simulated, and the evolution of the vortex structure from the two
dimensions of time and space was analyzed through Ansys Fluent.

The detection distance was set at 35 m as in previous experiments. The walls are
treated as grey walls with an emissivity of 0.9. The HTEMP2000 database was adopted to
calculate the atmospheric absorption and emission.

Figure 5 shows the distribution of the infrared radiation detection surfaces. The
infrared radiation could be detected from the horizontal detection surface (XOY) and the
vertical detection surface (XOZ). The detection points were located at 5◦ intervals; α = 0◦ is
the direction of the nozzle axis, and α = 90◦ is the direction perpendicular to the nozzle axis.

Figure 5. Sketch of the detecting orientations.
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6. Analysis of the Calculation Results

Figure 6 shows the location of the typical axial sections downstream of the horizontal
plane and vertical plane, and the intersections of the axial sections are marked from 1.5 Dn
to 8 Dn.

Figure 6. Typical downstream sections.

6.1. The Distribution of the High-Temperature Zone

Figure 7 shows the distribution of instantaneous temperature contours on different
planes of the CASEs, simulated with LES models. The instantaneous temperature contour
mapsin symmetrical plane of CASE A is shown in Figure 7a, and those in horizontal and
vertical planes of CASE B are shown in Figure 7b,c. The temperature contours of the three
figures have similar distribution.

Figure 7. Transient temperature contour on planes.

In Figure 7, it can be seen in the field near the hot jet that the jet column remained
stable and that the boundary layer of the jet formed an obvious shear vortex structure.
With the development of the jet, the jet column became unstable, and the larger vortex
structure dissipated into smaller and richer small vortexes. The vortexes dissipated shorter
jet columns and obvious pulsation characteristics.

In order to compare the time-averaged temperature characteristics of different cases,
Figure 8a–e show the temperature distributions of CASE A, B, B1, B2, and B3 obtained
with the Reynolds stress equation model (RSM). The range of high-temperature zones
(T > 540 K) are marked by black vertical lines.

Figure 8a presents the temperature contour distribution for CASE A. Figure 8b presents
the temperature contour distribution on the vertical plane for CASE B. The results show
agreement with CASE A, while the length of the high-temperature zone decreased.

Figure 8c–e show the influence of the configurations on the transverse jets. The circular
transverse jets of CASE-B1 resulted in a compressing influence on the hot jet in the vertical
plane. The mixing between transverse jets and hot jet increased, which led to the decay
of the high-temperature zone and shortened it. Further, when comparing the different
transverse jets, the cube jet (CASE B2) and the rectangular jet (CASE B3) showed similar
distributions as that of the circular jet (CASE B1). On the other hand, the lengths of the
temperature zones decreased. This was caused by the stronger mixing between the hot jets
and the non-axis-symmetrical transverse jets.
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Figure 8. Temperature contour on the vertical plane.

Figure 9a–e present the temperature distributions of the horizontal planes of CASE
A–CASE B3. The results re obviously different from those of vertical planes. In Figure 9b,
CASE B shows a contour profile of double peaks, which is different from that of CASE
A. This observation shows that the mixing area was enlarged, and the mixing between
the ambient and the hot jet was strengthened. This mixing led to a decrease in the high-
temperature zone. The length of the high-temperature zone on the vertical and horizontal
planes are marked with dotted and continuous lines, respectively. CASE B1 and CASE
B2 also showed similar distributions, while CASE B3 showed a reduced high-temperature
zone on both vertical and horizontal planes.

 
(a) CASE A (b) CASE B 

 
(c) CASE B1 (d) CASE B2 

 

 

(e) CASE B3  

Figure 9. Mean temperature contour on the horizontal plane.
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Figure 10 shows the time-averaged temperature distribution of the axial sections
for different cases. Compared with CASE A (Figure 10a), the temperature contour map
of CASE B (Figure 10b) showed a flatter, rectangular profile, which resulted in a larger
contacting area with ambient gas and a stronger mixing ability for the ambient gas.

Figure 10. Mean temperature contours on the radial plane.

In Figure 10c, circumferential four-strand transverse jets are introduced. The high-
temperature zones in CASE B1 showed four concave zones in the middle of four edges
near the nozzle exit, and in the downstream field, the hot jet expanded in both the vertical
and the horizontal plane under the extrusion of the transverse jets. The transverse jets
significantly increased the mixing between hot jet and ambient gas, which truncated the
high-temperature zone downstream, on the vertical and horizontal planes.

6.2. Analysis of the Mixing Mechanism of Flow Field

In this paper, the jet mixing process was numerically investigated by the LES simula-
tion method. For the vortex kernel analysis, the widely used Q criterion was adopted to
identify the vortex structures [19].

QDim =
1
2
(uij

2 − uijuji) =
1
2
(‖Ω‖2 − ‖S‖2) (1)

QDim represents the vorticity amplitude, indicating rotation, S represents the strain rate
amplitude, indicating deformation.

Ω =
√

2ωi,jωi,j S =
√

2Si,jSi,j ωi,j =
1
2
(

∂ui
∂xj

− ∂uj

∂xi
) Si,j =

1
2
(

∂ui
∂xj

+
∂uj

∂xi
) (2)

Figure 11 shows the instantaneous coherent structure distributions of the jet vortex Q
in downstream regions for each of the CASEs. The vortex structures were mainly composed
of a vortex ring, a vortex braid, a hairpin vortex, and a helical vortex. Compared with CASE
A, CASE B showed a greatly enhanced strength of shear vortex rings, with abundant vortex
braids and hairpin vortices. These structures appeared earlier in position than similar
structures in CASE A.
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Figure 11. Distribution of dimensionless core areas along the axial direction at t = 0.02 s.

In Figure 11c, the discontinuity of the velocity for the transverse jets and the hot jet
in CASE-B1 resulted in strong reverse rotating vortex pairs (CVP) that showed inward en-
trainment in the shear layer. A series of shear vortex structures were introduced, and weak
wake vortexes were also produced on the leeward surface, which induced an extensive
mixing, increasing near the nozzle exit. Downstream, helical vortices appeared, resulting in
stronger mixing. The variation of the injection shape mainly affected the near-field mixing
degree, and among the three different transverse jets schemes studied in the present paper,
Case B3 appeared to be the optimal one. The rectangular jet increased the mixing area,
leading to a stronger CVP.

6.3. Infrared Radiation Intensity Distribution

Figure 12 presents the infrared radiation intensity spectrum of the hot jet in the 3–
5 μm bands, which was measured at 60◦. In the 4.16~4.6 μm band, the absorption and
emission of CO2 and H2O induced wave peaks and troughs. The distribution of spectral
radiation in CASE-B was similar to that of CASE-A, while the radiation intensity magnitude
of CASE-B was smaller. When the transverse jets were applied, the infrared spectrum
radiation intensity was clearly reduced for both detective planes. This is illustrated for
CASE B1, CASE B2, and CASE B3, while the magnitude of the three decreased in the
4.16~4.6 μm band.

Figure 12. Dimensionless spectral radiant intensity of a hot jet at a detective angle a = 60◦.
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The infrared radiation intensity is defined as:

I =
∫

λ2
λ1

Iλdλ (3)

In formula (1), the infrared radiation intensity can be integrated in the infrared spec-
trum radiation. Iλ is the spectral radiation intensity, while λ1 is the lower and λλ is the
upper limit of the 3–5 microwave band. The results are dimensionless and based on the
maximum radiation intensity Imax of CASE-A. The results for the horizontal and the vertical
planes are shown in Figure 13a,b.

Figure 13. Dimensionless radiation intensity.

Figure 13 presents the infrared radiation intensity of the hot jet in the 3–5 microwave
regions for detected angles from 0 to 90◦. The infrared radiation intensity, I, of the hot jet
increased first and then decreased in all CASEs. The infrared radiation intensity reached a
high value between 30 and 60◦.

The infrared radiation intensity of CASE-A was consistent on the horizontal and
vertical planes because of its symmetrical geometrical characteristics. For CASE-B, the
infrared radiation intensity distribution was in good agreement with that of CASE-A, while
the intensity was lower for both planes. Further, the intensity on the horizontal plane was
slightly higher than that on the vertical plane. The infrared radiation intensity distribution
for CASE-B1, CASE B2, and CASE B3 was also in good agreement with that of CASE B. The
intensity on both planes was also lower than those observed for CASE-B and decreased on
both the horizontal and the vertical plane.

7. Conclusions

In this paper, a circular convergent nozzle and a circular-rectangular nozzle were
designed. Using the latter nozzle, three different circumferential transverse jets were
introduced. The heat transfer and infrared radiation characteristics in subsonic situations
were numerically investigated. The main conclusions of the research presented in this
paper are the following:

(1) Compared with the axisymmetric nozzle, the circular-to-rectangular nozzle induced
great mixing and led to a decrease of the high-temperature zone. The induced trans-
verse jets resulted in a mixing enhancement of the hot jet. The high temperature-zones
were shortened.

(2) By changing from a circular to a rectangular nozzle, abundant vortices occurred in the
near field of the hot jet. Shear vortices near the corners developed rapidly. Hairpin
vortices, which formed near the nozzle exit, dissipated quickly.

(3) The transverse jets induced CVP structures, resulting in abundant near-field vortices,
increased vortex development speed, and enhanced pulsation of the mainstream
boundary layer. They even expanded the penetration range, which led to the insta-
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bility of the hot jet. Furthermore, the lap winding frequency was higher, large-scale
hairpin vortices formed earlier, and the influenced range was wider.

(4) As the transverse jets were introduced into the circular-rectangular nozzle, the infrared
radiation significantly decreased. For all angles, when circular transverse jets were
introduced, the infrared radiation decreased on the horizontal and vertical planes.
Furthermore, when cube and rectangular transverse jets were introduced, the infrared
radiation decreased by 28.2% on the horizontal plane and by 25.3% on the vertical
plane.
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Abstract: The yields of chemical reactions are highly dependent on the mixing pattern between
reactants. Herein, we report the modification of a meso-micromixing interaction reaction model which
is applied in batch reactors by leveraging the flow characteristics in the continuous reactors. Both
experimental and model-predicted yields were compared using the classical Villermaux–Dushman
method in a self-designed split and recombination reactor. This modified model significantly reduced
the error in predicted product yields from approximately 15% to within 3%, compared to a model
containing the micromixing term only. The effects of flow rates and reactor structure parameters on
mixing performance were analyzed. We found that increasing flow rates and the degree of twist in
the mixing element’s grooves, as well as decreasing the cross-sectional area of grooves, improved
mixing performance. The optimization of reactor flow rates and structural parameters was achieved
by combining Gaussian process regression and Bayesian optimization with the modified model. This
approach provided higher target product yields for consecutive reactions, while simultaneously
achieving a lower pressure drop in the reactor. Corresponding combinations of reactor parameters
were also identified during this process. Our modified model-based optimization methodology can
be applied to a diversity of reactors, serving as a reference for the selection of their structure and
operational parameters.

Keywords: mesomixing; micromixing; continuous reactors; optimization

1. Introduction

Consecutive reactions are extensively employed in the chemical process industry (CPI),
such as in the synthesis of pharmaceuticals and high-performance polymers [1–3]. Studying
consecutive reaction yields is crucial for assessing the reactions’ performance and designing
synthetic routes [4]. In cases where the reaction rate is less than or equal to the mixing
rate, mixing within the reactor governs the contact pattern of the various species involved,
thereby influencing their distributions. Consider the following consecutive reactions:

A + B
k1→ R

A + R
k2→ S

(1)

These reactions are second-order, where the yield of the desired product S is:

YS =
2cS
cA0

(2)

Proper control of mixing quality is essential to maximize the yield of the target product
S when k1 > k2, and has been extensively studied [5–10]. Christy et al. investigated the re-
action between 1,2 diphenyl ethane (B) and NO2BF4 (A) [8]. They found that the yield of the
polynitro product (S) decreased from 78% to 54% upon increasing the stirring intensity then
improving mixing uniformity. This decrease in yield can be attributed to different distribu-
tion states of the nitrifying agent (A) in the reactor [11]. Enhancing mixing homogeneity
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resulted in a uniform distribution of A and a rapid decrease in its local concentration within
the reactor after the formation of R. This can lead to the continuous accumulation of R, less
subsequent reactions taking place, and, finally, a decrease in YS. However, these studies
merely qualitatively evaluated the effect of mixing performance on consecutive reaction
yields without analyzing yields governed by mixing processes quantitatively.

The quantitative relationship between mixing and yields can be described using
a reaction model containing parameters characterizing mesomixing and micromixing.
Baldyga and Bourne proposed a model in terms of the influence of meso- and micromixing
on reactions and applied it to a semi-batch reactor with an extremely high flow ratio of
two mixing streams [12]. The simulation results had a good prediction accuracy with a
yield error of ±2% compared to experimentally measured yields. Samant et al. studied
consecutive reactions in a stirred batch reactor based on this model [13]. They found
that structural parameters, such as the stirring paddle shape and the number of feed
points, had significant effects on mixing rate-limited steps and reaction yields. Then they
provided empirical correlations of mixing characteristic times at each scale controlled by
these parameters to guide the reactor design.

Continuous reactors have many parameters that can significantly affect the inter-
nal fluid flow and mixing pattern, which, in turn, affect the yield of consecutive reac-
tions [14–18]. Baldyga and Bourne used the aforementioned model to forecast the yield in
a Kenics tubular reactor with a flow ratio of 3000:1 [12]. However, the yield was mainly
influenced by the mixing pattern of the stream with the extremely low flow rate, which
does not hold true for two streams with comparable flow rates in tubular reactors. Thus,
the model requires modification based on the flow and mixing characteristics in such cases.
Nevertheless, no model modification work has been conducted for meso-micromixing
interaction reaction models in tubular reactors, which could ascertain the ambient fluid
concentration of the reagents and the volume change of the fluid due to mixing.

The structural parameters of tubular reactors not only influence the mixing pattern
and target product yield of reactions but are also closely related to the pressure drop in
reactors. Maximizing the target product yield while keeping the pressure drop within
a reasonable range is a valuable pursuit of study [19]. However, optimizing numerous
parameters of reactors based on the reaction model can be computationally challenging [20].
Multidimensional regression and optimization required for this process are difficult to
carry out. Gaussian process regression combined with Bayesian optimization can provide a
general optimal solution for nonlinear optimization problems with fewer iterations and
higher calculation speed [21–23]. Zuhal et al. [24] and Seongeon Park [25] employed CFD
to conduct a series of Bayesian optimization designs to optimize the structure of the airfoil
and stirred batch reactor based on minimum pressure drop criteria. However, there are
currently no relevant studies on the structural design of continuous reactors that link
reaction models with optimization methods to evaluate the relationship between target
product yields and the pressure drop in reactors.

In this study, we analyze the flow characteristics and mixing pattern in continuous
reactors and modify the meso-micromixing interaction reaction model which had been
used in batch conditions in previous work. We use the Villermaux–Dushman method
in a self-fabricated split and recombination reactor to verify the model’s accuracy by
comparing the results obtained by experiments with the model. We analyze the changes in
mixing performance due to parameter variations from a flow field perspective. We use this
modified model combined with Gaussian process regression and Bayesian optimization to
obtain higher yields of target products in consecutive reactions while maintaining a lower
pressure drop in the reactor. Such a design method can be applied to the optimization of
various types of reactors.
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2. Modified Meso-Micromixing Interaction Reaction Model

2.1. Initial Mixing-Related Reaction Model

According to Baldyga and Bourne’s theory [12], a meso- and micromixing interaction
reaction model can be characterized by the following equation:

dci
dt

= E
(

1 − XB
Xu

)
(ci − ci) + ri (3)

The symbols in this equation are defined as follows: The rate of engulfment, E,
describes the micromixing of fluid elements, which will be explained in detail in Section 3.4.
Xu represents a fraction of the fluid volume. This part of the fluid contains partially
segregated fluid as islands embedded in a sea, where the reagents are coarsely mixed and
concentration fluctuations still exist. Xu can be derived by statistical method:

The variance of composition of the

Xu =
X0

X0 + (1 − X0)exp
(
− t

td

) (4)

The initial volume fraction in the reactor where the reagents are present is X0. For
tubular reactors, X0 can be considered as the ratio of the initial flow rates. As Xu tends to 1,
it signifies that the reagents spread everywhere from the mesomixing perspective, although
without being completely micromixed.

XB refers to the volume of micromixed fluid relative to the whole fluid. According to
the engulfment model, the rate of engulfment from E model is:

dXB
dt

= EXB

(
1 − XB

Xu

)
(5)

This equation describes the micromixing pattern when mesomixing is incomplete.
Initially the islands, whose initial volume fraction is X0, only consist of pure B-rich feed, so
that the initial value of XB is also X0. As the flow enters the reactor, eddy breakup increases
Xu, which initiates micromixing.

2.2. Comparison of Batch and Continuous Conditions

In batch reactors, the limited reagents are added dropwise. The chemical reaction
occurs only in the droplets. The ambient fluid concentration 〈ci〉 outside the micromixing
region can be assumed to be a constant concentration of excess fluid in the reactor. Addi-
tionally, when the flow rate in one of these streams is extremely low, the volume of fluid
that has been fully micromixed will be present only in the other excessive stream.

In the case of two comparable flow rates in the continuous reactors, chemical reactions
can occur in both streams after achieving micromixing. This implies that each stream
contains a significant concentration of reagents and products, as was shown in Figure 1. As
a result, the ambient fluid concentration 〈ci〉 is no longer a changeless concentration, which
is the case in batch reactors. Furthermore, when the flow rates are comparable, both flows
experience reciprocal engulfment effects and micromixing. Consequently, the volume of
fluid that is completely micromixed in both streams changes (in Figure 1, the total volume
of each stream is VA + ΔVA or VB + ΔVB), which ultimately impacts the concentration of
species in each stream.
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Figure 1. Diagram of mixing between two streams with comparable flow rates under continuous
conditions. Each stream serves as the reciprocal environmental fluid and their volume flow rates
change a lot. (The amount of ΔVA and ΔVB cannot be ignored).

2.3. Model Modification

We have modified the model after accounting for the differences between the above
two conditions.

Firstly, since both streams, 1 and 2, exhibit self-engulfment behavior and undergo
chemical reactions, we considered the ambient species’ concentration outside the micromix-
ing region of stream 1 as that of the corresponding species in stream 2, and vice versa.
In other words, these two streams are treated as reciprocal environmental fluids, as was
shown in Figure 1.

Secondly, since the change in fluid volume resulting from the mesomixing and mi-
cromixing in these two streams is not negligible, we took stream 1 as the reference and
switched from the concentration change due to the volume change of stream 2 to the
volume-based concentration of stream 1. To describe this behavior, we introduced a fluid
volume change rate ϕB, which essentially represents the fluid volume change induced by
mixing at the mesoscopic and microscopic scales. This rate can be calculated using the
following integrated equation:

ϕB = et +

(
1 − 1

e−Qt

)
Q (6)

Here, Q is the ratio of the micromixing characterized time and the mesomixing charac-
terized time.

Based on these, the model can be modified as (taking concentrated reagent A in stream
1 for instance):

dcA1

dt
= E

(
1 − XB1

XuA

)
(cA2 − cA1) + rA (7)

dcA2

dt
=

[
E
(

1 − XB2

XuA

)
(cA1 − cA2) + rA

] VtotalVA
(VA+VB)

ϕB(
Vtotal − VtotalVA

(VA+VB)
ϕB

) (8)

where VtotalVA
(VA+VB)

is the inlet flow rate of stream 1.
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By analogy, each species is governed by two ordinary differential equations that
control its concentration in each of these two fluid environments (stream 1 and stream 2).
In Equation (7), the subscript 1 represents the fluid that has undergone micromixing, while
the subscript 2 represents the ambient fluid surrounding stream 1. For Equation (8), the
opposite is true of what was explained above.

3. Methods and Materials

3.1. 3D-Printed Split-and-Recombine Millimeter-Scale Reactor

The equipment for studying the modified model is a tubular split and recombination
reactor, whose physical model is illustrated in Figure 2a,b. A central annular tube with an
outer diameter of 6 mm (RO) and an inner diameter of 3 mm (RI) comprises the reactor.
It has a series of split and recombination mixing elements with a diameter of 6 mm and a
length of 10 mm (LM), distributed uniformly at intervals of 10 mm (LG) along the circular
tube. The structure has four twisted grooves uniformly rotating along the circumference
for fluid passage. Two adjacent twisted grooves are separated at 90 degrees on the cross-
section of the tube. The physical structure of the reactor can be obtained using 3D printing
technology, with a processing accuracy less than 0.05 mm.

Figure 2. Physical model of SAR reactors: (a) Front view of SAR reactor; (b) Schematic diagram of
the annular structure; (c) Geometrical parameters of mixing elements.

The tubular reactor consists of three sections: inlet, test, and outlet. The inlet section,
20 mm long, is designed to ensure the complete development of the fluid. These two mixing
streams are introduced at equal velocity there, with one entering the reactor through a
3 mm central tube, and the other entering through the remaining annular tube. Thus,
the initial flow ratio of these two streams will be 1:3. The test section is 110 mm long, an
adequate length to achieve various mixing patterns. The outlet section is 40 mm long,
sufficient to stabilize the outlet flow.

Based on the results obtained from the pre-experiments, the angle (α), groove depth
(d), turn (T), and flow rate (F) of the reactor significantly affect the flow field and mixing
performance in the reactor. These parameters are shown in Figure 2c. Angle denotes the
rotation angle of the groove in the mixing element; groove depth represents the depth of
the groove; turn refers to the degree of one groove twist. If T = 1, the groove rotates 360◦
in a single mixing element. We selected these parameters for numerical simulation and
experimental study and set several discrete points for each parameter, which are listed in
Table 1.
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Table 1. Geometrical parameters and flow rate of the tube and inserts.

α, ◦ d, mm T F, mL/min

15, 30, 45, 60, 75 0.5, 1, 1.5, 2, 2.5 0.2, 0.4, 0.6, 0.8, 1 100, 150, 200, 250, 300, 350, 400

3.2. Numerical Simulation

To investigate the influence of different structural parameters and inlet flow rates
on pressure drop and the energy dissipation rate in the reactor, we conducted 3D steady-
state numerical simulations. Water was chosen as the working medium and modeled as
a Newtonian, incompressible fluid. The simulations were performed at 20 ◦C and it is
assumed that physical properties, such as viscosity, remain constant. Since the mixing
element is placed horizontally in a tube with an inner diameter of 6 mm, we assume that the
effect of gravity is negligible. With these assumptions, the momentum governing equations
of the fluid are as follows.

∂ui
∂xi

= 0 (9)

ρ
∂ui
∂xi

+ ρ
∂uiuj

∂xj
= − ∂p

∂xi
+

∂

∂xj

(
μ

∂ui
∂xi

+ pτji

)
( i = 1 ∼ 3) (10)

where ρ is the density of mixture fluid; u is the internal velocity field; p is the local pressure
field; μ is the viscosity of the mixture fluid; and τji is the Reynold stress tensor. Here, the
SST k-ω model was applied. The range of the Reynold number in this study was from
658 to 5821. The SST k-ω model can be applied to the cases with relatively lower Reynold
numbers, which can reproduce the transition from laminar to turbulent flow regimes.
Furthermore, for the flow ejected from the curved grooves of the mixing elements, where
the fluid has a high-velocity gradient within the boundary layer, the SST k-ω model will be
more applicable.

In this study, ANSYS fluent 2020R1, a commercial software based on the finite volume
method, was used for the numerical simulations and CFD-Post for post-processing. The
SIMPLE algorithm was applied for pressure–velocity coupled solution calculations while
the PRESTO! method was used to perform gradient and pressure discretization. The
second-order upwind algorithm spatially discretized the momentum, turbulent kinetic
energy, and turbulent dissipation rate. The convergence criteria are less than 10−6 for the
continuity and momentum equations.

In the simulations, there is difficulty calculating the turbulent kinetic energy, energy
dissipation rate, etc., accurately, so, obtaining these results requires higher quality discrete
meshes. Therefore, the grid independence test and algorithm reliable verification are
necessary to be carried out, which are shown in the Supplementary Materials.

3.3. Mixing Performance Experiments

To quantitatively evaluate mixing performance, classical Villermaux–Dushman experi-
ments [26–28] were conducted. We considered the approximate micromixing time range in
this case and used the concentration groups of substances provided by J.M. Commenge’s
study [29–31]. The concentrations of each reagent are presented in Table 2.

Table 2. Concentration recipe of reagents for Villermaux–Dushman method.

Materials Concentration [mol/L]

H2BO3 0.09
NaOH 0.09
KIO3 0.006

KI 0.032
H2SO4 0.0026
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The experimental setup diagram is depicted in Figure 3. Iodide-iodate-borate buffer
solution and sulfuric acid solution were supplied to the reactor through two HPLC pumps
from the outer and central tubes, respectively. The outer and central tubes were connected
by commercial T-connectors. To minimize error, three independent samples were taken in
each experiment and analyzed by UV-VIS. Finally, the concentration of each species was
obtained by subsequent data processing, then XS (segregation index) was calculated. For
further details on the Villermaux–Dushman method [32–34], please refer to the Supplemen-
tary Materials.

 

Figure 3. Schematic overview of the experimental setup: (1) Sulfuric acid solution container;
(2) Buffered solution container; (3a) HPLC pump for sulfuric acid solution; (3b) HPLC pump for
buffered solution; (4) Commercial T-joint; (5) SAR reactor; (6) Outflow container; (7) UV−VIS spec-
trometer. The blue solution represents sulfuric acid solution, the red buffered solution, and the purple
the solution after the reaction.

3.4. Data Reduction

Based on the set of ordinary differential equations given in Section 2, the independent
variables that need to be imported to the reaction model include the inlet flow rate, reaction
kinetics, flow time, micromixing characteristic time and mesomixing characteristic time.
Apart from the inlet flow rate and reaction kinetics, the calculation of the remaining three
variables is given below.

The flow time can be calculated by dividing the reactor length by the average flow
velocity in the reactor as follows:

t =
L

um
(11)

In such SAR reactors, additional attention needs to be taken with respect to D, be-
cause the shape of the flow channels in the circular cross section is not regular and the
reactor characteristic sizes cannot be determined by conventional methods. Therefore, the
hydrodynamic diameter calculation method was used [35]:

D =
4V
S

(12)

where V is the fluid domain volume in the reactor and S is the area which contacts with
the fluid in the reactor.

The Reynolds number represents the relative relationship between the inertial and
viscous forces in the fluid and is expressed as follows:

Re =
ρumD

μ
(13)

where um is the average velocity along the flow direction.
Baldyga and Bourne [36–39] proposed an engulfment model to describe micromixing

behavior, which is based on the premise that the engulfment of small-scale eddies generates
interlaced laminar structures between the micromixing fluid and the environment. These

415



Processes 2023, 11, 1576

structures promote the deformation of fluid layers that accelerates the aggregate size
reduction up to the diffusion scale then intensifies the molecular diffusion between the
fluid layers. Based on this theory, the micromixing characteristic time can be determined
from numerical simulation using the following equation [40]:

tm = E−1 = 17.3(v/ε)0.5 (14)

Here, the engulfment rate, E, is the inverse of tm, which is related to the energy
dissipation rate ε and the dynamic viscosity ν. It is important to note that this empiri-
cal formula (Equation (11)) for calculating the micromixing characteristic time requires
more validation through comparison with experimental results, which are detailed in the
Supplementary Materials.

Additionally, the energy dissipation rate is directly related to the evaluation index
of mesomixing [11,41]. According to the theory of inertial-convective disintegration of
large-scale eddies, the fluid element’s intermediate scale shrinks from the initial Λc to
the Kolmogorov scale through turbulence dispersion. The whole process constitutes
mesomixing [38,41–43]. Based on this theory, the mesomixing characteristic time can be
estimated using statistical method [12]:

td = 2

(
Λ2

C
ε

) 1
3

(15)

The initial scale of mesoscopic mixing, Λc, for two streams with the same inlet flow
velocity can be calculated by the following equation [11]:

Λc =

(
VB
πu

)0.5
(16)

where VB is the volume flow rate of the stream that has a relatively lower flow rate.
The energy dissipation rate refers to energy loss in the fluid due to its essential viscosity

and the turbulence induced. The turbulent energy dissipation rate can be related to the
velocity strain rate tensor by:

ε =
1
2

v

(
∂ui
∂xj

+
∂uj

∂xi

)2

(17)

This tensor can be obtained directly from CFD simulations.

3.5. Optimization Procedure

The optimization method for reactors using GPR, BO, and the modified model is
presented in the flowchart shown in Figure 4. In this study, 100 initial design points about
the reactor were obtained using the Latin hypercube sampling method. CFD simulations
were carried out to determine parameters such as the energy dissipation rate. The reaction
kinetics and modified models were then incorporated into a self-programmed 4th-order
Runge–Kutta MATLAB program for calculations, acquiring 100 sets of yield and pressure
drop data for fitting. These yield and pressure drop data, as performance functions,
were mapped to performance metrics by a specific design. This design was defined by
a set of structural and operating parameters and subjected to regression validation and
optimization in the next step.

In each iteration, a surrogate model was calculated using the known correspondence
between the four reactor parameters and the three dependent variables (two product yields
plus pressure drop). The next set of parameters, whose mapping value will get closer to
the maximum yield and the lowest pressure drop, was chosen by the acquisition function.
This parameter set was further used for numerical simulation to obtain the new pressure
drop and yields. The cycle of updating the model was repeated. An evaluation index K
was defined to determine the final multi-objective optimization results.
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Figure 4. Algorithm of CFD-GPR-BO.

K =

YB−YA
YA

ΔPB−ΔPA
ΔPA

(18)

Specifically, K is calculated as the ratio of the percentage yield improvement to the
percentage pressure drop improvement between two adjacent iteration points, A and B.
This metric indicates the amount by which the yield improves when the unit pressure drop
increases. If K is less than 5%, we select the current design point as the final multi-objective
optimization result based on the optimization principle of GPR-BO.

4. Results and Discussion

4.1. Validation of Modified Model Accuracy

The present study acquired experimental and simulated yields using parallel com-
peting reactions in the classical Villermaux–Dushman method. The yields obtained from
both the modified meso-micromixing interaction reaction model and the reaction model
containing only the micromixing time term were compared with the experimental results.
The results are presented in Figure 5.

Figure 5. (a) Comparison of the yields obtained by the Villermaux–Dushman method with those
obtained by the meso-micromixing interaction reaction model and the model which only consists of
micromixing time. (The green dashed line represents the ratio of micromixing time to mesomixing
time, Q, as a function of the inlet flow rate); (b) Error lines of yields obtained by experiments and
meso-micromixing model; (c) Error lines of yields obtained by experiments and the model only with
micromixing term.
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The figure shows that the yields obtained from the modified meso-micromixing in-
teraction reaction model are in good agreement with the experimental results, with a
maximum relative error of only 3% (Figure 5b). This indicates the accuracy of this modi-
fied model for yield prediction. However, the reaction model with the micromixing time
term only has a much larger error in the experimental results, particularly at high flow
rates, where the relative error can reach up to 14.7% (Figure 5c). This can be attributed
to mesomixing becoming the rate-limited step gradually, which is evident from Figure 5,
showing that the ratio of micromixing time to mesomixing time, Q, decreases with in-
creasing flow rates. Growing flow rates increase the overall energy dissipation. However,
the rate of mesomixing triggered by turbulent dispersion cannot catch up with that of
micromixing, and, thus, becomes the rate-limited step [44]. In conclusion, this modified
meso-micromixing interaction reaction model is an accurate approach for obtaining yields
and can subsequently be used for the optimization in Section 4.3.

4.2. Effect of Parameters on Mixing
4.2.1. Effect of Turn

In Figure 6, the reactor’s full domain energy dissipation rate and segregation index
were evaluated at various turns for a fixed groove depth of 1.5 mm and angle of 45◦, while
the inlet flow rates were also varied. The results indicated a decreasing trend in energy
dissipation rate and segregation index with an increase in T, which was found to be more
pronounced at lower flow rates. At a flow rate of 150 mL/min, XS for a T of 0.4 was 0.03911,
which was 40.4% lower than that for a T of 0.4 with an XS value of 0.06564. However, XS
variation at higher T did not become that significant, especially when T = 0.4 and 0.6, as
there was almost no difference, with a maximum difference of less than 5%.

Figure 6. (a) Variation in segregated index (XS, a series of solid lines) and volume-average energy
dissipation rate in the reactor (ε, a series of dashed lines) under different flow rates and skewness at
d = 1.5 mm and α = 45◦; (b) Streamline in a mixing unit set; (c) Velocity contours of cross-sections at
z = 42 mm in the twisted grooves. Here, (1) represents the cases with S = 0.2, while (2) with S = 0.8.

The helical motion of the fluid caused by the increased radial velocity component and
extended flow path, both in the empty annular space between the two mixing elements and
the twisted grooves in the mixing elements, was responsible for this trend (Figure 6b2). At
the same time, the strong rotational effect increased the contact area between relatively high
and low flow velocity zones in the twisted grooves (Figure 6c2). However, although further
increase in T indeed lengthened the flow path, excellent mixing could be achieved right in
the middle of the path due to more frequent contact with the fluid. Therefore, extending
the flow path or increasing the radial velocity more significantly had a limited effect on
improving mixing performance [45]. Overall, these findings highlight the importance of
selecting the appropriate turn for optimal reactor performance.
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4.2.2. Effect of Inlet Flow Rates

Figure 5 illustrates the decreasing trend of XS with increasing inlet flow rates, from a
maximum of 0.05331 to 0.01911. For T > 0.4 and at lower flow rates (F < 200 mL/min),
XS decreased significantly with increasing flow rate, from 0.06464 to 0.02352, representing
a change of 63.6%. However, at higher flow rates, the change in XS leveled off until it
concentrated around 0.0123 at a flow rate equal to 400 mL/min.

This trend was mainly attributed to the increasing energy dissipation rate in the
annular space between the two mixing elements as the flow rates increased. As shown
in Figure 7a1,a2, the flow pattern remained largely unchanged with increasing flow rates,
but the overall velocity was significantly affected. This increased velocity leads to a higher
degree of turbulence and contact frequency with the fluid, thereby substantially increasing
the energy dissipation rate in the annular space (Figure 7b1,b2). However, the effect of
higher flow rates on the energy dissipation rate in the annular space is minimal, resulting
in a slow improvement in mixing performance. Overall, high flow rates are beneficial for
enhancing mixing performance in the reactor.

 
Figure 7. Flow pattern information with different flow rates: (a1,a2) Streamline in a mixing unit
set; (b1,b2) EDR contours of cross-sections at z = 53 mm. Here, (1) represents the cases with
F = 150 mL/min, while (2) with F = 350 mL/min.

4.2.3. Effect of Cross-Sectional Area of the Grooves

Angle and groove depth are important factors that determine both the width and
depth of grooves in the mixing element, respectively. These two factors together determine
the cross-sectional area of grooves, which affects the flow pattern and mixing performance
in the annular space and twisted grooves.

Given T = 0.4, F = 300 mL/min, the reactor’s energy dissipation rate and segregation
index varied with groove depth and angle, as presented in Figure 8. Decreasing the cross-
sectional area of the groove led to a significant reduction in XS. The maximum XS of 0.0258
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was obtained at α = 75◦ and D = 2.5 mm, while a minimum XS of 0.00426 was observed at
α = 30◦ and D = 1 mm, overall resulting in an 83.5% decrease in XS.

Figure 8. (a) Variation in segregated index (XS, a series of solid lines) and volume-average energy
dissipation rate in the reactor (ε, a series of dashed lines) under different D and α at F = 300 mL/min
and S = 0.4; (b1,b2) Streamline in a mixing unit set; Here, (1) represents the cases with α = 75◦ and
D = 2.0 mm, while (2) with α = 30◦ and D = 1.0 mm.

Reducing the cross-sectional area of the groove leads to a jet with higher velocity,
which spreads out into the annular space to form a rotating plume flow. As this plume
moves away from its source, its edges entrain the surrounding fluid, causing the plume to
expand further then promoting mixing (Figure 8b2). The energy dissipation rate increased
significantly when the cross-section area of the groove became small, from 1.46 m2/s3

at α = 45◦ and D = 1.5 mm to 8.39 m2/s3 at α = 30◦ and D = 1 mm. This can be
explained by the fact that the flow area is reduced by a factor of 2.25 and the velocity of the
ejected plume increases exponentially, leading to an accelerated improvement in mixing
performance. In conclusion, reducing the cross-sectional area of the groove improves the
mixing performance of the reactor.

4.3. Optimization Calculations
4.3.1. Optimization Objectives

The objective of this work is to maximize the target product yield and minimize
pressure drop by optimizing the reactor parameters. The information about the relevant
consecutive reaction is presented in Table 3. The reactor is fed with two streams, A
and B, which enter from a 3 mm diameter center tube and annular space with a 6 mm
outer diameter and 3 mm inner diameter, respectively. To satisfy the demand for different
products in the consecutive reaction, the yields Y1 and Y2 of product C and product E, as well
as the pressure drop, were chosen as the optimization objectives, while the angle, groove
depth, turn and flow rate were selected as the corresponding optimization parameters.

Table 3. Kinetic and operational information about the competitive consecutive reaction.

Information about the Reactions

A + B → C r1 = k1cAcB
C + B → D r2 = k2cCcB
D + B → E r3 = k3cDcB

k1 = 50 m3/(mol·s) k1 = 20 m3/(mol·s) k1 = 100 m3/(mol·s)
VA : VB = 1 : 3 VMA = VMB = 5 mol/m3
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BO is applied to obtain the local minimum value [46]. Therefore, the yields of both
products in the consecutive reaction were multiplied by (−1) to transform the optimization
problem into a maximization problem, as shown in the following expression:

Objectives : f1(α, d, T, F) = {ΔPSAR,−Y1} and f2(α, d, T, F) = {ΔPSAR,−Y2}

Subjected to : α ∈ [15, 75]; d ∈ [0.5, 2]; S ∈ [0, 1]; F ∈ [100, 400]

4.3.2. Results of Gaussian Process Regression

Two commonly used metrics to evaluate a data regression are the mean square error
(MSE for short) and the coefficient of determination (R2 for short), which are defined as:

MSE =
1
N ∑N

i=1(Yi, GPR − Yi)
2 (19)

R2 = 1 − ∑N
i=1(Yi, GPR − Yi)

2

∑N
i=1

(
Yi − Yi

)2 (20)

A GPR that has a smaller MSE and a larger R2 is considered more reliable and
accurate. Three separate GPRs were utilized to fit the data of ΔPSAR, Y1, and Y2. To assess
the effectiveness of GPR for the regression, an additional analysis was conducted using
an artificial neural network (ANN) with multilayer perception (MLP). The tanh function
was employed as the activation function in the ANN, which has been widely used in this
context [19,47–49]. The final trained ANN had a configuration of 5:14:12:2 after double
hidden layers were used. Both the regression results of ANN and GPR were compared
with results obtained by the reaction model (short for RM), whose normalized values are
presented in Figure 9 and Table 4.

Figure 9. Deviations and maximum relative errors between RM and the two regression methods:
(a) results between RM and GPR; (b) results between RM and ANN. Each dot in the figures represents
the simulated value and the fitted value. Each dashed line represents the maximum positive or
negative relative error of the fitted value.

421



Processes 2023, 11, 1576

Table 4. MSE and R2 of three optimization objectives for GPR and ANN.

GPR ANN

MSE R2 MSE R2

ΔPSAR 1.40880 × 10−4 0.94593 8.51216 × 10−5 0.99670
Y1 3.38565 × 10−3 0.78948 2.87026 × 10−4 0.97674
Y2 3.85881 × 10−3 0.96288 1.45477 × 10−4 0.99972

In Figure 9, the deviations of three dependent variables for RM, ANN, and GPR are
presented. The maximum relative errors for Y1 and Y2 were 3.52% and 5.75%, respectively,
when using GPR. On the other hand, while ANNs generally meet accuracy requirements,
there were several outliers that deviated significantly from the CFD calculations, resulting
in maximum errors of 29.62% and 36.86% for Y1 and Y2, respectively.

Table 4 shows that both the MSE and R2 values in GPRs were significantly better than
those in ANNs, indicating that GPR can provide more accurate data and is, therefore, more
suitable for fitting in this case. This is because GPR can quantitatively predict uncertainty
in a more principled way than ANN, which is particularly relevant for conditions with
excessive degrees of freedom. Moreover, by selecting a specific kernel function, GPR can be
considered equivalent to an ANN with an infinite number of hidden nodes [50]. However,
high accuracy requires more computational resources, although, for just 100 design points,
the computational time remains relatively short.

4.3.3. Results of Bayesian Optimization

After obtaining regression results for GPRs, Bayesian optimization was subsequently
performed to optimize the reactor parameters.

The optimization process is determined as a multi-objective optimization when the
target product is the intermediate product C. To improve the yield of C, the mixing per-
formance needs to be enhanced to disperse the reagent B in the reactor quickly, which
reduces its local concentration and slows down the second and third reactions, thereby
accumulating product C and reducing the formation of subsequent products, D and E.
However, improving the mixing performance requires a higher energy dissipation rate
of the fluid, resulting in a higher pressure drop in the reactor. Therefore, a compromise
solution between higher intermediate product yields and a relatively lower reactor pressure
drop needs to be achieved.

Using Bayesian optimization, a series of Pareto front points were obtained, as shown
in Figure 10. These optimization points were evaluated using the metric K presented
in Section 3.5. The desired points with K = 2.92% were identified with a red circle in
Figure 10. Therefore, for the intermediate product C, the maximum yield was 92.5% with a
pressure drop in the reactor of 510.50 Pa, where α = 32.8◦, d = 2.36 mm, T = 0.215, and
F = 145.7 mL/min.

When the target product is the product in the last reaction, E, the process becomes a
single-objective optimization. To increase the yield of E, the mixing performance needs to be
worsened, resulting in the intermediate product C being diffused to the enriched B region,
further reacting with it. This is particularly significant when the residence time of the
species becomes longer, as it leads to a higher selectivity of E. A lower energy dissipation
rate results in poorer mixing, but also keeps the pressure drop low. Therefore, there is no
trade-off or coordination required between the product yield in the last reaction and the
pressure drop in the reactor. Optimization is straightforward in that the solution containing
both the lowest pressure drop and the highest yield is desired.

A series of optimal points were obtained by Bayesian optimization, as shown in
Figure 11. The three leftmost points in the figure are indeed close in value, with a relative
difference of less than 0.2%, indicating that the single-objective optimization has reached
the limit of iterations. The point identified with the red circle is the desired point, where
we acquired the lowest pressure drop and the highest yield. Thus, for the product in the
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last reaction, the highest yield was 94.3%, with a pressure drop in the reactor of 253.81 Pa,
where α = 48.3◦, d = 2.04 mm, T = 0.344, and F = 120.37 mL/min.

 

Figure 10. Pareto front for intermediate product yield obtained by BO and a solution that meets
the criteria.

 

Figure 11. Results of single-objective optimization for the yield of product in the last reaction obtained
by BO and a solution which meets the error criteria.

We have developed an active reactor design method based on CFD-GPR-BO that is
applicable to the analysis of different types of reactions, accounting for a meso-micromixing
interaction reaction model. In practice, it may be acceptable for a reactor to have a higher
pressure drop to achieve the most desired yields as long as the pressure drop is within a
reasonable and allowable range. Nevertheless, this method still provides valuable guidance
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for practical applications, including reactor development for different types of reactions,
significantly reducing the reactor design time.

5. Conclusions

In summary, the present study has led to the following conclusions:

1. A modified meso-micromixing interaction reaction model was developed based on the
flow characteristics in continuous reactors. The model was validated by comparing
experimentally obtained yields with those predicted by this model. The modified
model significantly reduced error in predicted product yields from approximately
15% to within 3%, compared to the model containing the micromixing term only.

2. Mixing performance in the reactor was improved by characterizing the decreasing XS
with increasing flow rate, the degree of twist in the mixing element’s grooves, and
the decreasing cross-sectional area of grooves. A high flow rate intensifies the energy
dissipation of the fluid in the annular space between two mixing elements; high turn
extends the flow path and increases the contact area between the areas with high
and low flow velocities in the twisted grooves. When the cross-sectional area in the
grooves becomes small, a significant plume flow can be formed in the annular space,
improving mixing performance.

3. The optimization, in which the yields of target products and pressured drop in the
reactors were chosen as the optimization objectives, was based on the modified model
and performed by BO along with GPR. We obtained the highest product yield while
keeping the pressure drop low. For the intermediate product, the yield was 92.5%,
while the pressure drop in the reactor was 510.50 Pa. For the product in the last
reaction, the yield was 94.3%, while the pressure drop in the reactor was 253.81 Pa.
The corresponding combinations of reactor parameters were obtained. This kind of
optimization method can be applied to the design of various reactors, providing a
reference for structural selection and operational parameter determination.
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Nomenclature

ANN Artificial neural network, for short
BO Bayesian optimization, for short
ci The mole concentration of component i, mol/m3

d Groove depth, mm
D The hydrodynamic diameter of the reactor cross-section, m
E The engulfment rate in terms of micromixing, s−1

EDR Energy dissipation rate, for short
F Flow rate, mL/min
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GPR Gaussian process regression, for short
K Criteria for multi-objective optimization
LG Distance between two mixing elements, mm
LM Length of a mixing element, mm
MSE Mean square error, for short
P Local pressure field, Pa
ΔPSAR Pressure drop in the full domain of reactors
ri Intrinsic reaction rate of component i, mol/(m3·s)
RI Outer radius of tube-in-tube reactors, mm
RO Inner radius of tube-in-tube reactors, mm
R2 Coefficient of determination
Re Reynold number
S Skewness of curved grooves
SAR Split-and-recombine reactor, for short
td Mesomixing characteristic time, s
tm Micromixing characteristic time, s
u Local velocity field, m/s
um Average velocity along the flow direction, m/s
V Volume of the reactor fluid domain
X0 Ratio of initial flow rates in a tubular reactor
XB Volume of micromixed fluid relative to the whole fluid

Xu
Volume fraction which contains the partially segregated fluid as
islands, embedded in a sea

Y1 Intermediate product yield
Y2 Final product yield
z Axial position of the reactors, m
Greek symbols

α Circulation angle, ◦
ε Energy dissipation rate, m2/s3

Λc
Average from the integral scale of concentration fluctuations
to Kolmogorov scale

μ Dynamic viscosity of the fluid, Pa·s
ν Kinematic viscosity of the fluid, Pa·s
ρ Density of the fluid, kg/m3

ϕB Ratio of fluid volume change after micromixing
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Abstract: Computational Fluid Dynamics (CFD) has been firmly established as a fundamental
discipline to advancing research on energy engineering. The major progresses achieved during the
last two decades both on software modelling capabilities and hardware computing power have
resulted in considerable and widespread CFD interest among scientist and engineers. Numerical
modelling and simulation developments are increasingly contributing to the current state of the art in
many energy engineering aspects, such as power generation, combustion, wind energy, concentrated
solar power, hydro power, gas and steam turbines, fuel cells, and many others. This review intends to
provide an overview of the CFD applications in energy and thermal engineering, as a presentation and
background for the Special Issue “CFD Applications in Energy Engineering Research and Simulation”
published by Processes in 2020. A brief introduction to the most significant reviews that have been
published on the particular topics is provided. The objective is to provide an overview of the CFD
applications in energy and thermal engineering, highlighting the review papers published on the
different topics, so that readers can refer to the different review papers for a thorough revision of the
state of the art and contributions into the particular field of interest.

Keywords: computational fluid dynamics; energy engineering; modelling; simulation; renewable
energy; combustion; turbulence; heat transfer; thermal radiation

1. Introduction

Since the early contributions from D.B. Spalding and co-workers at Imperial College London
and CHAM (Concentration Heat and Momentum) [1–3], Computational Fluid Dynamics has become
a powerful tool for engineers and researchers of a wide range of applications. With the increasing
computing power and development of both physical models and numerical and discretization
techniques, CFD is nowadays considered to be a highly valuable must-have tool in the investigation of
fluid flow. The main reasons are that CFD allows for the systematic analysis and optimization of the
fluid flow field without the need for interfering with the flow itself, which is not always possible with
conventional experimental techniques. CFD also allows the (virtual) observation of flow variables at
locations that may not be accessible to measuring instruments.

Computational Fluid Dynamics has a wide variety of applications in energy engineering and
research, namely the modelling of combustion, heat transfer, and multiphase flow, and in the simulation
of gas and steam turbines, wind turbines, or tidal and wave devices. A very significant widespread of
CFD has been observed during the last two decades in terms of users and number of applications, and
indeed the CFD business reached a value of $1.0 billion in 2013, with around a 10% annual growth rate
in industry.

However, CFD is not yet at the level where it can be used by designers or analysts without a
working knowledge of the numerical algorithms involved, and despite the increasing computational
resources, CFD has not yet evolved to a level where it can be straightforward to use. Numerical
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analyses still require significant effort to be set up, run, and analyzed. Therefore, CFD is in fact an aid
to other analysis and experimental tools and must be used in conjunction with them.

2. Computational Fluid Dynamics (CFD)

Computational fluid dynamics, commonly known as CFD, consists of the resolution of the fluid
flow governing equations by using numerical techniques implemented in a computer code. The domain
of interest is divided into small volumes using a mesh, where the set of partial differential equations
are discretized into algebraic equations and then solved in an iterative fashion. The basic fluid flow
simulation involves the Navier–Stokes equations for the transport and conservation of mass and
momentum. Additional physical and chemical phenomena can be included in the model by adding the
correspondent transport equations: Chemical species conservation, heat transfer, and other coupled
phenomena such as electrochemistry, magneto-hydrodynamics, and others.

The methodology for a CFD analysis comprises a pre-processing stage, a solver stage, and a
post-processing stage. During pre-processing, the geometry for the domain of interest is generated.
The corresponding fluid volume is divided into discrete cells in the mesh generation process.
The physical model is then setup by defining fluid properties, physical models, and boundary
conditions. For transient problems, the initial conditions are defined, and the time continuum is
discretized into time steps. The equations are solved iteratively using appropriate discretization and
numerical algorithms, and finally during the post-processing stage, the results analysis and flow
visualization is performed.

The Navier–Stokes equations, also known as conservation or transport equations, which govern
the fluid flow motion, can be written in its general form as:

∂
∂t

∫
V

ρ∅dV +

∮
A

ρ∅V·dA =

∮
A

Γ∇∅·dA +

∫
V

S∅dV (1)

where ∅ is the transported quantity, t is the time, A the superficial area, V the volume, Γ is transported
quantity diffusivity, and S∅ is the source of ∅. The first term in the equation corresponds to the transient
transport of ∅, the second term to the transport by convection mechanism, the third term represents
the transport of ∅ by diffusion, and the fourth term represents the source (or sink) of ∅. The different
transport equations are assembled by using the appropriate variables, as shown in Table 1.

Table 1. Main transport equations used in Computational Fluid Dynamics (CFD) analysis.

Equation Variable ∅
Continuity 1

x-momentum u (velocity in x-direction)
y-momentum v (velocity in y-direction)
z-momentum w (velocity in z-direction)

Energy h (enthalpy)
Chemical specie i yi (mass fraction of i)

3. CFD Applications in Energy Engineering Research and Simulation

This section will cover the main CFD applications in energy and thermal engineering. A thorough
review of such a wide variety of different applications is however not feasible within one single
publication. Instead, a brief introduction to the most significant reviews that have been published on
the particular topics related to CFD in energy and thermal engineering is provided. The objective of
the review is thus to provide an overview of the CFD applications in energy and thermal engineering,
highlighting the review papers published on the different topics, so that readers can refer to the different
review papers for a thorough revision of the state of the art and contributions into the particular field
of interest. The applications covered are depicted in Figure 1.
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Figure 1. CFD applications related to energy and thermal engineering covered in this review.

To date, there has been a significant scientific production regarding CFD application in the areas
indicated in Figure 1. The number of publications identified for each particular field are presented in
Figure 2.

Figure 2. Bibliometric study: Number of scientific publications in the areas indicated in Figure 1.

3.1. Combustion and Gasification

Combustion is one of the major fields of application of CFD, where the wide variety of combustion
types have been deeply explored (coal and biomass, liquids, gas, oxy-combustion, and others). The basic
models for turbulent combustion initially developed for very high or very low Damköhler numbers
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(reaction rate limited by reactants mixing or by chemical kinetics) were the eddy break up (EBU, also
known as eddy dissipation model—EDM) and the finite rate chemistry (FRC) model. Both basic
models were further developed and refined, and additional models have been progressively developed,
such as the flamelet model for non-premixed combustion describing the interaction of chemistry
with turbulence.

3.1.1. Coal and Biomass Combustion

CFD simulation of coal combustion in boilers has attracted much attention during the last decades
as it has been typically one of the main technologies for power generation. Coal combustion involves
many different modelling issues such as multiphase modelling, chemical reactions, heat transfer, and
radiation or emissions modelling (Figure 3). Pulverized coal particles tracked within a Lagrangian
integration framework is the most typical simulation method to compute the multiphase flow, that
must be coupled to heat and mass transfer models to account for devolatilization.

Figure 3. Main processes and models involved in coal combustion.

One of the first reviews on the topic was published by Phil Stopford [4] in 2002, when AEA
Technology was owner of the CFX-4 code. The review focuses on coal-fired low-NOx burner design,
furnace optimization, over-fire air, gas re-burn, and laminar flames. CFD modelling of pulverized coal
boilers has been also reviewed by Díez et al. [5] and Sankar et al. [6], as well as by Kurose et al. [7]. Other
applications such as pulverized coal in blast furnaces were reviewed by Shen et al. [8]. A particular
focus on modelling of poly-dispersed particles in reactive flows by population balance models (PBM)
was done by Rigopoulos [9] with applications not only on coal combustion, but also many others
such as soot formation or spray combustion. Finally, the coupling of CFD simulation of equipment
with process simulation codes have been reviewed by Zitney [10]. Overall, the major challenges in
pulverized coal combustion are the modelling of chemical kinetics (both devolatilization and char
combustion), radiation, and the overall furnace modelling. The current trends in devolatilization
generally involve multi-step kinetic models [6]. In any case, it is crucial that an appropriate coal
characterization is carried out. Regarding radiation, not only the adequate radiation model must be
selected (that will depend on the optical thickness, where the effect of flying-ash should be considered),
but also the gas radiation properties model.
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Although most of the considerations above are applicable to biomass combustion, such a process
presents particular modelling issues, and modelling approaches were reviewed by Dernbecher et al. [11]
or Haberle et al. [12] and Chaney et al. [13] for small-scale grate furnaces and boilers. A particular
focus on CFD modelling of biomass gasification was reviewed by Mazaheri et al. [14]. Gasification is a
particularly complex process involving chemical kinetics, heat and mass transfer, and thermochemical
equilibrium, that in addition can take place in a wide range of gasifier designs currently being
investigated [14], and with very different types of biomass feedstock. All this complexity makes
biomass gasification particularly challenging for CFD modelling, and it is generally recognized that
there is still a lack of accurate gasification models and procedures for assessing the different types of
gasifiers [14].

Co-firing of coal and biomass in industrial boilers and furnaces has been the covered in recent
reviews by Tabet et al. [15] or Bhuiyan et al. [16], focusing as well on slagging issues when co-firing
is used.

Oxy-fuel combustion of pulverized coal is also a topic of major interest (as a promising technology
for CO2 capture) and its CFD modelling has been specifically addressed by Chen et al. [17], Yin et
al. [18], or Edge et al. [19]. CFD is expected to play a vital role for the oxy-fuel combustion technology
development as it played for conventional combustion processes. Research efforts are particularly
put on modelling how oxy-fuel conditions are affecting combustion physics and chemistry such as
turbulent gas–solid flow, heat and mass transfer, pyrolysis, or char reactions [19].

Finally, there are specific issues and challenges associated to coal combustion and its CFD
modelling, such as slagging [20] or erosion modelling [21].

3.1.2. Combustion in Fluidized Beds

Fluidized beds (FBs) are widely used in the chemical and process industry and are also used for
the combustion of solids and gasification. Simulations (Figure 4) are involving transient multiphase
flows with particular treatments for very dense particulate flows (mostly based on the kinetic theory of
gases) and, in general, small time-step sizes are required to achieve convergence. This makes CFD
unsuitable to address large 3D industrial cases within the commonly available computing power.

Figure 4. Time snapshot of a CFD simulation of fluidized bed (gas volume fraction in blue, sand
particles volume fraction in red).

CFD modelling of fluidized bed combustion for biomass and co-firing was reviewed by Kumar
et al. [22], Kuffa [23], and Singh [24], whereas the particular application of CFD simulation of FBs in
waste-to-energy plants was discussed by Ravelli et al. [25]. The reviews demonstrate that CFD has
been extensively used to analyze the distributions of chemical species, temperature and heat fluxes, ash
deposition, and pollutants concentrations in both combustion and gasification in fluidized beds [24]. It
is, however, clear that simulation models are still approximations and many assumptions are required,
such as when considering Eulerian–Eulerian approaches with variation in particle sizes.
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3.1.3. Liquid and Gas Combustion

Roslyakov et al. [26] very recently published a review on CFD modelling of liquid and gaseous
fuel combustion in power generation installations. An in-depth review on the modelling of turbulent
burning rates for gaseous fuels was published by Bradley [27]. The atomization and transport of liquid
fuel droplets during the evaporation process is of particular importance when modelling burners and
combustion of liquid fuels, whereas the subsequent combustion in gas phase is typically modelled
with the eddy break up model (EBU, also known as eddy dissipation model—EDM).

3.1.4. In-Cylinder Combustion

Combustion in engines has been of major importance for the automotive industry and for
other propulsion systems, aiming at developing low-fuel-consumption and low-emissions internal
combustion engines. Review papers were published already in the 1990s such as by Reitz and
Rutland [28] on diesel engines or Gosman [29]. CFD modelling of diesel combustion engines was
reviewed by Barths et al. [30], and dual fuel diesel-CNG (Compressed Natural Gas) engines by Shah et
al. [31]. A focus on turbulence modelling able to represent different combustion regimes and detailed
chemical kinetics was carried out in the review of Haworth [32], while the application of Large-Eddy
Simulation (LES) models represents a significant contribution to the topic [33]. The Engine Combustion
Network (ECN) provided a review on the methodology to properly characterize and control ambient
and fuel-injector boundary conditions [34], which is of major importance for accurate results. CFD
combustion modelling in engines is a mature application, but there is a need for model improvements
in some areas such as spray modelling (break-up, atomization) and other related phenomena such
as wall films and wall heat transfer in such conditions. Some of the problems requiring a particular
accuracy on flow unsteadiness such as cyclic variation and design sensitivity can be probably better
studied with LES [33], but appropriate submodels must be carefully used.

3.1.5. Chemical-Looping Combustion

Chemical-looping combustion (CLC) consists of a two-step process interconnecting two fluidized
beds reactors (circulating fluidized bed for air reactor and bubbling fluidized bed for fuel reactor).
Oxygen is carried from air to fuel by means of a carrier (a highly reactive metal particle) thus
avoiding direct contact between air and fuel and resulting in a flameless combustion with pure CO2
exhaust stream suitable for sequestration. Multiphase modelling is one of the fundamental issues
in chemical-looping combustion (apart to reacting flow), and thus different drag models to account
for the solid–gas interaction can be found in the review by Banerjee and Agarwal [35] or Jung and
Gamwo [36]. A better knowledge of the multiphase reactive gas–solid flow is fundamental for the
simulation of CLC combustors.

3.2. Turbomachinery

CFD is playing a major role in the aerodynamic design of turbomachines, and currently all modern
designs are being aided by the use of CFD, with clear reductions in the costs and design cycles. Denton
and Dawes [37] published one of the earliest reviews devoted to computational fluid dynamics for
turbomachinery design in 1999, while Moore and Moore [38] reviewed methods and models related to
in two-equation turbulence models applied to compressors and turbine cascades. The state of the art
of the use of open-source CFD software was analyzed by Casartelli and Mangani [39], and Pinto et
al. [40] reviewed the work carried out in the CFD analysis for turbines, compressors, and centrifugal
pumps, also discussing parallelization issues and strategies.

3.2.1. Gas and Steam Turbines

Predicting flow field and heat transfer in the cooling passages and cavities of gas turbines and jet
engines is of major importance for the design of more efficient and robust machines. Flow is strongly
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turbulent along the intricate passages, with the aim to achieve higher heat transfer coefficients. Flow
separation, rotation and curvature, and impingement, are some of the challenges to the advanced
turbulence modelling currently being applied. For the particular application of blade cooling in gas
turbines, Iacovides and Launder [41] published a review in 1995 and have later also been addressed
together with additional modelling issues such as hot gas path modelling by Dawes [42] and Horlock
and Denton [43]. Steam turbines were particularly addressed by Tominaga and Tanuma [44]. Multistage
and unsteady predictions have become common practice in the last decade as the increased computer
power has enable such simulations. Among the significance of unsteady calculations, it is relevant to
mention the simulation of two-way fluid–structure interaction (FSI) for investigations such as unsteady
blade loading and the assessment of mechanical aspects in the turbine blades. The consequences of
unsteady flows on the loss generation are also being explored. Secondary gas paths are also significantly
being analyzed, such as leakage flows, cooling flows, and cavity flows (as in shroud leakage flows in
turbines). Such flows are highly turbulent and, thus, their simulation is very reliant on the turbulence
modelling capabilities [43], where Scale Adaptive Simulation (SAS) has been applied with success.

3.2.2. Hydraulic/Water Turbines

CFD modelling and simulation of hydraulic turbomachines has been the objective of review
articles such as in Sick and Wilson [45], Keck and Sick [46], or Trivedi et al. [47]. A particular focus
was put on horizontal axis turbines by Laín et al. [48], while the state of the art in CFD modelling of
Pelton turbines was discussed by Židonis and Aggidis [49]. Both steady-state and transient simulation
of hydraulic turbines are widely carried out, where steady-state conditions include the calculation
of the best efficiency point, high load, and part load conditions. Transient simulations focus on load
variation, startup, shutdown, and total load rejection [47]. Such simulations are challenging due to
the time-dependent movement of the guide vanes, requiring dynamic/moving meshes (or overset or
“chimera” meshes). Off-design conditions are also challenging as the flow field is usually unstable.

The simulation domain considered ranges from component modelling (which is the most common
for example in Francis and Kaplan turbines), to the complete turbine modelling and passage modelling.
When simulating a turbine component, accurate boundary conditions are crucial for ensuring reliable
results [47]. Two-way FSI is also being applied to water turbines to analyze the mechanical behavior of
the turbine components.

3.2.3. Pumps

CFD is commonly applied to the investigation and design of centrifugal pumps, typically for
the performance prediction at design and off-design conditions, cavitation analysis, diffuser design,
parametric studies, or pump performance when running in turbine mode. Besides diffuser and impeller
flows, the analysis of volute flow and the impeller-volute interaction is also being investigated for
further improvement of the pump performance. Centrifugal pumps have been addressed by Shah
et al. [50], and Niedzwiedzka et al. [51] reviewed the specific topic of CFD modelling of cavitating
flows. The particular applications in pumps that can be likewise used as turbines (reverse running
pumps) were discussed by Nautiyal et al. [52]. Some active research fields are two phase flow in
pumps, fluid–structure interaction, and non-Newtonian fluids [50].

3.3. Nuclear

The use of CFD in nuclear power generation has been traditionally focused on safety analysis,
for modelling different scenarios such as loss-of-coolant, and the related safety measures. The results
and progresses of the benchmark case proposed by the Organization for Economic Co-operation and
Development (OECD)/Nuclear Energy Agency to assess the predictive capabilities of (CFD) codes
were reported by Kelm et al. [53]. The Korea Institute of Nuclear Safety (KINS) is auditing calculation
activities on the applicability of CFD software to nuclear safety problems and discussed checking
whether valid CFD software is used for nuclear safety problems [54]. Many other works investigate
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multiphase flow and boiling, involving critical heat flux (CHF) simulations [55–58]. Indeed, the thermal
hydraulics of the reactor core is one of the key issues for safety. The complex geometry and non-uniform
heating make thermal-hydraulics and CHF predictions in light water reactors (LWR) particularly
challenging. Abrupt transients caused by sudden flow regime transition and their implications in CHF
events have also been analyzed [57]. CFD modelling include additional challenges such as coupling
of single and two-phase turbulent flow over a wide range of thermal-hydraulic conditions, and flow
boiling, for both natural and forced convection [57].

Fuel bundle analysis and thermo-hydraulic design (spacers, etc.) have also been modelled, and
reviews were published by Moorthi et al. [59] or Verman et al. [60]. The developments of AREVA S.A.
on predicting flow field and thermal mixing within fuel bundles and fuel assembly components were
discussed in [61], focusing as well on validation.

3.4. Renewable Energies

3.4.1. Wind

Wind energy is progressively increasing its share in electricity production worldwide, and
major research efforts have been made for enhancing turbine blade aerodynamics [62–66]. Hybrid
methods combining CFD with BEM (blade element momentum) have some advantages such as
reducing the computational time required for the aerodynamic load analysis of turbine blades [63].
In addition, optimization methods such as GA (genetic algorithms) have been widely applied in the
optimization of wind turbines [63]. It is fully recognized that CFD is enabling the achievement of better
aerodynamic designs and larger turbine efficiencies [64], where CFD is primarily focused not only on
blade optimization, but also on micro-siting, wind modelling and prediction, or noise prediction.

Flow aerodynamics around turbine blades is complex and challenging, and typically two
approaches are used to account for the blades rotation: One being the multiple frames of reference
(where steady-state simulations are possible), the second being the use of dynamic meshes where a
transient simulation is defined to accurately capture the flow around the rotating blade (with obviously
a much higher computational effort). CFD and blade aero-elasticity was discussed by Hansen et
al. [67]. CFD for the particular design of horizontal-axis wind turbines (HAWT) has been discussed
together with experimental approaches [68] transition modelling [69], and review of CFD, FE codes,
and experimental practices [70]. It can be determined that the accuracy of the simulations is, overall,
determined by the turbulence model, where for turbine wake modelling, LES is generally applied [68].

Darrieus vertical axis wind turbines were reviewed by Ghasemian et al. [71]. Similarly, wind farm
aerodynamics is a significant contribution to CFD to wind energy [72], and wind flow around buildings
for urban wind energy exploitation has also been recently reviewed by Toja-Silva et al. [73]. Some
relevant physics such as wake meandering, effect of atmospheric stratification on wake development,
or the response of the turbine to partial wake interaction can only be addressed currently by CFD [72].
Wind farms are also modelled with LES, and particularly with advanced SGS models. The correct
modelling of the atmospheric boundary layer and its interaction with turbines is crucial for guaranteeing
accurate results.

Further developments in CFD modelling for wind energy will be covering topics such as advanced
atmospheric boundary layer simulation in complex terrains such as cliffs or wake–wake interactions [64].

3.4.2. Solar

CFD has been widely and successfully used for optimizing the heat transfer in solar collectors and
for components design, enhancing the efficiency of the collectors and receivers. Solar air heaters have
been thoroughly investigated with aid of CFD modelling and simulations [74–78] for heat transfer
enhancement. The thermal performance of solar air heaters has been extensively investigated, and
optimum values of relative roughness pitch (P/e) and relative roughness height (e/D) in roughened
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solar air heater duct obtained by different researchers are summarized and tabulated in the review
work by Manjunath et al. [75].

Solar drying systems [79] and solar receivers in central receiver systems have been reviewed
recently [80]. Heliostats are an additional field of CFD work in order to assess aerodynamic wind loads
for a suitable design of the related mechanical and tracking systems [81].

3.4.3. Ocean Energy

Wave energy converters (WECs) are attracting a significant attention with progresses achieved
within several development programs. Numerical tools such as CFD of numerical wave tanks (NWTs)
provide an excellent and cost-effective tool. A comprehensive review on NWTs based on CFD
approaches was published by Windt et al. [82] including best practice guidelines for CFD in the field of
wave energy. CFD studies on axial flow turbines for WECs were reviewed by Cui et al. [83], whereas
the particular case of numerical modelling of tidal stream turbines was discussed by Masters et al. [84].
CFD work on WECs started on 2004 [82] and has shown a clear progression in model fidelity and
capabilities, although there are known shortcomings to be tackled, such as the accurate modelling
of the power take-off (PTO) system dynamics for a better analysis of WEC performance, loading, or
control strategies [82].

3.4.4. Biofuels

Although biofuels production is not one of the most extensive application of CFD, many works
can be found in the literature both for liquid biofuels (bioethanol, biodiesel, green diesel) [85] and
biogas [86]. Thermochemical conversion of biomass to provide gaseous, liquid, and solid fuels was
reviewed by Wang et al. [87]. It can be determined that biodiesel production has attracted much of the
CFD activities in biofuel production simulation, while others (biogasoline or aviation biojet fuels) are
not currently found in the literature [85]. Moreover, there is a significant potential for further refining
the modelling of the chemical reactions involved, together with a need for the use of multi-physics
modelling involving also heat and mass transfer and development of more accurate interfacial mass
transfer for equipment involving multi-phase reactions [85].

3.5. Oil & Gas

The oil and gas industry represents one of the major contributors to energy engineering (and
it is slowly re-orienting some of its activities in order to increasingly become global players in the
renewable energy industry in the medium term). Oil and gas and has extensively been applying
CFD during the last decades [88], including liquid loading phenomena in gas wells [89] and piping
systems [90]. Liquefied natural gas production has become likewise a relevant technology and CFD
applications for heat exchangers have been discussed by Samokhvalov et al. [91]. Overall, a very large
number of different applications are increasingly being simulated in oil and gas, involving different
flow configurations, single-phase, or gas–liquid, gas–solid, and also gas–liquid–solid. The coupling
of multi-phase flow with mass and heat transfer and with chemical reactions is one of the major
challenges in CFD modelling in such applications [88]. Future developments are required in order to
develop more accurate interaction laws between phases (involving momentum transfer and heat and
mass transfer), particularly for the complex flows commonly found in oil and gas.

3.6. Fuel Cells and Hydrogen Energy

In fuel cells, not only fluid flow and heat and mass transfer must be modelled, but also additional
phenomena such as electrochemistry, in order to compute the reactants oxidation and reduction rates.
The overpotential or difference between the solid and electrolyte/membrane potential is the driving
force for the reactions, and therefore, potential equations are solved in these models (one equation
describing the electron transport inside the solid materials such as current collectors, and a second
potential equation representing the ionic transport inside the electrolyte). A comprehensive review on
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the fundamental models for fuel cells was published by Wang [92], including discussion for validation
requirements, with additional reviews published afterwards [93–97]. Aman et al. [98] addressed
the particular case of solid-oxide fuel cells. The numerical models for PEM (Polymer Electrolyte
Membrane) fuel cell cold start were reviewed by Guo et al. [99]. Apart from the investigation of
reactants distributions in bipolar plates and electrodes (Figure 5), it is well known that liquid water
management is a fundamental research field in PEM-type fuel cells, and its CFD modelling has been
the focus of several reviews [100–105]. Future developments in Fuel Cell CFD modelling will surely
be devoted to the challenging water transport and multi-phase physics involved in the different cell
components: Dissolved water for membrane hydration, phase change (evaporation, condensation),
water transport in the porous media of both the catalyst and gas diffusion layers, and the different
gas–liquid flows regimes occurring in the bipolar plate channels, also influenced by surface tension
and wall adhesion, as well as further refinements of electrode models (cathode particle or agglomerate
models).

Figure 5. PEM fuel cell CFD simulation showing (a) velocity distribution in the cathode channels of a
parallel bipolar plate; (b) hydrogen distribution over the anode electrode with a serpentine bipolar plate.

Regarding hydrogen production, Tapia et al. [106,107] reviewed a general CFD methodology
for the design and analysis of solar reactors based on thermochemical cycles. The modelling of
solar reactors requires the use of a radiation model, where, in general, surface-to-surface radiation is
modelled as volumetric absorption in the media and can be neglected. However, in case the radiation
direction is important (such as concentrated radiation coming from a heliostat field), the Monte-Carlo
model is recommended in order to achieve a correct representation of the incoming radiation (Figure 6).
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Figure 6. Temperature distribution over a multi-tubular solar reactor for hydrogen production.

3.7. Heat Transfer Processes and Other Applications

Other additional applications of CFD in energy engineering that have been thoroughly discussed
are thermal energy storage, both for latent [108] and phase change materials [109]. Electronics cooling
is also a field with a significant growth [110]. CFD analysis of heat exchangers was addressed by
Aslam Bhutta et al. [111], and applications of for the design of thermal processes in the food industry
by Norton et al. [112] and Zhao et al. [113].

4. Software Tools

There is currently a broad choice of CFD solvers, mesh generation software, and visualization
tools. Both commercial and free or open source software is available, where the most common software
tools currently being used are indicated in Table 2.

Table 2. Main software tools used in CFD analysis on energy engineering.

Software Vendor Software Name Purpose

ANSYS Inc ANSYS-FLUENT
ANSYS-CFX Meshing/Solver/Visualization

Siemens Industry Software Inc. STAR-CCM+ Meshing/Solver/Visualization
COMSOL Group COMSOL Multiphysics Meshing/ Solver/Visualization
AVL List GmbH AVL Fire Meshing/ Solver/Visualization

NUMECA International AutoMesh / FINE Meshing/ Solver/Visualization
ESI Group OpenFOAM 1,2 Meshing/ Solver/Visualization

CHAM Ltd. PHOENICS 3 Meshing/ Solver/Visualization
Mentor Graphics (Siemens PLM) FloTHERM / FloEFD Meshing/ Solver/Visualization

Pointwise Inc. Pointwise Meshing
ANSYS Inc. ANSYS-ICEM CFD Meshing
Tecplot Inc Tecplot Visualization
ANSYS Inc. Ensight Visualization

1 freeware/shareware; 2 open source; 3 older versions available as shareware.

Most solvers are general-purpose CFD codes, whereas others are focused on particular applications
(such as AVL Fire, focused on internal combustion engines, or FloTHERM, focused on electronics
cooling). PHOENICS was the very first commercially available CFD code (released in 1981), but
currently ANSYS is the most widely used CFD software nowadays (over 40% market share), with both
major codes CFX (acquired in 2003) and FLUENT (acquired in 2006). Among the open source CFD
software, OpenFOAM from ESI Group is the most widely used.
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5. Conclusions

This brief review has covered the main CFD applications in energy and thermal engineering.
A brief introduction to the most significant reviews that have been published on the particular topics
related to CFD in energy and thermal engineering has been provided, so that readers can refer to
the different review papers for a thorough revision of the state of the art and contributions into the
particular field of interest. This has been intended as a presentation and background for the Special Issue
“CFD Applications in Energy Engineering Research and Simulation” published by Processes in 2020.
Overall, it has been shown that CFD is covering all major processes and equipment involved in energy
engineering, with applications increasingly achieving more complex phenomena and simulations.
The increase in the available computing power is allowing simulations with larger mesh sizes and
increasing resolution. Nevertheless, regarding turbulence modelling, RANS modelling is currently
still much more present than LES for most applications. It has been shown that CFD use in industry
and academia continues to grow with a yearly rate of around 10%, with North America and Asia as
major users. The strong competition among CFD software vendors will ensure further efforts on model
developments to enhance accuracy and even cover new applications and novel technologies. Industry
will continue to increase its reliance and trust on CFD to improve their product designs and reduce
design cycles and associated costs. The expected transition towards an energy system mostly based
on renewable energies that will (sooner or later) take place, will require major efforts in technology
development that will surely be supported by CFD in energy engineering research. Based on the above,
it can be thus ensured that CFD will continue to grow and expand, and it will be necessary to ensure
that quality and trust is maintained among users, by further developing, refining, and using CFD best
practice guidelines.
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