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Abstract: This paper is concerned with the asymptotic stability derived for the two-dimensional
incompressible Navier-Stokes equations with multidelays on Lipschitz domain, which models the
control theory of 2D fluid flow. By a new retarded Gronwall inequality and estimates of stream
function for Stokes equations, the complete trajectories inside pullback attractors are asymptotically
stable via the restriction on the generalized Grashof number of fluid flow. The results in this presented
paper are some extension of the literature by Yang, Wang, Yan and Miranville in 2021, as well as also
the preprint by Su, Yang, Miranville and Yang in 2022
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1. Introduction

The 2D incompressible Navier-Stokes equations govern the conservation law of fluid
flow for momentum and mass on a bounded domain with smooth boundary, which can be
described by

)

{ Qu—vAu+ (u-Vu+Vp=F(tx),
divu =0,
where u and p are the velocity field and pressure for incompressible fluid flow such as
water, v > 0 denotes the viscosity of fluid and F(t, x) is the external force.

A bounded domain Q) C R? is said to be Lipschitz if 9 can be covered by finite many
balls B; = B(Q;, rp) with Q; € 9(), such that for any ball B; there is a rectangular coordinate
system and a Lipschitz function ¥; : R¥~1 — R with

B(Qi,37’0) NnNQ = {(xl,x2,~ .. ,xd)\xd > ‘I’i(xl,xz,~ .. ,xd,l)} NnQ,

which can be seen in [1]. The 2D incompressible Navier—Stokes equations defined on the
Lipschitz domain have been studied in Brown, Perry and Shen [1], which presented the
well-posedness and finite fractal dimensional global attractor for an autonomous system,
which has been extended to a non-autonomous case in [2] and some related literature.
The delay on differential equations originates from the controller on boundary in
engineering, which can be described by evolutionary partial differential equations with
delayed term, and were first investigated for ordinary differential equations, such as in [3].
The Navier-Stokes equations with delay have also become interesting topics in the recent
two decades, which are important dominant physical models for fluid mechanics, such as
the wind tunnel model. The research on the well-posedness and dynamics of Navier-Stokes
equations with delay can be seen in [4-12] and the literature therein. For the Navier-Stokes
system with time-varying delay, the tempered pullback dynamics are obtained by energy
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equation approach to achieve compactness, such as in Caraballo and Real [5-7], Garcia-
Luengo and Marin-Rubio [9] and Yang, Wang, Yan and Miranville [12]. Recently, Su,
Yang, Miranville and Yang [11] considered (2) and derived the well-posedness, regularity,
pullback dynamics and robustness. Since stability, observability and controllability are
crucial in the control theory and applications in engineering, the asymptotic stability of
complete trajectories is an important basis for the research on controllability and dynamic
systems. To the best of our knowledge, there are fewer results on the asymptotic stability
and reduction in trajectories inside pullback attractors of 2D incompressible Navier—Stokes
equations defined on Lipschitz domain which are non-smooth, this is our motivation for
this presented research.

This paper investigates the asymptotic stability of trajectories inside pullback attractors
for the two-dimensional incompressible Navier-Stokes equations with multidelays on
Lipschitz domain Q C R? with inhomogeneous boundary, which reads as

Qu—vAu+ (u(t—p(t)) - VIu+Vp = f(t,u(t—p(t))) + g(t,x), (t,x) € Qx,

divu =0, (t,x) € Q,

u(t,x) =¢, ¢ - n=0, (t,x) € 0Qy, )
u(t,x) =u(1), x € Q,

u(t+6,x)=¢(0,x), (6,x) € Yy,

where QO = (1,+00) x Q, 0Qr = (1,4+00) x 3Q, O, = [-h,0] x Q, T € R is the ini-
tial time and & > 0 is a positive constant. v is the kinematic viscosity of the fluid,
u = (uq(t,x),uz(t, x)) is the unknown velocity field of the fluid, p denotes the unknown
pressure and v is the kinematic viscosity of the fluid. The non-autonomous external forces
contain g(t, x) and continuous delay f (¢, u(t — p(t))), where p(t) is the delay in [0, k]. The
function ¢ denotes the initial state in [—h, 0] with u(7t) = ¢(0). The forcing boundary
condition ¢ € L*(9()), where n is the outward unit normal to the boundary 0Q).

Originated from [13-16], based on the results in [11], the asymptotic stability of
trajectories inside pullback attractors for (2) are investigated in this presented paper with
features and difficulties as follows.

() The problem (2) contains an inhomogeneous boundary on a Lipschitz-like domain;

using the stream function ¢ for the corresponding Stokes equations subject to the
same boundary condition, the inhomogeneous problem (2) can be transformed into an
equivalent homogeneous system (10). For the model (2), the delays on external force
f(-,-) and convective term (u(-)V)u(-) can be different as p; (t) and p,(t), which have
the same difficulty under some appropriate hypotheses in Section 2.2. For simplicity,
we assume they are the same as the case p;(t) = p2(t) = p(t).
Based on the global well-posedness of weak solutions and pullback attractors in [11],
the asymptotic stability of complete trajectories inside pullback attractor AM# of (18)
has been achieved by using a new retard Gronwall inequality and some estimates on
stream function for Stokes equations. Since there are two delays contained in (2), the
energy estimates cannot be obtained by using the technique as in [15,17] to achieve
the desired estimate for using differential Gronwall inequalities, which is the main
difficulty here. By introducing a new retard Gronwall inequality in [13], and using
the iteration technique, one sufficient condition (12) on generalized Grashof number
guarantees our asymptotic stability; see Theorem 5 in Section 2.4.

(I) The results in this presented paper are a further research of [15], which is a special
case of (2). The asymptotic stability of (2) is an extension of the recent work [11]. Our
work also implies the exponentially attracting property for the existence of invariant
manifold although the inertial manifolds for 2D Navier-Stokes equation is still open.

The outline is organized as follows. The main results are stated in Section 2 and proved
in the third part, which is based on the preliminary in Section 3.
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2. Main Results
2.1. Preliminary

Let E := {ulu € (9(Q))?,divu = 0}, H and V are the closure of E in (L?(Q))? and
(H'(Q))? topology, respectively; the norm and inner product of H is defined as

2
lelf = (0,0, (0:0) = 1 [y (x)oy )

for u,v € H,and for V as ||u||> = ((u,u)) and
Z / au] av]
ox; 8xl
for u,v € V.Itis easy to check that H and V are Hilbert spaces, V < H = H' < V’, and
the injections are dense and continuous. || - ||« and (-, -) denote the norm in V' and the dual
product between V and V', respectively, and also H to itself.

Let P;. be the Helmholz-Leray orthogonal projection in (L?(Q)))? onto H,and A := —Pr.A
the Stokes operator. The bilinear and trilinear operators are defined as B(u,v) := Py ((u
V)v), b(u,v,w) = (B(u,v), w), which satisfies b(u,v,v) = 0, b(u,v,w) = —b(u,w,v),
and hence . )

S 3 1
[b(u, 0,w)| < Cllullgllullz[[vlllwllflw]?, ¥ u,0,we V.

Forany t € (7,T), wedefine u: (t—h,T) — (L*(Q))?, and the delayed functional
space as follows

Cx = C([=h,05; X), [[ullcxy = sup [[u(t+0)[lx, X=H,V,
0e[—h,0]

which are Banach spaces. Moreover, the p-power delayed integrable space can be de-
fined as Lg( = LP(-h,0;X), 1 < p < +4oo, and the norm is similar as the general
Lebesgue space in delayed interval [—h, 0]. Moreover, the product space is defined well as
Mpy = H x (Cy N L%) with norm

(), ) Ry = Nu(O N + llaeliE,, + Nl

2.2. Hypotheses

For the well-posedness and pullback dynamics of (2), we force assumptions on p(t)
and f(-, ) as follows.

(H-a) There exists m > 0 such that the external force g(-,-) € (R, V') satisfies

loc

t
| elgts s <o, ViR .

(H-b) The function f(-,u) : [t,+0o0) — H is measurable for all u € H, and f(t,-) :
Cy — H is continuous for all ¢ > T The delay p € C!([0, +00);[0,h]), and there exists a
positive constant p* < 1 such that | i | < p

(H-c) There exist functions &, B : [t,+o0) — [0,+0), where a(-) € L®(7,T) and
B(:) € LYz, T) with 11msup—/ B(s)ds = Bo € (0,+00), such that |f(t,u)]> <

T——00
k(B2 + B(E), Yt > .
In addition, there exists a constant L(r) > 0such that | f(t,w;) — f(t,w>)| < L(r)y"2(t)
|w1 — ZU2| for ||ZU1HH <r, ||ZU2||H < rwith ’?(f) S LOO(T, T).

(Hd) \|a<t>(\|1LoopT)T 2o,
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(H-e) Denoting

lim sup
T——00 - T

/t a(r)dr = ag € [0, +00), 4

for arbitrary t € R, then there exists some § > 0 such that

vArh

eVMhy Ce2 ||§0||L°°(E)Q)
+J <vAj. 5
=) i) ! ®
(H-f) Assume that
C vArh || H Ak ;
e2 ||o L®(30)) ev/M /
bs) = (vA; - —o)(t—s) - dr, 6
raltys) = (v = == 55 = 0) (1 =5) = gy | w(ndr ©)
where
Ké(ol t) - K5(0/ S) = _K(S(tls) (7)
and
cet gl
e 2 ||@[lL>0)
< — —
xs(0,7) < xs(0,t) + (1//\1 D é)h (8)
A
2 00
ifvdy — AT 5 0forr € [t ).
The function f(-) satisfies the pullback tempered condition
t
/ e % (13) B(5)ds < o0 )

2.3. Well-Posedness and Pullback Dynamics

The problem (2) can be transformed into the following equivalent homogeneous
system in abstract form

% +vAv+B(o(t — p(t)),0) + B(v(t — p(t)), ) + B(y,0)

B 4
= Pr(g(t, x) + f(t,u(t —p(t)) +vF) = B(y), (tx) €Oy,
divo =0, (t,x) € Q, (10)
v=0, (i’,X) € 900y,
o(t,x) =0(7), x e,
v(0) = 1(6,x) =7(0), 0,x) € Q.

Theorem 1. (Global weak solution) Let (v(T),n) € Mpy, and the hypotheses (H-a)-(H-d) hold.
Then, there exists at least one global weak solution v(t, x) to system (10) on [T — h, T].

Proof. See, e.g., the details in Su, Yang, Miranville and Yang [11]. O

Theorem 2. (Uniqueness) Assume the hypotheses in Theorem 1 hold. Moreover, we assume that
for any r > 0, there exists a constant L(r) > 0 such that

f(twr) = f(tw)| < L)y 2 (B)wr —wal, YE > 7, flwillg <7, wally <7, (A1)

where v € L=(t,T) : [t,T) — [0,+00). Then, the global weak solution in Theorem 1 is unique,
which generates a continuous process {S(t, )} in M.

Proof. See, e.g., the details in Su, Yang, Miranville and Yang [11]. O
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Remark 1. Originated from the idea to deal with uniform attractors in Chepyzhov and Vishik
[18], based on global well-posedness in the phase space My, the global solution generates a process
S(t,T) : My — Mpy, which has the similar property of skew product flow as in [18].

The existence of a minimal family of pullback attractors for problem (18) can be stated
as follows.

Theorem 3. (Tempered pullback dynamics) Suppose that f : R x Cy — H satisfies the hypotheses
(H-a)-(H-d); let the functions «(-) and B(-) satisfy (H-e)—(H-f). Then, for any (v(7),n) € My, the
process (S(t, T); My) generated by the global weak solutions of problem (10) possesses a minimal
family of tempered pullback attractors Ay, in H x Cy, for all k5 € (0,x5(t, T)]. Moreover, if we
choose fixed «% for fixed universe to achieve pullback attractors as Ai r, then we have the relation

)
F HxCy
Axg C A, C A0 C DK,;(t,T)'

Proof. See, e.g., the details in Su, Yang, Miranville and Yang [11]. O

W\ll V/\l}
Ce 2 |gllieoan) | 4e 2 "la(t)llpeo(,r
1% T,
Theorem 4. Assume (v(7),n) € My and § > T=p%) T=p)

S(t,T) : My — Mgy generated by the system (10) possesses a minimal family of D-pullback
attractors A = {A(t) }ter in Mpy.

) the process

Proof. See, e.g., the details in Su, Yang, Miranville and Yang [11]. O

2.4. Asymptotic stability

Definition 1. The pullback attractors are asymptotically stable if the trajectories inside the at-
tractors reduce to a single orbit as T — —oo, which also demonstrates the exponentially tracking

property.

Based on the global well-posedness and the existence of tempered and D-pullback
attractors for problems (2) and (18) in [11], we present our main result as the following
theorem.

Theorem 5. Assume the external force g € L2 (R; V') and the hypothesis (H-a)-(H-d) hold,

loc

the initial data (u(7),$) € Mpy. Then, the trajectories’ pullback attractor A = {A(t) }|i>r is

2
asymptotically stable if G(t) + Ko < 522, where G*(t) = %ﬁ‘g

70+7) is a generalized Grashof
number for the fluid flow, and

Cllelle@a) , C ClO
(S e m] S B e

v VA
ClQ 5 C|Q|||§9||%oo(ag) (b
1/)\1 0 21/)\1 L= 1)
CllollL=(an) C Cv|oQ)|, » C€||(P||4oo(ag)|30|
[ a0l +1] [F 5 ol + . |

where v > 0 is defined by the retard Gronwall inequality determined by the parameters in our problem.

3. The Proof of Theorem 5
3.1. A Retarded Gronwall Inequality

Lemma 1. (See [13]) Considering the following retarded integral inequalities for

ot 00
y(t) < E(t,7)lyellx + /T Ka(t,s) |vsllxds + [ Ka(t,s)lyslxds +p, Y2720, (13)
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where E, Ky and K, are non-negative measurable functions on R?, and p > 0 denotes a constant.
Let X be a Banach space with a spatial variable, then we use || - || to denote the norm of space
C([—h,0]; X) for some h > 0, y(t) > 0 is a continuous function defined on C([—h,T|; X),
ye(s) = y(t+s) fors € [—h,0]. Let

L(E, K1, Ky, p) ={y € C([—h, T|; X)|y > 0and satisfies the inequality (13)},

and
t 00
K(Kl,Kz) = sup (‘/L’ Kl(t,S)dS +/t Kz(t,S)dS)

t>1
with k(Ky, Kp) < +oo. Assume that limy_, 4o E(t +s,s) = 0 uniformly with respect tos € RT,

and denote & = sup E(t,s) and x = x(Ky,Ky), then we have the following estimates:
t>s>1

(1) If k < 1, then for any R, ¢ > 0, there exists T > 0 such that

lytllx < pp+e (14)

for t > T and all bounded functions y € L(E, Ky, Ka, p) with ||yo|| < R, where p = .
2)Ifx < H%' then there exist parameters M > 0 and A > 0, which are independent on p

such that

lyellx < Mllyollxe ™ +yp, t>7 (15)
for all bounded functions y € L(E, Ky, Ky, p), where y = {‘j:c and ¢ = max{%, 1}.

3.2. The Stokes Problem on Lipschitz Domains

From [1], the stream function ¥ solves the following Stokes system on the Lipschitz do-
main

divu =0, x € Q, (16)

—Au+Vg=0,xeQ,
u = @ a.e. x € d( in the sense of non-tangential convergence.

Assume that u = (uq, up) is the solution to (16) with ¢ € L*(0Q)) and ¢ - n = 0, then
we define the stream function ¢ satisfying (16) and

9|y < Cll@llre(aq),

sup|y(x)| + sup|V(x)|dist(x, 0Q) < Cll|l1=(a0),
xeQ) xeQ)

_1
[ Vpldist(-,00)" || r(qy < Cllgllr@aa), 2 < p < .

In addition, the stream function ¢ can be written as the following form Ay = V (q7¢) +
F, where suppF C {x € (); Cje < dist(x,0Q) < Che} and |F| < g%”?”p(an)- The above
estimate is based on the singular operator and Hardy’s inequality as

Ju(x)|? ,
/Q Tdist(x, 00) 2 =€ /Q |Vu(x)[Pdx, Vu € V., 17)

3.3. Proof of Main Results

Proof. By an equivalent system as (18) and stationary equation as (16), the trajectories in
pullback attractors of systems (2) and (18) are synchronous, which implies we only need to
consider the asymptotic stability of trajectories inside the pullback attractor for (18). The
proofs are divided into the following steps.

Step 1: Some estimates of differencing equations
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Setting v = u — ¢ and (v(7),7) € H x (Cy N L%), then (2) can be transformed
into the following equivalent abstract functional evolutionary differential equations with
homogeneous boundary condition

% +vAv+ B(o(t —p(t)),v) + B(o(t — p(t)), ) + B(¢, v)
o0 = PL(f(t,u(t —p(t))) +8(t, x) + vF) — B(y),
vlon = 0,

(T, x) =v(1),

v(0) =#5(0), 6 € [t—h,1].

(18)

Let v(t) and 3(t) be two global solution orbits for problem (18) inside the D-pullback
attractor with initial data

!

7(0), vli=r =0(1),

(T+0)lpe-no (
no] = 71(8), li=x = 3(7),

I
(T +0)|pe[-n0)
respectively.

By the procedure in achieving the D-pullback attractors in [11], the global weak
solution for (18) generates a continuous process S(t, T) in My = H x (Cy N L%) as

(v,0) = S(t, T)(v(7),77) and (3,3t) = S(t,7)(3(7), 1), (19)

which are also two trajectories inside the pullback attractors A = {A(t) }teR in My, here,
vy =v(t+s) fors € [—h,0].

Denoting w = v(t) — 9(t) and w; = v; — ¥ by some simple computation, it is easy
to check that w satisfies the following initial and boundary value problem for functional
evolutionary partial differential equations as

¢+ vAw + B(w(t = p(t)),0) + B3t — p(t)),w) + B(w(t = p(t)), §) + B(y, w)

= PL(f(o(t —p(1))) +¢) = f(8(t —p(£)) + ¢)),
divw =0, (20)
w‘aQ =0,
w(t=1)=v(t)—9(1),
w(t+0)=n(0)—17(0), 0 € [—h,0].

Multiplying (20) by w at both sides, using Poincaré’s inequality, noting the property of
the trilinear operator (B(3(t — p(t)),w), w) = 0 and (B(y, w), w) = 0, we derive that

Sl + vl < |(Blt—p(1)),0) + Bl — p(6), 9),w)|
+|(PL(f(0(t = p(1) +9) = f(3(t = p(1) + ), w) |- @1)
Using the Hardy and Holder inequalities, we have
(Blaw(t—p1),0,w)| < [ |(w(t—p(t))]|Valloldx

C
< %IIUIIZIIW(f)HZJr§IIW(f—P(f))H?{ (22)

N

and

(Bt o)) w)| < Clolimao [, e s

Cllell =20
v

%
4

IN

o]l + leo(t = p(0) I (23)
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and

[(f(t,0(t = () +9) = f(£,0(t = p(t)) + ¢), w)]

< e + o OFO - p(6) 1)

We can use the Poincaré and Gronwall inequalities to achieve the hypothesis in Lemma
1 for the asymptotic stability of trajectories inside D-pullback attractors A in [11], provided
that

vA; = [lo]l >0, (25)

then, we can obtain

ot
w3 < ele=M=Iol®)o (1) — ()| +

C  Cllelli=@0)

1 ., - b Aol )d 2
g+ 2O MmO o s, (26)

Denoting

E(t, 1) = e Jeh=llel})ds

c C = 1
C ol (202) L

- 2115 (8| oo & = WAa=ll2l)de
Ki(ts) =[5+ —— LT[ e S n e,

ot
® = sup E(t,s), «(Kqy,0)=sup [ Ki(t,s)ds,

t>s>1 t>T v T
noting the assumption and inequality in Lemma 1, choosing x(K7,0) < 14%0 In fact, since

v € L®(t,T; H) N L%(1,T; V), we have

v

Cligllre .
M((§ + ST 4 L 12(r)|9(8) 1)

t
sup [ Ki(t,s)ds < sup [1—e M0 (27)

t>7JT >T vAq

and there exists a pullback time T << 7 such that x(Kj,0) < %, which implies the assump-
tion in Lemma 1 holds.

Hence, from Lemma 1, there exist M > 0 and y > 0, such that we can obtain the
following estimate

leo(t = p()) I < M| llo(r) = 6() [ + 17(6) = 7(8) 2 | 7. (28)
Substituting (28) into (21), we can conclude the following estimate

ol < el =M o) — o) +
+M[l[o(t) = 5(2) [ + 7 (6) — 7(6) |2, ] e+~
Cllg|l 1
Cliell~pa)

C 20~ b [ A ol3 )de
x[5+ SO ] [ e Beneliias o)

Step 2: The sufficient condition on asymptotic stability via generalized Grashof
number

Combining (28) with (29), considering the trajectories represented by (19) for fixing
initial data, and letting T — —o0, we can then conclude that the trajectories inside pullback
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attractors reduce to a single one, which implies the asymptotic stability provided that
vA1 > (||v]|3)<t, where (h)<; is defined as

t
(h)<t = lim sup L/ h(r)dr. (30)
T—c0 L= TJT

Since v and @ are two global weak solutions for (18), we use Lemma 1 for a iteration
procedure and some delicate estimates to present a sufficient condition for asymptotic
stability of trajectories inside the pullback attractors by virtue of the uniform boundedness
of stream function.

Taking the inner product of (18) with u in H, this yields

1d 2
5 2ellol + vilol

< [(PL(f(to(t = p(t) + ) +vE),0)[ + [(B(y, ¢), 0)]|
+H(B(o(t = p(1)), ), 0)| + (g, 0)]: (31)

Using the Hardy and Holder inequalities, by virtue of estimates for stream function in
Section 3.2 and ||| 1230 < C|BQ|1/2||4)HLOQ(BQ) from [1], we obtain

‘ [o(®)[[o(t —p(t))]
/dist(x,ao)gcgs [dist(x, 0Q2)] o

b(o(t = p(), ¥, 0)| < Cliglli=@n)

Cllgl~
Vo112 L*(002) 2
< e %Y _
< ol + == ot — p(1) I3, (32)
ol
< (=)
(B0l < Clolon) [ g amy ¥4
< C29 Ry POI o]
Cel|glle )20
v 2 (00)
<
< Zllolp+ ——= 33)
and
Cv CV|aQ|
WER) < Zlglizen el < gglel + = lolipay (34
7/2
go)l < llelP+ "2 lg®l} (35)

By hypotheses (H-a)-(H-d), the estimates of stream function and the Minkowski
inequality, we can derive that

(f(to(t—p(t) +9),0(F))

< X (®)llo(t—p) allo(®) 1 + a2 B)plllo) | + B2 (1) o) &
clollol?.
< a0 B+ 5 RO + —— =t + g, @

Combining (31)-(36), we obtain

d 2 2
ol + vl

Cllgllio@a)  C o, ClOllelEspa) clQ|
< [ 4 ) ot = pDI + () + B
Cv|oQ) Cqu)H%w 20 |8 | 7/2
0 2oy + O T o) )



Mathematics 2022, 12, 4561

By using the Poincaré inequality and Lemma 1, we can conclude that

Clfllel7e t
HUH%{ < efv?u(tfl')HU(T)H%{_‘_v—/\l(aQ)/T671/)\1(#5)“(5)‘15
C‘Q| f —vA1(t—s)
o ) B(s)ds
Cllellie@a)y € A (t—s) 2
[ )] [ e M os — p(s)) s
4
1 CV|aQ‘ 2 C€||g0|| °°(aQ)|aQ| Y (t— )
e { g ||L°°(aQ)+ ” }(1—3 vh(t=7))
+¥2/Vf“”*Wm@d& (38)
T

Denoting
E(f, T) _ e—V)‘l(t—T),

Cligli=@n) , C e
&u»w:P———Ll+;ﬁwummk M=),

v
ClOllelwpn) Q
— T Lmed)) —vAq(t—s) —V/\l(t s)
e 1//\1 L ¢ d5+ /
1 [Cv|oQ)| 8||(P||L°°(80)|80| —vAy (t—1)
v e L ; }<1—e 1)

ﬂﬁ/ﬂMSMda
1% T

t
© = sup E(t,s), «(Ky,0)=sup [ Ki(t s)ds,

t>s>1 t>7 JT

choosing a small enough 7 << 7 such that x(Kj,0) < H%' then by using Lemma 1, there
exist parameters M > 0,y > 0 and 1 > 0, such that we can obtain the estimate

. 7/2 —v
lott = p)IFH < Moo+ Inlf |e 77 4+ == /e M=) g3

2
+CKWW“ﬂMn/;wMUs CIOL [ emente=op(syis
1/)\1 T
1 /Cv|oQ)| 8||‘PHL°°(BQ)|aQ| —VAy (t=T)
o ( 191l a2y " )(1_e 1 )} 39)

Substituting (39) into (38), integrating (37) over [T, t|, we can obtain
lelfy < e Moo+ Ci [l + Il [
+C I8Ny + 16Oy + BBl ery +1]  @0)

and

10
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(oI5 <t

IN

IN

(M < f”f“m+£ﬂumeMMwnHﬂm|k”fﬂ
«4CmmﬂF”mfﬁ%”M“” s 1 € \/ o -9) g s)ds
v}\ (CV|aQ\H . +C€|<P||Lo:/(ag)|80|)”
2
OO0 1y + I e

Cel| @l 7030 [0
Cv|aQ\ ol oo + (6Q) N 7(1+’y)

g (1) 13- (41)

1%

Combining (37)—(41), we conclude the asymptotic stability holds, provided that

Cllelli~@a) = C ClQ| ClO|
T e 0 ey 1Bl + 2y o
ClOl9 I o0 701+
O () ey + D gl
Cloliepn) , ¢ Cva0l, 1 Ce[|9ll7 (90 12O
ot Ol + 1 S gl + ) :
VAL, (42)

(IglZ 1<\ 1/2

1/2)\]
deduce a sufficient condition for the asymptotic stability of trajectories inside pullback
attractors as

If the generalized Grashof number is defined as G(t) = ( , then we can

G +Ko < 2v (43)

(1+7)

which completes the proof for our work. [

4. Conclusions and Further Research

Based on the well-posedness and pullback dynamics for 2D Navier-Stokes equations
with double time-varying delays defined on a Lipschitz-like domain in [11], this presented
work investigated the asymptotic stability of complete trajectories inside a pullback attractor
of problem (2), which is an extension of [11,12]. However, when the delay is infinite, the
dynamics and asymptotic stability are still open, which is our interest in the future.
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Abstract: In this work, a novel integrable evolution system in the sense of Lax’s scheme associated
with a mixed spectral Ablowitz-Kaup-Newell-Segur (AKNS) matrix problem is first derived. Then, the
time dependences of scattering data corresponding to the mixed spectral AKNS matrix problem are
given in the inverse scattering analysis. Based on the given time dependences of scattering data, the
reconstruction of potentials is carried out, and finally analytical solutions with four arbitrary functions
of the derived integrable evolution system are formulated. This study shows that some other systems
of integrable evolution equations under the resolvable framework of the inverse scattering method
with mixed spectral parameters can be constructed by embedding different spectral parameters and
time-varying coefficient functions to the known AKNS matrix spectral problem.
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1. Introduction

In nonlinear mathematical physics, the derivation, solution and integrability of equa-
tions are important topics [1-14]. Generally, an evolution equation is called integrable in
the sense of Lax if it can be written as the compatibility condition between the related linear
spectral problem and the adjoint time evolution equation [2]. For example [5], the well-
known Korteweg-de Vries (KdV) equation u; + 6uy + txyy = 0 has the Lax integrability
owing to the compatibility condition [8]:

[L,N—0{=L(N—09)—(N—0)L=0, (1)
of a pair of given linear problems:
Lo =Ap, L =03%+u, )

Lo = Ap, N = —493 — 6udy — 3uy — 0y, 3)

where the eigenfunction ¢ and the potential function u are dependent on the space variable
x and the time variable f, and the spectral parameter A is a constant.
Since the isospectral AKNS matrix problem [2]:

_ _ —A q _ ¢1(xrt) _ dk_
o= = (1 1) 0= (B70) A= =0 @

and its adjoint time evolution equation:

n=ngN=(5 2] ©)
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were proposed in 1974, a large number of important integrable equations [1-9] have been
derived from the compatibility condition of Equations (4) and (5):

M; — Ny + [M,N] =0, [M,N] = MN — NM, (6)

such as the KdV equation, the modified KdV (mKdV) equation, the nonlinear Schrodinger
(NLS) equation, and the sine-Gordon equation. In Equations (4) and (5), g and r are two
smooth potential functions of x and t; A, B and C are three undetermined functions of
x,t,q,r and A; and i is the imaginary unit. The findings of a large number of integrable
equations are due to the pioneering work of Lax’s scheme [1], including Equations (1)
and (6) and their generalizations [5-9]. The generalizations of Equations (4) and (5) can
be summarized as follows: (i) extending the isospectrum A, which is independent of
t, to the nonisospectral case depending on ¢; (ii) embedding some coefficient functions
into the evolution equation satisfied by the nonisospectrum A and/or the function A
for the derivation of time-varying nonisospectral equations or isospectral equations with
time-varying coefficient functions; (iii) coupling isospectral equations and nonisospectral
equations to mixed spectral equations; (iv) modifying local equations to nonlocal equations;
(v) extension of the equations with integer-order derivatives to fractional-order equations.
From the view of physics, the variable-coefficient equations and nonisospectral equa-
tions can be used to describe solitary waves in nonuniform media, and they have their own
advantages [8] in being more suitable for approaching the essence of nonlinear phenomena
than the constant-coefficient equations or isospectral equations. This work aims at general-
izing Equations (4) and (5) to other different forms by proposing that the spectral parameter
A= ik and the undetermined function A satisfy the following time evolution equation:

dk 1 .
gy = 510(t) +2ikB(1)], @)
and assumption:

A=07r)(F) — 3160)+ 2B — G - 51(0), ®

respectively. Here a(t), B(t), v(t) and é(t) are time-varying integrable functions, and B
and C are supposed as:

(CB> = vc(t)L2<rq) +B(1) (x’;") —I-Zikzx(t)L<rq) H(t)(mk)z(rq), o)

with

_ q )51 _9 71_}/"_/“" _ (-1 0
L_aa+2(_r>a (r,q),a—ax,a —2( S )dx, o = 0o 1) (10)

As a results, a novel system of integrable evolution equations:

(q> _ (w(t)qxxx — 6a(t)qrqx + B(t)q + B(t)xqx — 3(£)xq — v(t)q) 1)
r), a(t)rxxx — 6a(t)qrry + B(t)r + B(t)xry + 6(F)xr + y(£)r )’

is derived in Section 2 for the first time. Equation (11) is a mixed spectral system and this,
due to Equation (7), contains two kinds of spectra. One is isospectrum under the case of
8(t) + 2ikB(t) = 0, and the other becomes nonisospectrum when 6(t) + 2ikp(t) # 0. Thus,
we call such a parameter ik in Equation (7) a mixed spectrum. Meanwhile, Equation (11) is
called a mixed spectral system. Several special cases of Equation (11) and their correspond-
ing simplified forms of Equations (7) and (8) can be found in Section 3. In Section 4, the
inverse scattering method [2,3,9] combined with the mixed spectral parameter ik satisfying
Equation (7) is established to solve Equation (11), and implicit solutions are obtained.
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Considering the reflectionless potential, the explicit unified formulae are reduced from
the obtained implicit analytical solutions in Section 4. As a conclusion, we summarize the
results of this article in Section 5.

2. Derivation of Equation (11) by Lax’s Scheme
Substituting the matrices M and N in Equations (4) and (5) into Equation (6), we have:

k
—i%—Ax—l—qC—rB:O, (12)
gt — By —2ikB —2gA =0, (13)
re — Cx +2ikC +2rA = 0. (14)

Then, the substitution of Equations (7) and (8) into Equations (12)—(14) shows that
Equation (12) holds automatically, and Equations (13) and (14) are converted as follows:

(‘7>t = L(CB> _ 2ik(CB> + [a(t)(Zik)3 + (1)) (rq> + [5(¢) + 2ikB(1)] (xiq) (15)

r

Further, we suppose that:

()= ()t

where b; and c; are all undetermined functions of x and t. Substituting Equation (16) into
Equation (15) and comparing the coefficients of the same powers of 2ik yields:

e e
(e
o (2) 2(2).

s (D))
(2ik)* (Cb 1) 0, 1)

Using Equations (18)—(21) we have:

(o) =+(a) o () =0 () .
(&) =1(&) () “
() =t(a) ron () =aoe () v (7). e

and then Equation (17) gives:

(Z)t = a(ﬁ)]ﬁ(—rq) +13(t)L(—x’;‘7> +4(t) (‘x’;”l) +'r(t)(_rq>. 25)

15
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Employing Equation (10), we easily find:

—Xq\ _ (q+Xxqx q \y-1/_ _ [+ Xqx
L( o > = <r+xrx> +2<_r)8 (—rxq +qxr) = (r—i—xrx)’ (26)

3=\ _ (e +20°7 _ (e — 64742
b < r ) B L( Txx _2‘772 > B <7’xxx —6qrry ’ 27)
and finally arrive at Equation (11) by means of Equations (25)—-(27).

It should be noted that Equation (11) or Equation (25) cannot be included in the known
mixed spectral AKNS hierarchy [7]:

(Z)t — L2n+1 (;’;‘7) 4 LZn (;q), (7’1 =0,1,2,--- ) (28)

In fact, Equation (25) contains one sum of two nonisospectral terms:

{() =0 GF) &
xr 7+ X1y xr

which cannot occur simultaneously in Equation (28). Similarly, Equation (28) cannot contain
the other sum of two isospectral terms:

37T = (Gxxx —0q7qx (=4 (30)
r Txxx —6qrry ) \ ¥ '
In addition, all the four time-varying coefficient functions a(t), B(t), y(t) and §(t) are
absent in Equation (28).

3. Special Cases of Equation (11)

Proper selections of «(t), B(t), y(t) and 6(t) can give some special cases of Equation (11),
including the known equations.

Special case 1. Constant-coefficient mixed spectral AKNS equations under the case of

a(t) = p(t) = y(t) = 6(t) = 1:

(q) _ (qxxx = 6qrqx +q + Xqx — xq — q)’ 31)
t

r Txxx — 6qrTy +7 + X1y — X7 — 7

associated with:

de 1
la = E +1k, (32)
- 1 1 1
A= 8_1(r,q)< CB) - 5(1 + 2ik)x — E(2ik)3 — 5 (33)

=B\ _ 2(—1 —Xq a7 (4 N2 (=4
(C)L<r)+<xr>+21kL<r + (2ik) . ) (34)
Special case 2. Constant-coefficient isospectral AKNS equations [5] under the case of
a(t) =1and B(t) = y(t) = 6(t) =0:

q\ _ (xxx — 65]”‘73(
(r)t o (rxxx — 6qrrx)’ (35)
associated with: G
ia =0, (36)

16
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A=a1(rq) (‘CB> _ %(2ik)3, (‘CB> - LZ(_ﬂ> +21kL(_rq> + (2ik)2<_rq). 37)

Special case 3. Constant-coefficient nonisospectral AKNS equations [5] under the case of
a(t) =y(t) =0(t) =0and B(t) = 1:

q\ _ [(q9+xqx
<r>t o (H—xrx)’ (38)

la = lk, (39)

A= al(r,q)<_CB> — ikx, <_CB> = <_x’;‘7) (40)

Special case 4. Variable-coefficient mixed spectral KdV equation under the case of g = 1
and r = —u:

associated with:

up = () Uy + 60 (F)utty + B(t)u + B(t)x10y — 5(t)xu — y(t)u, (41)

associated with Equation (7) and:

A= 1)(77) = 000+ 2B - a2~ 300, @)

<_CB> = a(t)L? (:i) +B(t) (—_xxu> +tx(t)21kL<:Lll> + a(t)(2ik)? (:i) (43)

Special case 5. Constant-coefficient isospectral KdV equation [5] under the case of g = 1
andr = —u, a(t) = 1and B(t) = y(t) = 6(t) = 0:

Ut = Uxxyx + 6ULY, (44)
associated with Equation (36) and:

A=0"1(—u1) <_CB> - %(2ik)3, (45)

—-B\ (-1 . -1 o2 —1
( c ) =L (—u) +21kL(_u) + (2ik) (—u)' (46)
Special case 6. Constant-coefficient isospectral mKdV equation [5] under the case of ¢ = v
andr = Fo, a(t) = 1and B(t) = y(t) = 6(t) = 0:

Ut = Uxyx — 6vzvx, (47)

associated with Equation (36) and:

A=9"1(F0,0) (_CB> - 1(2ik)3, (48)

(CB> — 12 (j;) + 2ikL (qEZ) + (21k)? (j;) @9)

N
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Special case 7. Constant-coefficient isospectral sine-Gordon equation [5] under the case of
g=1uy/2andr = —uy/2,a(t) = 1and B(t) = y(t) =4(t) =0:

Uyt = SInu, (50)
associated with Equation (36) and:
1 1 —B 1
_ 1 _= - LA
A=3d ( zux,zux>(c> @ik, 51)
—B 2(—1ux> . <—1ux> o —uy
=1L 2 +28kL( 2 + (2ik 2 . 52
(&) =2(Ci B R O 62)

Special case 8. Variable-coefficient nonisospectral mKdV equation [5] under the case of
g=vandr = Fo, f(t) =1and a(t) = y(t) = (t) = 0:

Ut = U+ XUy, (53)

associated with Equations (39) and (40).

Special case 9. Variable-coefficient nonisospectral mKdV equation [5] under the case of
g=1landr = —u, B(t) = v(t) = 1and a(t) = 5(t) = 0:

Uy = Xy, (54)

associated with Equations (39) and:
_ a1/ —B . o 1 —B . —X
A=0""( u,l)( C > ikx v lc )= ) (55)

4. Implicit Solutions of Equation (11)

In what follows, we assume that the potentials g, r and their derivatives of each order
with respect to x and ¢ are smooth functions, and when |x|— oo, they all tend to 0.

Theorem 1. Let us assume that q(x,t) and r(x, t) evolve according to Equation (11). Then, the
time-dependences of scattering data:

{Imk — 0, R(bK) = Zgg k() 6), j=1,2,-- ,n}, (56)
{Imk — 0, R(t,k) = Zgi’;g Ri(H), Ti(1), j=1,2, ,n}, (57)

which correspond to the mixed spectral AKNS matrix problem:

¢x = Mg, M = (‘r’\ ;{) o= (i;gg) i% = 2160 +2kB(]. (58)

are as follows:

: o

Ki(t) = elo B(D)dT {K]'(O) - % A elo ﬁ(w)dwé(’f)d’f} , (59)
ci(t) = C].(o)e%fot ["‘(T)(2ikj(7))3+.B(T)+'Y(T)]dT, (60)

a(t,k) = a(0,k), b(t,k) = b(0, k)elo (DN (@l (61)
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Rj(t) = el Alo)de {"1(0) 3 [ el s, (©)
gi(t) =¢;(0)e” 3y e(2iki(0)’ +/3(T)+’Y(T)]dT/ (63)
a(t k) = a(0,k), b(t,k) = b(0,k)e~Jo (DK (®) +r(Dldr, (64)

where ¢;(0),¢;(0), R(0,k) = b(0,k)/a(0,k) and R(0, k) = b(0,k)/a(0, k) are the normaliza-
tion factors and reflection coefficients when g(x,0) and r(x, 0) are potentials of the mixed
spectral AKNS matrix problem (59).

Proof of Theorem 1. Since ¢(x, k) satisfies Equation (58), P(x, k) = ¢:(x, k) — N¢(x, k) also
satisfies Equation (58) and then can be expressed by a pair of linearly independent basic
solutions ¢(x, k) and ¢(x, k) [5] of Equation (58):

P(x,k) = ¢r(x,k) — N (x, k) = C(t,k)p(x, k) + T(t, k) p(x, k), (65)

where {(t,k) and (¢, k) are two undetermined functions.
Firstly, we start from the discrete spectrum k = «; (Imx; > 0). Because when x — +c0,

¢(x, k) decreases exponentially while ¢(x, k) increases exponentially, T(t, k) = 0. In this
case, Equation (65) becomes:

¢ (x,5i(£)) — Np(x, 51(£)) = C(8,5i(£))p(x, 7 (). (66)
Using (¢2(x, (), ¢1(x, x;(t))) to multiply the left-hand side of Equation (66), we have:

L1 (o, 16 (1)) 2 (x, 5 (1))], — [CF (x, x;(£)) + B3 (x, &;(£))]= 20 (1, k(£ )pr (x, 51 (£) ) (x, 1, (1)). (67)

Integrating Equation (67) with respect to x from —co to +co, and considering the
assumption [5]:

2" )n (x50l (1)dx = 1 (68)
between the normalization function ¢(x,;(t)) and the normalization factor c;(t), we
can find:

L(tx(1) = —(0) [ [CoRxm(1) + B (x5, (©9)
which has the inner product form:
ot xi(1)) = —HO((@3 (x50, ¢3 (x, (D), (B,C)T), (70)
And then it has:
Lt x5(0) = SO (@00 (0), ), (BOT) = 26, O

Here, the following results have been used:

[~ 86300 (0) + rgR e O)dx = [ 1o (0)alx ()] dx =0, (72

-l e

(3o, (51)) = [ sntam 00,5 =~ 7

Xr ‘
]
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Thus, Equation (66) reads:

e (x,x(t)) = No(x, 15(t)) = %ﬂ(tﬁp(x, (1)) (75)

Note the asymptotic properties when x — +oco:

N (D) = 0+ B0 (Ol + 3020 + 510, 06)

—n
o(x, (1)) — ¢j(t) G’) etri(t)x (77)
dc;(t . dx;(t .
O BB,
from Equation (75) we reach:
dx;(t i
S0 L5t + 20 (000 ™)
de;(t
90— { [ + 300)] + 150 b 0, 50)

Directly solving Equations (79) and (80) yields Equations (59) and (60). By a similar
way, we also obtain:

WO _ sty + 25,0800, &)
) _ { [+ 3v0] + 360 fao, )

and hence reach Equations (62) and (63).

Secondly, we deal with the real continuous spectrum k. Taking a solution ¢(x, k) of
Equation (58), then we can see that Q(x,k) = ¢(x,k) — No(x, k) solves Equation (58).
Therefore, there are two linearly independent fundamental solutions ¢(x, k) and ¢(x, k) of
Equation (58), so that:

¢t(x,k) — No(x, k) = @(t,k)p(x, k) + 0(t, k)@ (x, k), (83)

where @(t,k) and 0(t, k) are two functions to be determined. Setting x — —co and using
the asymptotic properties:

ot(x, k) — —ij];x<(1)) e o(x, k) — <(1)) e & B(x, k) — <_01>eikx, (84)

we have:

dk(t)

i %[5@) +2iB(HK()], 6(K) = 0, @ (t k) — %a(t)(2ik(t))3 + %v(t). (85)

Substituting the Jost relationship:
¢(x, k) = a(t, k)@ (x, k) + b(£, k)¢p(x, k) (86)
into Equation (83) and using asymptotic properties:

¢(x, k) — (2) elkx ¢(x, k) — (é) e kx| (x = +o0), (87)
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K(t, x,y) — (é)F

we easily derive from Equation (83):

K _ o, PUB) _ 1oy 2ik(t))’ + 1 (0)]b (e ). (59)
Similarly, we can also have:
0 o, SR () @ik (1))® + (0100, ). (89)

Solving Equations (88) and (89) arrives at Equations (61) and (64). The proof is completed. [

Theorem 2. Based on the time-dependences of scattering data in Equations (56) and (57) corre-
sponding to the mixed spectral AKNS matrix problem (58), the implicit solutions of Equation (11)
can be expressed by:
g = —2Ky(t,x,x), (90)
Kox(t, x,x)

"= Kq(t,x,x)’ ©1)

where K(t,x,y) = (Ki(t,x,y),Ko(t, x,y))" satisfies the Gel fand-Levitan-Marchenko (GLM)

integral equation:

(t,x+y)+((1)>/xoo (t,z+ x)F(t,z +y) dz+/ tx,s)/xoo (t,z+s)F(t,z+y)dzds =0  (92)

with: "
F(t,x) = %/ R(t ke dk+ ) c(t)ei ), (93)

oo =

_ 1 [ n
Pl = 5 [ Re a3 e 0, o

where R(t,k) = b(t,k)/a(t, k), R(t,k) = b(t,k)/a(t, k), x;(t), K;(t), cj(t) and T;(t) are deter-
mined by Equations (59)—(64).

Proof of Theorem 2. Since the proof is similar to that in [5], we omit it here. However, it
is worth noting that the scattering data in Equations (93) and (94) are different. The proof
is finished. (I

5. Reflectiveless Potential Solutions of Equation (11)

Theorem 3. In the case of the reflection potentials R(t, k) = R(t, k) = 0, explicit solutions of
Equation (11) can be formulated as follows:

g =2tr(W(x, t)A(x, t)KT(x, t)), (95)

(96)

with:

A — (El(t)e*ifl(t)xlfz(t)e*ifz(t)xl . ,En(t)efifn(t)x)T, (98)
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where tr(-) represents the trace of matrix, I is the i x 1 identity matrix, while x;(t), x;(t), c;(t)
and ¢;(t) are determined by Equations (59), (60), (62) and (63).

Proof of Theorem 3. We use K(t, x,y) = (Ki(t,x,y),Ka(t, x,))" to rewrite Equation (92) as:

Ki(t,x,y) — Fa(t,x +y) + / Kq(t, x,s)/ E;y(t,z+s)F4(t,z+y)dzds =0, (99)

X

Kz(t,x,y)+/ Fd(t,z+x)fd(t,z+y)dz+/ Kz(t,x,s)/ Ey(t,z+s)F;(t,z +y)dzds = 0. (100)
X X

X
Considering R(t,k) = R(t, k) = 0, we simplify Equations (93) and (94) as

n ﬁicz.

o _ ez, (t) -
/ Fi(ts+2)Fa(tz+y)dz=-Y ) Mel"ﬂ”s)—lkm(”y). (101)
We suppose that:

(x,y,t) Z cp(t)gp(x,t) e iy, (102)

(x,,t) z ot ye~ ko, (103)

and substitute them into Equations (99) and (100), then the following equations are derived
form=1,2,---,7n

n o n C t (t)EP(t) (Zk Em E}”)

G (3, ) + T (t)e Font 4 — —— !\ T (x,8) =0,  (104)
! ]21;,21 Kj — k) (kj — k) '
— 2 - -
n 1 o noAoocs(Hem()ep(t) L o o
B (2, 8) = Y ———— (1) T (£)el @R Rm)x g Lz el —kn=kp)xp (1) = 0. (105)
]; (kj - km) ! ];1;7;1 (kj - km)(kj - kp) g

Using the notations:

gl t) = (s1(x,8),82(x,8), -, gu(x, 1)), (106)
h(x,t) = (h1(x,£), ha(x, ), ha(x, 1), (107)
A = (cr(H)e " o) (p)eirlt)x ... ,cn(t)e*ikn(ﬂx)T, (108)

we can rewrite Equations (104) and (105) as:
W(x Dg(x ) = —A(x,1), (109)

W(x,t)h(x,t) =iP(x, t)A(x,t). (110)
When W~1(x, t) exists, Equations (109) and (110) give:

g(x,t) = =W l(x,t)A(x,t), (111)
hx,t) =iW 1(x,t)P(x, t)A(x,t). (112)

Substituting Equations (111) and (112) into Equations (102) and (103), we have:
Ki(x,y,t) = —tr(W L (x, ) A(x, HA (y,1)), (113)

Ka(x,y,t) = itr(W=L(x, )E(x, ) A(x, A (1, 1)) (114)
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We finally obtain Equations (95) and (96) by the substitution of Equations (113) and (114)
into Equations (90) and (91). The proof is finished. [

As two special cases of Equations (95) and (96), we first consider n = 77 = 1, then
Equations (95) and (96) become:

=2 ( 1\ —2iK7 (£)x
7 C;f)i%(é)e 2'1 (O-F(1)x 41
Y momers
2 2 ¢ 2iKq x
r= czméﬁf) )ez.( = (116)
1 1( K —K X
AETTIEADA
where: ) o .
K1 (t) = elo BT x1(0) — % efoTﬁ(w)dw(S(T)dT , (117)
L 0 J
C%(t) _ C%(o)efot [“(t)(2ikj(T))3+ﬁ(T)+’Y(T)}df, (118)
. r . t - -
%1 (t) = elo BOAT %, (0) % elo Bwdvs(rydr ], (119)
L 0 J
5%(15) _ E% (O)Q—fot [“(t)(Zikj(T))3+l3(T)+W(T)]df_ (120)

Selecting x1(0) = 0.5, a(t) = t—1, B(t) = t, y(t) = >+ 1 and §(t) = i, from

Equation (109) we have:
2 1 /m t

where Erf(-) is the error function. We depict in Figure 1 the dynamical evolution of the
spectrum x;. It can be seen from Figure 1 that the dynamical evolution of x; presents

nonlinear characteristics.
K1

100 |- !

80 - |

40 r !

20 /

Figure 1. Nonlinear dynamical evolution of the spectrum «; in Equation (121).

In Figures 2 and 3, the space-time dynamical evolutions of solutions (115) and (116)
are shown by setting 7 (0) = 0.5,%1(0) = 0.3,¢1(0) = 1,¢1(0) = -2 x 10715, a(t) =t — 1,
B(t) =t,y(t) = >+ 1and §(t) = i. We can see from Figure 2 that the space-time dynamical
evolution of solution (115) has the characteristics of a bell-shaped soliton. However,
Figure 3 shows that the space-time dynamical evolution of solution (116) does not have the
characteristics of a soliton, but its amplitude increases infinitely with the increase in time.
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Figure 2. Space-time dynamical evolution of solution (115) with x1(0) = 0.5, %1 (0) = 0.3, ¢1(0) =1,
c1(0) = —2x10715, a(t) =t —1,B(t) = t,y(t) = t* + 1and 6(t) = i.

Figure 3. Space-time dynamical evolution of solution (116) with x1(0) = 0.5, %1(0) = 0.3,¢1(0) =1,
c1(0) = —2x 1071, a(t) =t — 1, B(t) = t,v(t) = 2+ 1and §(t) = i.

Forn =7 = 2, weselectx1(0) = 05, x(0) = -1, a =t—1,=1,v=t+1and
d(t) = i, then two cases of Equation (59) for j = 1 and j = 2 give:

K (t) =€ [0.5 + %(1 —cosht+ sinht)} , (122)

Ko(t) = ef [—1 + %(1 —cosht + sinht)} . (123)

In Figures 4 and 5, we depict the dynamical evolution of the spectrum x; in Equation (122)
and x; in Equation (123), respectively. It can be seen from Figures 4 and 5 that the dynamical
evolution of x1 and «; presents nonlinear characteristics.
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K1

20

w0

.l;...\.;.\it

-4

-6

-10

1 2 3

L
1 2 3

Figure 5. Nonlinear dynamical evolution of the spectrum «; in Equation (123).

It can be seen from Figures 6 and 7 that the space-time dynamical evolution of solution
determined by Equation (95) shows a multipoint feature. However, Figures 8 and 9 show
that in addition to the multipoint feature of the space-time dynamical evolution of the
solution determined by Equation (96), its amplitude also shows a feature of increase

with time.

Figure 6. Space-time dynamical evolution of the solution determined by Equation (95) with #; (0) = 0.5,
k0)=-1lLa=t—-1,p=1y=t+1landé(t) =i
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M

Figure 7. Profile at the position x = 0 of space-time of dynamical evolution of solution determined
by Equation (95) with x1(0) = 0.5, %2(0) = =1,a =t —1,=1,y=t+1and 6(¢) = i.

Figure 8. Space-time dynamical evolution of solution determined by solution (96) with #71(0) = 0.5,
00)=-la=t—-1=1y=t+1andd(t) =1i.

I

| L

2 1

Figure 9. Profile at the position x = 0 of space-time of dynamical evolution of solution determined
by Equation (96) with x1(0) = 0.5,%2(0) = =1, a =t—1,=1,y=t+1and 6(t) =i.

6. Conclusions

In short, we have derived the mixed spectral integrable Equation (11), time-dependences
of scattering data (59)—(64), implicit solutions (90) and (91), and explicit reflectionless poten-
tial solutions (95) and (96). As far as we know, these obtained results are novel. Especially,
the spectra with error function and hyperbolic functions in Equations (113)—(115) are
new, by which the solutions (95) and (96) withn = 7 = 1 and n = n = 2 depicted in
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Figures 2, 3 and 6-9 are obtained. Compared with the mixed spectral AKNS hierarchy [7]
mentioned earlier in Equation (28) and the other results in [15-18], the work of this paper
has some differences. Specifically, Equation (11) or its operator form (25) are different from
the following equations [15-18]:

()05 ()
t n=0

iy = %i (2ik)°, A=9"1(r,q) (CB) - %(Zik)g’ - ; [i (2ik) ] (125)

O g

% - % é (20k)", A =371(r,q) (‘CB> %(21k) ; [é (zik)”] v (127)

(0), =) ()

= %2 (ik)", A= 1(r,q) (‘CB) - %t - % [i (Zik)”] % (129)

(2)t = vc(t)L(ﬂ) + nXijOMt)L" (x’jq), (130)

Z :871 21k = 8’1 (1’, q) <_CB> —ik—= [Z an 21k ‘| (131)

associated with [16]:

associated with [18]:

The construction of meaningful integrable evolution equations based on the AKNS
matrix problem (4) with some other different spectra and their exact solutions are worth
studying. This paper gives the feasibility of constructing mixed spectral integrable evolu-
tion equations which are solvable in the framework of the inverse scattering method with
time-varying spectrum. Therefore, we also conclude that Equation (11) constructed in this
paper is also integrable in the sense of inverse scattering.
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Abstract: Heimburg and Jackson devised a mathematical model known as the Heimburg model to
describe the transmission of electromechanical pulses in nerves, which is a significant step forward.
The major objective of this paper was to examine the dynamics of the Heimburg model by extracting
closed-form wave solutions. The proposed model was not studied by using analytical techniques.
For the first time, innovative analytical solutions were investigated using the exp(—¢(¢))-expansion
method to illustrate the dynamic behavior of the electromechanical pulse in a nerve. This approach
generates a wide range of general and broad-spectral solutions with unknown parameters. For
the definitive value of these constraints, the well-known periodic- and kink-shaped solitons were
recovered. By giving different values to the parameters, the 3D, 2D, and contour forms that constantly
modulate in the form of an electromechanical pulse traveling through the axon in the nerve were
created. The discovered solutions are innovative, distinct, and useful and might be crucial in medicine

and biosciences.

Keywords: nonlinear partial differential equations; exp(—¢(¢))-expansion method; Heimburg model;

traveling wave solutions

MSC: 83C15; 35A20; 35C05; 35C07; 35C08

1. Introduction

Nonlinear partial differential equations (NLPDEs) have recently proven to be a power-
ful tool in multidisciplinary studies [1-11]. Exact solutions to these equations are crucial in a
variety of physical phenomena, including fluid mechanics, control theory, hydrodynamics,
geochemistry, optics, plasma, and so on. So far, a number of innovative techniques for
obtaining traveling wave solutions of these equations have recently been developed. The
modified Jacobian elliptic function expansion technique was implemented to extract soliton
solutions for the modified Liouville equation and for the system of shallow water wave
equations by Zahran et al. [12]. The extended simple equation method was implemented
to obtain soliton solutions of a modified Benjamin-Bona-Mahony equation, shallow water
wave equations, and the nonlinear microtubules model by Khater [13]. Nonlinear evolution
equations (NLEEs) were examined using the tanh method by Wazwaz [14]. An extended
tanh method was applied to extract the exact soliton solutions of NLEEs by El-Wakil and
Abdou [15]. The KdV equation was examined using the sine—cosine method [16]. The ho-
mogeneous balance method was implemented to obtain the exact solutions of the Gardner
equation and the burger equation by Radhal and Duraisamy [17]. Ren and Zhang [18] in-
vestigated the (2 + 1)-dimensional Nizhnik-Novikov—Veselov model using the F-expansion
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https://www.mdpi.com/journal /mathematics



Mathematics 2022, 10, 3372

method. The kink soliton solutions of the B-type Kadomtsev—Petviashvili equation were ex-
plored via the multiple exp-function method by Darvishi et al. [19]. Using the exp-function
method, the exact solutions of the (2 + 1)-dimensional nonlinear system of Schrodinger
equations were explored by Khani et al. [20] and so on [21-26].

Aside from these models, the Heimburg model of the nerve impulse is another im-
portant one. The soliton model is a mathematical model that represents mechanical pro-
cesses in biomembranes. The model assumes that the nerve axon, which is modeled as a
cylinder-shaped biomembrane, transits from the fluid to a gel structure at a suitable temper-
ature below normal temperature [27]. Lautrup et al. [28] analyzed the Heimburg—Jackson
model numerically, while Peets et al. [29] reported the solitonic solutions of the modified
Heimburg-Jackson model.

The main goal of this work was to use the exp(—¢(&))-expansion method to find
some exact traveling wave solutions of the Heimburg model. For the first time, innova-
tive analytical solutions were investigated using the exp(—¢(¢))-expansion method to
demonstrate the dynamic behavior of the electromechanical pulse in a nerve. This method
is commonly used to find the various types of soliton solutions of nonlinear differential
equations (NLDEs). For example, the exp(—¢(&))-expansion method was implemented to
explore the exact solutions of the nonlinear double-chain model of DNA and a diffusive
predator—-prey model by Mahmoud et al. [30], the exp(—¢({))-expansion technique was
used for soliton solutions of the nonlinear Schrodinger system by Pankaj et al. [31].

The following is the structure of the paper: In Section 2, we summarize the nonlinear
Heimburg model. The Section 3 is about the methodology. In the Section 4, we analyze the
nonlinear Heimburg model using the exp(—¢(&))-expansion technique. The results are
discussed with the help of graphs in the Section 5. Finally, we draw some conclusions.

2. Heimburg Model Equation

The voltage variation across the nerve membrane is most frequently described as a
propagating version of the action potential [32-35]. This voltage difference, which manifests
as an electrical pulse going up the nerve axon, is caused by unequal distributions of positive
and negative ions on each side of the membrane. The nerve axon is viewed as an electrical
circuit in the Hodgkin—-Huxley model [32-34], in which proteins are represented as resistors
and the membrane as capacitors. The membrane’s ion currents produce a voltage pulse that
travels along the nerve axon. Consider the nerve axon as a one-dimensional cylinder that
experiences lateral density excitations. The following equation governs sound propagation
in the absence of dispersion:

02Ap4 o [ ,9Ap"
a2 —az<c 3z ) @

where 7 is the time, z is the position along the nerve axon, Ap# = p/ — pé is the difference
in nerve axon area density between the density of the gel state (0!) and the density of
the fluid state (pf'), and ¢ = 1/1/x4p” is the sound velocity which depends on density. We
did not attempt to derive the aforementioned equation here because it is connected to the
hydrodynamic Euler equation.

The phases of gel and liquid are essentially incompressible. A minor increase in
pressure can lead to a considerable rise in density by changing liquid into gel at densities
close to the phase transition where the two phases coexist. The compression modulus is
significantly smaller close to this phase transition. As a result, we can approximate the
sound speed, ¢, as

1 2
2 _ — 21 aAph Ao )
¢ pAK? Co T anp +5( P )/ ()

with « < 0and B > 0. Additionally, the velocity of sound is frequency dependent [36].
This indicates that the system is dispersive, which is required for the formation of
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solitons. For unilamellar dipalmitoyl phosphatidylcholine (DPPC) vesicles, one gets
co =176.6m/s, & = —16.6¢3/p and B = 79.5cg/(pg*)2 with pg‘ =4.035x 1073 g/mz, assuming
a bulk temperature of T = 45 °C [37]. By introducing a dispersive term, we are able to
approximate the dispersive effects outlined above, —ha4aAZfA with i > 0, in Equation (1),
and we obtain

A4 9 27 9ApA %2 [ dApA *Ap4
£ —<{C(2)+0CAPA+,B(APA>:|p>+U( P )—h o (©)]

oT? 0z 0z 9z \ ot oz4

Equation (3) is known as the Heimburg model [27] with a damping term added to
the system. According to Heimburg and Jackson [37], the density change that causes the
nerve impulse and the mechanical responses that accompany it might be characterized by
Equation (3). It describes how an area density pulse Ap” propagates through the nerve
axon when damping is taken into consideration. The equation implies that nerve impulses
propagate through a nerve axon via contraction and viscous dissipation of lipid molecules,
with z being the position of the nerve impulse at time 7, and v and & denoting the friction
of the nerve axon and dispersion, respectively.

The axon’s lateral compressibility is accounted for by K4, while 3 = —

Képg”
= —— 1 7 and § = ﬁ. Take the following dimensionless variables u, x, and ¢
K§ (Po ) Ks (Po )
which are given below:
ApA coz C%T
U= ——, X = —, t = ——. 4)
06 vh' WV

We obtain the following dimensionless density-wave equation Equation (3) with these
new variables: 5 . .
ocu  9d 2\ ou o*u o0°u
atz—ax<(1+f’“+‘7“)ax)ax4+”axzat' ©)

(e8)*

2
o

A
where y = \th’ qg= B, and p = i—%tx.
0

3. Analysis of method
Consider the general form of the NLPDE

Y(u/ Uy, Ut, Uxyx, Uxt, ) =0, (6)

Here, Y is polynomial in u(x, t). The main steps of this method are outlined below:
Stepl: Consider the transformation:

M(X, t) = U(g)/ 6 =x—uwit, ()

where w is the velocity of the density pulse. Equation (7) transforms Equation (6) into the
following form:
Z(v, o', v",v", ...) =0. 8)

Step 2: Assume that the solution of Equation (8) can be written as follows by a
polynomial in exp(—¢(¢)).

0(8) = Am(exp(=9(&)))" + An-1(exp(—p())" " +.... o)

In the above equation, A, and A,,_ are the constants such that A,, # 0, and ¢(¢)
satisfies the following ODE:

¢' (&) = exp(—¢(%)) + Qexp(9(Z)) + P, (10)

where Q and P are arbitrary constants.
Step 3: To obtain integer m, we apply the homogeneous principle in Equation (8).
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There are the following five cases:
Case 1: When P2 —4Q > 0and Q # 0,

2 _
9(¢) = ln{le (—anh (@(C—i—m)) —Q) } (11)

Case 2: When P2 —4Q < 0and Q # 0,

4Q — P?
9(¢) = ln{zg (—P+ \/ﬂtan (Q2(§+ m))) } (12)

Case 3: When P # 0and Q =0,

P
0= e =T ) (13
Case 4: When P? —4Q =0and P #0,Q # 0,
_ . J2P(E+m)) +2}
@) = m{ 2L L, a9
Case 5: When P =0and Q =0,
¢(¢) =In(§+m), (15)

where a1 is the constant of integration.

Step 4: By inserting Equation (9) into (8) along with (10), Equation (8) converts into a
polynomial in exp(—¢(&)). We obtain a series of equations for A,,, w, P, and Q by setting
each coefficient of this polynomial to 0. From these equations, the unknown constants
Am, w, P, and Q can be obtained using computational tools such as Maple, and the novel
soliton solutions of Equation (6) can be generated by utilizing these values in Equation (9).

4. Application of the Method

Utilizing the exp(—¢(&))-expansion method, we created exact traveling wave solu-
tions to the Heimburg model. By using Equation (7) in (5), we obtain:

W' — (U/)z - 2/310(0/)2 — 0" — 00" — B10*0" + 0 + pwo” =0, (16)

where a7 = p and B; = ¢. Balancing between the terms v’ and v?v” in Equation (14) yields
m = 1 as shown in Appendix A.
Hence, from Equation (9), we obtain:

(&) = Ag+ Are 79, (17)

where Ag and A; are arbitrary constants. Putting Equation (17) into (16) with (10), Equation
(16) converts into the polynomial in exp(—¢(&)). By setting the coefficients of the polyno-
mial equal to 0, a set of equations for Ag, A1, P, and Q is obtained as shown in Appendix A.
By solving these equations using computational software Maple 18, we obtain:

1st Solution Set:

2B1w2(6 — p2) + 302 +121(2Q — 1),

1
P i

 pw o 1
Ao—\@m—zﬁll—2131\/2,51(02(6—#2)+3“%+12,31(2Q—1)r
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V6
Al = ————.
VB
By using these results in Equation (17), we obtain:
_ e m 2 V6 90
v(g) = ————2w6 2) +3a2 +1281(2Q — 1) — —=¢ %),

Case 1: For P> —4Q > 0 and Q # 0, we obtain:

(F) = Jg‘\“’ﬁ — - m\/zpsla;z 6 — p2) + 303 + 128, (2Q — 1)
2160
_|_ .
VB (v P=aQtann (YT ) ) )

Case 2: For P> — 4Q < 0 and Q # 0, we obtain:

0(8) = S~ 3 - 25-1/2B1002(6 — 2) + 303 + 1261 (2Q — 1) —

2V/6Q
\/‘1371<7P+\/4Q77P2tan <@(é+al)>> '

Case 3: For P # 0 and Q = 0, we obtain:

0(8) = 7~ 3 — 2261026~ 42) 4303 +12612Q 1)
P\6
V/Bi(exp(P(G+a1))—1)"

Case 4: For P2 —4Q = 0and P # 0,Q # 0, we obtain:

o) = 7~ 3 - 251/2B1002(6 — 2) + 303 + 1261 (2Q — 1) —

V6 P2 PX(C+ay)
VB @PE+an+2)

Case 5: For P = 0 and Q = 0, we obtain:

0(8) = S~ 3 - 25-1/2B1002(6 — 2) + 303 + 1261 (2Q — 1) —

V6
VB (E+ay)

2nd Solution Set:

Q=-—— 24;% (281007 (12— 6) +6p1 (P? +2) —3a%),

Ay = & (\/@(yw 3P) — 3a1), A= _\/\/;;1'
By using these results in Equation (17), we obtain:
0() = g5 (V6B ~3P) ~ 3 ) - f,%”@‘%
Case 1: For P> — 4Q > 0 and Q # 0, we obtain:
0(€) = g (V6w —30) ~3uq) + 260

\/[71(\/ P2 — 4Qtanh(@(é‘+ al)) +P> '

Case 2: For P> —4Q < 0 and Q # 0, we obtain:
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(\/W (4w —3P) = 3a1 ) + 2v6Q

\/,871<—\/4Q— Pztan(@(§+a1)> +P)'

Case 3: For P # 0 and Q = 0, we obtain:

o0) = g5

Pv6
VB (exp(P(E+a1)) — 1)

Case 4: For P2 —4Q = 0and P # 0,Q # 0, we obtain:

o(0) = g5 (V6B (nw —3P) 30, -

v(¢) =

(\/@(#w 3p) - 3a1>_\@Pz P2(+a)

6B1 Vb1 (2P(E+a1)+2)°

Case 5: For P = 0and Q = 0, we obtain:

(\/@(yw 3pP) — 3061)— Ve

o= VBt )

6B1
3rd Solution Set:
1o (~2V/6B1 40 +2Qu /B omf)

( 2\/[&1 wpAg + 41w u? — \/6Braqwp + 6B A3 — 18B1w? + 6111 Ag —3a§+18ﬁ1), A =—

Q:

By using these results in Equation (17), we obtain:

Ve
v(E) = Ag— ——e ?9),
VB
Case 1: For P> —4Q > 0 and Q # 0, we obtain:
260

v(¢) = Ao+

\/E(\/ P? — 4Qtanh<@(§+ al)) + P> .

Case 2: For P> —4Q < 0 and Q # 0, we obtain:
2v6Q

%BT(—P%— \/4Q — Pztan(@(§+a1)>).

Case 3: For P # 0 and Q = 0, we obtain:

v(¢) = Ao —

PV6
VBi(exp(P(E +a)) —1)

Case 4: For P2 —4Q =0and P # 0,Q # 0, we obtain:

v(¢) = Ao —

V6 PX(i+m)
VB1 (2P(G +a1) +2)

Case 5: For P = 0 and Q = 0, we obtain:

v(¢) = Ao —

V6

N )
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In all the above cases, { = x — wt.

It is important to note that the acquired traveling wave solutions of the stated model
are diversified and that for certain values of the free parameters, new and more general
solutions are found. The accuracy of the obtained findings is also ensured by plugging
the obtained solutions into the given equation with the Maple 18 software. The key
benefit of the suggested approach is that, when we vary P and Q with some free param-
eters, it provides a number of new exact traveling wave solutions that are more general.
The exact solutions are crucial for understanding the underlying internal dynamics of
natural phenomena. The explicit solutions representing several forms of solitary wave
solutions are regulated in the typical nerve impulse shape based on the variation in the
physical parameters.

5. Results and Discussion

The 2D, 3D, and contour shapes of some of the collected results are revealed with
the help of Wolfram Mathematica. We discovered that set-1 comprises solutions (20)—(24).
These solutions have a large number of parameters. Because the parameters influence
the shape of the solution, we can generate a wide range of graphs by inputting arbitrary
values for the parameters. Using the graphs shown, we can determine the nature of
solitons. Furthermore, set-2 provides adequate new solutions (27)—(30), and set-3 comprises
solutions (34)—(38). Figures 1-4 show the 2D, 3D, and contour conspiracies of some of the
obtained findings. For the sake of clarity, the graphs of some of the discovered solutions
are provided here.

v(1,t)

2.0r

—-40 =20 20 40

n 1 n n 1
—40 —20 0 20 40

Figure 1. Three-dimensional, two-dimensional, and contour conspiracies for solution (20) for
a=-09,p1=2pu=1P=08 w=2 Q=08 a =5.
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—2x10%
v(x,t)
—1x10%

=)

=30 =20 -10 10 20 30

—2x101
—4x101}
—6x101
—§x101

—1x107}

Figure 2. Three-dimensional, two-dimensional, and contour conspiracies for solution (22) for
a; =158 =2,u=1Lw=10=1a =1.

—40 -20 20 40

40 |

—40 |

—40 —20 [ 20 40

Figure 3. Three-dimensional, two-dimensional, and contour conspiracies for solution (27)
a0 =—09,1 =2,w=1,P=08,a; =5.
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Figure 4. Three-dimensional, two-dimensional, and contour conspiracies for solution (35) for
ap=—-4,B1=3,u=1Q=>56,a =5.

The many types of graphs are created using the wave solution. When the free pa-
rameters associated with the solution are altered, the shape of the traveling wave changes.
From the Heimburg model equation, we acquire the number of exact solutions along with
unknown parameters.

The attained solutions (20) and (22) involve the parameters a1, 1, 4, w, P, and a;. For
thevaluesof a1 = —0.9,81 =2, =1,w =2,P = 0.8, and a7 = 5, in solution (20), the kink-
shaped input is regulated and permanently stabilized in the typical pulse shape along the
nerve axon (Figure 1). Similarly, fora; = —1.5,1 =2,y =1L, w=1,Q=1,anda; =1in
solution (22), the kink-shaped input is regulated and permanently stabilized in the typical pulse
shape along the nerve axon (Figure 2). Fora; = —0.9,8; =2,w =2,P =0.8,and 4 =5, in
Equation (27), the kink-shaped input is obtained (Figure 3). For a1 = —4, 51 =3,Q = 5.6,
and a; = 5, in Equation (35), the periodic-shaped input is regulated in the typical pulse
shape (Figure 4). The 3D and contour plots are shown for —50 < x,t < 50, and the 2D
conspiracy is shown for —50 < t < 50, x = 1, in Figures 1 and 3; the 3D and contour plots
are shown for —30 < x,t < 3, and the 2D conspiracy is shown for =30 <t < 30,x =1, in
Figure 2; the 3D and contour plots are shown for —2 < x,t < 2, and the 2D conspiracy is
shown for —2 <t <2,x =1, in Figure 4.

The Heimburg model’s nonlinear dynamic nature is shown in Figures 1-4. Different
varieties of traveling waves are described in the inferred graphical renderings. Numerous
novel exact solutions, including periodic kink, and singular-kink soliton solutions are
discovered. The graphical presentation shows that the four distinct profiles constantly
modulate in the form of an electromechanical pulse traveling through the axon in the
nerve [27]. The findings demonstrate that the implemented technique is reliable, proficient,
and dominant when it comes to analyzing different kinds of NLPDEs.
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6. Conclusions

Not just in neurophysiology but also in mathematical physics, the process by which the
nerve impulse is generated and propagated across the axon has been a critical challenge. We
discovered the exact traveling wave solutions of the Heimburg model of neuroscience which
is one of the most intriguing topics in modern bio-physics since the nerve is the foundation
of life. The exp(—¢({))-expansion method was utilized to analyze the Heimburg model in
this research article. Traveling wave solutions were explored using the above-mentioned
model. This method yields traveling wave solutions with arbitrary parameters expressed
as kink, singular-kink, and periodic-wave solutions. The graphical presentation shows that
the four distinct profiles constantly modulate into the pulse pattern as they travel through
the axon. It is worth noting that the findings of this study are revealed for the first time, in
comparison to earlier investigations. The accuracy of the results was tested using Maple
18 and putting the obtained findings into the original equation. The solutions provided
are novel, distinctive, and practical and might be essential in the fields of medicine and
biosciences. In other words, the analytical expression of solitary solutions may be useful for
the precise determination of the control pulse’s magnitude. Additional research is required
on the fascinating challenge of wave propagation in biomembranes. A thorough analysis of
the dissipative effects and coupling with the action potential will be discussed in the next
work.
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Appendix A

Balancing between the terms v’ and v?v” in Equation (14) yields
m+4=2m+m+2,

m=1.

Putting Equation (15) into (14) with (8), Equation (14) converts into the polynomial in
exp(—¢({)). By setting the coefficients of the polynomial equal to 0, a set of equations for
Ap, A1, P, and Q is obtained as follows:

2B1A0A1Q? + Q?wP? 4 B1PQA2 +2Q%w + a1 A1 Q% + a1 PQA( — QP® — w?PQ—

8Q?P + PQ =0,

2B1A2Q?% + 6B1A0A1PQ + QwP? + B1 P2 A3 + 8Q?wP + 3a1 A1 PQ + 21 QA%+

w1 P2Ag — P* — w?P? + 201QA( — 22QP? — 2w?Q — 16Q? + P2 +2Q =0,

5B1 ATPQ + 4B1AgA1P? + 881 AgA1Q + 7QwP? + 201 A1 P? + 3B1 PA3 4 8Q%*w+

400 A1Q + 301 PAg — 15P% — 3Pw?* — 60PQ + 3P = 0,
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3B1AIP? + 62B1 A2Q + 1081 AgA1 P + 12PQw + 5a1 A1 P + 21 A% + 201 Ag—
50P2 — 2w? —40Q +2 =0,

7ﬁ1A%P + 6ﬁ1AOA1 + 6Qa) + 30(1A1 —60P =0,
4B1 A2 —24 = 0. (A1)
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Abstract: In this paper, a generalized nonlinear Schrodinger (gNLS) equation with time-varying
coefficients is analytically studied using its Lax representation and the associated Riemann-Hilbert
(RH) problem equipped with a symmetric scattering matrix in the Hermitian sense. First, Lax
representation and the associated RH problem of the considered gNLS equation are established so
that solution of the gNLS equation can be transformed into the associated RH problem. Secondly,
using the solvability of unique solution of the established RH problem, time evolution laws of the
scattering data reconstructing potential of the gNLS equation are determined. Finally, based on the
determined time evolution laws of scattering data, the long-time asymptotic solution and N-soliton
solution of the gNLS equation are obtained. In addition, some local spatial structures of the obtained
one-soliton solution and two-soliton solution are shown in the figures. This paper shows that the
RH method can be extended to nonlinear evolution models with variable coefficients, and the curve
propagation of the obtained N-soliton solution in inhomogeneous media is controlled by the selection
of variable—coefficient functions contained in the models.

Keywords: gNLS equation with time-varying coefficients; Lax representation; RH problem; scattering
data; long-time asymptotic solution; N-soliton solution

MSC: 37K40; 37K10; 35Q15; 35C08

1. Introduction

Nonlinear problems are full of challenges, and these have attracted the extensive
attention of researchers. One of the important achievements of nonlinear mathematical
physics in recent decades is the discovery of certain nonlinear partial differential equations
(PDEs) with important applications and analytical solutions. For example, the classical
NLS equation has practical applications in many fields [1], including optics, oceanography,
biology, economics and so on. There are many effective methods for solving nonlinear
PDEs analytically, such as inverse scattering method [2], Darboux transformation [3], Hirota
bilinear method [4] and other methods [5-14].

When an inhomogeneous medium is considered, the variable—coefficient model is
usually closer to the essence of the phenomenon. Generally, solving variable—coefficient
equations is more difficult than solving constant-coefficient ones. In most cases, it is
necessary to embed appropriate coefficient functions in the solution process of the existing
analytical methods, see [15] for an ingenious work extending inverse scattering method
to deal with a variable—coefficient NLS equation. Owing to the fact that Schrédinger-
type equations are widely used in many fields and differential equations with variable—
coefficient functions often model dynamic processes in non-uniform media, this paper
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considers a model in nonlinear fiber optics, namely the following gNLS equation with

gain [16]:
ilpz = @¢TT—7(Z)|¢|2¢+1¥¢/ (1)

where ¢ = (z,t); the three functions (z), ¥(z) and g(z) of propagation distance z
represent the group velocity dispersion parameter, nonlinearity parameter and distributed
gain function, respectively; || denotes the module of i; and i is the imaginary unit. For
convenience, we take the transformations:

¥(z,1) = u(x,t), p(z) = =p(t), 7(2) = B(t), 8(z) = 2ia(t). 2

Then, Equation (1) is converted to the gNLS equation with time-varying coefficients:
t

iuy + @Mxx+,8(t)|u|2u+a(t)u =0. 3)

Here, a(t) and B(t) are assumed to be real integrable functions, while u and all its
partial derivatives with respect to x and t approach zero quickly enough as |x| — .

The analytical method adopted in this paper for Equation (3) is the RH method [17],
which was developed based on the IST [2]. The RH method is an analytical method that
does not need to solve the Gel’fand-Levitan-Marchenko integral equation and can also
analyze the long-time asymptotic behavior of the obtained implicit analytical solutions.
In recent years, the RH method has achieved many applications, such as [17-28]. One
of the important developments of RH method is Deift-Zhou's nonlinear steepest descent
method [18].

The basic idea of the RH method is to establish the relationship between the solution
of nonlinear PDE to be solved and the solution of associated solvable RH problem using the
eigenfunction, then to solve the RH problem, and finally obtain the solution of nonlinear
PDE. In the literature, there are some results, such as [8,16,29-35], that have been obtained
for the gNLS Equation (3). However, as far as we know, there is still no research on the
RH problem of Equation (3), and the relevant work is worth exploring. Equation (3) is
integrable; the Lax presentation, which provides a basis of the study of the associated RH
problem is given in Section 2.

With the help of the given Lax presentation, the associated RH problem is estab-
lished in Section 3 to connect the solution of Equation (3) and that of the established
RH problem, and then the time evolution laws of scattering data in the RH problem are
determined. In Section 4, the long-time asymptotic solution and N-soliton solution of
Equation (3) are obtained. At the same time, some spatial structures of the obtained one-
soliton solution and two-soliton solution are shown by selecting several special cases of the
time-varying functions.

2. Lax Presentation and RH Problem

We introduce, in this section, the linear spectral problem in the matrix forms:

Fy +i¢osF = ¢F, 4)

F+E() — a(0]0sF = oF, (5)
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where ¢ is the complex spectral parameter; F = F(x,t,{) is the eigenfunction in matrix
form; the notations o3, ¢ and ¢ stand for

0 (3 4 )5 3)m
O] O ©
0w —3po|uf

and the symbol * is complex conjugate.

It is easy to check that the compatibility condition Fy; = Fiy is equivalent to Equation (3).
Therefore, we say that the gNLS Equation (3) has Lax integrability, and its Lax representa-
tions are Equations (4) and (5).

Considering the asymptotic condition of the previously assumed boundary value that
u and all its partial derivatives, with respect to x and ¢, approach zeros quickly as |x| — oo,
we have the asymptotic Jost solution of Equations (4) and (5):

F — e i0(xte)os |x|— oo, 7)
with , .
0(x,t,8) = &+ [ [EB(r) — za(0)dr. ®
By the transformation:
K(x,t,&) — Fel?(td)o, ©)

we transform Equations (4) and (5) into the following forms:

Ky +i&[o3, K] = ¢K, (10)
K +H2B(1) — 5a(0)]o5, 9] = 9K, ay

so that the eigenfunction K has the boundary condition:
Ki— 1, x = oo, (12)

where K+ means the boundary conditions of K at the positive infinity and negative infinity
respectively, and I denotes the second-order identity matrix. In the case where the boundary
conditions (12) hold, the x-part of the Lax representation, that is, Equation (10) has the
solutions [17]:

K. =1+ /_xoo efig(xfy)%(i)(y)K, (]// C)eiﬁ(xfy)%dy/ (13)

K =1 [ e 0mmg(y)K, (y, 0o ¥dy, (14
X
which enable the following relationships to be established:
K_ =K, e ¥3M(F)el%, & € R, (15)

by means of the scattering matrix:
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Since the determinant detK4 = 1 [17], which shows that the matrix K is reversible,
we can see from Equation (15) that detM(¢) = 1 and then obtain the inverse matrix of the
scattering matrix M(¢):

e m1(8) p(8) (o m(E)  —mia(G)
M(E) = ( 1ip1 (&) 1i122(8) ) B ( —mp1(g)  ma() > 17)

Due to K (x, &) = KZ!(x, &), with H standing for the Hermitian conjugate, one knows
that the symmetric relation M (g*) = M~1(¢) leads to the equalities m}, (¢*) = mp (&) and
mip(8*) = —mx(Z).

With the help of notations K+ = ((K+)y, (K+),) and K3' = ((KZ1),, (K51),)', we
introduce the matrices:

¢" =K_H;{+K Hy = ((K=)1, (K4)2), (18)
_1:1

¢~ = HiKZ' + HoK ' = ( Ei—i;Z > (19)
+

where (K4 ), and (K3* )” denote the vector in the s-th row and that in the s-th column of K.,
respectively, and H; = diag(1,0) and H, = diag(0, 1) are two special diagonal matrices.
Clearly, ¢ and ¢~ enable Equation (10) and its adjoint equation to be true, that is to say:

¢ +iclos, 7] =997, (20)
¢ +illoz, 971 =7 ¢. (21)
The Taylor series of ¢~ gives:
¢F
¢t =1+ ?1 +0(&7). (22)

We insert ¢ and ¢~ into Equations (20) and (21) and compare the coefficients of & —1, and
then one has
¢ =ilos, K] = —ifos, Ky ] (23)

Thus, solution u of the gNLS Equation (3) is converted to ¢* by the following formula:
= +2i(¢y ), = H2ili )12 24
u 1(471 )12 1/\1_{20(647 )12 (24)

with ((,bfE )1, Tepresenting the element locations at the intersection of the first row and the

second column of ¢7°. Here, = will be determined by the matrix RH problem established
by Equations (18) and (19):

(i) ¢*(x, &) are analytic in ¢ € Cq;
(i) ¢ (x,O)¢"(x,8) =Q(x,§) for € R; (25)
(iii) ¢*(x,&) =1 forf€Cy —

where C; and C_ are the upper and lower half complex planes, respectively; R is the set of
real numbers; and Q)(x, A) is the jump matrix:

Q(x, &) = e—i§a3< 5211((;() §121(C) )eigas_ (26)

3. Solvability of RH Problem and Time Evolution Laws for Scattering Data

The RH Problem (25) established above is solvable and always has a unique solution.
More detailed proof can be found in [17]; the difference is because the time evolution laws
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of the scattering data involved are different. In fact, from Equations (15), (18) and (19), we
can see that

detgp™ = 1y (&) = m11(g), detp™ = mnn (&) = m11(Z), (27)

where the symmetry relation M (&*) = M~1(¢) has been used.
When detp™ (1) # 0, the RH problem (30) is regular. Then, Plemelj formula [36] can
be used to obtain a unique solution of Equation (25):

o A —1
(¢H) @) =1+ ﬁ/ﬂ st, FeCy, (28)

with
Q(g) S - Q(C) — _e—igﬂg( m210<§) leO(C) )8150'3. (29)

In the case of detp™ (&) = 0, the relation MH (g*) = M~1(¢) makes the numbers of
the conjugate zeros of det¢™ (&) = 0 and detp~ (¢) = 0 must be equal. Thus, we suppose
that det¢™ (&) = 0 has conjugate zeros §;, &2, - - - ,én € C and denote the conjugate zeros
of det¢~ (&) = 0 as Ej =& e C (j = 1,2,---,N). For the irregular case of the RH
Problem (25), we consider the systems of linear equations:

¢7(g)vi(§) =0, (j=12---,N), (30)

where non-zero row vector v;(¢;) and non-zero column vector 7;(¢;) are solutions of
Equations (30) and (31), respectively. The Hermitian conjugate of Equation (30), together

with the symmetry relation (4>+)H((;‘]7‘) =¢ (E]-), gives

o' (&9~ (§;) = 0. (32)

Then, Equations (31) and (32) lead to the symmetry relation 7; (E]) = U]H (¢j)- Based on
these preparations and theorem [37], the irregular RH Problem (25) with det¢* (&) = 0 can
be transformed into a regular one. Thus, we indirectly arrive at the proof that the irregular
RH Problem (25) has a unique solution, and therefore the solution of Equation (24) can be
determined as follows:

e

Q()(5)Q 7 (5)(¢T) '(s)ds,  (33)

—00

N N N i 1
¢ (6) = I;];Uk(lj )07 + E/

with X ) .
(<) - A\
@@ =14y [T L O By g, e
N N PYH, o N N P, 5

o =1+ 3y M g gy T g

== ¢ =1 66k
P = (p) s Pl = 6:"_”]@, (1<kj<N). (36)

]

The solvability of RH Problem (25) lays a theoretical foundation for the determination
of the corresponding scattering data.

Theorem 1. Let u(x, t) solve the gNLS Equation (3). Then, the scattering data:

{m21(8),ma1(8), m12(8), (§ € R); 81,810y, 0y, (= 1,2, ,N)}, (37)
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determined by the regular RH problem (30) have the time evolution laws:

moy(t, &) = ma1 (0, g)ezifé [2B()~ja(x)ldT. @8)

i (1, &) = (0, &)e 2 B0~ da(r)ldT, )

gi(t) = ¢;(0), () = ¢;(0), @0)

vj(x, 1, &) = R GIUESN [é}(f))ﬂ(ﬂ—%a(r)]df}gsvj (0,0,2,(0)), an
(%, 4,&;) = GOty [E,z(o)ﬁ(T)—%tx(T)]dr}@ﬁj(ol 0,£,(0)). W)

Proof of Theorem 1. It is necessary to rewrite Equation (15) as:

K e %% = K, e 4B M(F), & € R. (43)

Differentiating the left side of Equation (48) with respect to ¢, we arrive at
. 1 . .
K_ e 6% = —i[E2B(t) — a()llos, K_]e % 4 gK_e 1%, (44)

by employing Equation (15). It is easy to see from Equation (44) that the left side of
Equation (43) solves Equation (11). We, therefore, know that the right side of Equation (43)
is a solution of Equation (11). Then, the substitution of the right side of Equation (43) into
Equation (11) together with the boundary condition (12) yields

dM(t, . 1 i
% +i[E2B(t) — Sa(t)]K e % [a3, M(t,§)] = 0. (45)
Similarly, we easily see that K, e 603 = K_e~itoapg—1 (t,¢) is also a solution of Equation (11).
Putting K_e ™73 M~1(¢, &) into Equation (11) and using the boundary condition (12) yields:
Considering Equations (16) and (17) and comparing the elements of Equations (45) and (46),
we gain

% FlEB(E) — pa(t)]Kye 5o, M (1,6)] =0 #6)
) 2(E(e) — pa(t)ma(4,0), “)
dm%(tt"f) — 2i[22p(t) — %a(t)]ﬁm(t/ &) (48)

Solving Equations (47) and (48), we reach Equations (38) and (39). Equation (27)
indicates that, if ¢;(t) and Ej(t) are the zeros of det¢™ (t,¢) and det¢~ (¢, &), they are also

the zeros of 112 (t,¢) and mas(t, {). In view of Equation (49), one can see that ¢;(t) and Ej(t)
are independent from ¢. This means that Equation (40) is true.

To prove Equations (41) and (42), it is necessary to differentiate Equation (30) with
respect to x and ¢, and then one has

o (x,8,8)0i(x, 1, ) + 97 (%, £,8))vi(x,1,8) =0, (j=1,2,---,N), (50)

¢ (61, 8)vi(x, 6,8) + 97 (x4, 5)vie(x,1,5) =0, (j=1,2,--+ ,N). (51)
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Using Equations (11) and (18) yields

i (x,t,5))v(x, 1,¢5) = —i[g?B(t) — *w( Mo, " (x,t,5)] + 9" (52)
Substituting Equations (20) and (52) into Equations (50) and (51), we gain

4)+(xl t, C]) (Uj,x(x/ t, g]) + ingSUj(xl t, 6])) =0, (] =12, N)/ (53)

0 1,010 1,85) +1E260) — Jalomvy( )} =0, (=12 N), (5

by the usage of Equation (30). Solving Equations (53) and (54), one can obtain Equation (41).
In a similar way, Equation (42) can be obtained using Equations (11), (21) and (31). O

4. Long-Time Asymptotic Solution and N-Soliton Solution

Based on Equations (38) and (39), the time evolution laws of the Jump matrix Q(x, t, &)
can be determined as follows:

A - 0 (0 g) —2igd(x,t,8)o3
Q(X, t, g) = ( My (0, C)eZigﬂ(x,t,C)O'g, 0 ’ (55)

where 9(x, t,¢) is determined by Equation (8). Generally, with the above scattering data in
Equations (38)—(42), one can obtain solution of the gNLS Equation (3) theoretically. How-
ever, we still have difficulty in calculating the integral in Equation (33) for Q)(x,t,&) # 0.In
this case, the asymptotic solution of the gNLS Equation (3) when ¢t — co can be derived
from Equation (24). For instance, if we let & = &1/27 and B(t) = t'/7 1 forany 1 < y € R,
the integral contained in Equation (38) tends to zero at a rate of t=1/7. We, therefore, obtain
the following long-time asymptotic solution of the gNLS Equation (3):

u(x,t) — 21(2 ka k]v]> , I — 00, (56)

12

where P and vy, are calculated using Equations (36) and (41), while the calculation of Ty can
restore to Equation (42) or the symmetry relation 7; = ol

In the reflectionless case, we next construct an N-soliton solution of the NLS Equation (3).
Setting 7112(0,&) = 0 and m(0,&) = 0, and then one has Q(x,t,&) = 0. In this case,
Equation (33) is simplified as

¢1 (x,t) = Zka k0 (57)

To determine P~ ! in Equation (57), we further select the complex number ¢; and let
0j(0,0,8;(0)) = (¢, 1). Then, Equations (41) and (42) give

.ol
v(x,1,5)) = ( oy ) (58)
i(x,,8) = ol (v, 4,§F) = (c;feef*,eief*). (59)

where . )
0 = =ig;(0)x —i [ [E(0)B(r) — za(T)ld, £(0) € s, (60)
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Finally, with the help of Equations (24) and (58)-(60), one obtains the N-soliton solution

of NLS Equation (3):
N N
Y 9,(*9?k -1 _ detS
u(x, t) =2i (kz\i ; e I (P )kj) = 21detP' (61)
=1j=1 12
where 0 and 6] can be determined by Equation (60),
0 (11691 cNegN
_o* . 00 00
_ e 1 pn1 - PIN B _qeje +e
5= » P= (P yons PR =~ (62)
o PNNTEER T 8(0) - (0)
e N PN1 - PNN
As a special case of Equation (61), N = 1 is selected, and then one has:
60
u(x, t) = —2i— A& (63)

* 79 79* .
clci‘egﬁgl +e 1771

1(0)=21(0)

Further letting & (0) = a +ib(a,b > 0 € R) and ¢; = e~ 2%+ (dy,wy € R) yields
&1(0) = ¢5(0) = a —iband c;cf = e~2%%, Thus, Equation (63) becomes

o—2bdo+iwg g—2iax—2i 5 (=) (1) — ha(7)]dT

u(x,t) =4b - - , (64)
e74h50e72bx74abf0 B(t)dT—2bdy + e2bx+4abf0 B(t)dt+2bdy
which can be rewritten as:
e72iax72if0t [(a®=b?)B(T)— La(T)]dT+iwy
u(x,t) =4b (65)

o—2bx—4ab [§ B(T)dT—2b5 4 @2bx-+dab [y B(T)dT+2b6)

Finally, the one-soliton solution of the gNLS Equation (3) can be obtained as follows:

u(x,t) = 2be *"sech[2b(x + Za/ot B(t)dt — )], (66)
where , . .
y= ax—l—/o (> = B)B(7) — 3a(T)]dT — Swp. 67)

In Figures 14, four spatial structures of the one-soliton solution (66) are shown by
selecting the same parametersa =1, b = 0.1, 69 = 6 and wy = 0.5, however, with different
time-varying coefficients: a(t) = sin(#?) and B(t) = 1+ sech(t) in Figure 1; a(t) = #?
and B(t) = 1+ sin(1 + 0.4t) in Figure 2; a(t) = tanh(t) and B(t) = 1 + cos(t) in Figure 3;
and «(t) = tanh(t) and B(t) = 1 in Figure 4. Figures 1-4 show that the four bell one-
solitons propagating along the negative x-axis have different velocities: variable velocities
in Figures 1-3 and uniform velocity in Figure 4. Form Equation (67), we can see that B(t)
and «(t) determine the frequency of the soliton vibration.
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=50
50

Figure 1. Spatial structure of the one-soliton solution (66) with a(t) = sin(?) and B(t) = 1+ sech(t).

=50
50

Figure 2. Spatial structure of the one-soliton solution (66) with a(t) = t?> and B(t) = 1+ sin(1 + 0.4¢).

=50

50

Figure 3. Spatial structure of the one-soliton solution (66) with a(t) = tanh(t) and B(¢) = 1+ cos(#).
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Figure 4. Spatial structure of the one-soliton solution (66) with a(¢) = tanh(#) and B(t) = 1.

When N > 2, solution (61) cannot be written as a hyperbolic function like Equation (66).
For the selection of N = 2, Equation (61) gives

61 —6; 007 =05, . 01—6;
w(x,t) = _p01€ P12 + coe p21 — c2e P11 —c1e P2 68)
P11P22 — P12P21
with i X . .
cicreli o et -0 ) cicpeli 102 4 e =010 ©9)
P11 = = ;P12 = = ,
¢1(0) = &1(0) ¢1(0) —¢2(0)
ciepeBto 4 o060 ciepel3 O 4 o056
pn = -2 , P =2 , (70)

22(0) = ¢1(0) 22(0) — 22(0)

where 6; and 6, are determined by Equation (65), &;(0) = &}(0) and &,(0) = &5(0). In
Figures 5-7, a collision between bell two-solitons determined by solution (68) is shown
by setting the parameters ¢c; = 1, ¢ = 1, 1(0) = 0.3+ 0.31, §2(0) = 0.4 + 0.4i, a(t) = ¢
and B(t) = tanh(0.2t). It can be seen from Figures 5-7 that, after interaction, two solitons
moving in the opposite directions along the x-axis move away from each other in the
original opposite direction. This is different from the interaction between two solitons with
the variable coefficient a(t) = t and the constant coefficient f(t) = 1, which continue to
move forward after passing through each other as shown in Figures 8-10.

Figure 5. Spatial structure of the two-soliton solution (68) with a(t) = t and B(¢) = tanh(0.3¢).
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10

—10+

_zo_l 1 ) 1 1 1

=20 -10 0 10 20

(b) (o)

Figure 7. Interaction of the two-soliton solution (68) with a(t) = t and B(t) = tanh(0.3¢): (a) t = —10,
(b)t =0and (c) t = 10.
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20
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—10
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-20 ~10 0 10 20

Figure 9. Contour of the two-soliton solution (68) with a(f) =t and B(¢) = 1.
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(b) (0

Figure 10. Interaction of the two-soliton solution (68) with a(t) = t and B(t) = 1: (a) t = —10,
(b) t =0and (c) t = 10.

5. Conclusions

Taking the gNLS Equation (3) as an example, this paper presented a positive answer
to the feasibility of extending the RH method [17] to nonlinear evolution equations with
variable coefficients. Due to the derived Lax representation in Equations (4) and (5) and
their transformation forms (10) and (11) with unit boundary values at infinity of spatial
independent variables, the solution of the gNLS Equation (3) is transformed into the
associated RH problem (30) via Equation (29).

Based on the solvability of the RH Problem (25), we determined the time evolution
laws (38)—(42) of the corresponding scattering data, recovered the potential function using
the RH method [17] and, finally, obtained the solution (56) with the long-time asymptotic
behavior and the N-soliton solution (61). It can be seen from Figures 1-4 that four bell
one-solitons propagating from the positive x-axis to the negative x-axis possess different
velocities, which make their peaks form different motion trajectories, including the kink
trajectory in Figure 1, periodic kink trajectory in Figure 2, straight turning trajectory in
Figure 3 and straight-line trajectory in Figure 4. This is due to the different selections of the
time-varying coefficient function B(f).

Whether the propagation trajectory of the bell soliton peak determined by the one-
soliton solution (66) shows a straight line or curve depends on the time-varying coefficient
B(t). For the multiple soliton solution (61) with N > 1, there will be similar peak curve
trajectory characteristics. In fact, for the one-soliton solution (66), this point can be verified
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mathematically. Specifically, from Equation (66), we determined the modulus of the one-
soliton solution (66):

|u| = 2bsech[2b(x + 211/; B(t)dt —dp)], (71)

which is a bell soliton solution. The peak coordinates (x, f) of the bell soliton determined
by Equation (71) satisfy the equation:

x+2a/0tﬁ(r)dr—d0 —0. (72)

Clearly, the parameter controlling the peak trajectory of the above bell one-soliton
is the propagation velocity x = —2af(t). Therefore, selecting f(t) = 1 as a constant is
the reason why the peak trajectory of the bell one-soliton in Figure 4 is a straight line. In
addition, it should be pointed out that, when a(t) = 0 and B(t) = 2, the gNLS Equation (3)
becomes the classical NLS equation, and the results obtained in this paper can degenerate
into the known ones [17]. Recently, some novel solutions [33-35] of NLS-type equations
with variable coefficients have been obtained. A comparison shows that both the long-
time asymptotic solution (63) and the N-soliton solution (61) are different from those
in [8,16,29-35].
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Abstract: In this paper, the Painlevé integrable property of the (1 + 1)-dimensional generalized Broer-
Kaup (gBK) equations is first proven. Then, the Backlund transformations for the gBK equations
are derived by using the Painlevé truncation. Based on a special case of the derived Backlund
transformations, the gBK equations are linearized into the heat conduction equation. Inspired by the
derived Backlund transformations, the gBK equations are reduced into the Burgers equation. Starting
from the linear heat conduction equation, two forms of N-soliton solutions and rational solutions
with a singularity condition of the gBK equations are constructed. In addition, the rational solutions
with two singularity conditions of the gBK equation are obtained by considering the non-uniqueness
and generality of a resonance function embedded into the Painlevé test. In order to understand
the nonlinear dynamic evolution dominated by the gBK equations, some of the obtained exact
solutions, including one-soliton solutions, two-soliton solutions, three-soliton solutions, and two
pairs of rational solutions, are shown by three-dimensional images. This paper shows that when the
Painlevé test deals with the coupled nonlinear equations, the highest negative power of the coupled
variables should be comprehensively considered in the leading term analysis rather than the formal
balance between the highest-order derivative term and the highest-order nonlinear term.

Keywords: Painlevé integrable property; Painlevé test; leading term analysis; (1 + 1)-dimensional
gBK equations; Backlund transformations; exact solutions

1. Introduction

Painlevé analysis is an important method for testing Painlevé integrable property [1-7]
of nonlinear partial differential equations (PDEs). If a given nonlinear PDE passes through
the Painlevé test, then we say it has Painlevé property [1]. More specifically, Painlevé
property or Painlevé integrability for nonlinear PDEs means that the solutions of the given
PDE must be “single-valued” in the neighborhood of a movable singularity manifold
(non-characteristic). The so-called WTC method of Painlevé analysis proposed by Weiss,
Tabor, and Carnevale [2] is an effective approach for Painlevé test of nonlinear PDEs. As
pointed out in [4], the celebrated BK equations can be used to describe the propagation
with double directions of long waves located in shallow water. In 2013, Zhang, Han, and
Tam [8] derived the following (1 + 1)-dimensional gBK equations:

Vf = Uyy — 200y — 410y 1)

Wt = —Wxx — Z(ZUU)x — 20y (2)

In soliton theory, besides the Painlevé analysis method [1-3], there are many alternative
methods [9-17] for solving nonlinear PDEs. Generally, each of these methods has its
advantages and disadvantages. Both the inverse scattering method [9] and the Darboux
transformation [11] depends on the Lax pair of the solved equations; however, constructing
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the Lax pair sometimes is more difficult than solving the equation itself or even impossible.
One of the key steps of the Hirota’s bilinear method [10] is finding an effective dependent
variable transformation, which is often inseparable from attempts or known solutions. Most
of other methods, such as [12-16], are relatively direct, but the hypothetical forms of ansatz
solution limit the type of the constructing solutions. The Painlevé analysis method [1-3]
can give the relative unified form of the solution of the equation to the greatest extent
and can construct various formal solutions from this unified form as needed. It is worth
mentioning that one of the advantages of the Painlevé analysis method [1-3] is to provide a
useful tool for the reduction or linearization of nonlinear PDEs. The Lax integrability and
multiple soliton solutions of Equations (1) and (2) were obtained in [8,18,19]. As far as we
know, the Painlevé test of Equations (1) and (2) has not been reported. In this paper, we
extend the WTC method [2] to prove the Painlevé property of Equations (1) and (2). At
the same time, the Backlund transformations, two reductions, and some exact solutions of
Equations (1) and (2) have been obtained by using the Painlevé truncation technique. This
is due to our consideration of balancing vy, — 4wy and 2vv, rather than the highest-order
derivative term vy, and the highest-order nonlinear term 2vv, in form for Equation (1) in
the process of using the Painlevé test to deal with the leading term analysis.

2. Painlevé Test and Painlevé Integrability
Employing the WTC method [2] of Painlevé analysis, we suppose that

v=¢""Y vj¢), v #0, 3)
j=0

w=¢ Py wig/, wy #0, @)
j=0

where ¢, v, and w; are functions of x and t, a, and f are non-negative integers. Considering
the leading term analysis, we take

v~ v " )
w ~ wop P 6)
and therefore have
Vy ~ —owocp_"‘_lcpx, Uyx ~ o+ 1)7)0(,17_"‘_24)3, (7)
Wy ~ —Bwod P px, wax ~ BB+ Vwop P93 ®)

Using Equations (5)—(8) to balance the following terms of Equations (1) and (2),

Uyx — 200y — 4wy =0, 9)
— Wyx — 2(wv), =0, (10)
We arrive at
a=1, vg = ¢y, (11)
1
B=2 wy=—3¢5. (12)

Thus, Equations (3) and (4) can be rewritten as

0=y 09, (13)
j=0

w= i w]»4>j_2. (14)
j=0
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Substituting Equations (13) and (14) into Equations (1) and (2), collecting the same
power coefficients of ¢, and then setting all the coefficients as zeros, we have

¢ 291 (0§ + 4wy + Vo) =0, (15)

¢ w1 pr — 20500 x — 40 x + 00 (Pr + 201Px — 200, — Pxx) = 0, (16)
¢ 0l + )97 — 2jv0¢] — 4jwjioy = Fiia1, (j=0,1,2,---), (17)
¢~ 6w (vo — px) =0, (18)

¢73 :2[00(2w1¢x - wO,x) + (Px(_wl(Px + 2w0,x) + wO((Pt +201¢x — Vg x + (Pxx>] =0, (19
¢/ 0j0[—2(j — Dwods] — 2(j — Vwjs2(jd + v0¢x) = Fizp, (j=0,1,2,-+), (20)

where Fj+2,1 and Fj+2,2 are functions of vy, wy, vy, Wy, V2, W, - - Uikl Witl, ¢ and their
partial derivatives with respect to x and ¢. It is easy to see that Equations (15) and (18) give
the same vy and wy as Equations (11) and (12). From Equation (16), one has

(Pt + (Pxx 1
U1 205 , W1 Z(Pxx (21)
In view of Equations (11), (12), (17), and (20), we drive the determinants of the
coefficients of v; and w; (j=234--)

(7—2)( —3)¢3 —4(j = 2)¢x _ 2 4 4
-3t —2-3)-ng | TR e @)

Equation (22) hints that j = 2, 3 are the resonance points. Accordingly, v, and w3 or v3

and wy may be the corresponding resonance functions. Fortunately, when we select v,
and ws as the resonance functions and set v, = 0 and w3 = 0, Equation (20) gives

Prx (P + Pxx) — Px(4x + Pt + ¢7xxx) (23)

Wy = 44)2

Further set v; = 0(j > 3) and w; = 0(j > 4); then, Equations (3) and (4) can be
truncated. This shows that the (1 + 1)-dimensional gBK Equations (1) and (2) pass the
Painlevé test and hence possess the Painlevé integrability.

3. Backlund Transformations and Two Reductions

For the (1 + 1)-dimensional gBK Equations (1) and (2), the following Béacklund trans-
formations hold:

Theorem 1. The (1 + 1)-dimensional gBK Equations (1) and (2) have the Bicklund transformations:

%va (24)
w=— (I;;‘z—i—(lj—g—i— U1y — 1, (25)

where ¢ and vq satisfy the following equations:
4)1» + Zvlq)x + (Pxx == 0, (26)

U1, + 22)17]1,36 + U1 x = 0. (27)
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Proof of Theorem 1. Setting v; = 0(j > 2) and w; = 0(j > 3), we can truncate
Equations (3) and (4) as
U= Z)o(])_l + 0 (28)

w = w()(l)iz + wl(l)il + wy (29)

Substituting Equations (28) and (29), together with vy, wyp, and w; in Equations (11),
(12), and (21) into Equations (1) and (2), then collecting the same power coefficients of ¢
and setting all the coefficients as zeros, we can arrive at Equation (26). At the same time,
with the help of Equation (26), we have

U1+ 20101,7( + 4wz,x — Ul px = 0 (30)
1
Wy = Evl,x —1. (31)

Inserting Equation (31) into Equation (30), we reach Equation (27). Using Equations (11),
(12), (21), and (31), we finally convert Equations (28) and (29) into Equations (24) and (25). [J

Corollary 1. Under the transformations:

_ ¥ 3

0= (32)

we O fu (33)
292 T 2p

the (1 + 1)-dimensional gBK Equations (1) and (2) can be reduced to the linear heat conduction equation:
Pt +Pxx =0 (34)

Proof of Corollary 1. Obviously, when v; = 0, Equations (26) and (27) degenerate into
Equation (34). Meanwhile, Equations (24) and (25) become Equations (32) and (33). O

Inspired by Equation (27) derived from the substitution of Equations (31) into Equation (30),
we get the following Theorem 2.

Theorem 2. Suppose that
1
W= -0y —1 (35)

2
the (1 + 1)-dimensional gBK Equations (1) and (2) can be reduced to the Burgers equation:
Ut + ZZJZ)X + Oxx = 0 (36)
Proof of Theorem 2. On the one hand, we can reduce Equation (1) into Equation (36) by
using Equation (35). On the other hand, the substitution of Equation (35) into Equation (2) gives
(vt + 200 + Vxx), =0 (37)

Since when Equation (36) is true, Equation (37) naturally holds, we then conclude that
Equation (35) can transform Equations (1) and (2) into Equation (36). [
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4. Soliton Solutions and Rational Solutions

To construct exact solutions of the (1 + 1)-dimensional gBK Equations (1) and (2), we

consider Equations (32)—(34) and suppose that
p=1+ ok (xtertdy)
where k1, ¢1, and d; are constants. Then, Equation (34) dictates
c1 = —k

Thus, we obtain one-soliton solutions of Equations (1) and (2):

klekl (X7k1 t+d] )

T 1 4 ek (x—kit+dy)
k%ezk] (X7k] t+d1) k%ek] (X7k] t+d1)

w=- + -1
2(1 + ehil—kittd))? — 2(1 + ekr(x—kittdy))

Considering the linearity of Equation (34), we know that

N
¢p=1+) elitc-kittd) ¢, = f(i=12,-.. N)
i=1

(38)

(39)

(40)

(41)

(42)

still solves Equation (34). Thus, we obtain N-soliton solutions of Equations (1) and (2):

N
Z kl‘eki (JC*kit‘Fdl‘)
i=1

N
_ _ k,‘ 7kit+d,'
U= N = |}1’1<1+E e (X )>] ’
1 + Z gki(X—kit“"dz‘) i=1 x

i=1

2
(% kiek,(x—k,-w,.))

_ i=1
w=— s+

5 ==
2(1 + g: eki(xfk,-wrd,-)) 2<1 + ¥ eki(x—kit+di)> 2

i=1 i=1

N
klzeki(x—kit+di)
i=1

1

We note here that the more general N-soliton solutions,

V= {ln (1 + ﬁekfﬂkim—kiwé?) /eA(x+At)+,70] } ’
‘ X

i=1
1
w = Z{IH

al kix+k;(2A—k 0 ) A(x+A 0
14 ¥ ehixthi2A—k)t+G7 | pA(x+AL) 41 —1,
i=1 xx

(43)

(45)

(46)

which include Equations (43) and (44) as special cases, have been obtained in our previous
work [19]. In order to construct other formal N-soliton solutions of Equations (1) and (2),

we assume that

¢ = (1 + % ek,-(x+c,-t+d;)> ep(x+qt+r)/

i=1

(47)

where k;, ¢;, d;, p, q, and r are all constants. Then, the substitution of Equation (47) into

Equation (34) determines the relations:

¢ =—ki—2p, g =—p.
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We therefore gain the formal N-soliton solutions of Equations (1) and (2):

N
(1+§jﬁu<hzmww>wuwwﬂ, (49)
X

v=1In

1 { (1 + Z ki k Zp t+d ]) ep(xpt+r)] } —1. (50)
XX

Here, it should be noted when Equation (50) is equivalent to Equation (46), then
Equation (49) is different from Equation (45). Besides, we easily see that Equations (43) and (44)
are special cases of Equations (49) and (50). The equivalent forms of Equations (49) and (50)
are also helpful for the comparison, which reads

i=1

Z ke —(kj—2p)t+d;]

v = +p (51)
1 + Z eki[xf(kifzp)bkdi]
i=1

2
{% kieki[x—<ki—zp>t+di1} g ~(k—2p)t-+d]
B = i )

2 N
[1 + z ekilx—(ki=2p)t-+d; }} 2 [1 + Y ekilx—(ki=2p)t-+dj]
i=1 1

In Figure 1, the one-soliton solutions determined by Equations (51) and (52) are shown
by setting k; = —1,dy =0, and p = —0.6. It can be seen from Figure 1 that the one-soliton
solution determined by Equation (51) possesses kink structure, and the one-soliton solution
determined by Equation (52) has bell structure.

(b)

Figure 1. One-soliton solutions determined by Equations (51) and (52) with the parameters k; = —

dy =0, and p = —0.6: (a) One kink-soliton solution; (b) one bell-soliton solution.

The head-on two kink-soliton solution and the head-on two bell-soliton solution
determined by Equations (51) and (52) are shown in Figure 2 by setting k; = 1, k, = —1.1,
dy=0,d, =0,and p = —0.6.
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(@) (b)

Figure 2. Two-soliton solutions determined by Equations (51) and (52) with the parameters ky =1,
ky =-1.1,dy =0,d, =0, and p = —0.6: (a) Two kink-soliton solution; (b) two bell-soliton solution.

The interaction of three kink-soliton solution determined by Equation (51) and the
interaction of three bell-soliton solution determined by Equation (52) are shown in Figure 3;
there, the parameters are selected as k; = —1,ky = —1.5,k3 =0.8,d; =0,d, =0,d3 =0,
and p = —0.6.

Figure 3. Three-soliton solutions determined by Equations (51) and (52) with the parameters k; = —1,
kp = —-2,k3 =08,d) =0,dy) =0,d3 = 0,and p = —0.6: (a) Kink three-soliton solution; (b) bell
three-soliton solution.

In addition to the soliton solutions obtained above, some other types of exact solutions
of Equations (1) and (2) can also be obtained. For example, if we choose Equation (26) in

the form
¢p=k(x—ct)+d (53)
where k, ¢, and d are all constants, then one has
1 1,
vg =k, 01=§C, woz—ik,wlzo, wy, = —1. (54)

The rational solutions of Equations (1) and (2) are then obtained as follows:

k 1
o= k(x —ct)+d a0 (59)
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K2
w=— 5 — L. (56)
2[k(x — ct) 4 d|
In Figure 4, the rational solutions (55) and (56) are shown by selectingc = 1, k = -2,
and d = 3. A direct computation shows that the singularities in Figure 4 occur at each point
on the straight line 2(x — ) — 3 = 0.

(b)

Figure 4. Rational solutions (55) and (56) with the parameters ¢ = 1, k = —2, and d = 3: (a) Rational
solution (55); (b) rational solution (56).

The above results obtained benefit from the correct selection of the resonance coeffi-
cient functions for v and w3 in Equations (17) and (20). In fact, if we keep the generality
of vy, the equation v,v; , = 0 will appear in the operation of the above Painlevé test. When
vy = 0 is selected, then the rational solutions (55) and (56) can be obtained by employing
Equation (53). To avoid repetition, we omit them here. However, when we select v, , = 0
together with Equation (53), the similar operations give

1

T 2kf—s (57)

02

where s is an arbitrary constant and hence produces the general rational solutions of
Equations (1) and (2):
k k(x —ct)+d 1

v:k(x—ct)+d+ hi—s 1 2f 8)

k? n k
2[k(x —ct) +d)*  2(2kt —s)
which causes singularities to occur in two straight lines, k(x — ct) +d = 0 and 2kt —s = 0,

in the case of k # 0. See Figure 5 for the rational solutions (58) and (59) with the parameters
c=1k=-2,d=3,ands = —2.

v 1 (59)
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Figure 5. Rational solutions (58) and (59) with the parametersc = 1,k = —2,d = 3, and s = —2:
(a) Rational solution (58); (b) rational solution (59).

5. Conclusions

We have proved the Painlevé integrable property of the (1 + 1)-dimensional gBK
Equations (1) and (2). This is due to the key step adopted in this paper to balance
Equations (9) and (10) rather than the equation

Uyx — 200 =0 (60)

and Equation (10) in the process of using the Painlevé test to deal with the leading term anal-
ysis. If the leading terms of Equations (60) and (10) are balanced, then « = 1 and vp = —¢»
are derived from Equation (60) by similar computations using Equations (5) and (6). Sub-
stituting « = 1 and vy = —¢, into Equation (10) and balancing the leading terms yields
B = —1or B = —2. This contradicts the prior assumption that 8 is a nonnegative integer.
Although the derivative of vy, is one order higher than that of w, in form, the highest
negative power of ¢ is balanced, and vyy ~ 209¢2¢ > and wy ~ —2woP¢~> are the same
power as discussed in this paper. For other coupled nonlinear PDEs, this should be noted
in the leading term analysis. Of course, this noteworthy point will not appear in a single
model. We think this point is very important and will directly affect whether the Painlevé
test can be passed if the equation under consideration has Painlevé property. To the best of
our knowledge, it has not been reported in the literature.

Based on the Painlevé truncation, the Biacklund transformations (24)—(27) and exact
solutions of Equations (1) and (2) have been obtained, including the N-soliton solutions (43)
and (44), (49) and (50), rational solutions (55) and (56), and (58) and (59). These obtained
soliton solutions and rational solutions may provide useful information for explaining some
relevant nonlinear physical phenomena. This shows the importance of the Backlund trans-
formations (24)-(27) in constructing exact solutions to a great extent. Using the Backlund
transformations (24)—(27) to construct other types of exact solutions of Equations (1) and (2)
is worthy of study. Besides, the gBK Equations (1) and (2) are reduced into two simple
forms by the aid of the benefits of the Bicklund transformations (24)—(27). One reduced
form gives the linear heat conduction Equation (34), and the other ones arrive at the Burgers
Equation (36). Compared with the bilinear forms (2.8a) and (2.8b) [19], which are nonlinear,
of Equations (1) and (2), the linear heat conduction Equation (34) in this paper is much
simpler. Based on the bilinear forms (2.8a) and (2.8b) [19], the perturbation truncation
technique of the Hirtoa’s bilinear method [10] can obtain the truncated expansion with
any finite terms consisting of the solutions to construct. However, the Painlevé truncation,
as did in this paper for Equations (1) and (2), will generally stop at the resonance point,
and the number of expansion terms of the solution is small. It is difficult for the Painlevé
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analysis method [1-3] to construct the formal solutions of Equations (1) and (2) with any
number of expansion terms, and the convergence of the infinite term series expansion
solution (3) or (4) is far from being solved.
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Abstract: The paper deals with a nonlinear second-order one-dimensional evolutionary equation
related to applications and describes various diffusion, filtration, convection, and other processes. The
particular cases of this equation are the well-known porous medium equation and its generalizations.
We construct solutions that describe perturbations propagating over a zero background with a finite
velocity. Such effects are known to be atypical for parabolic equations and appear as a consequence
of the degeneration of the equation at the points where the desired function vanishes. Previously, we
have constructed it, but here the case of power nonlinearity is considered. It allows for conducting
a more detailed analysis. We prove a new theorem for the existence of solutions of this type in
the class of piecewise analytical functions, which generalizes and specifies the earlier statements.
We find and study exact solutions having the diffusion wave type, the construction of which is
reduced to the second-order Cauchy problem for an ordinary differential equation (ODE) that
inherits singularities from the original formulation. Statements that ensure the existence of global
continuously differentiable solutions are proved for the Cauchy problems. The properties of the
constructed solutions are studied by the methods of the qualitative theory of differential equations.
Phase portraits are obtained, and quantitative estimates are determined by constructing and analyzing
finite difference schemes. The most significant result is that we have shown that all the special cases
for incomplete equations take place for the complete equation, and other configurations of diffusion
waves do not arise.

Keywords: nonlinear partial differential equation; porous medium equation; diffusion wave; exis-
tence theorem; analytical solution; power series; majorant method; exact solution

MSC: 35K57

1. Introduction

This article continues our study of one special class of solutions to a second-order
nonlinear evolutionary equation [1]. We consider the equation having the following
general form:

Tr = (®1(T))xx + (P2(T))x + 3(T). ©)

Here t, x are independent variables: f is time, x is a spatial variable, T(t,x) is an
unknown function, and ®;, i = 1,2, 3 are the specified functions. From a physical point
of view, the function ®; describes diffusion processes (diffusion term), &, corresponds to
convection processes (convection term), and ®j3 is a source or a sink.

Equation (1) is parabolic if ®{(T) > 0. Solutions that hold the parabolic type of the
equation are usually studied. However, for the completeness of the study, negative case
can also be considered.

A detailed bibliography overview is given in our first article devoted to the problem
considered [1]. Let us briefly recollect some essential points. First, we should mention
classical monographs that significantly influenced developing the theory of nonlinear
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parabolic equations [2-4]. Second, we point out the articles in which, apparently, the
authors presented diffusion wave-type solutions for the first time [5,6]. Let us especially
note book [7], which presents the mathematical theory of the porous medium equation and
thorough state-of-art.

Recall that the case where ®; is a power function, and ®; = ®3 = 0 is the porous
medium Equation [7]. It is rich in applications and describes the filtration of an ideal
gas in porous formations [6], the radiant (nonlinear) thermal conductivity [5], as well as
population dynamics processes [8].

If &1 and ®3 are power functions, and ®, = 0, then (1) becomes the generalized
porous medium Equation [7] or the nonlinear heat equation with a source [9]. This equation
describes the same processes as the porous medium equation, but allows us to consider the
inflow or outflow of matter or heat.

Assuming @3 = 0, and ®; and &, are nonzero leads Equation (1) to the convection-
diffusion Equation [10,11]. Several mathematical models of fluid mechanics, which simul-
taneously describe the diffusion and convective [12] mechanisms of energy and matter
transfer, are reduced to such an equation. The phonon transport within silicon structures,
which is subjected to internal heat generation, can also be explored [13,14]. In [15], the
authors proposed the equation considered as a suitable governing equation for the gas flow
through a Graphene Oxide membrane. A mathematical model describing the flow of a
mixture of ideal gases in a highly porous electrode for fuel cell engineering is proposed
in [16]. Its particular case is the well-known Burgers equation [7].

Finally, Equation (1), if ®,(c) is a linear function, which describes the non-stationary
thermal conductivity in a medium moving at a constant speed, when the thermal conduc-
tivity coefficient and the reaction rate are arbitrary functions of the temperature [17].

Note that the problem is also being studied in the case of several spatial variables, and
solutions of different types are constructed. In [18,19], the author considers the anisotropic
case and construct weak solutions. In [20], the authors present weak supersolutions for
different functional spaces. Analytical travelling waves for the nonlinear convection-
diffusion equation are studied in [21], including the use of Lie symmetry [22]. Various
models of a similar but more general form are used, for example, in the study of diffusion
processes in metallurgy [23], as well as the thermal fields located in the permafrost area [24].
The list could be continued, so the study of Equation (1) is still relevant.

In this paper, we deal with the problem of constructing and studying diffusion-wave-
type solutions in the case of power functions ®;. The existence and uniqueness theorem is
proved. It, unlike the known ones, allows us to set the boundary condition at a moving
point. In addition, exact solutions are found and investigated in detail in one particular
case. Their construction is reduced to the integration of the Cauchy problem for an ordinary
differential equation.

In contrast to similar solutions that we dealt with in [1], this study is more systematic.
Firstly, here these Cauchy problems are investigated in a general formulation. Secondly,
we do not limit ourselves to considering cases when equations can be integrated explicitly
but perform their qualitative analysis and constructed phase portraits, which allowed us to
investigate the behavior of solutions. We also construct finite difference schemes and prove
their convergence, which, in particular, makes it possible to construct accurate estimates
for the solutions obtained.

2. Problem Formulation

If the functions @4 (T), ®,(T) are differentiable, Equation (1) can be written as:

T = (cbll(T)Tx)x+q)/2(T)Tx+CD3(T)- ()

We assume that ®;(T), i = 1,2,3 are power functions:

@ (T) = M T, @)(T) = AT, &3(T) = AT,
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where 0;, i = 1,2,3 are positive constants, o7 + 03 > 1, A;, i = 1,2,3 are constants, and
A1 > 0.

The substitution u = ®}(T) = A1 T"! and effortless transformations lead Equation (2)
to the form:

1
Up = Ullyy + Eui + Aulu, + BuP. 3)

Hereoc = 0y > 0,0 = o1/o0 > 0, = o3/ +1—1/01 > 0, A = A7,
B= )L3)q/ o1/, Obviously, Equation (3) has the trivial solution u = 0.
Let us set for Equation (3) the boundary conditions:

u(t, x)|x—a(ey = f(£), £(0) =0, f'(0) > 0. )

Previously, the same conditions for the porous medium Equation [25] were consid-
ered. In this paper, we prove the solvability of problem (3) and (4) in the class of analyt-
ical functions. Moreover, we show that if there exists a sufficiently smooth solution to
problem (3) and (4), then together with the trivial one, it forms a diffusion wave.

3. Main Theorem

Let us formulate and prove the existence and uniqueness theorem. Here and further,
an analytical solution means a solution in the class of analytical functions, i.e., it coincides
in a neighborhood with its Taylor expansion.

Recall that the diffusion wave-type solution means a piecewise smooth solution to
Equation (1), consisting of a trivial u = 0 part and a nontrivial u = u(t,x) > 0 one,
continuously joined on some line in the plane of variables ¢, x. This line is called the
wave front.

Theorem 1. Let the functions a(t) and f (t) be analytical in some neighborhood of t = 0; f'(0) > 0;
[a'(0)]? + f'(0) > 0; and let 0 and B be natural (positive integer) numbers. Then problem (3)
and (4) has a nonzero analytical solution of diffusion-wave type in some neighborhood of the point
(t = 0,x = 0), which is unique if the direction of the diffusion-wave front moving is chosen.

Proof. Let us give a brief scheme of the further reasoning. First, we construct the solu-
tion in the form of a power series. Then we reduce problem (3) and (4), which is not a
Cauchy-Kovalevskaya type, to the standard form by the consequence of non-degenerate
substitutions. This standard form is subject to the Cauchy-Kovalevskaya theorem.

To simplify the boundary conditions, we make the substitution t; = t,7 = x —a(t).
It is easy to show that the Jacobian of the substitution is nonzero. As a result, we get
the problem:

1
up —a' (Huy = vy, + ;uf + Aulu, + BuP, (5)

u(t,r)lr=0 = f(#). (6)

Here and to further simplify the notation, the first independent variable retains ¢
without index 1.
We construct the solution to problem (5) and (6) as the series:

i thym oktmy
u(t,r) = 2 uk’mik'm" Uy = e . (7)
k,m=0 o t=r=0

This method develops the method of special series, which was proposed and widely
used in the scientific school of A.F. Sidorov [26,27].

Since the construction essentially coincides [28] (see also [25]), we try to avoid repeti-
tions, focusing on new points in the proof and emerging difficulties.

Since the functions a(t), f(t) are analytical, they allow the expansions:
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f(t) = Z fnﬁf a(t) = Z “nﬁ~
n=0 : n=0 :

Boundary condition (6) implies the equalities 1, g = f;, and fo = 0. The remaining
coefficients of (7) are determined by recursive induction on the total order of differentiation
n=k+m.

First, we establish the induction base by considering the case k + m = 1. As it has
been shown, 119 = fi. Assume, thatt = r = 0 in (5). Then it is possible to consider the
equation obtained as quadratic with respect to u; and find its roots:

o
M(_{l = 2(—611:‘:1/0%—}—4 1).

Since f'(0) > 0,[a’(0)]? + f'(0) > 0, both roots are real.

The direction of the diffusion wave moving depends on the choice of the sign of 1 ;.
The value 1, corresponds to a diffusion wave whose front lies to the right of the line
x = a(t) in the plane of variables t, x. A diffusion wave whose front is located to the left
of the line x = a(t) corresponds to uat 1- These cases can be considered separately, or one
can be chosen based on additional reasons. Looking ahead, we note that the procedure for
constructing a solution is similar in both cases.

If the sign is chosen, then the series (7) is constructed uniquely.

We differentiate (5) k times with respect to 7, n — k times by t, and set t = r = 0. After
collecting terms, we arrive at the equality:

by ktp—k—1k+2 + Cklhn—kf+1 + Un—k+1k = Ry 8)

where:

2
bnfk = —(7’1 — k)fl, Cx = —(k+ O_)Mo,l —aq.

We do not show here the explicit form of R,,_ x since it is cumbersome. Their form
for the particular case A = B = 0 can be found in [25], where it is presented since the
convergence proof technique used there requires direct estimates. Here, we use another
technique for constructing the majorant problem based on the hodograph transformation.
In this regard, it is enough to point out that R,_i; depend on the derivatives of the
unknown function of order at most #, which are known by the induction hypothesis. The
condition 8, B € N ensures infinite differentiability of Equation (5).

Changing in (8) k from 0 to n and taking into account that 1,419 = fu, and by = 0, we
obtain the following system of linear algebraic equations:

o by 0 ... 0 0 0 i1 R,
1 ¢ by 0 0 0 Up-12 Ry-1;1
e X . = .. . 9)
0 0 0 1 i1 by Uy Ryt
0 0 0 0 1 Cn Up,n+1 RO,n

Here R} g = R0 — fu+1. You can see that the matrix A, of system (9) is tridiagonal of
order n + 1, and the condition of diagonal dominance is not satisfied. Let us prove that its
determinant is nonzero.

Indeed, it is necessary to consider three cases: (1) f1 = 0; (2) f1 > 0, ug1 = uat Y
() fi >0, up1 = ug).

1. Let f; = 0. Then by = 0 for all k, i.e., the matrix A; is triangular two-diagonal and
its determinant is equal to the product of the elements of the main diagonal:

n
detA, = H C;.
i=0
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Two subcases are possible here: (a) up; = ”(J)t 1 = 0, then ¢ = —aq for all k;
(b) uo1 = uy; = —ay0, then ¢y = (ko + 1)a;. For the both subcases det A, # 0 since
ay 7& 0.

2. Let f1 > 0, ugy = uafl. Then b, < 0 for k > 1 and ¢, > 0 for all k, i.e., all elements
on the main diagonal and subdiagonal are positive, and all elements of the superdiagonal
are negative. Hence, all the principal minors of the matrix A, are positive, which means its
non-degeneracy.

3. Let f1 > 0,ug; = Ug - Then b, < 0fork > 1 and ¢, < 0 for all k. Let us introduce
an auxiliary numeric sequence A, i as follows:

Buo=1 Dpg=0c0<0, Byg=ck1Bp1— by ki2Buk—2 k=23,...,n

It can be shown by induction on k that A, ; consists of two positive terms for even
k and two negative ones for odd k. Hence we have that A, # 0 for all admissible n
and k. On the other hand, it is easy to show that A, , = det A, by induction on n. Thus,
det A, # 0, moreover, det A, > 0 for even n and det A,, < 0 for odd n.

Thus, we have proved that system (9) is non-degenerate, and the coefficients of
series (7) are uniquely determined if one of the two possible values of ”Oi,l is chosen. This
finishes the first step of the proof.

We refuse the direct estimates applied in [25] in the proof of convergence. Here we
use an alternative methodology, which reduces the problem to a special form previously
considered in [1,28].

Since ugp =0, ”%,1 + ”%,0 # 0, then if series (7) converges, there exists a line r = g(t)
in the plane t, r, on which the unknown function vanishes:

u|r:g(t) =0, g(O) =0.

In problem (5) and (6), which is equivalent to the original one, let us make the substi-
tution t, = t,s = r — g(t). We arrive at the problem that consists of one equation and two
boundary conditions:

up — [a'(t) + ¢ (t)]us = uuss + %ug + Aulug + BuP, (10)

u(t,s)ls=—g(ry = f(t), u(t,s)|s=0 = 0. (11)

To simplify the notation, the first independent variable retains t without index 2.

The function g(t) is still unknown, and it will be determined simultaneously with the
construction of the function u. Thus, we obtain one of the problems with a free boundary.
The most famous of them for parabolic equations is the Stefan problem [29,30].

The following substitution changes the roles of the unknown function # and the indepen-
dent variable s, i.e., it is a variant of the hodograph transformation. Equation (10) becomes:

1
usyy = BuPsd + [s; 4 a'(t) + ¢/ (t) + Aub)s? + S (12)
Conditions (11) take the form:

s(t,u) =gty = —8(#), s(t,u)[u=0 = 0. (13)

Let us differentiate the first condition of (13) and substitute the resulting expression
[st + suf'()]lu=f+) = —&'(t) into Equation (12). We obtain that:

1
_ 3 6\ 2
usy, = BuPs> + {st +a'(t) = [st +suf (D)]|uzs) + Au }su + —su- (14)
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The positive trait of Equation (14) is that it no longer contains the unknown function
g(t). The boundary condition for (14) takes the form:

s(t,u)|u=0 = 0. (15)

Having constructed a solution to problem (14) and (15) which, recall, does not contain
the function g (), we can find g(t) from the first condition of (13). Thus, we have decom-
posed problem (10) and (11), which includes two unknown functions into two separate
tasks. They contain one unknown function and can be solved sequentially.

As a result of the substitutions performed, we have obtained the problem with the
known diffusion front, which was previously considered in [1]. As already noted, the
detailed proof of the similar theorem for the porous medium equation with two spatial
variables is given in [28]. In this regard, we will be brief so as to not overload the paper.

Completing the series of substitutions, let us introduce the variable y = u — f, which
allows us to make the surface u = f as a new coordinate plane. Next, the unknown function
is represented as s(u,y) = us1(y) + u>Z(u,y), where s; is the known analytical function,
and Z = Z(u,y) is a new unknown function. Note that in this case, the second boundary
condition of (13) is satisfied automatically, and the problem is reduced to one equation of
the form:

¥o(y)Zly=0 + ¥1(y)u(Zuly=0) + ¥Y2(y)1* (Zuuly=0)
+BoZ + BiuSy + u?Zyy = ho + uhy + u?hy + ulhs.

Here By =2(1+1/0), By = (4+1/0) are constants; ¥;,i = 0,1,2 and hj,j=0,1,23
are analytical functions of their variables. Moreover, hy = ho(u,y), and the remaining
h; depend on independent variables and derivatives of the function Z with respect to u
of order at most j — 1. The functions ¥;(y) are positive for y = 0. Thus, Equation (16)
obeys Lemma 2 from [28]. Therefore, it is solvable in the class of analytical functions. The
construction of the majorant problem and the proof of the existence of its analytical solution
are also carried out similarly. [J

(16)

Remark 1. We have constructed an analytical solution to problem (3) and (4) and simultaneously
determined the line x = a(t) + g(t), which is the diffusion wave front. The non-negative part of
the specified solution u = u™ and the trivial solution u = 0, which are joined on the diffusion front,
give the required diffusion wave.

Remark 2. A particular case of problem (3) and (4), when f(t) = 0, is a problem about the moving
of a diffusion wave with a given diffusion front, which obeys the theorem proved in [1].

4. Exact Solutions

Theorem 1 ensures the existence and uniqueness of the solution to the problem of
diffusion wave initiating and, remarkably, gives an algorithm for its construction in the
form of a double series. Unfortunately, it is local, and, as attempts to use such constructions
for a numerical modeling show [31], the radius of convergence of the series is usually small.
Thus, the theorem does not allow us to study the global properties of diffusion waves.
Besides, the requirement that the parameters 8 and 6 in Equation (3) are natural numbers
significantly limits the generality. In general, these problems are far from being solved, as
well as for most other nonlinear degenerate partial differential equations. Therefore, we
investigate the properties of diffusion-wave type solutions to Equation (3) for an arbitrary
B > 0and 0 > 0 in the particular case. Exact solutions of parabolic equations are widely
used in solving applied problems: From modeling the well clogging process [32] to the
description of bubble dynamics [33].
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4.1. Reduction to Ordinary Differential Equations (ODEs)

Consider for Equation (3) the boundary condition:

u(t, x)|y=a(ry =0, (17)

which, as already noted, is a particular case of (4) when f = 0. Problem (3) and (17) is the
problem of the diffusion wave moving with a given front.

Note that problem (3) and (17) has the trivial solution # = 0. However, in this case, the
uniqueness of the solution is violated, and a nonzero solution can also exist. Its existence in
the class of analytical functions follows from Theorem 1.

Current and further sections are devoted to finding and studying non-trivial exact
solutions to problem (3) and (17), the constructing of which is reduced to the integration of
Cauchy problems for ODEs. Previously, we studied this problem in detail for the nonlinear
heat equation [34] and for the nonlinear heat equation with a source [35] and found new
classes of diffusion-wave type solutions. Those problems corresponded to the case A = 0.
Here let us consider the case when A # 0.

Following [1], we look for solutions to Equation (3) having the form:

u=1yp(t)o(x—a(t)). (18)

Solution (18) is a generalized traveling wave, which becomes a simple traveling wave
if a(t) is a linear function. Substituting (18) into Equation (3), we obtain:

1 _ ] O 40
00" + = (v')? + Ap? ()% + ByP2(t)of + —<0' — v =0. (19)
o Y Y o0 )
In order for (19) to become an ODE with respect to v(z), z = x — a(t), it is necessary
and sufficient to satisfy the conditions:

HONNR20
¥ (D) 0

Here the first two conditions form a first-order ODE system. The third and fourth
conditions are additional compatibility conditions that can be satisfied, for example, by
choosing 0 and B.

Let us consider two possible cases.

1. Let ¢p(t) = ¢ = const. Without losing the generality of consideration, we can
set = 1. Then a(t) = ut + 1, where y, 17 are constants, and (19) takes the form of the
following ODE:

= const, p?1(t) = const, YP~2(t) = const. (20)

nst,

oo + %(v’)2 + (A + u)o' + BoP = 0. (21)

We assume that in this case 7 = 0, » > 0, which also does not reduce the generality
of consideration.

2. Let now ¥(t) # const. Then from the first two equations of (20) we have that
Y(t) = w/(ut+1n),a(t) = win(ut + 1), where u, 7, and w are nonzero constants, 7 > 0.
You can see that the necessary and sufficient conditions to satisfy the third and fourth
equalities of (20) are 8 = 1, f = 2. Then (19) takes the form of the following ODE:

00" + (o + (Ao + )0’ + B2 + Lo =0, 22)

We can bring (21) and (22) to the general form:

oo’ + }T(U/)z + (A0® + p)v' + BoP + Co = 0. (23)
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4.2. Cauchy Conditions for ODEs

It is easy to see that condition (17) becomes v(0) = 0 for a solution having the form
(18). Then, obviously, Equation (23) has the trivial solution v = 0. Assuming v = 0 in (23),
we obtain the quadratic equation with respect to v; = v/ (0):

%v% + po1 =0, (24)
which has roots v; = 0 and v; = —puo. Accordingly, we will consider Equation (23) with
the Cauchy conditions of two types:

v(0) =0, v'(0) =0; (25)
v(0) =0, ¢'(0) = —puo. (26)

The trivial solution corresponds to conditions (25). However, as it is shown below,
there may also exist a non-trivial solution that is not analytical, i.e., it cannot be represented
as a Taylor series.

Theorem 1 implies that problem (23) and (26) for positive integer values of 6 and 3 has
the unique analytic solution in the form of a convergent series in powers of z. Unfortunately,
the theorem does not hold for non-integer values of these constants.

Note that Equation (23), although it is an ODE, stays still complex to study. First, it is
nonlinear. Second, the Cauchy problems inherit singularities from the original statements,
which does not allow for using standard methods and theorems of ODE theory. Thus, the
general case is quite complex and cannot be explored within the framework of a single
article. Therefore, we consider here one of the particular cases. On the one hand, this case
is significant and has interesting properties. On the other hand, it gives a clear idea of the
difficulties encountered in studying the properties of the obtained classes of exact solutions
and what techniques can be applied to overcome them.

5. Traveling Wave. Qualitative Analysis

In this section, we consider the exact solutions having the form of traveling waves,
which, as shown above, are described by Equation (21) with Cauchy conditions (25) or (26).
We study them using the methods of ODE theory, including qualitative analysis with the
construction of a phase portrait and some quantitative estimates.

5.1. Transition to Phase Variables

Using the fact that the equation does not explicitly depend on z, we proceed to the
phase plane. Let us introduce a new independent variable w and an unknown function p:

w=1v,p="0. (27)

The substitution is non-degenerate if 6 > 1. Equation (21) takes the form:
dp  p?

bwp =L+ &+ Awp + pp + BwP/® = 0. @8

Let® = B > 1,i.e,, in the third and fourth terms of Equation (21) v has the same degree.
Due to the linear change of variables, we can reduce the number of constants. Let,

w:wﬁ,fl:%; p:ﬁ~,3:%.
Then Equation (28) takes the form (~ is omitted for simplicity):

w ‘ w = 29
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where v = 060 > 0, « = B/u > 0. Note that Equation (29) is similar to (39) from [1],
however, the appearance of the term pw in (29) significantly complicates the study.

For (29), let us consider solutions corresponding to the initial condition given at w = 0.
Since 6 > 0, nontrivial solutions of this kind generate solutions to the original problem
having the diffusion-wave type. Looking ahead, we note that some of them may not have
physical meaning.

If we substitute w = 0 into Equation (29), we obtain the algebraic relation p?(0) /7 +
p(0) = 0, which is an analogue of equality (24). You can make sure that it has roots
(1) p(0) = 0and (2) p(0) = —, which correspond to conditions (26) and (25), respectively.
Now let us consider Equation (29) with Cauchy conditions (1) and (2) in more detail.

5.2. Singular Points

First, we study the singular points of Equation (29). Since it is autonomous, let us turn
to the phase plane (v,v" = w). We use the classic technique proposed in [36] (see, also [34]).
The following dynamic system corresponds to Equation (29):

dw dj__pz

d—g—wp, i~ V—p—pw—zxw, (30)
where dz = wd(.

Consider now the equilibrium states (singular points) of system (30). There are two
equilibrium states (0, —) and (0, 0).

Let us introduce the following notation:

R(w,p) =wp, Qw,p)=—p*/7v—p— pw— aw,

_ (Ryp Rp o p w
M(o,w) = (Qw Qp> B (—P—a —ZP/W—w—l)’

2p?
A(w,p) = detM(w, p) = v p+aw,

O(w,p) =Tr M(w,p) = m/ry_z)p—w— 1.

Let us define the type of each singular point.

1. Consider the point (0, —7). Since A(0, —y) = —7 # 0, it is a simple equilibrium
point. From det(M — AE)|y=0,p=— = (A +7)(A — 1), it follows that Ay = —yand A, =1
are the roots of the characteristic equation. Therefore, the point (0, —) is the topological
saddle since A < 0, A1,A» € Rand A1Ap < 0.

2. Consider the point (0,0). Since A(0,0) = 0, this is a compound equilibrium
point. Here 5(0,0) = —1 # 0, and the equation that is obtained from system (30) by the
elimination of the independent variable { can be written as:

wpdw — [Ip — p* /v — wp — aw] dw = 0,

where | = —1. We represent the solution to the equation:

~lp+p*/y+pw+aw=0

as a series in powers of w, which we substitute into pw. As a result, we have:

p=¢w)=—aw+..., ¢(w)=(wp)ly—pw) = —aw? + ...

Since the lowest power of w in the expansion ¢(w) equals two, the point (0,0) is a
saddle-node with one nodal and two saddle sectors. The nodal sector is stable because
I < 0. Moreover, if « < 0, then the trajectories of the nodal sector tend to (0,0) when
¢ — —oco on the left of the Op axis. If « > 0, as in the considered case, the trajectories of the
nodal sector tend to (0,0) when { — 400 on the right of the Op axis.
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5.3. Phase Portrait

Let us construct and explore the phase portrait of system (30) for v, « > 0. Note that
in all the considered cases:

1.  The phase trajectories change the direction of motion when passing through the
Ow axis, as well as when crossing the quadric p?/v + p + pw + aw = 0, which, in
particular, singular points belong;

2. Both singular points have vertical semi-separatrices, since they are located on the
Op axis.

Let us first determine the properties of the second-order curve:

p*/y +p+ pw+aw = 0.

Bringing it to its canonical form, we obtain:

2
AL R (P
(r+-+7) 4(w+4 ) =alr-a). (31)
It is easy to see that for «# = 7, we have a pair of intersecting straight lines

p1(w) = —yw — v +a, p2(w) = —a. If & # 7, then we obtain hyperbolas with the same
asymptotes p = p1(w) and p = p2(w) and different positions of the branches depending
on the sign of the difference v — «.

Let us consider all possible cases. Note here that in all cases, there are three semi-
separatrices. The first is a monotonically decreasing curve coming to the singular point
(0,0) and located in the second quadrant (bold curve S; in Figure 1-3). The second and
third are vertical semi-separatrices lying on the Op axis.

Case v = a. Figure 1 shows the phase portrait of system (30) for this case. As already
noted, the quadric (31) degenerates into two intersecting lines (dashed and green lines).
Besides the separatrices mentioned above, there is also a separatrix that coincides with the
line p = — (green line). The nodal sector is bounded by the Op axis and the straight line

D

2

p=-7

p
0

\
\
\
\
\
\
\
\
\
\
\
\
\
\
\
\
\
\
\
\
\
\

Figure 1. Phase portrait for v = a.

Case v > «. Figure 2 shows the phase portrait of system (30). You can see that half-
hyperbolas (31) are located in the right upper and left lower quarters, into which the lines
p1(w) = —yw — v + &, pa(w) = —« divide the coordinate plane (dashed curves). Here we
have two additional separatrices S, and S3 coming into the point (0, —7) (purple curves).
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Both S; and S3 are monotonically decreasing functions; S; tends to —co when { — +oc;
S3 tends to p = —a when { — —oo. The nodal sector is bounded by the Op axis and the
semi-separatrix Sy located in the fourth quadrant.

y

Figure 2. Phase portrait for v > «.

Case v < a. Here half-hyperbolas (31) are located in the left upper and right lower
quarters, into which the lines p; (w) = —yw — v+, p2(w) = —a divide the coordinate
plane (see Figure 3). Again, in addition to the same separatrices for all cases, we have two
semi-separatrices going out the point (0, —7) (blue curves). The separatrix S; first increases
to the intersection with the Ow axis, then decreases and asymptotically tends to the Op axis
when { — +00, bounding the nodal sector. The separatrix S3 is a monotonically increasing
function and tends to the line p = —a when  — —oco.
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Figure 3. Phase portrait for y < a.

The properties of separatrices that do not coincide with the Op axis and the interpreta-
tion of the results from the original problem point of view will be discussed below.
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6. Zero Initial Condition

Let us first consider the case when the initial condition for Equation (29) has the form:

p(0) =0. (32)

Previously, this case has not been considered. The only exception is paper [34], where
we showed the existence of a semi-separatrix lying in the second quadrant and passing
through the origin for the porous medium equation. However, the properties of the
corresponding solution were not studied.

Obviously, in this case, the classical existence theorems are inapplicable due to degen-
eracy. Therefore, we attempt to eliminate the singularity.

6.1. Solution in the Form of a Series

Following [35], we try to construct an analytical solution to problem (29) and (32) as

the series:
oo

plw) = ¥ i p= " 0) (33)
Let us construct the coefficients for (33) using the following recurrent procedure.
From (32) we have py = p(0) = 0. To find p;, we differentiate Equation (29) with respect
to w, set w = 0,p(0) = 0, and obtain that p; = p’(0) = —a < 0. Similarly, we get
p2 = 2a(1 — a — a/y). Thus, the induction base is found.
Assume that pg, p1,...,Pr—1,k > 3 are determined. To find py, we differentiate
Equation (29) k times with respect to w and set w = 0. Then we arrive at the equality:

k-1 k
‘ 1 ‘
kY Cipipk—i+ > Cipibk—i +kpr—1+px =0, (34)
i=0 i=0

where C,i = k!/[i'(k —i)!],k > i. Resolving (34) with respect to p; and taking into account
po =0, p1 = —a, we have that:

o k-2 1k=2
Pk = k(“k +— - 1) Pe—1—k Y Ce1pitk—i — = Y, CiPiPi—i- (35)
r i=2 Tiz

You can see that all terms on the right-hand side of (35) are known by the induc-
tion hypothesis. Thus, all the coefficients of series (33) are uniquely determined by the
formul obtained.

Now we study the properties of the constructed series. To do this, consider:

Y
If & = 7v/(1+ ) we have pp = 0. Then, it is easy to show by induction on k that
p3 = ps = ... = px = ... = 0. This means that the series breaks off, and the solution has
the form p = —aw.

Ifa > /(14 ), then pp < 0, and we can make sure that py < 0,k = 3, ... Therefore,
from (35) we have that:

2
i < k(ock—i— 7"‘ —1);9,(l <o0.

Hence we get that:
— 1) — 1)
fim P DY KE D 2 1) = ool
k—o00 |Pk,1|k! k—o00 k! 0

Thus, we have proved the divergence of series (33) and the validity of the following
proposition.
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Proposition 1. Problem (29) and (32) has:

1. The analytical solution p = —aw, ifa = v/ (1+y);
2. The solution having the form of a formal power series that converges only at the point w = 0,

ifa>9/(14+7).

Note that for 0 < & < /(1 + 7) the terms in formula (35) have, generally speaking,
different signs, and the question of the convergence or divergence of series (33) is much
more challenging. Nevertheless, the results of numerical calculations allow us to make a
reasonable assumption that the series diverges.

Remark 3. There are also simpler examples based on a similar idea. Indeed, consider the Cauchy problem:

xyy' —y+x+1=0,y(0) =1

We can easily make sure that in this case y' (0) = 1,y (0) = 2, and y® (0) > k2y* =1 (0) > 0,
k > 2, which means the divergence of the Maclaurin series for the function y(x) at x # 0.

6.2. Euler Polygonal Approximations

As you know, the absence of an analytical solution to the Cauchy problem does not
mean that it is impossible to construct a smooth (classical) solution. The simplest example is
the problem i’ = /x, y(0) = 0, which has a unique continuously differentiable solution for
x > 0. In this section, we show that problem (29) and (32) has a similar property for w < 0,
especially since the results of qualitative analysis evidence the existence of such a solution.

We use the classical Euler method. Therefore, it is necessary to construct a finite
difference approximation of Equation (29). Calculations have shown that explicit difference
schemes, in this case, turn out to be unstable. Therefore, we consider an implicit one, which
at an arbitrary point wy, k > 1 has the form:

Pk — Pk—1
[0 ——
Wy — Wi—1

1
+ ;pi + pr + wipx + awg = 0. (36)

From Cauchy condition (32) we have that py = p(0) = 0. For convenience, we use
a finite difference approximation with a constant step #, i.e., wy = kh. Then (36) takes
the form

1
(k—i—7>p£+(1+kh—k}7k—l)ﬁk+“kh =0. (37)

The roots of Equation (37) are:

_ —1—kh+kpeq (=1 —kh+kpe1)*>  akh
Pk = "2k +1/7) 4k +1/7)2 k+1/v

We choose the root that corresponds to + sign, otherwise p; = —y/(1+ ) ifh — 0,
i.e., there is a discontinuity of the first kind at zero. So, we have the recurrent sequence:

. I 2
1= kh+ kpg_s \/( 1— ki + kp_1) akh 1,2,... (38)

:0/ = — ,k:
PO= % Pk = "k +1/7) 4k +1/7)? k+1/7

For h > 0, the radical expression in (38) rapidly becomes negative as k increases, i.e.,
the scheme is not applicable in this case. This fact goes with the results of the qualitative
analysis, which showed that if & # 7/ (y + 1) problem (29) and (32) for w > 0 does not
have a solution.

We investigate the properties of the sequence py for w < 0, i.e., when h < 0. To do this,
we formulate the following auxiliary lemma.

Lemmal. Letx >y, A>B>0.Thenx+Vx>+A—y—+y>+ B >0.

78



Mathematics 2022, 10, 232

Proof. If y > 0, then the lemma is obvious. Let —y > 0, yz > x2. Since A > B, the
inequality holds:

x+VX2+A—y—/PP+B>x+ V2 +A—y— /Y2 + A

To prove the Lemma, it is enough to show that the right-hand side is greater than
zero. We use the rule of contraries. Let x + Va2 + A —y — /y>+ A < 0, thenx —y <
VY2 + A —/x2 + A. Since x > y, we can square this inequality and collect the terms:

xy+A> \/(y2 + A)(x2+ A).
If we square this inequality one more time and collect the terms, we obtain the inequality:
2xy >y + 22,
which is wrong. The contradiction proves the Lemma. [

Now we formulate and prove the lemma about the properties of the sequence py.

Lemma 2. Let h < 0, &« > 0, v > 0. Then the sequence py is monotonically increasing with
respect to k, and the estimate holds:

[ —khmin{zx, 5 v

k=0,12...
+1}’ 0,1, (39)

Proof. We carry out the proof by induction on k. Assume for certainty thata < ¢/(y+1) =
1/(1+1/7). Then,

—h)2a2
(1—h)%« — ah,

(h+1)oc+\/(h+1)2o¢2 _hazz_(h+1)tx

_ - >
P1—Po=Pp1 = 5 +

4 2 4
and the induction base is determined.
Let 0 = pp < p1 < ... < pk. Consider the difference py1 — px. Using (38), we can
rewrite it as:
—1—(k+Dh+ (k+1)py  —1—kh+kpe_q
Pk+1 — Pk = -
2(k+1+1/7) 2(k+1/7)

(“1-(k+Dh+(k+Dpp)*  alk+Dh (=1 —kh+kp_1)>  akh
4(k+141/7)? k+1+1/v 4(k+1/7)2 k+1/v

Consider the first difference on the right side:

—1—(k+Dh+ (k+1)pr  —1—kh+kpeq _

20k+1+1/7) 2(k+1/7)

(k+ D (k+1/7)(px = pe1) + pea /v +1=h/y
2k +14+1/y)(k+1/7)
It is valid since all terms and factors are positive both in the numerator and in the

denominator by the Lemma condition and the assumption of induction. It is easy to make
sure that the inequality holds:

0.

a(k+1)h akh
- > — > 0.
k+1+1/v k+1/v
Thus, we can apply Lemma 1 to the difference of the roots, which ensures that it is
positive. Therefore, we obtain that py1; — px > 0. The monotonic increase of the sequence
Pk is proved.
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Let us turn to justify estimate (39). We carry out the proof again by induction on k.

The induction base was determined earlier. Let p; > —iah, i =1,2...,k — 1. Then,
1+ kh+k(k—T1)ah (1+kh+k(k—1)ah)? kah
Pk = " ok —1+1/a) 4k—1+1/a)? k—1+1/a

7 S S | IR S ./ GRS
2 2(k—1+1/a) 2k —1+1/a) 2 | ‘

The case @ > /(7 + 1) is treated similarly. [

Remark 4. In the case « = v/ (7y + 1), the double unstrict inequality (39) becomes an equality,
and we get the previously found linear solution p = —aw.

With the help of the lemmas, we now prove the main theorem of this section. Let us
introduce the notation:

Wy = min{a,yll},zxM = max{zx, 711 }

Theorem 2. Problem (29) and (32) for w < 0 has a decreasing continuously differentiable solution
p = p(w) satisfying the inequality:

apw < p(w) < apyw < 0. (40)

Proof. To prove the existence of the solution with the desired properties, we consider and
estimate the difference:

Apr — py — _ —1—kh+kpr_ (=1 —kh+kpr_1)? B wkh B _
Pk = Pk — Pk—1 = 2(k+1/’)/) 4(k+1/’)/>2 k+1/’)/ Prk—1 =

C2(k+1/7) " 2(k+1/7) T2(k+1/7) " 2(k+1/7)) k+i/y PET

It follows from Lemma 2 that Apy > 0.
Let first, as in the proof of Lemma 2, « < /(9 + 1). Then by Lemma 2, the following
chain of inequalities holds:

k(px_1—h) < —akh(k—1+1/a) S —akh(k—14+1+1/7)
k+1/y — k+1/ - k+1/

1 kip,_1—h 1 k(pe1 —h)1>  —akh
L K >+\/{ (0], o

= —akh > 0.

Hence we get that:

K(pis—h) | \/[ 1 +k(pkl—mrg«(m1—h>
2

Apkg*z(kﬂ/y) 2(k+1/7) k+1/7) " 2(k+1/7) (k+1/7v)2

S k(pr1—h) { 1 k(P — h)r _
Pl = o1/ T 2(k+1/7) +\/ 204177 " 2(k+1/m) ] TP

k(px—1 —h) Pr-1 7h
e mh P o T
k+1/y  PF17 Tkt TS T

The case & > v/ (y + 1) is treated similarly and gives the estimate 0 < Apy < —ah.
Thus, it has been shown that:

Y
0< Ap, < — , h k=1,2,... 41
pr < max{zx 7+1} (41)
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It follows from (41) that the constructed difference scheme is stable. According to the
Lax equivalence theorem, since it also has the approximation property (by construction), it
is convergent. This means that the sequence of Euler polygonal lines with vertices at the
points (kh, py) converges to a continuously differentiable solution to problem (29) and (32)
if k — oo,h — 0. Moreover, the estimates show that the solution exists for all w < 0
and decreases.

Inequality (41) also gives the upper estimate from (40). The lower estimate (40) follows
from Lemma 2. O

Remark 5. As the results of the qualitative analysis show, if w > 0, Problem (29) and (32) is
solvable only for « = v/ (vy + 1). This explains the divergence of series (33) for a # /(v +1).

7. Nonzero Initial Condition

Let us now consider the second case when the initial condition for Equation (29) is
p(0) = —, i.e., the problem:

wd—p—l—p—z—i-w +p+aw=0, p(0) =— (42)
P 3w ’Y prp =Y plU)=—=7.
Looking ahead, we note that this case leads to results that can be clearly interpreted
from the point of view of Problem (3) and (17).

7.1. Solution in the Form of a Series

Let us show that the solution to problem (42) can be found as a power series that
converges in a small neighborhood of zero. We construct the series having form (33).
From the boundary condition, we have py = p(0) = —. To find p;, we differentiate
Equation (42) with respect to w, setw = 0, p(0) = —1, and obtain that p; = (a —y) /(7 +1).
Similarly, we get:
2 (a — )
r(r+ D)@y +1)

Thus, the induction base is found.

Assume that pg, p1,...,Pr—1,k > 3 are determined. To find py, we differentiate
Equation (42) k times with respect to w and set w = 0. Then we arrive at the equality
(34). Resolving with respect to py gives:

p2 =

k=1 1
Ci (k —i+ ’r) PiPk—i +kPk—1]- (43)
i=1

1=

1

Pe= k1

You can see that all terms on the right-hand side of (43) are known by the induction
hypothesis. Thus, all the coefficients of series (33) are uniquely determined by formula (43).
Ify=wathenp;=0,i=1,2,..,1ie, the series breaks off and p = —y = —a.

The local convergence of series (43) follows from Theorem 1 (see also Theorem 1 in [1]).
We have not yet estimated the radius of convergence, but the results of previous studies
allow us to make a reasonable assumption that it is small [37]. Thus, we have justified the
following proposition.

Proposition 2. Problem (42) has an analytical solution having the form of the locally convergent
series (33), whose coefficients are determined by formula (43). The series breaks off if & = y, and the
solution is p = —.

7.2. Euler Polygonal Approximations

The constructed series locally converges in some neighborhood of the point (0, —7).
To find the global properties of the solution to problem (42), as above, we use the Euler
method. Consider the following finite difference approximation of (42):
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— Dy 1
kakq% + ;pkpkfl + pr—1(1+wy) +awy =0,

where wy = kh. Then we yield the recurrent formula:

1 1 oah
R Y T . 44
P 1+1/(k7)<p"1 k pk—l) #)

From the Cauchy condition, we have py = —17.
Lemma 3. The following formula is valid:

k+1)vh k+1 1
proa = - Iy . (a5)
=i TTI+1/ ()]
i=j

The lemma is proved by induction on k. The proof is simple and based on direct sub-
stitutions.

Lemma 3 is the basis for proving the properties of the difference scheme, which are
given below.

Proposition 3. Sequence (45) for h > 0,y > a is decreasing, and 0 < (y —a)h/(y+1) <
Pe-1 = pr < (/7 + )0/ (v +1), im (peq = pe) = vh/ (7 +1).

Proof. We carry out the proof by induction on k. Indeed,

(y—wh _ (y—a)h
_ — = > 0.
Po— P1 Y+r+ 1 PO

Thus, the induction base is found. Let —y = pg > p1 > ... > py_1, then

h £ 1 = 1
pkfl_Pk:#‘i'“hZ P _“hZ k-1 -
= pia T+ 1/ ()] = pja TT[L+1/ (i)
i=j i=j
vh ah k1 1 wh
Y+1 ky ]; Pr—1[1+ 1/ (k)]

k
pi—1 I1[1+1/(i7)]
i=j

vh ah  ky  oh ayh S vh ayh  (y—a)h

> - = > - = > 0.
v+1 kypear+1l y+1 (r+Dper — v+1 (y+Dry 7+l
On the other hand, the last estimates show that:

h ah 1
pkfl_Pk<L_7Z

+1 ky & k .
i T p T+ 1/ ()]
i=]

if we cast out the negative term. Hence, we have that:

Yh  ah kil 1 _
+1 kypo = k o
! TP 41/ ()]

i=j
vh +ﬂ k  y+a/y
Y+1  ky21+1/9y y+1

Prk-1— Pk <

h < h.
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Proposition 4. Sequence (45) for h > 0, < w is increasing, and 0 < (« — y)h/(y+1) <
Pk — Pk—1. Moreover, there exists k,, < y(y+1)/[(« — v)h] such that p, > 0.

Proof. The inequality py — px—1 > (& — )i/ (v +1) > 01is proved similarly to Proposi-
tion 3. The difference is that due to the change of the sign of v — «, the sign of the difference
estimate Apy = py — pr—1 changes, starting from Ap;. Hence, in particular, it follows
that py > —vy + (a — y)kh/(y + 1). The right side of the last inequality equals to zero for
ki = v(y+1)/[(« — y)h]. If the resulting value is not an integer, then it is necessary to

round it with excess, and then we obtain py, > 0. O

Proposition 5. Sequence (45) for h < 0, > a is increasing, and for h < 0,y < a is decreasing,
and in both cases klim Pk = —0.
—o0

Proof. The increase and decrease of the sequence p, for i < 0 are proved similarly to
Propositions 3 and 4, respectively. On the other hand, since the signs in front of p;_; and
1/ py_1 on the right side of (44) in this case are the same, the limit is not equal to infinity.
Obviously, the limiting value po. satisfies the following equation, which is obtained if we
tend k — oo in (44):

ah
00 = Poo —h — —.
4 p Peo
It is easy to see that the solution is po = —a. [

Theorem 3. Problem (44) has a continuously differentiable solution, which monotonically tends to
—o when w — —oo. For w > 0, three cases are possible:

1. Ify > a, then the solution is monotonically decreasing, and the estimate holds:

Y&
7+1

a/y+y

<
PO w<p< —y

w;

2. Ify > w, then the solution monotonically increases and at some point w = w* < y(y +
1)/ (« — ) vanishes;
3. Ify = a, then the solution is the constant p = —y = —a.

The theorem statement follows from Propositions 3-5 by the reasoning similar to those
we carried out in the proof of Theorem 2.

8. Discussion

This section is devoted to interpreting the results obtained in the previous sections from
the point of view of the corresponding diffusion waves properties. Recall that Equation (29)
has been obtained from Equation (21) by changing variables. Equation (21), in turn, follows
from Equation (3) if the diffusion-wave front x = a(t) is a linear function.

The results for problem (29) and (32) appear to be non-physical. At any rate, we cannot
interpret the negative values of w (for which the solution was constructed) from the point
of view of applications. The same situation occurs to the «left branches» of the solution to
problem (42).

However, the «right branches» of solutions (42), along which w > 0, allow a clear
physical interpretation.

We have the function p = p*(w), which is the solution to problem 42 for w > 0.
Returning to the space of variables z, w, we obtain that:

[
Z_/P%O' )

As shown above, there are three different cases in which the function p(w) behaves
differently. Let us consider them separately.
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Case v = a. Here p*(w) = —1y, whence we have that v = —7z, i.e., u = —ou(x — ut)
for uo = B/ A (see Figure 4). Previously, we constructed a similar solution for the porous
medium Equation [1]. In this case, the diffusion wave has the form of a plane in the space
of variables ¢, x, and u.

Figure 4. Solution v(z) = —vz and diffusion wave u = —ou(x — ut).

Case v > a. Then p = p*(w) is infinitely decreasing, and it is bounded upper and
below by two straight lines. Hence we have that the function w(z) = v?(z) located between
two exponents with negative powers when z — co. Returning to the plane of variables v, z,
we obtain a monotone infinitely decreasing function, which is defined for all z € [0, —c0).
The diffusion wave is a cylindrical surface in the space of variables ¢, x, 1, and the unknown
function increases with exponential velocity along the generatrix of the cylinder with
distance from the wave front (Figure 5).

v v

z t
Figure 5. Solution v(z) and the diffusion wave.
Case v < w. The study has shown that the function p(w) first increases, and there is
a point w* > 0 such that p(w*) =0, lim . p'(w) = +oo. The point can be determined
w—w* —

numerically, since the problem does not have singularities on the interval [0, w*). Consider

the problem:
dw wp

dp %+wp+p+ocw

=0, w(0) = w*, (47)

where w is an unknown function, and p is an independent variable. It follows from the

results of the qualitative analysis that the solution to problem (47) is decreasing on the ray

[0, +00), and ngrrl w(p) = 40. Returning to the plane of variables v, z, we get the solution
p o

v = v4(x). From the original problem point of view, there exists a solution u = v, (x — ut),
which is a solitary wave (soliton) (see Figure 6).

u

Ml

Figure 6. Solution v(z) and the soliton.
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Summing up, we note that for different values of the coefficients v = cf > 0,
& = B/u > 0, we obtained the same basic configurations of diffusion waves that we
described earlier (see [1]) for incomplete variants of Equations (3):

*  Alinear heat wave for the porous medium equation;

* Aninfinitely increasing wave with a nonzero second derivative with distance from
the wave front for the convection-diffusion equation;

e A diffusion wave in the form of a soliton for the generalized porous medium equation
(the heat equation with source).

Parameter y characterizes the diffusion and convection terms, and parameter « char-
acterizes the source and velocity of the wave front. It seems pretty natural that if ¢ > «,
then the diffusion wave for the complete Equation (3) behaves similarly to the case with-
out a source but with a convection term (the convection-diffusion equation). The case
¥ < « corresponds to the case without convection term but with a source (the generalized
porous medium equation). Finally, if the parameters are equal, the diffusion wave behaves
similarly to the case when there is neither a source nor a convection term (the porous
medium equation).

9. Conclusions

For a second-order one-dimensional singular evolutionary equation with power non-
linearities, we studied diffusion-wave-type solutions propagating along a zero background
with a finite velocity. Such properties of solutions usually appear for hyperbolic equations
and are atypical for parabolic ones. Apparently, their occurrence is associated with the
degeneracy mentioned above, which, in turn, is caused by vanishing the term multiplying
the highest (second) derivative. Besides being a fascinating mathematical object, such
solutions are also valuable for applications. They allow us to describe nonlinear filtration
and diffusion processes with a finite velocity of perturbation propagation by parabolic
models. Such models are considered better described physical processes at a distance from
the degeneracy line.

This paper is the second step in a large research cycle started in [1]. We have considered
an equation with power nonlinearities, a specification of the general equation discussed
earlier. The choice of the type of functions was related to the fact that such nonlinearities
usually arise in applications. Due to this, we have been able to get more profound results.
Thus, in the existence and uniqueness theorem, we have chosen a more complex type
of boundary conditions, raising a diffusion wave. As a result, both the technique of
constructing the solution and the procedure for proving the convergence of series have
become significantly more complicated. Besides, we have studied in detail one of the
particular but quite natural cases, where the degree of the convection term coincides with
the degree of the source. We have performed both a qualitative analysis of ODEs with the
construction of phase portraits and obtained quantitative estimates for the solutions.

The most significant result is that we have shown that all the special cases for incom-
plete equations take place for the complete equation, and other configurations of diffusion
waves do not arise. In addition, a nontrivial solution to the Cauchy problem with zero
initial conditions has been found. Although this solution has no physical interpretation
since it is negative, its presence is an interesting and non-obvious mathematical fact.

Further research in this direction in the short term, in our opinion, should be associated
with the development of a practical computational technique for diffusion waves construc-
tion. In this context, the boundary element approach, which we have been developing
in recent years in collaboration with colleagues, looks promising. It is also advisable to
consider other special cases, for example, to construct and study generalized self-similar
solutions to the considered problem.

In the long term, it would be helpful to increase the dimensionality and consider
cases where an unknown function depends on two or three spatial variables, as well as
consider systems of partial differential equations. In the end, the final stage of the research
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cycle should be the application of the developed model-algorithmic apparatus for solving
applied problems related to modeling diffusion processes occurring in Lake Baikal.
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Abstract: The aim of this article is to investigate the effect of mass and heat transfer on unsteady
squeeze flow of viscous fluid under the influence of variable magnetic field. The flow is observed in a
rotating channel. The unsteady equations of mass and momentum conservation are coupled with the
variable magnetic field and energy equations. By using some appropriate similarity transformations,
the partial differential equations obtained are then converted into a system of ordinary differential
equations and are solved by Homotopy Analysis Method (HAM). The influence of the natural pa-
rameters are investigated for the velocity field components, magnetic field components, heat and
mass transfer. A direct effect of the squeeze Reynold number is observed on both concentration and
temperature. Moreover, increasing the magnetic Reynold number shows an increase in the fluid tem-
perature, but in the case of concentration, an inverse relation is observed. Furthermore, a decreasing
effect of the Dufour number is observed on both concentration and temperature distribution. Besides,
in case of the Soret number, a direct effect is observed on concentration, but an inverse effect can be
seen on temperature distribution. Different effects are shown through graphs in this study and an
error analysis is also presented through tables and graphs.

Keywords: unsteady squeeze flow; viscous fluid; heat transfer; mass transfer; Dufour effect; Soret
effect; HAM

1. Introduction

The flow of a fluid squeezed between two parallel plates approaching one another is
called a squeeze flow. The unsteady squeezing flow between two rotating plates is regarded
as one of the most important study areas due to its extensive applications in science and
technology. Among these are hydrodynamic lubrication, polymer technology, biomechanics
and aerodynamic heating. The interaction of conducting fluids with electromagnetic fields is
widely known as Magento-Hydro Dynamics (MHD). The use of an MHD fluid as a lubricant
in industrial applications is appealing because it prevents the unanticipated variation of
lubricant viscosity with temperature under such high working conditions, and thus, it has
gained the interest of many researchers, as the unsteady squeezing flow between parallel
plates was considered for viscous MHD fluid by Siddiqui et al. [1]. Further, Erik Sweet [2]
investigated the analytical solution for a viscous fluid flow between moving parallel plates
in an unstable MHD flow. They used the homotopy analysis method to find the solution,
which indicated that the magnetic field’s strength has a significant impact on the flow.
Later on, Murty et al. [3] observed the electrically conducting fluid in a two-phase MHD
convective flow under the action of a constant transverse magnetic field through an inclined
channel in a rotating system. Onyango et al. [4] discussed an unsteady MHD flow of
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viscous fluid between two parallel plates under a constant pressure gradient. Khan et al. [5]
observed the flow of a viscous fluid between compressing parallel plates under the influence
of a varying magnetic field. They investigated the entropy generation due to magnetic
fields, fluid friction and heat transfer in a two-dimensional flow problem. Muhammad
et al. [6] discussed the squeezing MHD flow between two parallel plates using Jeffrey fluid.
MHD fluid flow between two parallel plates was investigated by Verma et al. [7]. Later
on, Hayat et al. [8] analytically treated the squeeze flow of MHD nano fluids between two
parallel plates. Moreover, T. Linga Raju [9] discussed the MHD two fluid flow of ionized
gases and investigated the effect of hall current on temperature distribution. The effect of
magnetohydrodynamics on a fluid film was then observed by E A Hamza [10]; he studied
the squeezed flow between two surfaces while rotation was added to the surfaces. Unsteady
Couette flow was then studied by Das et al. [11], where the flow was unsteady and the
MHD effect was added. The flow was observed in a rotating system.

A viscous fluid flow between rotating parallel plates with varying but constant an-
gular velocities was investigated by Parter et al. [12]. In addition, [13] also made some
observations about the flow of viscous fluid between two parallel rotating plates. Further
on, [14] K.R. Rajagopal also studied second ordered fluid flowing in a rotating system, and
later on, the MHD double diffusive flow of nanofluids was studied by Tripathi et al. [15],
where the flow was observed in a rotating channel with viscous dissipation and hall effect.

The MHD flow of viscous fluids in a rotating frame was also studied in cylindrical
coordinates as was discussed by Hughes et al. [16]. They examined the lubrication flow of
such viscous fluids between rotating parallel disks. In addition, Elshekh et al. [17] observed
the flow of fluid film squeezed between rotating parallel disks where an external magnetic
field was applied. The influence of a changing magnetic field on the unsteady squeezing
flow of viscous fluids between rotating discs was also examined by Shah et al. [18]. The
squeezing unsteady flow of MHD fluid between two disks was also discussed by Ganji
et al. [19], who observed the flow with suction or injection involved. Between squeezing
discs moving at various velocities, the effects of MFD viscosity and magnetic-field-based
(MFD) thermosolutal convection of the fluid dynamics are examined by Khan et al. [20].

The unsteady squeeze flow of viscous fluids has been studied in three-dimensional
rotating systems by several researchers. Recently, Munawar et al. [21] studied the squeeze
flow of viscous fluids in a three-dimensional rotating system. The flow was considered
between parallel plates with the lower stretching plate kept porous. Further on, Alzahrani
et al. [22] numerically treated the squeezed flow of viscous fluid between rotating parallel
plates in a three-dimensional system and examined the effect of Dufour and Soret numbers.
Similar work has been done on third grade nanofluids in a three-dimensional rotating
system where the thermophoresis effect and Brownian motion was observed by Shah
et al. [23]. In addition, the thin film flow of Darcy Forchheimer hydromagnetic nanofuid
between rotating parllel disks in a three-dimensional system was discussed by Riasat
et al. [24]. They examined the importance of the magnetic Reynold number in such a
system. Moreover, Fiza et al [25] examined the flow of Jeffrey fluid in a three-dimensional
rotating system.

Srinivas et al. [26] studied the impact of heat transfer on the flow of MHD fluid
through a pipe whose walls are expanding or contracting. The simultaneous effect of
induced magnetic forces and buoyancy forces on heat transfer was investigated by Sparrow
et al. [27]. Furthermore, Khaled et al. [28] discussed the flow of fluid and its heat transfer
over a horizontal surface, placed in a free stream, externally squeezed. The effect of
Radiation on MHD fluid and its mass transfer was studied by Hayat et al. [29], who
observed the flow on a stretching sheet which was kept porous. Mahmood et al. [30]
analyzed the flow of viscous fluid over a permeable sensor surface with the squeeze effect
and also observed the heat transfer effect for such a flow phenomenon. In addition, the
Hiemenz flow over a stretching surface was examined by Tsai et al. [31], where the medium
was porous. The heat and mass transfer was studied theoretically for Dufour’s and Soret
effect. The Heat and Mass transfer of a viscous fluid between squeezing plates was further
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observed by Mustafa et al. [32]. Furthermore, Yasmin et al. [33] studied non-Newtonian
micropolar fluids in a magnetohydrodynamics flow on a curved sheet with stretching
effect and discussed the mass and heat transfer for such fluids. Heat and mass transfer in a
three-dimensional flow of nanofluids in a rotating system was examined by Sheikholeslami
et al. [34]. Noeiaghdam et al. studied the numerical analysis of a natural convection-driven
flow of a non-Newtonian power-law fluid in a trapezoidal enclosure with a U-Shaped
constructal [35-39].

The above existing literature shows that no study has been conducted so far on the
three-dimensional squeeze flow of viscous fluids between two parallel rotating plates
under the influence of the variable magnetic field. Additionally, the effect of variable
magnetic field on mass transfer in Cartesian coordinates is new work in this area. Hence,
the suggested work is the best approach toward such problems and is a way of motivation
for researchers bringing a new idea of studying the flow between unsteady rotating parallel
plates.

2. Modeling and Formulation of the Physical Problem

We consider an incompressible viscous fluid flow between two squeezing plates,
separated by a distance D(t) = (1 — ,Bt)l/ 2, where l is the spacing between plates at time
t = 0 and B is the expansion and contraction parameter whose values lies between (0,1)
for squeezing phenomenon, as shown in Figure 1. With an angular velocity of (), the
upper plate rotates whereas the lower plate is moving with angular velocity ;. The effect
of variable magnetic field M is added externally which produces the induced magnetic
field B with the following components: By, B, and B..

n

u

-
o~

-~ ﬂi

Figure 1. Geometry of the flow problem.

The system of coordinates selected is Cartesian coordinates. The origin is fixed at the
center of the lower plate, in which the x-axis is taken along the horizontal axis and the
z-axis is perpendicular to the two plates (along the vertical axis). The rotation of plates is
along the y-axis. The flow between the plates occurs due to the rotatory motion of plates
and the motion of upper plate towards the lower plate, i.e., the squeezing effect. The effect
of gravity on fluid is negligible. Now, we will observe the velocity profile of the given
fluid, the effect of magnetic field on the velocity of fluid, and the heat and mass transfer
for these viscous fluids in a three-dimensional system. Thus, the vector form of continuity,
momentum, magnetic field, energy and concentration equations are given by:

Ju Jdv  Jdw
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Navier-Stokes equation x-component:

of Tlox Ty TV T T T e Tar T a2

1[,0B  0B; BaB BE)B
po| © 0z “ox Y ox Yoy |

{au ou u au] oP ?u  ’u 8214]
4 = +

Navier-Stokes equation y-component:

a£+ av+ d o] _ 9 704_82704_8270_’_
Plar ax g Yoz dy Hlox2 ay dz2
By

Navier-Stokes equation z-component:
ow ow ow ow _dp Pw  FPw  Pw
P[at”ax”aﬁwazl ~ T M T2 +£922}
}42[ yaaliz y:y BxaaBZ +Bxa£],

Magnetic field equation x-component:

9B, [ By  ,du 0B, v 0B , dw 0B du

T [ ay T Bgy TPy Py Ve Bpr TR *
1 [#B: | Bx  PBy
Sup | 9x2  oy2 922 |’

Magnetic field equation y-component:
0B, [ 0B, v dBy ow dBy ou 0By v
ot {” S By wgl By gt Byax“’ax*BXax]+
1 [By N 9%B, N 9’B,
Sup | oxz2  ayr 9z |’

Magnetic field equation z-component:

0B, 0B, ow 0B, ou 0B, v aBy ow
? = |:w ax Bx ax MW Bza 'Z)w BZ@‘i‘wW—i‘By@ +
1 [9*B,  9°B.  9°B;
Oup | ox2 ~ oy?  9z2 |’

Heat transfer equation:

oT = T T  oT ’T 9T  9°T
P[aﬁ o ey T az} {axﬁayz*azz}+
1y, + Do [82C+82C+82C}
Cp " GCplox2 oyr 022 )

and similarly, the equation for mass transfer is given by

Plar m"ax "%y T Yoz a2 "oy T o2
Dx; [E)ZT 0°T 82T]

CsTm ﬁ+ ay? + 0z2
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where p is density of fluid, y; is permittivity of free space, y is viscosity, P is pressure, V
is velocity of fluid, B is magnetic field, T is temperature, C is concentration, x; is thermal
diffusion ratio, D is diffusion coefficient, C; is specific heat at constant pressure, « is
conductivity and Vg, is the radiative heat flux, given as,

160°T3 0°T

VIr= T3a o

(10)

Here, «” and ¢® are the mean absorption coefficient and Stefan-Boltzmann constant,
respectively. The boundary conditions for the above fluid flow are given as follows, at

lower plate wherez =0, u =0, v = 1(};, w=0,By=B,=B,=0,T=T,C=C_.
Q
Moreover, observe the conditions at upper plate where z = D(t), u = 0,v = 1 _u;t,
_ daD(t) xN —BMy
w = dt BX = 0 B]/ ‘Bt BZ — W, T - Tu, C - CM. Where D(t) ==
1(—Bt)'/2. Now, using the followmg transformation to convert the above partial differential
equations to ordinary differential equations (ODEs), u = ( px ) f'(n),v= =1 1?19;%) <),
—Pl pMy XN —pMo
== == 7 B = 7 B == 4
" gy B Gy B T By B = = )
o_ —-Ty c-C,
T — Tu = Cl ’17 ( —ﬁt)l/z

After non—dlmenswnhzmg the above equations and setting boundary conditions, they
will be converted to the following ODEs,

111 7

f" =83+ =2 —2f f']+ -
25, M2 {ZRm (mm/ + ymm” — fmm” + mzf”) - m/m//} ,
g = 5:[2g+ng +2f'g—28'f| — 28 MMy [m'n —n'm), (12)
m' =R, [m oy — 2w f+2f m), (13)
" / i / Mx i i
n :Rm{2n+11n 2nf+2fn2(>(gmmg)], (14)
My
0" (3 +4Ry) + 3Dy Pr¢p” + 352 Pry ( fo' — 179’) =0, (15)
¢" + SuSenb + 5:8u (2f¢ —n¢') = 0. (16)
where S ‘B e denotes the squeezing Reynold number, M Mo represents the
z q g y X Z\/F% p
magnetic field strength along x-axis , M, = No is the magnetic field strength alon
1312 o’ 3
x-axis, Ry, = S;B; is given by Ry, = <21/> (vouz), Ry = X K is the radiation parameter,
D, = ([:)sllféf:((; l—_TCu 3‘1)/ is Dufour number and P,, = VT is Prandtl number. The boundary
conditions become the following forms, f(0) =0, f'(0) =0, g(0) =1, m(0) = 0, n(0) =0,

0(0) =1,9(0) = 1. F(1) = 5, /(1) = 0,8(1) = {3+ =5, m<1> =1,n(1) =1,0(1) =0,
p(1) = 0.
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3. Method of Solution

An analytical technique is used to find the solution of the Equations (11)-(16), known
as the Homotopy Analysis Method. We will express the functions f, g, m, n, 8 and ¢ (where
f,g,m,n, 0 and ¢ are the functions of #), and Uq*, g* > 0 are used as a set of base functions,

fo = ioaq*nq* (17)
q*=

gn = iobmq* (18)
q*=

my = iocqm‘f‘ (19)
q*=

Ny = 3 dq*ﬂq* (20)
7*=0

o= 1 fen e
q*=

Pn = iogq*nq* (22)
q*=

where the constant co-efficients a,+, by, g+, dq*, fq* and gq+ are to be determined. Initial
approximations are chosen as follows:

fo=15%n*—n%; (23)
go=(5-1)x*n+1; (24)
mo =1 (25)

ny =1 (26)
bo=1—y (27)
po=1-19 (28)

then, the auxiliary operators are chosen,

o4 02 02
b= apts = ot = o
(29)
92 92 02
£n = Wﬂfn = 8772,254: = 37172
with the following properties,

Er(qio® + a5n” + g5 +5:) =0 (30)
£o(q5:m +g¢+) =0 (31)
£m(q7:1 +q5) =0 (32)
£0(951 + q10+) =0 (33)
£o(q11+1 +q12+) =0 (34)
£(q13+17 + q1a+) =0 (35)
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where q1., 43+, 43+, G4/ G5+ Qo 97+/ G5+ G9+s 910+ T11+s 912+ 13+ and qiy. are arbitrary

constants.
We can obtain the Zeroth order deformation as:

(1 —8)[g(m;8) — go(1)] = shgRe[f(17;5),8(1;5),
m(1;8),n(1;5)]
(1 = 8)Em[m(n;s) —mo(n)] = st [f (n;5), m(1;5)]

(1 =8)£u[n(p;s) —no(n)] = shuXalf (1;5), 8 (1;5),
m(1y;s),n(1;s)]

(1 —s)Lg[n(n;5) — 0o(n)] = shgR[f (17;5),0(11;8), p(11;5)]
(L—=s)Ep[n(ir;s) — ¢o(n1)] = shpRe[f (17;5),0(;5), p(17;5)]

From Equations (14)—(19), the nonlinear operators are defined as,

4 ;S
Ne[f(n;8),m(y;8)] = %}ﬂ’) — Sz( 3% f( 5) 4 + (7 —2f)
Pfys) _ o 3f(3s) 32f(f7;5)> 25, M2 (Ma M(r;s)

3773 317 a,lz 3173
AM(17;5) *M ;)
a1 an?

2
Ne(f(11;:8),8(1n;8), m(n;s),n(n;s)] = 2 -
SZ<2g+Uaggz;s) +28f§ns Bg 175 )

25, M, M, <ama(:77;s) n—m E()ZS)>

Sl 179, o)) = 580 — R (25
_2<f8ma(,777;s) o m@fé()z;s)))
N . . . . _ aZn(U;S) B R 2
n[f(ﬂrs),g(ﬂ,s),m(n,s),n(ﬂ,s)] 3 n+

2
Uanézs) Z(Bnéz;s)fnafgq;s))+

Ul
ZaMz (3857}77 ) g gamég;s) ) )

Rl (155),0135), 00i5)] = 200 (34 4, ) +
4

0P PR 135y 2L — 2412

2 . 2 .
Ro[f(7:5),001:5), p(1;5)] = THHL + 5 T4

+5:Sen <2f84>(_gz;s> _ naqzéz;s)>

(36)

(37)
(38)

(39)
(40)

(41)

(42)

(43)

(44)

(45)

(46)

where s is a fixed parameter, nonlinear parameters are X Iz Ng, Ny and R, while 71 f,hg, fim,

Iy, g and hip are the nonzero auxiliary parameters.
Fors = 0and s = 1, we have
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so as s varies from 0 to 1, the exact solutions f (),

fm,0)=fo, f(n,1)=f(n)
8(1,0) = 8o, 8(1,1) =g(n)
m(1,0) = m,, m(n,1) =m(n) (47)
n(n,0) =no, n(n,1)=n(n)

(1
0(1,0) = 6o, 68(17,1) =6(n)
¢(1,0) = ¢o, ¢(17,1) = ¢(1)

(1), n(17), n(17),0(n7) and $(17) can be

obtained from initial guesses.
For these functions, the Taylor’s series are given by:

fu(n) =
mn(’?) =

971(’7) =

It can be noted that in
Tim, tn, Tig and Frp.

f@@=hﬁ§wnw (4s)
s —80+nils”gn(77) (49)
nmm=m+ﬁ¥mw (50)
nmﬂzwﬂgﬂmw 61)
GWm%=%+§:¢%w> 2)
P(1:5) = 9o+ i " u () 3)

,j,a];fﬂs) _y &= nl'a"é;%;s) .

nl! i a,(;' d ol = 2, o 35717’ ?) B (54)

,}!a"‘gf;i"s) ) Pn(n) = ,}!a"‘gf;"” ,

the above series, convergence strongly depends upon 7y, fig,

Assuming that these nonzero auxiliary parameters are chosen so that equations con-
verge at s = 1, we thus obtain

£n) = fo+ il fulty) (55)
=go+ négn(ﬂ) (56)

) = o+ 3 () 7)
m =0+ 3 () &)
M =00+ Y 0u(n) 59)
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o) = o + flenw) (60)
Differentiating n-times Equations (40)—(45) with respect to s and putting s = 0, we
have
£elfa(n) = Xnfa1(1)] = 1sR,(n) (61)
£olgn(11) — Xn&n—1(11)] = hgReu(n) (62)
Em[mn(n) — Xnmu—1(17)] = B Rinun(17) (63)
Enlnn(1) — xnttn—1(n)] = huRun (1) (64)
£6[60n(17) — XnOn—1(n)] = hoRe (1) (65)
£o[n (1) — XuPpu—1(1)] = hpRpn(17) (66)
with the given boundary conditions,
fa(0)=0, fi(0)=0, gn(O) =1, mu(0)=0, nu(0)=0,
O (0) =1, o (0) =
A)=05 f1)=0, g)=S m®)=1 mnn=1
0.(1) =0, ¢u(1) =0
Ry (1) = £ 1) = 52 (3422 0) + () f )=
22 (1) (7) = 250 SN (1)) +25:M2 »
68
<2Rm Yo mi(y) {m;]- 1 (1) iy (n)+
oA D0 = s (4 ()
Rgn(1) = gy-1(17) = S- (23n1(’7) (1)&n—1(1) +2 Z
10010 = 01| + 2500, ©9)
n—1
h (s -2 = gy 1))
R ) = 530 = R () + O 1)+
(70)
22( D00 = o0 1)
Runr) = 4 (1) = Ro | 2naa(0) + ()i 1)+
n—1
2 (w020 = i) ) 7
j=0
- ZAAfI; (m;(ﬁ)g;jl(n) 8j(mymy,_;_ 1(17))]
Ro (1) = 6,_1(17)(3 +4Ry) + 3Dy Prudpyy_q (1) +
n—1
3. T, (2006201 =181, (1)) 72
j=0
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Ryu(n) = ¢y 1 (1) + SrScnby 1 (n)+

n—1
S2Sen ) (213(77)4>;j1(17) - 774%’1]-1(17)) 72)
=0

andxn:{l, ifn>1, and0, if n=1

Finally, the general solution can be written as

F.(n) /"/"/"/"hl{ (2)dzdzdzdz+

= zZ)azazazaz

n\l o Jo Jo Jo ST (74)
annfl + K1*7]3 + K2*772 + K3*’7 + Kg»

N

gn(n) = /0 /0 heRe n(2)dzdz + Xugn—1 + q5:1] + Gg (75)
norn « "

mp(17) = /0 /O HnRon,n (2)dzdz 4 Xuty—1 + g1 4 qg- (76)
norn " "

na(17) = /0 /0 finRon (2)dzdz + Xntty—1 + 45:1 + 1g- (77)
norn * «

0, (17) = /0 /0 MR (2)d2dZ + Xubp—1 + Flyet] + Te (78)
norn

tnr) = [ [ oRon(2)dzdz + 1 + s + i 79)

thus, for f(1), g(n), m(n), n(y), 6(n) and ¢(1), the exact solution becomes

n

f) = 3 ful)

gm) = ) gm(y)

m=0
m(y) ~ Y ()

mn:O (80)
n(n) =~ ) nm(y)

m=0
0(n) ~ ZOGM(’Y)

<

S
Q

=

=

g
S

3
Il
o

4. Optimal Convergence Control Parameter

It should be noted that the nonzero auxiliary parameters 7 1z g, Tim, i, hg and hy are
contained in the series solutions (59)-(64), through which the rate of the homotopy series
solutions and convergence region can be determined. The average residual error was used

to obtain the optimal values of 7 fr Tig, Pim, Tin, g and Rry:

o 1 L [ ( n n ) :|2

TEIrik Ry * ,»zof*(")'l;)m*(”) o dy (81)
1 n n 2

W= 2 [N * (1), d 82

e Hlj_o[ (L w)gm*m)m_ﬁm} ) )
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j=0 i=0 i=0 =0 5 (83)
Y nx (’7)) ] diy
i=0 m=jém
1 & " . -
= g X [N (L0 g ), Lo (),
j=0 i=0 i=0 i=0
n i (54
Yoacn) |an
i=0 m=jém
0 1 : - Y
4=k (Lo B
j=0 i=0 i=0
: s (85)
Yorn) |an
i=0 m=jom
o_ 1y n 3
e = Z[Nqa*(Z*f(W)fZG*(W)'
L + 1 j:O i=0 i=0
) , (86)
Yocw) |
i=0 m=jom
Additionally,
e = eh+eh+ell e+ e+ e (®7)

where the total squared residual error is ¢!,. By applying Mathematica package BVPh
2.0 [40], we can minimize total average squared residual error. To acquire the local optimal
convergence control parameters, the command Minimize was used.

5. Results and Analysis

Taking 104 as a maximum residual error, the problem is solved with the HAM BVPh
2.0 package. An investigation is made using 40th-order approximations. The provision of
error analysis supports the authentication of results for many relevant physical parameters
in Figure 2 and from the results given in Table 1.

Table 2 is provided to determine the equations’ inaccuracy from momentum, magnetic
field, energy and transportation equations. An increase in the order of approximation can
be seen, and the solution obtained from these equations converges to exact analysis.

n-E2 L
a

I T T T T
a 10 =0 q n
0 0 20 ! 40

Figure 2. Total residual error with S; = —0.25, My =1, M, =3,R,, =05,5=1,R; =1,D =05,
Py, =0.05, S, = —0.25and S, = 0.5.

The total residual error is visually shown in Figure 2 and numerically in Table 1 for
different orders of approximation. It is seen that at the 30th order of approximation, the
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solution converges and the error nearly disappears. Table 2 illustrates the best convergence
control parameter values for several approximation orders. From Table 3, we can observe
the estimated values of velocity, magnetic field, concentration and temperature for different
values of 1. It also shows the solution is accurate by verification through the given boundary
conditions of the problem (since the boundary conditions can be verified by observing
the obtained numerical values at different points). The convergence of HAM solution for
skin friction, magnetic flux, heat flux and mass flux for different orders of approximation
is given in Table 4. It can be observed that the solution is convergent for fifth order of
approximation. The analysis is carried out up to the 40th order of approximation.

Table 1. Estimating the total residual error for different orders of approximation.

f g e enm 0 [

m Em Em m Em Em

1 0.03811 0.00475 0.00066 0.00088 8.4x1077 1.0x1077
5 1.5 x 10~ 1.0 x 10~°? 7.6 x 10712 2.1 %108 15 %101 3.3 x 10717
10 1.0 x10718 9.5 x 10716 2.8 x10721 2.7 x 10714 46 x1072 12 x10723
15 59 x 1028 1.0 x 10~ 1.2 x 1030 4.1 x10-20 1.0 x 1026 3.0 x 1072
20 2.8 x 10730 1.3 x10~% 2.8 x 10733 6.5 x 10726 2.4 x 10732 1.0 x 10738
25 2.8 x 10730 1.8 x 10732 45 %1033 1.6 x 10731 6.0 x 10735 6.8 x 1034
30 2.9 x 10730 1.2 x 10-32 3.0 x 10733 1.5 x 10732 6.2 x107% 6.8 x 1034
35 2.9 x 10730 1.2 x 10732 3.0 x107% 1.5 x 10732 6.2 x 1073 6.8 x 10734
40 2.9 x 10730 1.2 x 10732 3.0 x 10733 1.5 x 10732 62 %1073 6.8 x 10734

Table 2. Optimal values of convergence control parameters in comparison of different orders of approximation.

Order hf hg M hy hy hg efn
2 —1.0151 —1.0459 —0.8810 —0.7341 —0.1047 —0.1040 0.00203
3 —0.9471 —1.1027 —0.9423 —0.8706 —0.1110 —1.0261 490 x 10
4 —0.9678 —1.0804 —0.9360 —0.8889 —0.1053 —0.9786 494 x 1078
5 —0.9290 —1.0601 —0.9433 —0.9223 —0.1140 —1.0579 2.20 x 10710
6 —0.9583 —1.0441 —0.9435 —0.9342 —0.1369 —1.0050 2.87 x 10712
7 —1.1097 —1.0693 —0.8652 —0.9240 —0.1172 —1.0967 326 x 10712

Table 3. Estimated values for velocity, magnetic field components, temperature and concentration in
correspondance with different values of 7.

1 f(n) g(n) m(1) n(1) 0(n) ()

0 0 1 0 0 1 1
0.1 0.013945 1.038790 0.083334 0.090262 0.899994 0.899811
0.2 0.051898 1.070930 0.167626 0.179204 0.799991 0.799707
0.3 0.107937 1.095050 0.253977 0.268342 0.699991 0.699719
0.4 0.176060 1.110120 0.343567 0.359189 0.599995 0.599833
0.5 0.250219 1.115470 0.437564 0.453152 0.500000 0.500005
0.6 0.324349 1.110810 0.537016 0.551440 0.400006 0.400177
0.7 0.392389 1.096270 0.642747 0.654974 0.300009 0.300290
0.8 0.448305 1.072300 0.755239 0.764292 0.200010 0.200299
0.9 0.486125 1.039810 0.874512 0.879464 0.100006 0.100192

1 0.5 1 1 1 0 0
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Table 4. The convergence of HAM solution for skin friction, magnetic flux, heat flux and mass flux.

m " (n) -5’ (1) —m' (1) —n’ (1) —0' () —¢' (1)

1 29631400  —0.3922459  0.8311292  —0.9204676  1.0000650  1.0020067
5 29804441 —04157942 —0.8318657 —0.9141364 1.0000668  1.0020675
10 29804441  —04157877 —0.8318658 —0.9141418 1.0000668  1.002067
15 29804441 —04157877 —0.8318658 —0.9141418 1.0000668  1.002067
20 29804441 —04157877 —0.8318658 —0.9141418  1.0000668  1.002067
25 29804441  —04157877 —0.8318658 —0.9141418 1.0000668  1.002067
30 29804441  —04157877 —0.8318658 —0.9141418 1.0000668  1.002067
35 29804441 —04157877 —0.8318658 —0.9141418 1.0000668  1.002067
40 29804441  —04157877 —0.8318658 —0.9141418 1.0000668  1.002067

In Tables 5-13, the numerical results for skin friction, magnetic flux, heat flux and mass
flux are investigated. It is noted that increasing the squeeze parameter S, decreases f "(0),
—n'(0) —6'(0) and —¢'(0), while oppositely —g (0) and —m’(0) increases with increasing
S.. Increasing the values of M, shows a certain increasing effect on both — ¢ (0) and —#'(0)
while the effect on " (0), —m'(0), —6'(0) and —¢' (0) is negligible, as can be seen through
Table 6. Similarly, for increasing Mx there is a gradual increase in the values of f "(0),
—¢'(0) and —m'(0) while the values of —n'(0), —8'(0) and —¢' (0) show gradual decreases,
as shown in Table 7.

Table 5. Effect of S, on skin friction, magnetic flux, heat flux and mass flux.

S: " (n) —g' (1) —m’ (1) —n’ (1) —0' () —¢' (1)
~0.01 2999403  —0.017073 —0.831885 —0.569941  0.999976 0.999247
~0.25 2985167  —0.467599 —0.831912 —0.553833  0.999397 0.981150
~0.75 2956173  —1.768705 —0.831980 —0.505905  0.998187 0.943287
~1.25 2928189  —4.069057 —0.832065 —0.418285  0.996968 0.905179

Table 6. Effect of My on skin friction, magnetic flux, heat flux and mass flux.

My " (n) -5’ (1) —m’ (1) —n’ (1) —0' () —¢' (1)
1 2985167  —0.457030 —0.831912 —0.121005  0.999397 0.981150
3 2985167  —0.467600 —0.831912 —0.553832  0.999397 0.981150
5 2985167  —0478166 —0.831912 —0.640398  0.999397 0.981150
7 2985167  —0.488735 —0.831912 —0.677498  0.999397 0.981150

Table 7. Effect of M, on skin friction, magnetic flux, heat flux and mass flux.

M, 1" (n) -5’ (1) —m’ (1) —n’ (1) —0' () —¢' (1)
1 2980444 0415788 —0.831866 —0914141  0.999398 0.981167
15 2985167  —0.435894 —0.831912 —0.986660  0.999397 0.981150
2 2991858  —0.466561 —0.831978 —1.060309  0.999397 0.981125
25 3.000600  —0.508235 —0.832064 —1.135544  0.999396 0.981093

Further, Table 8 depicts the impact of magnetic Reynold number on skin friction
showing that with increase in the values of R, the values of —g (0) increases gradually,
but on the other hand, f"(0), —m'(0), —1'(0) and —¢'(0) decreases, and the effect on
—6'(0) is negligible. Similarly, from Table 9, it can be seen that the Dufour number has
a direct effect on both —6'(0) and —¢'(0). The effect of Radiation Parameter R can be
depicted through Table 10, showing that —6'(0) and —¢'(0) increases with increasing Ry,
while on the other hand, the effect on " (0), —g (0), —m'(0) and —n'(0) is negligible.

Table 11 depicts the impact of Prandtl number on skin friction, showing that with
increase in the values of Py, the values of —6'(0) and —¢'(0) decrease gradually. The
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effect of S, number from Table 12 depicts that —6' (0) decreases while —¢' (0) increases by
increasing the values of S,;. The effect of Schmidt number S, can be seen through Table 13.
It can be observed that the S, number has a direct effect —6' (0) and inverse effect on —¢ (0).
Furthermore, Figures 3-5 represent the error profile for velocity (f(#) and g(1)) and
magnetic field components, -i.e., m (1) and n(#), as well as temperature and concentration,
ie., 0(n) and ¢(1), respectively. A three-dimensional profile for the velocity, magnetic field,
concentration and temperature distribution is also represented in Figures 6-8, showing that the
flow variables satisfy the given boundary conditions. The impacts of several related flow
parameters on velocity and magnetic field components are visually depicted.

Emor graph of f{m) Emor graph of glf)
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Figure 3. Error profile for f(17) and g(17) with S; = —0.25, My =1, M, =3,R;, =0.5,S=1,R; =1,D = 0.5, P,;; = 0.05,
Syt =—025and S, = 0.5.
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Figure 4. Error profile for m(y) and n(y) with S, = —0.25, My =1, M, =3,R;, =05,S=1,R; =1, D = 0.5, P, = 0.05,
Syt = —025and S, = 0.5.
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Figure 5. Error profile for 6(1) and ¢() with S, = —0.25, M, =1, My =3,R;=055=1R;=1,D=0.5, Py = 0.05,
Srt = —0.25and Sch =0.5.
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Table 8. Effect of Ry, on skin friction, magnetic flux, heat flux and mass flux.

R f"(n) —8' (1) —m’ (17) —n' (1) —6' (1) —¢' (1)

0.1 2.976998 —0.408251  —0.962689  —0.921462 0.998762 0.981100

0.5 2.977633 —0.414660 —0.831838 —0.663347 0.998762 0.981098

1 2.977560 —0.419649  —0.701154  —0.433268 0.998762 0.981097

1.5 2.976902 —0.422670 —0.597416  —0.271630 0.998762 0.981099

Table 9. Effect of D, on skin friction, magnetic flux, heat flux and mass flux.

D, f"(n) —8' (1) —m’ (17) —n' (1) —6' (1) —¢' (1)

0.1 2.985167 —0.467599 —0.831912 —0.553833 0.999236 0.981129

0.75 2.985167 —0.467599 —0.831912 —0.553833 0.999498 0.981162

1.25 2.985167 —0.467599  —0.831912  —0.553833 0.999699 0.981188

1.75 2.985167 —0.467599 —0.831912 —0.553833 0.999900 0.981213
Table 10. Effect of R; on skin friction, magnetic flux, heat flux and mass flux.

R4 £ () -8’ (1) —m’ (17) —n' (1) —6' (1) —¢' (1)

0.1 2.977633 —0.414660 —0.831838 —0.663347 0.998762 0.981098

0.5 2.977633 —0.414660 —0.831838 —0.663347 0.999158 0.981147

1 2.977633 —0.414660 —0.831838  —0.663347 0.999398 0.981177

1.5 2.977633 —0.414660 —0.831838 —0.663347 0.999532 0.981194
Table 11. Effect of P, on skin friction, magnetic flux, heat flux and mass flux.

Py f" () —g'(1) —m' (1) —n'(17) —0' (1) —' (1)

0.05 2.977633 —0.414660 —0.831838 —0.663347 0.999532 0.981194

0.1 2.977633 —0.414660 —0.831838  —0.663347 0.999064 0.981135

0.25 2.977633 —0.414660 —0.831838  —0.663347 0.997668 0.980960

0.5 2.977633 —0.414660 —0.831838 —0.663347 0.995361 0.980671
Table 12. Effect of S,; on skin friction, magnetic flux, heat flux and mass flux.

Sre f"(n) —8' (1) —m’ (17) —n'(17) —0' (1) —¢' (1)

0.1 3.000040 —0.222019 —0.831954 —0.622051 0.999758 0.992499

0.5 3.000040 —0.222019  —0.831954  —0.622051 0.999758 0.992548

1 3.000040 —0.222019 —0.831954 —0.622051 0.999758 0.992609

1.5 3.000040 —0.222019 —0.831954 —0.622051 0.999757 0.992670
Table 13. Effect of S, on skin friction, magnetic flux, heat flux and mass flux.

Sch f"(n) —8' (1) —m’ (17) —n' (1) —6' (1) —¢' (1)

0.5 2.985167 —0.478167  —0.831912  —0.640398 0.999397 0.981150

1 2.985167 —0478167  —0.831912  —0.640398 0.999598 0.962350

15 2985167  —0478167 —0.831912  —0.640398  0.999799  0.943600

2 2.985167 —0.478167  —0.831912  —0.640398 1.000000 0.924901
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6. Discussion

In this section, the effects of different involved flow parameters are discussed graphi-
cally on velocity and magnetic field components. The effect of squeezing Reynold numbers
can be seen in Figures 9-12. It is observed that for fix values of the other parameters,
i.e.,, My, My, R, S, R4, D, Pry, Syt and Sy, it is clear that increasing the squeeze Reynold
number (moving upper disc towards lower disc with increasing order pattern) has a direct
effect on the velocity components in both the y- and z-direction. On the other hand, in
the x-direction, the velocity increases initially but shows a decreasing effect as 4 — 1,
where, as in the case of magnetic field, the increase in squeeze Reynold number results
in a decrease in magnetic field component along the z-direction, while a direct relation is
observed for the y-component of the magnetic field, i.e., increasing the squeeze number
causes an increase in the magnetic field along the y-direction. On both concentration and

temperature distribution, the direct effect of the squeeze number is observed.

Ty

Figure 9. Impact of squeeze Reynold number S; on f (1) and f’(7), keeping M,

D, =01,Py=25;=02and Sy = 1.

= 325 My =7, Ry =

ain}

Figure 10. Observing the effect of squeeze Reynold number S, on g(17) and n(y) with M, = —1, My, = 0.5, Ry, = —

S=1,R;=05D, =01,Py =55 =02and S, = 1.
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Figure 11. Impact of squeeze Reynold number S, on m(1), keeping M, = —1.5, My =05, Ry = -1,
S=1,R;=05D,=0.1,P, =25+ =02and S, = 1.

©
]

ain)

i

X}

T
1
1
1
1
L
1
1
1
1
-
1
1
1
1
1

Fep e === - =

Figure 12. Observing the effect of squeeze Reynold number S, on 6(77) and ¢(y7) with M, = -1, My, = 0.5, R, = —0.75,
S=1,R;=05D,=01,P, =554=02and Sy, = 1.

The magnetic field strength M, is the magnetic field’s dimensionless axial strength. For
additional parameters with fixed values, from Figures 13-16, it can be seen that increasing
M, generates a decrease in the velocity component f(17), whereas decreasing the magnetic
field strength along the x-component causes a rise in the velocity g(#). The initial velocity
along the x-component decreases with increasing magnetic field intensity for the velocity
component f' (1) but starts to increase as 7 — 1. The figure also shows how M, has an
increasing influence on the magnetic field component m(#)and n(1). When discussing
temperature distribution, increasing M causes 6(7) to increase as well, whereas decreasing
¢ (1) causes phi(n) to drop. Figures 17 and 18 show the effect of magnetic field intensity
My, which is the strength of the magnetic field in the y-direction. It is discovered that as
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the magnetic field intensity increases, both velocity g(#7) and the magnetic field component
n(n) drop, indicating an inverse relationship in both cases. To observe the effect of magnetic
Reynold number R;;, Figures 19-22 illustrate the relations, showing that an increases in the
magnetic Reynold number causes a decrease in the velocity component f (1) with fixed
values of other parameters, but increases in the velocity component g(17) with fixed values
of other parameters results in an increase in the value of shear force due to distribution
of body force in a non-uniform manner. Body force accelerates near the relative core wall
layer because Lorentz force is small near the squeezed plate (because of the current being

almost parallel to the magnetic field).

Figure 13. Observing the effect of magnetic strength parameter M on f(y7) and f'(y7) with S, =2, M, =3,R;, =1,5 =1,

Ry=1,D,=01,Pp =1,5;=02and Sy, = 1.
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Figure 14. Observing the effect of magnetic strength parameter M, on g(77) and n() with S; = —0.25, M, = 3, Ry, = 1,

S=1,R;=05D, =01,Py=1,5;=2and Sy = 0.5.
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Figure 17. Observing the effect of magnetic strength parameter M, on g(17) with S; = —0.5, M,
—0.5, Ry = —2,5 =1,Rg = 0.5, Dy = 0.1, Py = 5, S+ = 0.2.and S, = 1.

Figure 18. Observing the effect of magnetic strength parameter M, on n(y) with S, = —0.5, M, =
—15,Ry=-1,S=1,R; = —1,D, =2, Py = —0.1, S, = —0.2and S, = —1.
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Figure 19. Observing the effect of magnetic Reynold number Ry, on f(#) and f'(y) with S; = —1.5, M, = —1.5, M,, = 3,
S=1,R;=-1,Dy=5Pyu=1,5:=3and S, = 1.

Figure 20. Observing the effect of magnetic Reynold number Ry, on g(77) and m (1) with S, = —1.5, M; = —0.75, M, =1,
S=1,R;=—1,Dy =01, Py =—1,84 = —2and Sy, = —0.5.

For the x-component of velocity initially, a decrease in the velocity is located but
starts increasing as 7 — 1 maximum value of f'(77) is observed at the center. In the case
of magnetic field component m(1), with R,, = 0.1, an almost linear profile is observed,
whereas when increasing the value of Ry, the profile becomes parabolic. It is also shown
that in increasing Ry, the profile for m () decreases. However, a direct relationship is
observed in the case of magnetic field component 7(7), i.e., when increasing the values of
Ry, the profile of n(#) also increases. Similarly, for larger values of R,,, the profile becomes
more parabolic. Moreover, observing the effect of R, on 6(77) and ¢(7), it can be seen that
increasing the magnetic Reynold number has a direct effect on temperature distribution
6(#), while an inverse relation is observed in the case of concentration ¢(17).
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Figure 21. Observing the effect of magnetic Reynold number R;, on n(5) with S, = —1.5, M; = 0.5,
My=1,5=1,R;=1,Dy =01,Py =15 =2and Sy, = 0.5.
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Figure 22. Observing the effect of magnetic Reynold number R,;, on 6(#) and ¢ () with S, = —1.5, M; = —1.5, My = 3,
S:1,Rd: —1,Du :5,Pm :1/Srt :3andSCh =1.

Figure 23 illustrates the effect of the Dufour number on concentration and temperature
distributions, showing that in both, cases D,, has a direct effect on 6(#) and ¢ (7). Similarly,
from Figure 24, it can be observed that the Prandtl number P;, has a direct relation with
6(1), as increasing Py, increases the temperature (1), whereas an inverse relation is
observed in the case of ¢(7), i.e., increasing Py, ¢(17) shows a decreasing effect. Figure 25
depicts the Soret effect on temperature and concentration: it can be seen that in increasing
the Soret number, heat transfer increases but mass transfer decreases. On the other hand, the
opposite case is seen in the case of radiation parameter R; in Figure 26, i.e., increasing Ry,
6(n) increases while ¢ (1) decreases. Further, for the Schmidt number, an inverse relation
is observed for 6(17), whereas a direct relation can be seen for ¢ (1), as seen from Figure 27.
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Figure 27. Observing the effect of Schmidt number S, on (77) and ¢(#7) with S, = —1.5, M; = —1.5, My = 3, Ry = —0.5,
$S=1,R;=-05D,=5Py=1and 5;; = 2.

7. Conclusions

Heat and mass transfer for 3D squeezing MHD flow of viscous fluids is studied in this

chapter; flow is considered between two plates rotating at the same angular velocities. The
influence of a varying magnetic field is introduced, and the phenomenon is represented
using linked governing equations, such as continuity, Navier-Stokes, magnetic field energy,
and transport equations. They are then translated to ordinary differential equations using
the similarity transformation and solved using the analytical technique (HAM) in Mathe-
matica package BVPh 2.0. The influence of varied parameters on velocity, magnetic field,
concentration and temperature distribution was observed by graphs and tables. Below are
some conclusions made from the above analysis:

It is determined that increasing the squeeze effect on the upper plate generates an
increase in flow velocity along the y- and z-axis, while the velocity along the x-axis
initially increases but then decreases in the upper domain as (7 — 1).

It was also found that increasing the squeeze Reynold number of the magnetic field
component reduced the magnetic field’s effect along the z-component while increasing
the effect along the y-component.

While squeeze number has a direct effect on both concentration and temperature
distribution, an increase in squeeze Reynold number causes an increase in both
temperature and mass transfer.

Moreover, raising the magnetic field strength parameter M., which is the strength of
the magnetic field along the z-axis, results in a drop in fluid velocity along the z-axis,
yet velocity along the y-axis shows a gradual increase by increasing M,. However,
along the x-axis, firstly a decrease in the velocity component is observed, butasy — 1,
the velocity begins to increase.

The magnetic field strength parameter M, has a direct relationship with the magnetic
field component along the z-axis, i.e., increasing the value of M, has a increasing effect
on the value of magnetic field along the z-component. A direct relationship can also
be detected along the y-axis.

Further, for a temperature distribution, increasing M, shows that 6(#) increases, but
¢ decreases by increasing M,.

Further, it is concluded that raising the y-component of the magnetic field strength
parameter causes a decrease in the velocity of the fluid along the y-axis and the effect
of the magnetic field along the y-axis.
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It is concluded that increasing the magnetic Reynold number R, causes a decrease in
flow velocity along the z-axis. On the other hand, raising R, has an increasing effect
on velocity along y. The flow velocity along the x-axis initially shows a diminishing
pattern, but when # — 1 increases, the effect increases.

It is also observed that for the magnetic field, increasing the magnetic Reynold number
shows a decrease in the value of the magnetic field along the z-axis, whereas an
increasing effect is observed along the y-axis.

Furthermore, it is also concluded that increasing the magnetic Reynold number shows
an increase in the heat transfer, where a decrease in the mass transfer is observed.
The effect of the Dufour number on concentration and temperature distribution is also
observed, and it is concluded that in both cases, D,, has a direct effect on mass and
temperature distribution, as increasing the Dufour number increases both mass and
heat transfer.

It is also concluded that an increase in the value of the Prandtl number causes an
increase in the value of 6(#), but a decrease in the value of ¢(#) is observed.

For the Soret number, it can be seen that in increasing the Soret number, heat transfer
increases but mass transfer decreases. Thus, it has a direct effect on 6(y) and an
inverse effect on ¢(7).

It is further concluded that opposite behavior is observed in case of the radiation
parameter’s effect on temperature distribution, i.e., in increasing its value, 6(7) de-
creases, while in case of mass transfer, ¢ (1) increases with an increase in the value of
the radiation parameter.

For the Schmidt number, it is concluded that with an increasing Schmidt number, both
heat and mass transfer values increase.
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Nomenclature

NH2 g DT VD = I=® ~w<

Fluid velocity

Magnetic field

Distance between disks at t = 0
Fluid’s dynamic viscosity
Electric conductivity
Permeability of free space
Fluid’s kinematic viscosity
Fluid density

Squeezing number

Fluid pressure
Dimensionless temperature
Dimensionless concentration
Diffusion coefficient
Thermal conductivity

Fluid temperature

fluid concentration
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Ry Magnetic Reynold number

S Squeezing number

M, Magnetic strength parameter along z-axis
M, Magnetic strength parameter along y-axis
P, Prandtl number

Se Schmidt number

D,  Dufour number

Sy Soret number

R;  Radiation parameter

Cp  Specific heat at constant pressure
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Abstract: This paper studies a non-linear viscoelastic wave equation, with non-linear damping and
source terms, from the point of view of the Lie groups theory. Firstly, we apply Lie’s symmetries
method to the partial differential equation to classify the Lie point symmetries. Afterwards, we reduce
the partial differential equation to some ordinary differential equations, by using the symmetries.
Therefore, new analytical solutions are found from the ordinary differential equations. Finally, we
derive low-order conservation laws, depending on the form of the damping and source terms, and
discuss their physical meaning.

Keywords: viscoelastic wave equation; Lie symmetries; traveling wave solutions; conversation laws

1. Introduction

Lately, many viscoelastic wave equations have been considered in the literature. The
single viscoelastic wave equation of the form

uy — Au+ /01 h(t —s)Au(x,s)ds + f(u) = g(u)

in O x (0,0), where Q) is a bounded domain of RN (N > 1) with initial and boundary
conditions, has been extensively studied. Several results concerning non-existence and
blow-up solutions in finite time have been proved [1-8].

Furthermore, the non-linear viscoelastic wave equation with damping and source terms

g — Au+ f(uy) = g(u), xeQ,t>0, (1)
has also been very studied obtaining similar results [9,10]. As in the single viscoelastic
wave equation, it is well-known that the damping term f(u;) assures global existence in
the absence of the source term (g(u) = 0). The interaction between the damping term and
the source term makes the problem more interesting.

Moreover, Messaoudi [11] considered the non-linear viscoelastic wave equation with
damping and source terms

utt—Au+a|ut\m*2ut:b\u|P*2u, xeO, t>0.

For this equation, Georgiev and Todorova [12] and Messaoudi [13] analyzed blow-up
solutions in different situations.

In general, many authors showed interest in these viscoelastic wave equations. How-
ever, in this paper, we focus on studying the viscoelastic wave Equation (1) but from
a point of view of the Lie groups theory. In fact, we have published a previous work
analyzing this model [14]. Moreover, in this paper we present new results for the model. It
is found a complete classification of Lie point symmetries with its associated reductions,
new soliton-type solutions, and a complete classification of multipliers and conservation
laws with a discussion of their physical meaning.
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The resolution of non-linear partial differential equations (PDEs) is a very important
field of research in applied mathematics. Symmetry reductions and analytical solutions
have many applications in the context of differential equations. For instance, analytical
solutions arising from symmetry methods can be used to study properties, such as asymp-
totic and blow-up behavior. A large amount of literature has been published about the
application of the Lie transformation group theory to construct solutions of non-linear
PDEs [15-20]. For example, the Fisher equation was studied in [21] to find new analytical
solutions. In [22], a (2 4 1)-dimensional Zakharov-Kuznetsov equation was also investi-
gated using Lie symmetry analysis. The authors of [23] analyzed a system of dispersive
evolution equations to obtain new exact solutions too. The symmetries leaving the equation
invariant can reduce the number of independent variables, transforming the PDEs into
ordinary differential equations (ODEs), which one generally easier to solve.

Additionally, there is a similar one-dimensional equation called the “good” Boussinesq
equation considering A2. This change would transform the original second-order PDE (1)
to a 4-th order PDE, complicating it but of interest. Nevertheless, there have been a few
numerical works of this equation in recent years, such as applying a Fourier pseudo-spectral
method [24], and a 2-nd order operator splitting numerical scheme for the Equation [25].
The stability and convergence estimates have been presented in these works.

Conservation laws analyze which physical properties of a PDE do not change in the
course of time. In particular, local conservation laws are continuity equations yielding
conserved quantities of physical importance for all solutions of a given equation. For any
PDE, a complete classification of conservation laws can be determined by the multiplier
method [26,27]. In [28], the authors obtained the conservation laws and discussed the phys-
ical meaning of the corresponding conserved quantities. A classification of conservation
laws of a generalized quasilinear KdV equation was provided in [29] too. Moreover, a
(1 + 1)-dimensional coupled modified KdV-type system was studied in [30], constructing
its conservation laws also using the multiplier method.

To sum up, the aim of this work is to do a complete Lie group classification of
Equation (1). Afterwards, we present the reductions obtained from the different symme-
tries, transforming the PDE into ODEs. Moreover, we obtain traveling wave solutions by
comparing Equation (1) and similar equations studied previously [31-33]. Finally, we give
a complete classification of the conservation laws admitted by Equation (1).

The structure of the paper is as follows: In Section 2, we study the Lie point symme-
tries of Equation (1), and in Section 3, we obtain the symmetry reductions, the symmetry
variables, and the reduced ODEs. Next, in Section 4, we construct traveling wave solu-
tions using the reduced equations. Then, in Section 5, we present a classification of the
conservation laws and the multipliers of Equation (1). Finally, in Section 6, we give some
conclusions of the work.

2. Lie Point Symmetries

The idea of the Lie groups theory of symmetry analysis of differential equations relies
on the invariance of the equation under a transformation of independent and dependent
variables. This transformation sets up a local group of point transformations yielding to a
diffeomorphism on the space of independent and dependent variables, so the solutions of
the original equation map to other solutions. Any transformation of the independent and
dependent variables leads to a transformation of the derivatives [34].

The application of the Lie groups theory to differential equations is completely al-
gorithmic. However, it usually involves many tedious calculations. Nevertheless, we
make use of powerful softwares, such as Maple and the needed calculations are done
rapidly. Applying the classical Lie method to search for symmetries provides a set of
different expressions for the unknown functions f(u;) and g(u), for which the equation
admits symmetries.

In this section, let us briefly describe the classical Lie method and its application to
Equation (1), obtaining the symmetry reductions, the symmetry variables and the reduced
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equations. For details, this method is described in excellent textbooks, such as [17,19] and
references therein.

It is consider the one-parameter Lie group of infinitesimal transformations in (x, ¢, u)
given by

= x+ef(xtu)+O(?),
"= t+et(x,tu)+O(e?), (2)
uw = u+ten(xtu)+0(e),

where € is the group parameter.
The infinitesimal point symmetries constitute the infinitesimal generator

v ={(x,t,u)0x + T(x,t,u)0: +17(x, ¢, 1)0y. (3)

Each infinitesimal generator (Equation (3)) is associated with a transformation, deter-
mined by solving the system of ODEs

b4 N of N o1l N
vl A/t/A/ 5. = A/t/A/ ol A/t/A/
M_twin),  Loagia, Moyt
satisfying the initial conditions
ﬁ‘e:O =X, f|e:0 =t, ﬁ|6:0 =u,

where € is the group parameter.

We point out that (3) is a point symmetry of Equation (1) if the 2-nd order prolongation
of (3) leaves invariant Equation (1). This leads to an overdetermined linear system of
determining equations for the infinitesimals & (x, t,u), T(x,t,u) and 5(x, t, u), generated by
applying the symmetry invariance condition

pr(z)v(utt —Uxx+ f(ur) —g(u)) =0, when wuy —uxr+ f(ur) —g(u) =0, (4)
Here pr(?)v represents the second order prolongation of the vector field v, defined by

PR IO T SO S
P o Uxaux m&ut ﬂxxauxx ’7’“auxt ”ttautt’

where the coefficients are given by

Nx = Dy —uiDyT —uyDy(,

e = Dy —uDyT — uyDyC,
Nxx = Dy (77x) — Ut Dy T — uxx Dy,
Mxt = Di(nx) — DT — uxxDig,
e = Di(ne) —uuDit — uyDiC,

with Dy and D; the total derivatives of x and ¢, respectively.

The symmetry determining Equation (4) splits with respect to the t-derivatives and x-
derivatives of u, getting an over-determined linear system of equations for the infinitesimals.
Here Maple is used for defining the determining equations and then, the commands
“rifsimp”, “dsolve” and “pdsolve” are used to solve the system. The command “rifsimp”
gives a tree containing all solution cases. For each solution case, we use the commands
“dsolve” and “pdsolve” to obtain solutions for the over-determined system. Therefore, we
proceed to show the classification of all solution cases in Theorem 1.
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Theorem 1. The Lie point symmetries admitted by the non-linear viscoelastic wave Equation (1)
for f(uy) and g(u) arbitrary functions, are generated by the transformations

Vi = aX/

(%,£4)1 = (x+etu), spacetranslation,
Vo = 0

(#,510)y = (x,t+eu), timetranslation.

For some particular functions of f(u;) and g(u), the non-linear viscoelastic wave Equation (1)
admits additional Lie point symmetries, given below.

1. For f(ut) = —e*"ut” +f1 and g(u) = ((gou +gl)(% _ 1))ﬁ _ flr with n 7& 0’ 1,2
and go, g1, f1 arbitrary constants,

n—1 n—1
v3 80 <n—2> Xdx + o (n—2> tor + (Sou + 81)0u,

8o (n—1)e 90 (n—1)e c . € s ' '
(xe n=2 te n-2 e80€y 4 80 / ge 8021 le), scalzng and Shlft
0

(2,8,0)3

2. For f(ur) = au? and g(u) = ke, with ¢ # 0 and a, k arbitrary constants,

1 1
V% = *Ecxax - Ectat + au,
(%1, ﬁ)% = (xe1/2¢€ pe1/2¢€ ¢y, scaling in t and x combined.

3. For f(ut) =kand g(u) = (au+b)" —k, withn # 1, ¢ # 0and a, b, k arbitrary constants,

1 1
vi = Ea(n —1)x0y + Ea(n — 1)t + (au+ )9y,
(,a)3 = (eM2aks (g y /ekl e—1/2aks (n=1)z1 4 o1/20k3 (n1=1)e
0

e1/2ak3 (n—l)et + /ekz e—1/2uk3 (n—1)z; dzlel/Z aks (n—l)e,
0

€
e ey 4 / —Dbk3 e™3%1 dz1e~3€),  scaling and shift.
0

4
4. For f(ur) = au} and g(u) = (cu + k)?, with ¢ # 0 and a, k arbitrary constants,

1 1
v% = —Ecxax — Ectat + (cu+k)ay,
€
(£,F0)3 = (ve71/2¢, te_l/zce,e“u+/ ke™*1dz1e%), scaling and shift.
0

3. Symmetry Reductions
The symmetry variables are found by solving the invariant surface condition

D= ¢(x t,u)uy +t(x, t,u)ur —n(x, t,u) =0.

For Equation (1), a PDE with two independent variables, a single group reduction
transforms the PDE into different ODEs.

Reduction 1. For the generator Av; + v, we obtain the traveling wave reduction

z=x—At, u(x,t) =h(z), ()

120



Mathematics 2021, 9, 2131

where h(z) satisfies
(A = D' + f(=AH') = g(h) = 0. ®)
Reduction 2. For the generator v}, we obtain the symmetry reduction

n—2
_ X — =l 81
z=14, U=xn 1h(z)—g—0,

where h(z) satisfies

+<2g0$ (2—71)ﬁ (n—l)zefZ”ZB'
—2g9m2 (2_71)”’%2 (n—2) (n—l)efz”z)hnf =
niz (n2—2n+1))h$

= (Z—n)ﬁn—Zgoﬁ (Z—n)nnfz)hnz%))

n n 243
— (gonz (2 — n)m (n — 1)2zn2—3n+2 )hnZJrnZ (h,)n = 0.

Reduction 3. For the generator v3, the similarity variable and similarity solution are
, u=—-2Int+h(z),
where h(z) satisfies

(222 — )W + (az2c?) (W) + (4zca+2zc)h + kel +4a+2c =0.

Reduction 4. For the generator v3, the invariant solution is

1
2=%,  u=—(r7n -b),
where h(z) satisfies
(n?22 — 2nz2 — n? + 22+ 2n)h" — h"h + (2n%z — 2za)H’
+(an® — 2an + a) (h") + (2n + 2)h = 0.
Reduction 5. For the generator v3, the invariant solution is

z= %, U= %(tfzh(z) —k),

where h(z) satisfies

(22—-1)n" + <—13/’1’12’1az + 6z> W+ ch? + <—2 {/z=2hy +6>h =0.

4. Traveling Wave Solutions

In this section we are studying Equation (6) in order to find traveling wave solutions
of Equation (1). The other ordinary differential equations obtained are not considered
because they are non-autonomous differential equations.

The procedure followed compares Equation (6) with a similar equation, studied before
by Kudryashov, whose general solution appears in [31].
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The second-order Equation (6) is expressed as
W = o M) + 1 ag(h) 7)
1- A2 1— 28V
Kudryashov obtained in [31] the general solution of a second-order ODE, given by

W= % (yh' + %;ﬂ — wh — c0>, 8)

2
where ¢y is an arbitrary constant and A, y, w satisfies w = %. The expression of its general
solution is given in terms of the Weierstrass elliptic function, considering g» = 0 and

83 = (1,

- 6a? 2zu 58 zu
h(z) = wp + ﬁ —exp{5—}73(cz - “mexp{?}, 0, c1>,

with ¢, c; arbitrary constants.
Equations (7) and (8) are equal if

F=A) = 2w,
g(h) = %(%hz —wh — c0>.
Consequently, the solutions of Equations (7) and (8) are equivalent for the previous

expressions of f(—Al') and g(h).
Lastly, the following analytical solution of the original PDE (1) is given by undoing

the change of variables (5):

2 _ _
u(x,t) =w+ % — exp{%}?’ (cz — aj% exp{ (x 52”“ }, 0, c1>. 9)

- 180
— 1600
= 14000
-120

wix 1)~ LOBC

2

X 0

Figure 1. Solution (9), for A =a =B =c1 =cp = 1.

Solution (9) is a soliton-type traveling wave solution (see Figure 1).
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In addition, by the same procedure, the authors of [32] obtained the general solution
of a second-order ODE of the form

W' = Zb(lfg(‘;;f)l)_ah/+ M 4o b(p* +9°) +a

b(p*+1) b(p?+1)

In the same way, we can derive the general solution for this equation, for

b(Ba—p)—
f-A) = 2 l(al(ﬁgff‘l)) “(1-A2)H, L
b
g(h) = b&;{ill) (1 - /\z)hz (5(/;;1%;_“ (1 - /\Z)h'

Furthermore, we can find another solution by using the Jacobi elliptic function method.
Let us assume that Equation (6) has a solution of the form

h=aHP(2),

where a and B are parameters to be determined. Here, H (z) is a solution of the

Jacobi equation
(H')> =r+pH +qH, (10)

with 7, p and g constants.

Here H has the expression of an exponential or polynomial function. If H is a solution
of Equation (10), then we can distinguish three cases: (i) H is the Jacobi elliptic sine function
sn(z,m); (i) H is the Jacobi elliptic cosine function, cn(z, m); (iii) H is the Jacobi elliptic
function of the third kind dn(z, m). However, we focus on the first case.

If H(z) = sn(z,m),

h(z) = psni(z|m) (11)
is a solution of Equation (6). Substituting Equation(11) into Equation (6), we obtain the
expressions of f(—Ah'), g(h), and the parameters that make Equation(11) a solution of
Equation (6).

This procedure was applied by Bruzén and Gandarias [33] to a similar equation,
obtaining an exact solution. In the same way, an exact solution of Equation (1) is

u(x, t) = psnl(x — At|m). (12)

i)

=
in
||JIL|I|

uix, i)

i

Figure 2. Solution (12) for A = p =g =1and m = 0.5.
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Solution (12) is shown in Figure 2. Specifically, the solution is a stable non-linear
non-harmonic oscillatory periodic wave.

5. Conservation Laws

The notion of a conservation law is a mathematical formulation of the familiar physical
laws of conservation of energy, conservation of momentum and so on. This concept
plays an important role in the analysis of basic properties of the solutions. For example,
the invariance of a variational principle under a group of time translations implies the
conservation of energy for the solutions of the associated Euler-Lagrange equations, and the
invariance under a group of spatial translations implies conservation of momentum [19].

Anco and Bluman presented a direct conservation law method for PDEs expressed
in normal form. A PDE is in normal form if it can be expressed in a solved form for some
leading derivative of u, such that all the other terms in the equation contain neither the
leading derivative nor its differential consequences [26].

A local conservation law of the non-linear viscoelastic wave Equation (1) satisfies the
space-time divergence expression

DiT + Dy X = (g — by + f(ur) — g(1))Q, (13)

named the characteristic equation, where T is the conserved density and X the conserved
flux. The vector (T, X) is called the conserved current.

The general expression of a low-order multiplier Q, written in terms of u and deriva-
tives of u, depends on those variables that, by derivatives, can lead to a leading derivative
of Equation (1). For example, u4 can be derived by the derivative of u; with respect to ¢,
and uyy by the derivative of u, with respect to x.

Therefore, it is defined

Qf, x, u, up, uy)

as the general expression for a low-order multiplier for the non-linear viscoelastic wave
Equation (1).
However, all low-order multipliers are found by solving the determining equation

Eu((ust — ttx + f(ur) — g(1))Q) =0, (14)
where E, is the Euler operator with respect to u [19], defined by
Ey = 9y — D39y, — D10y, + DxDdyy, + D3duy, + -+ -

Hence, splitting the determining Equation (14) with respect to 1y, ust, Uiy, we obtain
an overdetermined linear system for Q, f (1), g(u).

Thus, a complete classification of multipliers is found by solving the system with the
same algorithmic method used for the determining equation for infinitesimal symmetries.
The classification of multipliers is shown in Theorem 2. Then, for each multiplier we
determine the corresponding conserved density T and flux X, by integrating directly the
characteristic Equation (13). For this classification we apply the same Maple commands
used for the Lie symmetries classification, “rifsimp”, “dsolve”, and “pdsolve”. Theorem 3
shows the results obtained.

Theorem 2. All the multipliers admitted by the non-linear viscoelastic wave Equation (1), with
f(ut) # 0, are given below.

1. For f(us) = fo and g(u) arbitrary function, the multipliers are

Q1 =uy, Q2 = uy.
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2. For f(us) = foand g(u) = g1 80" — fo, besides Qq and Qo, the multiplier is

2
Q3 = tuy + xuy + —.
80

3. For f(uy) = four + f1 and g(u) an arbitrary function, the multiplier is
Qs = uy efof'

4. For f(us) = —go — m and g(u) = o, the multiplier is

Qs = fOutux +f1ux~

5. For f(uy) = —% + frand g(u) = % — fa, the multiplier is

Qe = ur + f1.
Theorem 3. All the non-trivial low-order conservation laws admitted by the non-linear viscoelastic
wave Equation (1), with f(u;) # 0, are given below.
1. For f(us) = fo, g(u) arbitrary function and Qy = uy, the conservation law is

1 1
T, = > u + 3 u? + /g(u) + fodu, (15)

X1 = —UtUy.

2. For f(us) = fo, g(u) arbitrary function and Qp = u, the conservation law is

TZ = Utly, (16)
1 1
X, = —Euxz—iutz—i-/g(u)—i-fodu.

3. For f(ur) = fo, g(u) = g1 8" — foand Q3 = tuy + xuy + g%, the conservation law is

1
L= 5.2 te"Sog; + (tuﬂ Tt 42 uxxut)go T du,
0
1
X3 = TEO 2 xe"30gy + (—2 gty — xup> — ux2x)go —4u,.

4. For f(us) = four + f1, g(u) an arbitrary function and Qy = u, e/o*, the conservation law is

T4 = uxefo tut,

1
Xy = /efot(g(u) + f1)du + 3 (—utz — uxz)efﬂt.

5. For f(us) = —go — m, g(u) = goand Qs = fousuy + fiuy, the conservation law is

1 1
s = ng ux3 + Efo utzux + f1uxus,
1 1 1 1
Xs = —5fo Uity — 5 U fi — ¢ fo uP —u — Eutzﬁ-
6.  For f(u) = —u:lf}l + fo, g(u) = % — fo and Q¢ = us + f1, the conservation law is
1 1 ou
Te = zux2+2ut2+f1ut+4ffl,
X6 = (—ut —fl)ux.
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Next, we study the meaning of some of these conservation laws. Every conservation
law yields a corresponding conserved integral

Clu] = /()de'

where () is the domain of solutions u(x, t).
For Equation (1), with f(u;) constant and g(u) non-linear function, conservation law
(15) yields conservation of an energy quantity

1 1
Eu] :/Qiuxz%—iutz—k/g(u)—i—fodudx,

which represents the total energy for solution u(x, t).
Conservation law (16) yields the conserved quantity

M{u] :/Qutuxdx,

which is a momentum quantity.

6. Conclusions

In this paper, we have obtained a complete Lie group classification for the viscoelastic
wave Equation (1) in the presence of damping and source terms, for different expressions
of the functions f and g. Then, we have constructed the corresponding reduced equations.
These reductions make easier the resolution of the viscoelastic wave Equation (1) in order
to obtain solutions of physical interest, such as solitons. Moreover, we have obtained
these traveling wave solutions from the reduced equations by the comparison between
Equation (1) and comparable equations studied before by other authors. Furthermore, Lie
point symmetries are not the only ones that can be studied. Another symmetries such as
contact or potential symmetries can be studied in the future. Finally, we have derived the
non-trivial low-order conservation laws by using the multiplier method.
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Abstract: The current paper considers the enhanced Kudryashov’s technique to retrieve solitons
with a governing model having cubic-quintic-septic-nonic and quadrupled structures of self-phase
modulation. The results prove that it is redundant to extend the self-phase modulation beyond
cubic-quintic nonlinearity or dual-power law of nonlinearity.

Keywords: solitons; dual-power; Kudryashov

MSC: 78A60

1. Introduction

Optical soliton is one of the most important topics of study in nonlinear fiber optics
during the present times [1-5]. The dynamics of such solitons is typically described by
the nonlinear Schrodinger’s equation (NLSE) [6-9] with a singleton form of self-phase
modulation (SPM) [10-13] that emerges from the nonlinear refractive index structure of an
optical fiber [14-20]. This typically appears with cubic nonlinear structure AKA Kerr law
of nonlinearity [21-25] and its generalization to power-law of nonlinear medium [26-31].
The third form of singleton SPM that leads to optical Gaussons, as opposed to optical
solitons, is with logarithmic law of nonlinearity [32]. Apart from these three forms with
single nonlinear term, the lesser known structures of SPM, sparingly visible, are saturable
law and exponential form. The remaining forms of SPM typically contain two or more
nonlinear structures that are applicable in various forms of materials such a LiNbOj3 crystals.
These are cubic-quintic nonlinearity, AKA parabolic form of SPM and its generalization to
dual-power form of SPM. Several other forms of refractive index structures have emerged,
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such as quadratic-cubic (QC) form, generalized QC form, anti-cubic (AC) type, and
generalized AC form of nonlinearity. The current paper draws attention to the possible
extension of parabolic and dual power-laws of nonlinearity to cubic-quintic-septic-nonic
(CQSN) form and its generalization to quadrupled power-law of nonlinearity (QPL) and
beyond. Although the case of CQS law along with its generalization to triple power-law
has been meaningfully addressed in the past [33,34], this paper carries out the analysis
and proves that it is redundant to extend beyond CQS or triple-power law of nonlinear
structure. This analysis has been carried out with chromatic dispersion (CD). The detailed
analysis follows through with both forms of nonlinear refractive index structures.

Governing Model

iqt+aqxx+F(|q|2)q:0, (1)

where the first term stems from temporal evolution, where i = y/—1, whilst F comes from
SPM. x depicts spatial variable, whereas a describes CD. t imply to temporal variable, while
q(x, t) denotes the wave profile.

2. The Enhanced Kudryashov’s Technique

Consider a governing equation [35-37]
F(u, vy, up, txt, Uxx, ) =0, @)

where u = u(x, t) is dependent variable, whereas x and t are independent variables.
Step-1: Equation (2) reduces to

p(U, —kol’, kU’ K*U”,...) =0, @)

by using the restriction
¢ =k(x—ot), u(x,t) = U(Z), )

where v and k are constants.
Step-2: Equation (3) holds the solution structure

N . .
U@ =2r+y), ), 2Q@R(), Q)
I=1i+j=I

where N stems from the balancing procedure in Equation (3), while R(¢) and Q(¢) satisfy
the ancillary equations

R'(2)" = R@*(1 - xR(@)), (6)
and
Q'(¢) = Q) Q) - 1), @)
along with the explicit solutions
4c
R(¢) = 1265 1 ye O 8
and ,
Q(¢) = m- )

Here x,Ao, 17, /\ij(i,j =0,1,..,N), a and b stand for constants.
Step-3: Putting (5) together with (6) and (7) into (3) leaves us with a system of equations
that enables us the much-needed constant parameters in (4)—(9).
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3. Optical Solitons

The current section employs the integration tool to retrieve optical solitons to the
model having CQSN and QPL nonlinearity structures of SPM.

3.1. CQSN Nonlinearity
In this case, the model shapes up as

iq: +aquc + (bila” + balgl* + balgl® + balgl*) g = 0. (10)

It must be noted that b; (1 <j<4) stem from )((f) for (1 < j < 4) nonlinearities.

Although xV) and x(?) are substantial for LiNbO3 crystals, x(®) and x(* are negligibly small
and miniscule. The current paper includes these nonlinearities to study the corresponding
NLSE and check on its integrability aspect for the first time. The drawn conclusions will be
interesting. It will be observed that these negligible nonlinear contributions must be set to
zero for integrability purposes. This would lead to consistency between the Physics and
Mathematics of the problem [38]. We consider the solution structure

q(x,t) = U (&), (11)

with
§=k(x—ot), (12)

and
p(x,t) = —xx + wt + 6. (13)

Here, U(¢) comes from the amplitude component, where ¢ is the wave variable and v
is the velocity. Additionally, ¢(x, t) stems from the phase component, where 6 is the phase
constant, w is the angular frequency and « is the wave number.

Putting (11) into (10) provides us the simplest equations

ak?u’ — U(axz + w) £ by + byl + bpUP + by U = 0, (14)

and
—kU'(2ax +v) = 0. (15)

Equation (15) enables us the soliton velocity
v = —2axK. (16)

Using the constraint
1
ueg) = v, (17)
Equation (14) stands as
4ak2VV" — 3ak2V"? —16V2 (aicz + w) £ 16, V2 +16b3V7 + 1665V + 166,V = 0. (18)
Setting by = by = 0 reduces Equation (18) to
4ak2VV" — 3ak2V'? —16V2 (axz + w) £ 16b,V* + 166,V = 0. (19)
It must be noted that in Equation (18), by and b3 were set to zero simply for Equation (18)
to be rendered integrable since these would Free (18) from all terms carrying fractional
exponents of V. Thus, only b, and by sustain to permit integrability of (18). This is equivalent
to studying the governing model with only two non-zero terms, namely by and b4 terms. This

is equivalent to saying that the governing NLSE is integrable with cubic—quintic nonlinear
form of refractive index that is present in LINbOj3 crystals. Thus, extending the SPM beyond
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x®) nonlinearity is redundant [14,38]. By the implementation of balancing procedure in
Equation (19), the solution structure (5) stands as

V(¢) = Ao+ A01R(E) + A10Q(E)- (20)
Substituting (20) along with (6) and (7) into (19) gives way to the results:
Result-1:
6(ax? +w) 617 (ax? + w) ax2 + w 5p2
MN=————2, An =0, Ajpg=——— L k=t ———, b= ——— 2. 21
0 v for =0 A b, VT 4 36(ax? + @) (21)

Plugging (21) along with (9) into (20) provides us

- {6(w+a1€2) bexp[:l:éh/“’*u‘”‘z(x—vt)}
g(x,t) =

4ei(f1cx+wt+9) ) (22)
by )]

7 +bexp [14 wiad (y ot

Setting a(ax? + w) > 0 and 57 = +b collapses Equation (22) to the dark and singular

solitons
1
2 2 i
q(x, t) = {3(“)2'26”() (1 + tanh [2\/@@ — vt)] > } el(—Kx+wt+€), (23)

and

g(x, 1) = {3((0;:&11(2) (1 =+ coth |F\/ o +aaK2 (x— vt)} > } el (—Kxtwi+f) (24)
2

Result-2:

lak2 + w 617 (ax? + w) 563
0= 7ol a 10 by 4 36(ak? + w) @5

Inserting (25) along with (9) into (20) enables us

2
q(x, t) _ {6(60 +ax ) Ui i(—rx+wt+0) (26)

1
b } ¢!
2 77+bexp{j:4 “’J;“Kz(x—vt)]

Taking a(ax? + w) > 0 and 7 = +b turns Equation (26) into the dark and singular
solitons

q(x, t) = {3(6‘];'5”(2) (1 F tanh [ZW(JC — vt)} ) } pl(—rx+wt+0) 27)
2

and

g(x, t) = {W (1 F coth [2\/ @ +aa1c2 (x — vt)] > } pl(mrxtwt0) —(0g)
2
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Result-3:

A =0, Ajg=0, k=4

Putting (29) along with (8) into (20) leaves us with

1/4
2
q(x,t) = {4[5 ax Xb+ wx ¢ }
4 2 2
4c2exp[i4 “'*{f"(x—vt)}—i—xexp{iﬁl “’Jra”"(x—vt)}

w« pl(—Kkxtwt+6) (30)

Setting a(ax? + w) > 0and x = +4c? changes Equation (30) to the bright and singular
solitons

2 [ 2
5(w + ax )sech O il
b4 a

1
2 2 IREN
g(x,t) = {i 5(“’;7‘”{%“}1 4,/“";“ (x — ot) } pl(—Kx+wt+0) (32)
4

g(x,t) = { + (x — ot) } pl(—rxtwt+) (31)

and

3.2. QPL Nonlinearity

In this case, the model sticks out as
ig + aque + (11" + balg[*" + balg " + balg*") g =0, (33)

where b; (j = 1 — 4) come from QPL nonlinearity. Putting (11) into (33) paves way to the
auxiliary equations

ak2u// o U(mc2 + C(J) + b4u8n+1 =+ b3u6n+l + b2u471+1 =+ b1 u2n+l _ 0, (34)

and
— kU’ (2ax 4+ v) = 0. (35)

Equation (35) leaves us with the soliton velocity
v = —2axK. (36)
Using the restriction
1
u(g) = v(g)m, (37)
Equation (34) reads as
4KV V" + ak®(1 — 4n) V" — 16n2V2 (aKz + w) +16b112V? + 16b3n2VE + 16b4n>V* +166,n2V3 = 0.  (38)
Taking by = b3z = 0 simplifies Equation (38) to

1akPnVV" + ak®(1 — 4n) V" — 16n2V? (a;cz n w) 1 16b4n2VE £ 165n2V3 = 0. (39)

By the implementation of balancing technique in Equation (39), the formal solution (5)
turns into

V(¢) = Ao+ A01R(E) + A10Q(E)- (40)
Substituting (40) along with (6) and (7) into (39) leaves us with the results:
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Result-1:

2(2n 4+ 1) (ax® +w
Ao = ( )bg ), Ap =0, Ayp=—

[ax? + w (4n +1)b3
k 4n a by 4(2n +10%)(ax? + w)

Plugging (41) along with (9) into (40) provides us

(1) {2(1+2n)(w+mc2) bexp{“”\/@(x—vt)} i
q(x,t) = ;

v e‘(fxx+wt+9)
) w+ax? .
+bexp | £4y/“H (x —vt)

2(2n 4 1)y (ax® + w)
by ’

Taking a(ax? + w) > 0 and 7 = =+b, the dark and singular solitons stand as

1
2 2 in )
q(x, t) _ { (1 +27’l>l§w + ax ) (1 + tanh [Zn w —‘;LZK (x B Z)t)]) } ez(f;cx+wt+9),
2

and
2 e
1+2 2 "
q(x,t) = { 1+ n)lgw + o) (1 + coth [Zn\/ @ —ZQK (x — vt)] ) } el(ratwtt),
2
Result-2:
L B [ax? + w ~2(2n+ 1)y (ak? + w) _ (4n+1)b3
Ao = Ao =0, k=tdn Ca Mo = by r by = C4(2n4+1)2(a’ + w)’
Inserting (45) along with (9) into (40) enables us
T
o(xt) = {zu 2w+ ax?) U } pa———
2 17+bexp[i4m/“’tf"2(x vt)]

Setting a(ax* + w) > 0 and 57 = +b, the dark and singular solitons stick out as

1
2 2 in )
q(x,t) = {(1+2n)£w+ak ) <1¢tanh [Zn wn;ax (x—vt)])} ez(fxx+wt+9),
2

1
2 2 in )
q(x,t) = { (1 Jan)b(w + ax ) (1 - coth |?7’l w -I;IIZK (x — vt)] ) } pl(—rxtwt+0)
2

Result-3:

2 2
No=0, Ap=0, k= +dn [ ax :—wl by =0, AOl:\/(lln—b—l)?Z(aK —l—w)'
4

Putting (49) along with (8) into (40) paves way to
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q(x,t)

xell

&

{ [ax?x + wx 4/(4n+1)c }
b
4 4c2exp[i4m/°ﬁ;”‘z(x—vt)]+)(exp[:F4m/“’J;‘”‘2(x—vt)}

i(—rx+wt+6)

: (50)

Setting a(ax? + w) > 0 and y = +4c?, the bright and singular solitons evolve as

1
2 2 an
q(x, t) = { + \/(1 +41’l)l§w + ax )sech [411W(x — vt)] } el(_Kx+wt+9), (51)
4

and

a(x,t) = { i \/(1 + 4n)b(w + ”Kz)csch [4,” /%Mz(x _ vt)} } nei(ﬂcx+wt+9)_ (52)
4

4. An Observation

This paper simply shows that the NLSE with CD for CQSN or QPL nonlinearity,
it is redundant to extend the nonlinear structure of SPM beyond the quintic form or its
corresponding generalization in the QPL nonlinear structure. The results fall back to
the case of QC or dual-power law of nonlinearity structure, respectively. In both forms
of SPM structures, one is compelled to choose b; = b3 = 0 thus collapsing the NLSE
given by (10) or (33) to the form of parabolic law of nonlinearity or dual-power law of
nonlinearity respectively. The respective exponents of the coefficients of b, and b4 can be
renamed from (4,8) and (4n,8n) to (2,4) and (2n,4n), respectively, so that the results for
the soliton structure collapse and conform to the pre-existing results known earlier [39].
The extension to CQS and triple-power forms of SPM is also studied in [40].

5. Conclusions

The current paper derives 1-soliton solutions to the model with CD having CQSN and
QPL nonlinearity structures of SPM. In both cases it was established that the extension
beyond septic form of nonlinearity and its generalized form is redundant. It is only with
dual-power and parabolic forms of nonlinear refractive index structure the model would
make sense. Any extension that is beyond septic or its generalized form would collapse
to parabolic dual-power laws. This true with CD being the source of dispersion terms.
Additional form(s) of dispersion sources have not been examined yet. This is, thus, an open
problem and will be later investigated. The results are yet to be released and are currently
awaited. This would subsequently lead to a very interesting structure of the results.

Author Contributions: Conceptualization, I.S.; methodology, A.H.A.; software, Y.Y.; writing—original
draft preparation, A.B.; writing—review and editing, L.M.; project administration, S.M. All authors
have read and agreed to the published version of the manuscript.

Funding: This work was supported by the project “DINAMIC”, Contract no. 12PFE/2021.
Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Not applicable.

Conflicts of Interest: The authors declare no conflicts of interest.

134



Mathematics 2022, 10, 4085

References

1. Arnous, A.H,; Biswas, A.; Ekici, M.; Alzahrani, A K.; Belic, M.R. Optical solitons and conservation laws of Kudryashov’s equation
with improved modified extended tanh-function. Optik 2021, 225, 165406. [CrossRef]

2. Manafian, J.; Lakestani, M. Optical solitons with Biswas-Milovic equation for Kerr law nonlinearity. Eur. Phys. ]. Plus 2015,
130, 61. [CrossRef]

3. Arnous, A.H. Optical solitons to the cubic quartic Bragg gratings with anti-cubic nonlinearity using new approach. Optik 2022,
251, 168356. [CrossRef]

4. Arnous, A.-H.; Zhou, Q.; Biswas, A.; Guggilla, P; Khan, S.; Yildirim, Y.; Alshomrani, A.S.; Alshehri, H.M. Optical solitons in fiber
Bragg gratings with cubic—quartic dispersive reflectivity by enhanced Kudryashov’s approach. Phys. Lett. A 2022, 422,127797.
[CrossRef]

5. Arnous, A.H.; Mirzazadeh, M.; Zhou, Q.; Moshokoa, S.P.; Biswas, A.; Belic, M. Soliton solutions to resonant nonlinear
schrodinger’s equation with time-dependent coefficients by modified simple equation method. Optik 2016, 127, 11450-11459.
[CrossRef]

6.  Kudryashov, N.A. Method for finding highly dispersive optical solitons of nonlinear differential equations. Optik 2020, 206, 163550.
[CrossRef]

7. Kudryashov, N.A. Highly dispersive optical solitons of equation with various polynomial nonlinearity law. Chaos Solitons Fractals
2020, 140, 110202. [CrossRef]

8.  Kudryashov, N.A. Optical Solitons of the Generalized Nonlinear Schrédinger Equation with Kerr Nonlinearity and Dispersion of
Unrestricted Order. Mathematics 2022, 10, 3409. [CrossRef]

9. Kudryashov, N.A. Bright and dark solitons in a nonlinear saturable medium. Phys. Lett. A 2022, 427, 127913. [CrossRef]

10. Kudryashov, N.A. Stationary solitons of the model with nonlinear chromatic dispersion and arbitrary refractive index. Optik
2022, 259, 168888. [CrossRef]

11.  Kudryashov, N.A. Highly dispersive optical solitons of an equation with arbitrary refractive index. Regul. Chaotic Dyn. 2020,
25,537-543. [CrossRef]

12.  Ozisik, M.; Cinar, M.; Secer, A.; Bayram, M. Optical solitons with Kudryashov’s sextic power-law nonlinearity. Optik 2022,
261, 169202. [CrossRef]

13. Ozisik, M.; Secer, A.; Bayram, M. On the examination of optical soliton pulses of Manakov system with auxiliary equation
technique. Optik 2022, 220, 169800. [CrossRef]

14. Biswas, A.; Konar, S. Introduction to Non-Kerr Law Optical Solitons; Chapman and Hall/CRC: New York, NY, USA, 2006.

15. Biswas, A.; Milovic, D.; Edwards, M. Mathematical Theory of Dispersion-Managed Optical Solitons; Springer Science & Business
Media: Berlin/Heidelberg, Germany, 2010.

16. Tariq, K.U.; Wazwaz, A.M.; Ahmed, A. On some optical soliton structures to the Lakshmanan-Porsezian-Daniel model with a set
of nonlinearities. Opt. Quantum Electron. 2022, 54, 1-34. [CrossRef]

17. Yu, W,; Zhang, H.; Wazwaz, A.M.; Liu, W. The collision dynamics between double-hump solitons in two mode optical fibers.
Results Phys. 2021, 28, 104618. [CrossRef]

18.  Darvishi, M.T.; Najafi, M.; Wazwaz, A.M. Some optical soliton solutions of space-time conformable fractional Schrodinger-type
models. Phys. Scr. 2021, 96, 065213. [CrossRef]

19. Ozisik, M.; Secer, A.; Bayram, M.; Aydin, H. An encyclopedia of Kudryashov’s integrability approaches applicable to
optoelectronic devices. Optik 2022, 265, 169499. [CrossRef]

20. Secer, A. Stochastic optical solitons with multiplicative white noise via It6 calculus. Optik 2022, 268, 169831. [CrossRef]

21. Wang, M.Y. Optical solitons of the perturbed nonlinear Schrodinger equation in Kerr media. Optik 2021, 243, 167382. [CrossRef]

22. Wang, M.Y. Highly dispersive optical solitons of perturbed nonlinear Schrédinger equation with Kudryashov’s sextic-power law
nonlinear. Optik 2022, 267, 169631. [CrossRef]

23. Wazwaz, AM. Bright and dark optical solitons for (3+1)-dimensional Schrodinger equation with cubic-quintic-septic
nonlinearities. Optik 2021, 225, 165752. [CrossRef]

24. Darvishi, M.; Najafi, M.; Wazwaz, A.M. Conformable space-time fractional nonlinear (1+1)-dimensional Schrodinger-type models
and their traveling wave solutions. Chaos Solitons Fractals 2021, 150, 111187. [CrossRef]

25. Liu, W,; Zhang, Y.; Wazwaz, A.M.; Zhou, Q. Analytic study on triple-S, triple-triangle structure interactions for solitons in
inhomogeneous multi-mode fiber. Appl. Math. Comput. 2019, 361, 325-331. [CrossRef]

26. Ozisik, M.; Bayram, M.; Secer, A.; Cinar, M. Optical soliton solutions of the Chen-Lee-Liu equation in the presence of perturbation
and the effect of the inter-modal dispersion, self-steepening and nonlinear dispersion. Opt. Quantum Electron. 2022, 54, 792.
[CrossRef]

27. Esen, H,; Secer, A.; Ozisik, M.; Bayram, M. Analytical soliton solutions of the higher order cubic-quintic nonlinear Schrodinger
equation and the influence of the model’s parameters. J. Appl. Phys. 2022, 132, 053103. [CrossRef]

28. Ozdemir, N.; Esen, H.; Secer, A.; Bayram, M.; Yusuf, A.; Sulaiman, T.A. Optical solitons and other solutions to the Hirota-Maccari
system with conformable, M-truncated and beta derivatives. Mod. Phys. Lett. B 2022, 36, 2150625. [CrossRef]

29. Esen, H.; Ozdemir, N.; Secer, A.; Bayram, M.; Sulaiman, T.A.; Yusuf, A. Solitary wave solutions of chiral nonlinear Schrodinger

equations. Mod. Phys. Lett. B 2021, 35, 2150472. [CrossRef]

135



Mathematics 2022, 10, 4085

30.

31.

32.
33.

34.

35.

36.

37.

38.
39.

40.

Sulaiman, T.A.; Yusuf, A.; Abdel-Khalek, S.; Bayram, M.; Ahmad, H. Nonautonomous complex wave solutions to the
(2+1)-dimensional variable-coefficients nonlinear Chiral Schrédinger equation. Results Phys. 2020, 19, 103604. [CrossRef]
Altun, S.; Ozisik, M.; Secer, A.; Bayram, M. Optical solitons for Biswas-Milovic equation using the new Kudryashov’s scheme.
Optik 2022, 270, 170045. [CrossRef]

Bialynicki-Birula, I.; Mycielski, ]. Gaussons: solitons of the logarithmic Schrodinger equation. Phys. Scr. 1979, 20, 539. [CrossRef]
Kohl, R.W,; Biswas, A.; Ekici, M.; Zhou, Q.; Khan, S.; Alshomrani, A.S.; Belic, M.R. Highly dispersive optical soliton perturbation
with cubic-quintic-septic refractive index by semi-inverse variational principle. Optik 2019, 199, 163322. [CrossRef]

Kohl, RW,; Biswas, A.; Zhou, Q.; Ekici, M.; Alzahrani, A.K.; Belic, M.R. Optical soliton perturbation with polynomial and
triple-power laws of refractive index by semi-inverse variational principle. Chaos Solitons Fractals 2020, 135, 109765. [CrossRef]
Arnous, A .H. Optical solitons with Biswas-Milovic equation in magneto-optic waveguide having Kudryashov’s law of refractive
index. Optik 2021, 247, 167987. [CrossRef]

Arnous, A.H.; Biswas, A.; Yildirim, Y.; Zhou, Q.; Liu, W.; Alshomrani, A.S.; Alshehri, HM. Cubic-quartic optical soliton
perturbation with complex Ginzburg-Landau equation by the enhanced Kudryashov’s method. Chaos Solitons Fractals 2022,
155,111748. [CrossRef]

Arnous, A.H.; Ullah, M.Z.; Moshokoa, S.P.; Zhou, Q.; Triki, H.; Mirzazadeh, M.; Biswas, A. Optical solitons in nonlinear
directional couplers with trial function scheme. Nonlinear Dyn. 2017, 88, 1891-1915. [CrossRef]

Akhmediev, N.N.; Ankiewicz, A. Nonlinear Pulses and Beams; Springer: Berlin/Heidelberg, Germany, 1997.

Kudryashov, N.A. Method for finding optical solitons of generalized nonlinear Schrodinger equations. Optik 2022, 261, 169163.
[CrossRef]

Kudryashov, N.A. Highly dispersive optical solitons of the generalized nonlinear eighth-order Schrédinger equation. Optik 2020,
206, 164335. [CrossRef]

136



. mathematics

Review

Operators and Boundary Problems in Finance, Economics
and Insurance: Peculiarities, Efficient Methods and
Outstanding Problems

Sergei Levendorskii

Citation: Levendorskii, S. Operators
and Boundary Problems in Finance,
Economics and Insurance:
Peculiarities, Efficient Methods and
Outstanding Problems. Mathematics
2022, 10, 1028. https://doi.org/
10.3390/math10071028

Academic Editors: Almudena del
Pilar Marquez Lozano and Vladimir

Tosifovich Semenov

Received: 28 January 2022
Accepted: 17 March 2022
Published: 23 March 2022

Publisher’s Note: MDPI stays neutral
with regard to jurisdictional claims in
published maps and institutional affil-

iations.

Copyright: © 2022 by the author.
Licensee MDPI, Basel, Switzerland.
This article is an open access article
distributed under the terms and
conditions of the Creative Commons
Attribution (CC BY) license (https://
creativecommons.org/licenses /by /
4.0/).

Calico Science Consulting, Austin, TX 78748, USA; levendorskii@gmail.com

Abstract: The price V of a contingent claim in finance, insurance and economics is defined as an
expectation of a stochastic expression. If the underlying uncertainty is modeled as a strong Markov
process X, the Feynman—Kac theorem suggests that V is the unique solution of a boundary problem
for a parabolic equation. In the case of PDO with constant symbols, simple probabilistic tools
explained in this paper can be used to explicitly calculate expectations under very weak conditions on
the process and study the regularity of the solution. Assuming that the Feynman—Kac theorem holds,
and a more general boundary problem can be localized, the local results can be used to study the
existence and regularity of solutions, and derive efficient numerical methods. In the paper, difficulties
for the realization of this program are analyzed, several outstanding problems are listed, and several
closely efficient methods are outlined.

Keywords: Feynman-Kac theorem; Lévy processes; affine processes; quadratic term structure models;
European options; barrier options; American options; fractional differential equations; method of
lines; smooth pasting principle; sinh-acceleration

MSC: 28-08; 30-08; 32-08; 35A02; 35A20; 35A21; 35A22; 35B33; 35B40; 35B44; 35C15; 35C20; 35E15;
3E20; 35H10; 35]J70; 35K65; 35P10; 35R10; 35R11; 35R35; 35505; 35516; 42-08; 42A85; 42B10; 42B37;
60-08; 60E10; 60G35; 60G51; 65M20; 65M70; 65N45; 65N75; 65R10; 65T20; 90-08; 91-10; 91G60

1. Introduction
1.1. Expectations and Boundary Problems

The prices (values) of contingent claims in finance, insurance and economics are
defined as expectations of certain stochastic expressions. In many cases, the underlying
uncertainty is modeled as a strong Markov process X (with killing) on R” or its subset
D, with the infinitesimal generator L. Let V (¢, x) denote the price of an option or other
contingent claim in the market at time t and X; = x. The Feynman-Kac theorem suggests
that V is the unique solution of a boundary problem for the parabolic equation:

(0t + L)V (t,x) + g(t,x) = 0. 1)

In the case of diffusion models, L is a differential operator of order 2; in jump-diffusion
models, L is an integro-differential operator, and hence, a pseudo-differential operator
(PDO). We use the representation of L as a PDO because this facilitates the study of
the regularity of solutions, and naturally leads to the construction of efficient numerical
methods for option pricing. The function g represents the stream of payoffs {g(t, X¢) }+>0
that the owner of the contingent claim is entitled to. The value function V satisfies (1) in the
open region U in the time-state space, where the derivative security remains alive. As the
process (t, X;) leaves U, the owner of the contingent claim is entitled to an instantaneous
payoff G(tye, Xv,. ), where T is the hitting time of U =: D\ U by {(f, X;)}.
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The solution of the boundary problem can be used to calculate the expectation, and
the properties of the expectation can be used to formulate appropriate boundary and
regularity conditions. Unfortunately, this scheme is very difficult to realize in almost
all cases, including many popular diffusion models, and the majority of the results in
the literature are obtained assuming (without proof) that the boundary problem for the
expectation has the unique solution. Furthermore, it is assumed (also without proof) that
the expectation defines a sufficiently regular function so that Ito’s formula can be applied;
then, the solution of the boundary problem is the expectation. The necessity of proving
these crucial assumptions is brushed under the carpet. Even in many diffusion models,
the proof of the Feynman—Kac theorem is lacking. See [1,2] for details; one of the main
reason is a complicated degeneration of L at the boundary of the state space, which makes
it difficult to apply standard tools for the analysis of degenerate elliptic operators. If
L degenerates at the boundary of a half-space, then general tools [3-5] can be applied,
with some modifications, but in the case of degeneration at two and more transversal
hyperplanes, the study of the regularity of solutions is more difficult. Furthermore, even
if a weak regularity of the solution of the boundary problem is established, the proof of
the Feynman—Kac theorem remains quite non-trivial. In the case of jump-diffusion models,
additional subtleties emerge, even in the simplest case of Lévy models (the infinitesimal
generator is a PDO with the constant symbol). In the majority of empirical studies, when
Lévy models are calibrated to the real data, L is of the form d; + (i, dx) — a(Dx), where a(D)
is an elliptic PDO of order v € (0,1), with the symbol analytic in a tube domain. Hence,
the operator of the boundary problem (1) becomes a parabolic operator of the standard
form, with an elliptic stationary part, only after an appropriate change of variables in the
(t, x)-space. This peculiarity leads to several non-standard properties of solutions, which
we analyze in this paper. If one has in view applications of the general theory of fractional
differential equations to finance, the class of operators of this kind deserves to be regarded
as a model class rather than standard fractional differential operators d; — |A|”, where
|A|” is the fractional Laplacian. (Note that |A|Y, v # 2, cannot be used in the standard
popular models in finance, economics and insurance.) An additional important feature
of the infinitesimal generators of Lévy models used in finance is the existence of analytic
continuation not only to tube domains but to conesas well. This observation is the basis of
efficient numerical methods that evaluate integrals in pricing formulas, which we outline in
this paper. These methods can be used in other situations, for instance, to evaluate special
functions and stable distributions [6-9].

1.2. Black-Scholes Model and Diffusion Models

In the Black-Scholes model, the only source of uncertainty is the stock price S; = e
where X; is the Brownian motion (BM) on R, with drift. The infinitesimal generator L is the
second-order elliptic differential operator. If the market with several stocks and/or several
sources of uncertainty is considered, e.g., volatility and/or stochastic interest rate, then the
underlying process X is of a more complicated nature.

Typically, the region U where (1) holds is of the form {(¢,x) |t € (0,T),x € U(t)},
where U(t) are open subsets of D. If X is a diffusion, X7 is at the boundary of U, and
then V satisfies the terminal condition:

Xy
7

V(T,x) = G(T,x), x € U(T), ()
and the boundary condition:
V(t,x) = G(t,x), x € oU(t). 3)

If U is unbounded, appropriate restrictions on the rate of growth of V at infinity are
imposed. Boundary problems of this sort arise for the majority of contingent claims in
finance and insurance, and for numerous value functions in economics, e.g., real options
and stochastic games. In some important cases such as lookback or Asian options, the
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underlying process is not Markovian; hence, pricing is more involved. In this paper, we
consider boundary problems of the form (1), (2), (3), including free boundary problems.
In applications, the approximate pricing of contingent claims of a complicated structure
is reduced to a sequence of embedded options, equivalently, to a sequence of boundary
problems of the form (1), (2), (3). Hence, this study of the regularity of the solutions of the
latter is important for studying other types of contingent claims as well. Efficient numerical
procedures for the solutions of standard boundary problems can be (and are) used as
building blocks to solve more complicated problems.

In the Black-Scholes model, a simple affine change of variables reduces (1) to the
backward parabolic equation V; 4+ Vyy — rV = 0; hence, the host of standard well-known
methods can be used to price numerous contingent claims. Black and Scholes informally
derived (1), constructing the perfect continuously changing hedging portfolio; later, Merton
gave essentially equivalent proof constructing the perfect continuously changing replicating
portfolio. Both proofs contain fundamental mathematical errors but can be made accurate
for wide classes of diffusion models. Unfortunately, both proofs fail for jump-diffusion
models—the statements and proofs of several popular imperfect substitutes for perfect
hedging and replication are also incorrect (see [10]), and the reason for the failure is
fundamental rather than technical.

1.3. The Case of Jump-Diffusions

In the Merton-Black-Scholes theory, the pricing equation is derived from the absence
of frictions and no-arbitrage assumption. The no-arbitrage assumption means that it is
impossible to construct a portfolio of securities traded in the market such that, at the
expiration date, the value of the portfolio is non-negative with probability 1, and posi-
tive with positive probability. Leaving aside an important theoretical background from
economics and finance, and the technical conditions necessary to make the statements
mathematically accurate, the absence of frictions and the no-arbitrage assumption imply
that the discounted prices of all securities traded in the market must be local martingales
under a probability measure Q on the filtered probability space where the process X lives.
The crucial point is that Q # P, where IP is the historic or physical probability measure
estimated using the time series for the prices of securities already traded on the market.
The pricing measure () may not assign non-zero probabilities to events of zero measure
under P and vice versa; hence, Q must be equivalent to P. This explains the name for
Q: an equivalent martingale measure (EMM; another name is risk-neutral measure). The
discounting can be taken into account as the killing of the Markov process, and L = L9 in
(1) is the infinitesimal generator of the process with killing, under Q. Then, {V (¢, X;)}, the
discounted price process, is a local martingale if for any ¢t < 7;c and stopping time T > ¢
st. T < 1ye, BRIV (T, Xe) | Xp = x] = V(£ x).

The boundary problem (1), (2), (3) is used to calculate the prices of new securities. In
(sufficiently regular) diffusion models, there exists a unique EMM; hence, one can calculate
the price of any contingent claim. In financial markets and insurance, a great variety of
contingent claims are constructed and sold, and the implicit assumption is that one can
theoretically calculate the price of new securities.

The three conditions are as follows: (1) a perfect hedge is possible; (2) perfect repli-
cation is possible; (3) there exists a unique EMM are equivalent (naturally, under subtle
technical conditions)—and markets satisfying these conditions are called complete markets.
The Feynman-Kac theorem gives the representation of the price as the expectation of the
payoff stream under Q:

V(t x) = EQ MT”C g(s, Xo)dds + G(tue, Vi) | @)

If X is a jump process or jump-diffusion process, then the hedging/replicating argu-
ment is not applicable. Fortunately, according to the general economic theory, if the market
does not admit arbitrage, there exists an EMM such that the price of each contingent claim
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is given by (4) (an accurate mathematical statement imposes additional subtle conditions on
X); an EMM is not unique, and one may choose an EMM one believes in. In real financial
markets and numerous empirical studies, the measures calibrated to prices of the underly-
ing financial instruments and options are not only different; quite often, the measures are
not equivalent. Several examples can be found in the well-known empirical study in [11]:
prices of certain stocks are calibrated to processes of infinite variation, whereas the prices of
options—to processes of finite variation, which contradicts the well-known conditions on
equivalent probability measures in [12] (the authors of [11] did not notice this discrepancy
of their calibration results). One of the important reasons for discrepancies of this kind is
the inaccuracy of popular numerical methods used for pricing and calibration. Inaccurate
methods are constructed and used because crucial qualitative properties of jump-diffusion
models and prices V (¢, x) in these models are not taken into account. Examples of errors of
popular methods, including the analysis of implications for risk management, can be found
in [2,13-20]. The aims of this paper are to list and explain the irregularity of V (¢, x) (and
the free boundary, in the case of options of American type) in several standard situations,
and explain how to design efficient numerical methods that work well in wide classes of
jump-diffusion models.

In incomplete markets and the jump-diffusion models which are models of incomplete
markets, one cannot use the hedging or replication argument to derive the equation for
contingent claims. However, one can start by choosing an EMM and defining the price by
(4). In many cases of interest, the representation (4) and the Fourier/Laplace transform
technique suffice to express the price in the form of an integral, and an efficient numerical
procedure for the evaluation of the designed integral. In some popular classes of models,
the derivation of pricing formulas is based on (1), although the rigorous justification is
lacking. Informally, one can use Dynkin’s formula:

V(t,x) = EC [ /t (LB — LYV (s, Xo)ds + G(tye, Vi) 5)

to conclude that (1) must hold. Thus, (1) is the backward Kolmogorov equation. In [21,22],
the formal derivation of (1) is given for Lévy processes satisfying the (ACP)-condition
(absolute continuity of potential measures) in the infinite time horizon case (stationary
problem) and the (ACT)-condition (absolute continuity of transition measures) in the non-
stationary case—in ([12], Section 41), one can find equivalent conditions for the (ACP)-
and (ACT)-conditions; the equation is understood in the sense of generalized functions. A
similar proof can be given for wider classes of strong Markov processes satisfying the same
conditions. However, the author is unaware of a published proof in the general setting.
See [1,2] for a review of partial results, and [23-25] for proofs in several special cases.

The next important complication in the case of jump-diffusion processes is the form of
the boundary condition which becomes non-local:

V(t,x) = G(t,x), x € U(t)". (6)

Note that the standard boundary problems for fractional differential equations are
local although the form of the conditions is non-standard. The non-standard boundary
conditions are formally invented in order for the Cauchy problem to be well defined. In
the literature, one can find discussions about a proper choice of the boundary conditions.
On the contrary, the non-local boundary condition (6) is a part of the definition of the value
function, and cannot be replaced for convenience with a local condition.

One can use the boundary problem (1), (2), (6) as follows:

(1) To prove the existence and uniqueness of the solution in the class of sufficiently regular
functions; sufficiently regular means that Dynkin’s formula (5) is valid;
(2) Applying (5) to conclude that V equals the RHS of (4).

Unfortunately, this scheme is very difficult to realize in many models, including many
popular diffusion models, and the majority of the results in the literature are obtained
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assuming without proof that the boundary problem has the unique solution, and the
solution is sufficiently regular so that Ito’s formula (or, more generally, Dynkin’s formula)
can be applied; then, the solution satisfies (4) and (5), hence, the problem of calculation of
the expectation (4) is solved. The necessity of proving this crucial assumption is brushed
under the carpet.

The main difficulty for the proof stems from the irregularity of the value function
V, which makes general theorems of Feynman—Kac type available in the literature not
applicable; the irregularity of V is the artifact of the properties of the infinitesimal generators.
However, for several classes of contingent claims and types of models, V given by (4) can
be explicitly calculated using the Fourier/Laplace technique. In the case of Lévy processes
(in terms of PDO, the case of operators with constant symbols), and problems of several
basic types (boundary problems with flat boundaries), either no or very weak conditions
on the process are needed. The result is an integral depending on (¢, x) as a parameter,
in one or more dimensions. An explicit analytical expression can be used to study the
regularity of solutions; in a number of important case, the integral can be efficiently and
quickly calculated. Since the study of the regularity of solutions of boundary problems can
be localized (see [26]), the author hopes that the results for operators with constant symbols
and boundary problems with flat boundaries can be used to prove the correspondence
between the stochastic expressions and boundary problems with curved boundaries, and
operators with state- and time-dependent symbols.

1.4. Structure of This Paper

Lévy models are considered in Section 2, and the pricing of European options using
the Fourier transform technique (solution of the Cauchy problem) and efficient numerical
realizations are in Section 3. To price barrier options (boundary problems for parabolic
operators), the Laplace transform, Wiener—Hopf factorization and maturity randomization
(method of lines) are needed (Section 4). Explicit formulas involve multi-dimensional
integrals, and efficient numerical calculations based on contour deformations become
more involved. In Section 5, we analyze the peculiarities of the early exercise boundary
and the prices of American options (solutions of free boundary problems), and present a
general stable scheme based on the method of lines. The proof of convergence is based on
the probabilistic interpretation of the operator form of the Wiener—Hopf factorization. In
Section 6, we explain how the methods of Sections 4 and 5 are modified to price options in
regime-switching models (solve systems of boundary problems), and how to approximate
more complicated stochastic volatility models and models with stochastic interest rates
with regime-switching models. In Section 7, we outline the structure of several exactly
solvable models with non-constant symbols and list several outstanding problems for these
classes of models, which seem to be non-trivial and interesting from the point of view of
the theory of boundary problems for PDE and PDO. Finally, in Section 8, we summarize
the results presented in this paper, review several other groups of methods and, wherever
possible, outline the relative advantages of different methods.

2. Lévy Models or PDO with Constant Symbols
2.1. Lévy Processes

Let X be the Lévy process on the filtered probability space (Q; F;{F;}i>0; Q).
E = EQ denotes the expectation operator under Q. We use the definition in [21,27] of
the characteristic exponent (&) = $2(&) of a Lévy process X on R", under Q, which is
marginally different from the definition in [12]. Namely, ¢ is definable from:

]E[ei<(:,Xt>] — (), EeER", t>0, @)

where (a,b) = }i_; a;b;. This definition of the characteristic exponent implies that the in-
finitesimal generator Ly of X is the pseudo-differential operator (pdo) —¢(D); equivalently,
Ly acts of oscillating exponents are as follows: Lye!(*¢) = —(&)e™*%.
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Denote D = {x | |x| < 1}. The following theorem (Lévy-Khintchine theorem) can be
found in many monographs, e.g., ([12], Thm. 8.1).

Theorem 1. (i) Let X be a Lévy process on R". Then, its characteristic exponent admits the repre-
sentation:

P@) = 30428 —iln, &) + [ (1= 4i(x,8)1p(x) Fldx), (®)

N =

where A is a symmetric non-negative-definite n x n matrix, v € R", and F(dx) is a measure on
R" satisfying:

F({0}) =0, ./[;&n(|x|2 A1)F(dx) < co. )

(ii) The representation (8) is unique;
(iii) Conversely, if A is a symmetric non-negative-definite n X n matrix, y € R", and F is a
measure on R" satisfying (9), then there exists a Lévy process X with the characteristic exponent (7).

The triple (A, F, ) is called the generating triplet of X. The A and F are called the
Gaussian covariance matrix and Lévy measure of X. When F = 0, X is Gaussian, and if A =0,
X is called purely non-Gaussian.

Essentially, the term —i(x, §)1p(x) in (8) is needed to ensure the convergence of the
integral, and hence different functions can be (and are) used instead of ¢(x) := 1p(x), for
instance, c(x) = 1/(1 + |x|?); the A and F are independent of the choice of c. If F satisfies
the condition:

F({0}) =0, /W(|xy A1)E(dx) < oo, (10)

which is stronger than (9), then (8) can be simplified:

$(E) = S(AEE) —ilr0, )+ [ (1= W) E(d), a1

where v9 = v — [ga X1p(x)F(dx).

If the sample paths of a Lévy process have bounded variation on every compact time
interval a. s., we say that the Lévy process has bounded variation. A Lévy process has
bounded variation if and only if A = 0 and (10) holds (see, e.g., [28], p. 15).

2.2. Examples of Lévy Processes on R

Example 1. The Lévy density of a (pure jump) one-dimensional stable Lévy process X of index
a € (0,2) is of the form

Fdy) = |yl™* (e 1(0, 100 (4) + - 1) (¥))dy, (12)

where c+ > 0and ¢, +c— > 0. If o # 1, then, substituting (12) into the Lévy—Khintchine
formula with 0 = 0, one easily derives Y5t (&) = —iné + ¢ (a, C, &), where y can be expressed
in terms of , c+ and b:

¥ (2, C1, &) = C 8" 400) (&) + C— (=) 1(_ 00 (2), (13)

C.=Cy,and Cy = Cy(a,cq,c ) = —c T(—a)e ™/2 — ¢ T(—a)ei™/2, See [9]. For
somewhat different (naturally, equivalent) formulas, see [29] and ([12], Thm.14.15). In the case
a = 1, the formula for y° is different (see [9]):

¢°(2) = ol¢|(1+i(2p/ ) sign ¢ In|g]), (14)
whereo = (¢4 +c—)rt/2, B = (c+ —c—)/(c4 +c—). This is a version of Zolotarev’s parametriza-

tions [30] for stable processes of index 1. See [9,12] for further references. Note that the symbol of
the infinitesimal generator L is non-smooth at zero.
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The tails of the probability distributions of stable Lévy processes exhibit slow polyno-
mial decay. Hence, the second moment of the distribution of X; is infinite. In real financial
markets, the distributions have finite second moments, which makes stable processes
unsuitable. The simplest way to ensure that the second moment is finite is to consider
processes with exponentially decaying tails; the symbols of L are analytic in a strip. These
equivalent properties were used as the basis for the definition of a general class of Regular
Lévy processes of exponential type (RLPE) [21,22]. Below, we list several popular sub-classes
of RLPE. The reader can easily observe that, in all these examples, the characteristic expo-
nent (&) = —iu¢ + (&) admits analytic continuation to the union of a strip and cone
C around R, and Re °(¢) — +o0 as & — o in a sub-cone C; C C. In [31], the defini-
tion of the general class of processes enjoying these properties was given. The suggested
name SINH-regular processes reflects the fact that the integrals in pricing formulas can be
efficiently calculated using changes of variables of the form:

& = Xawy pw(y) = iwy + bsinh(iw +y) (15)

(sinh-acceleration). Lévy processes used in quantitative finance are SINH-regular processes.
Example 2. KoBoL processes. Modifying the Lévy density (12):

Fdy) = (coy ™ et (g e (y) + o= (=)™ Ty (v))dy,  (16)

where v+ € (0,2),c+ > 0,c4 +c- > 0and A <0 < Ay, we obtain a class of Lévy processes
with exponentially decaying tails. In the case v— # 1,vy # 1, the characteristic exponent of the
KoBolL process is of the form (&) = —iug + p°(&), where:

PO(8) = c-T(—vo) A = (Mg +i8) ]+ ex T (—v ) [(-A-) = (A= —ig)™*);  (17)

if either vi. = 1 or v— = 1, then the formula for y° is different. See [21,27]. In particular, if
vy =v_ =1, then:

(&) = ci((—A-)In(=A_) = (=A_ —if) In(—=A_ —ig))
+c- (A InAy — (Ay +i8) In(Ay +1i0)). (18)

In the symmetric case v— = v4 € (0,2) \ {1}, —A_ = Ay, c+ = c_, the class of processes
with the Lévy density (16) was introduced by Koponen [32], who derived a rather inconvenient
formula for the characteristic exponent (different from (17)) and suggested a somewhat misleading
name truncated Lévy processes. The generalization (16) was introduced in [27], where the character-
istic exponent was calculated and several option pricing problems were solved; the name Koponen'’s
family of truncated Lévy processes was used. Starting with [21], the name KoBoL processes is used.
In [11], a subclass of KoBoL with v— = v4 # 1 and c4 = c_ was called CGMY model and labels
for the parameters of the KoBoL model were changed.

Rosinski [33] suggested the name exponentially tilted stable Lévy processes and gave a general
definition of a class which is a subclass of the class RLPE.

Example 3. Normal inverse Gaussian (NIG) processes, and the generalization: normal tempered
stable (NTS) processes are constructed in [34,35], respectively. The characteristic exponent is
given by

9E) = ol(e® + (€ +ip))"2 — (a* = )77, (19)
wherev € (0,2),6 > 0, || < a; NIG obtains with v = 1.

Example 4. Variance Gamma processes (VGPs) were introduced to finance in [36]. The character-
istic exponent can be written in the form:

¢°(¢) = clin(a® — (B+i¢)?) — In(a® — p?)], (20)
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where « > |B| > 0,¢ > 0.
Example 5. In the Merton model [37], the characteristic exponent is given by
0 0* img— 5 &2
90@) = T+ A (1- T, @D
where 0,5,A > 0and y,m € R.

Example 6. The hyper-exponential jump-diffusion processes (HEJD model) were introduced
in [38,39] and studied in detail in [38,40]). The characteristic exponent is of the form:

=56+ : . o e, = 22
v 2 i —af (=1 16+
nt

where n* are positive integers and ucji,)\i, pf > 0 satisfy Y- p]i = 1. A double-exponential

jump diffusion model introduced to finance in [41] (and well known for decades) can be obtained as
a special case of hyper-exponential jump-diffusion models by taking n* =n~ = 1.

Example 7. Other classes of Lévy processes with rational characteristic exponents and non-trivial
BM components [21,38,40,42,43].

Example 8. The characteristic exponents of the processes of the B-class constructed in [44] are of
the form:

) .
P08 = 02§2+;11{B(“1/1—71)—B(“1—;5/1—71)} (23)
+;z{3(“2/1—72)—3(“2+;i,l—”rz)},

where c; > 0,a;, B; > 0and v; € (0,3) \ {1,2}, and B(x,y) is the Beta-function. Evidently, all
poles of Y° are on iR \ 0.

Example 9. The Lévy density and characteristic exponent of the meromorphic Lévy processes
introduced in [45] are defined by almost the same formulas as in the HEJD model. The difference

is that the sums are infinite. A natural condition oc?E — 400 as j — oo is imposed, and the

requirement that an infinite sum defines a Lévy density is equivalent to } ;- p]i (ac]i) 2 < foo.
The formula for ¢° is (22) with the infinite numbers of terms; the poles of (&) are on iR \ 0.

Remark 1. If one-factor Lévy models are calibrated to prices of stocks and indices in financial
markets, then, in the majority of cases, KoBoL processes of order v € (0, 1), without the diffusion
component (or very small diffusion component) give the best fit. Typically, processes with a jump
part of finite activity such as the Merton model, HEJD model and other models with rational
characteristic exponents do not calibrate well to the real data but one may try to use simple models
to approximate involved ones. There are publications where HEJD are used to approximate KoBoL
dynamics. However, it is evident that the approximations of operators of order v € (0,1) by
operators of order 2 cannot work well near the boundary. The reader can find examples in [46] which
illustrate this point. A very flexible multi-parameter B-family and meromorphic processes can be
used to approximate KoBoL processes, but these approximations are much less efficient than direct
calculations in the KoBoL model.

For applications to qualitative problems in economics, processes with rational characteristic
exponents are more suitable due to the triviality of the Wiener—Hopf factorization. See, e.g., [47-52].
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2.3. Examples of Lévy Processes on R"

Example 10. In the notation used in this paper, the characterization of non-trivial stable Lévy processes
on R" of index a € (0,2) ([12], Thm. 14.10) is as follows. There exist y € R" and a finite non-zero
measure Ggt(d¢p) on the unit sphere S,,_1 := {¢ € R" | || = 1} such that if « # 1, then:

9 = —iwO+ [ 1@ (1+itn Jeign @9 Gatdg) (4

is the characteristic exponent of a stable Lévy process of index w, and if & = 1, then:

v@) = -itwd+ [ el (1- 2 e nlE el )Galde) @)

Conversely, for any y € R" and a finite non-zero measure Gg(d¢) on S,_1, (24) and (25)
define the characteristic exponents of a stable Lévy process of index o # 1 and a = 1, respectively.

A straightforward multi-dimensional analog of RLPE class was introduced in ([21],
Sect. 9.1.4). The characteristic exponent of an RLPE admits analytic continuation to a tube

domain U containing R"”, and stabilizes to a positively homogeneous function as { — oo
remaining in U. As in the 1D-case, we impose conditions on ¢ in the representation:

P(&) = —i(w &) +¢°(0), (26)
where y € R".
Example 11. Consider the multi-factor KoBoL family of pure jump Lévy processes constructed in

([21], Section 9.1.1). Let « € (0,2), and let G(dx) be a finite non-zero measure and A a positive
continuous function on the unit sphere S,,_1. Then:

F(dx) = p~* " Texp(=A(¢)p)dp G(dg) (27)
is a Lévy measure. If & € (0,2), « # 1, the characteristic exponent is:
@) =T [ Mg~ (M) i(2,9)IG(dg) 29)

and if « = 1:

p(¢) = /S y [A(@)InA(¢) — (A(¢) — (¢, ¢)) In(A(P) —i(C,¢))IG(dp).  (29)

Passing to the limit A | 0 in (28) and (29), one can easily derive alternative representa-
tions of the characteristic exponents of stable Lévy processes.

Example 12. The class of multi-factor normal tempered stable (NTS) Lévy processes constructed
in ([21], Section 9.1.2) can be defined by

§0) = 612 +{AE —iB), (C B>~ @ — (ABBI7?), 60)
where 5,0 > 0, A is a positive-definite matrix, B € R", a®> — (AB, B) > 0.

The following is a straightforward definition of the class of SINH-regular processes
in [31], in the simplest form.
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Definition 1. We say that X is a SINH-regular process of order (v, V") if the characteristic exponent
is of the form y° admits analytic continuation to a domain of the form U = iD + C, where D is an
open set containing {0}, and C is an open cone C around R" s.t.:

Wo(@) < Cca+ 2, ¢ eu, (31)

where C is independent of ¢, and there exists Uy C U, of the same form: Uy = iDy 4 C4, s.t.:
Rey’(8) > clg]” ~C, & €U, (32)
where C,c > 0 are independent of ¢.

2.4. General Remarks

1.  Stable Lévy processes can be characterized as the limiting case of SINH-regular pro-
cesses when the tube domain iD + R" of analyticity shrinks to {0}; the conditions are
valid in C only. The calculation of expectations in stable Lévy models can be efficiently
performed by either modifying the sinh-acceleration technique or approximating
stable Lévy processes with SINH-regular ones [8,9].

2. The definition in [31] allows for i/, to be adjacent to R, and Definition 1 can be
generalized in a similar fashion.

3. In [31], the bounds (31) and (32) are formulated for ¢ rather than ¢°. One can easily
derive the bounds for i using the bounds for y°.

4.  Itis easy to see that NTS processes are SINH-regular but a multi-factor KoBoL X is
SINH-regular only if X is a mixture of independent KoBoL in 1D.

5. VGP and their multi-factor generalizations are SINH-regular if we replace the weight
|E]Y with In(2 + |&]).

6. Asin [31], more general weight functions can be used. It can be shown that, in the
case of pure jump processes, $°(&) = o(|&|?) as (C )& — o; hence, one can use the
upper bound with v = 2 in all cases.

7. Ifv =1/, then ¢* is an elliptic symbol. If v/ < v, then, typically, v — v/ < 1, hence, §°
is hypo-elliptic.

8.  If in the representation (26), it # 0, and v < 1, then the principal symbol of (&) is
—i(u, &), which leads to the irregularity of the Wiener—Hopf factors and the solutions
of the boundary problems.

9.  In the case of Cauchy problems in the whole space, the drift can be eliminated by
the change of variables x = x” — tj, and the same change of variables is implicit in
efficient numerical methods for the Fourier inversion methods based on the conformal
deformation of lines and hyperplanes of integration. Formally, the same change of
variables can be applied in the case of more general boundary problems but the change
makes a flat boundary (typical in pricing problems for standard barrier options) non-
flat. When the boundary is flat, explicit pricing formulas can be derived and the study
of the (ir)regularity of the solutions simplified.

3. Pricing European Options in Lévy Models and Cauchy Problems in R” for
Operators with Constant Symbols

3.1. Exact Formulas

Let r > 0 be the constant riskless rate, X a Lévy process in R” under an EMM Q chosen
for pricing, and G(Xr) the payoff of the contingent claim at maturity date T. The price
V(t, x) of the claim at time f and X; = x is given by

V(t x) = EQ [e*“T*f)c(xT) | X; = x] (33)
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Assume that the characteristic exponent ¢ of X is analytic in a tube domain iD + R",
where D is an open set containing {0}, and the Fourier transform:

&(&) = (21)™" / =158 G (x)dx (34)

n

is analytic in a tube domain iD’ + R", where D’ N D is an non-empty open set. Let the
product e~ (T=H¥@) G(&) be in Ly (iw + R") for w € D' N D. Decomposing G in the Fourier
integral, substituting into (33), and using Fubini’s theorem to justify the change of the order
of integration and taking expectation, we obtain, for any w € DN D":

Vi, t) = (2r) " / (00 —(T-D0+9(0) & (8)de. (35)
JIm{=w
The evident representation (35) was derived in [21,53,54]. Using the PDO notation,
V(t,x) = e~ (T-D+9(Dx)) G(x), where the operator on the RHS acts in appropriate spaces
with exponential weights. It is easy to verify that V is a solution of the Cauchy problem

(0t —¢(Dy) —1)V(t,x) =0, t < T,x € R", (36)

subject to V(T, x) = G(x),x € R", and appropriate bounds on V as x — +oo. Equation (36)
is understood in the sense of generalized functions, and under certain regularity conditions,
the solution is unique. See [53,54] and ([21], Chapt. 15) for details. Thus, in this case, the
equivalence of the pricing problem and the Cauchy problem is established.

3.2. Efficient Numerical Realizations in 1D Case

In [21,53,54], the integral on the RHS is numerically realized using the trapezoid rule or
Simpson rule, and the standard real-analytical error bounds are used to give prescriptions
for the choice of the numerical scheme to satisfy a given error tolerance € > 0. Since the
integrand is analytic in a strip around the line of integration, it is significantly more efficient
to use the simplified trapezoid rule, the reason being that the error of the infinite trapezoid
rule decays as exp[—27d /], where d is the half-width of the strip of analyticity around
the line of integration, and ( is the step. See, e.g., Thm. 3.2.1 in [55]. Thus, if the strip of
analyticity is not too narrow, it is relatively easy to satisfy a very small error tolerance for
the discretization error. Note that popular variations of this straightforward approach such
as the Carr-Madan method [56] and COS method [57-59] introduce additional errors which
are difficult to control, and lead to systematic errors in practically important situations.
See [2,13,14,16-20,31] for the analysis of errors of the Carr-Madan method and COS.

In many cases of interest, the integrand slowly decays at infinity, and a very large
number of terms of the truncated sum (simplified trapezoid rule) are needed to satisfy
even a moderate error tolerance. However, in the case of standard European options, and
in the case of piece-wise polynomial approximations of complicated payoffs [16,46,60],
G is meromorphic with a finite number of simple poles; in [20], approximations with an
infinite number of poles appear. If X is SINH-regular of order (v,v") with v/ > 0, one
can use an appropriate conformal deformation and the corresponding change of variables
to reduce calculations to the case of an integrand which is analytic in a strip around the
line of integration and decays at infinity faster than exponentially. The complexity of
the numerical scheme based on the sinh-acceleration (15) is of the order of E In E, where
E = In(1/e€); in the case of VGP with u = 0, of the order of O(E?). See [31] for details. Note
that the parameter w in (15) is chosen so that the oscillating factor ¢!+ (T=1)¢ becomes a
quickly decaying one. The idea is similar to the idea of the saddle point method. However,
simpler universal families of conformal deformations are easier to use, especially when the
deformations of several lines of integration are needed, and the deformations must be in a
certain agreement [10,61].
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3.3. Stable Lévy Processes and Fractional Differential Operators

In the case of stable Lévy processes, the expectation can be finite only if G is bounded
or increases at a sufficiently small polynomial rate at infinity. However, if G is analytic in an
open cone C around R \ {0}, then the evaluation of probability distribution functions and
expectations can be reduced to the evaluation of integrals over (0, +0), and an exponential
change of variables ¢ = ¢“*¥, where w € [—7/2,7w/2] is used to efficiently evaluate
integrals. In some cases, other conformal deformations are more efficient (see [9]). The
same families of conformal deformations can be used to evaluate the solutions of the
Cauchy problem for the fractional-parabolic equations of the form:

(0t — [D«|*)V(t,x) =0, t < T,x € R,
where & > 0, and more general ones.

3.4. Calculation of Probability Distributions and Expectations (Prices) in Multi-Factor Lévy
Models and Solution of the Cauchy Problems in R"

When 7 is moderate, X is SINH-regular, and G can be approximated by a function
whose Fourier transform G is analytic in the union of a tube domain and cone s C iD +C,
and can be efficiently calculated; then one can construct appropriate conformal deforma-
tions of the form (15) for each variable. The complexity of the scheme is O((EIn E)"), which
is not large if, e.g., n = 2,3, 4. For exchange or basket options with payoffs ("1 —e*2 — K),
(e¥1 +¢*2 — K) 4, G can be explicitly calculated in terms of the Beta function, and the val-
ues of the latter can be efficiently calculated using the same sinh-acceleration technique
(see [6,7]).

4. Barrier Options in Lévy Models, and Boundary Problems for PDO with
Constant Symbols

We consider in detail the 1D case, and in the end, outline extensions to the multi-factor
case. We start with the basic notation and facts of the Wiener-Hopf factorization, and then
formulate the results for barrier options.

4.1. Main Notation

*  X:aLévy process on R;

e (O, F,{F}i>0): the filtered measure space generated by X;

*  M: the set of all stopping times with respect to the filtration {F };>0;

*  Q: an EMM chosen for pricing;

o (&) = —iu¢ + ¥°(&): the characteristic exponent of X;

e h,hy €R, h_ < hy: barriers;

e 1, and T]j : first entrance time by X into (—oo, h] and [k, 4+c0), respectively;

* g > 0: the discount rate;

e  The (expected) present value of the perpetual stream g(X;) which is lost at time 7,

.
V(g qhx) =E" /oh e g(Xy)dt

~-.

*  The (expected) present value of the perpetual stream g(X;) which is lost at time 7;':

T+
Vi(gq;hx) =E /Oh e g (Xy)dt

~.

e  the (expected present) value of the perpetual stream g(X;) which is lost at Thtr AT,

V(g qh-, hy;x) =E* ;

T AT
/ T Me(Xy)dt
0
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e T exponentially distributed random variable of mean 1/4, independent of X;

e X; = supy,; Xs and X; = infy<s<; Xs—the supremum and infimum processes
(defined pathwise, a.s.);

e Normalized EPV operators (normalized resolvents) under X, X, and X calculate the
(normalized) expected present value of the streams under X, X and X:

(€)= B, = q® | [ e gt | X0 =]
(E5)0) = EOlg(%n))i= B2 [ e gt Xo = Ko = x|
E8)e) = EOlg(xn,)) = g2 [ e x| X0 = Xo =]

*  Wiener-Hopf factors: ¢ (§) = EQ [eiXT'i], ¢, (¢) = EQ [elqu]
Basic facts:

(1) 4); (C) (resp., Py (¢)) admits (uniformly bounded) analytic continuation to the upper
(resp., lower) half-plane.

(2) The EPV operators act in Leo(R). If supp g C (—oo, 1], then supp &g C (—oo, . If
supp g C [h, +o0), then supp &,¢ C [h, +0).

B) & = q(@@+y(D))L, & = ¢/ (D), & = ¢; (D). If there exist u— < 0 < p,
U— < p4,such that:

EQePX] < oo, B € [~ —py), (37)

then:
(a)  admits (uniformly bounded) analytic continuation to the strip S, _ | :=
{€| Im¢ € [u—, p+]} (meaning: analytic in the interior and continuous up to

the boundary);

(b)  ¢; (¢) admits analytic continuation to the half-plane {Im¢§ > u_};

(0) ¢, (¢) admits analytic continuation to the half-plane {Im¢ < 1 };

(d) the action of the EPV operators extends to L., and Sobolev spaces with expo-
nential weights.

The properties (a)-(d) are used to study the asymptotics of prices of barrier op-
tions (solutions of the boundary problems) at the boundary [21,62,63], and develop ef-
ficient numerical methods for pricing barrier options, credit default swaps (CDSs) and
lookbacks [10,61,64,65].

4.2. Wiener—Hopf Factorization
We use three equivalent versions of the Wiener-Hopf factorization

E[*]) = E[Fn]E )¢ c R; (38)
1 — + - R: 39
e = WON@.LEE; (39)

& = &&=&7¢ (40)

Equation (39) is a special case of the initial form of the Wiener-Hopf factorization used
in complex analysis since [66]; (40), with the interpretation of the EPV operators as PDO,
is used in analysis (see, e.g., [26]). In both cases, the derivation is possible under certain
regularity conditions on 1. The probabilistic versions (38) and (40), hence, (39), hold for
any Lévy process. In probability, the straightforward and short proof of (38) is based on

Lemma 1 ([67], Lemma 2.1, and [68], p. 81). Let X and Ty be as above. Then:
(a)  the random variables XTq and XT,, — XTq are independent; and
(b)  the random variables XTq and XTq — )_(Tq are identical in law.
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Equation (40) is a special case of the next lemma derived in [21,22,49] under unneces-
sary restrictions on the process, and in [46], for any Lévy process. The proof below (in a
shortened form) is borrowed from [46].

Theorem 2. Let X be a Lévy process. Then, for any § € Leo(R) and h € R,

Vo(&ah) = 47 1180 8 (41)
Vi(@gh) = €M wnés & (42)

Proof. Let X, X and X start at 0. Then: &; g(x) = E[g(x + X7,)],
£7g(x) =E[g(x+Xr,)], £ g(x) =Elg(x+Xr,)],

and, by definition:

_
Vo(gghx) = E /h e Mg (x + Xy)dt
0

= E [/Ooo Teix,ne Tg(x+ Xt)dt:|
= g 'Eg(x + X1)1ysx o)
Applying Lemma 1, we continue:
Vo(g:hix) = q 'Blg(x+ X7+ X1 — X1) 1y x,51)
= 4 ElLgx,onEy g(x + X1)]
= 77 (hre) &7 8(%):
This proves (41). Proof of (42) is by symmetry. O
Remark 2. If (37) is satisfied, one can allow for exponentially increasing measurable g(x) if:
g(x)] < Cle "X 47, (43)
where p_ <y’ <y <y, and
q+p(—ipl) > 0. (44)

For the proof of Theorem 2 in this case, it suffices to consider a non-negative measurable
function g. We approximate g with the sequence ¢, (x) = min{g(x), n}, apply Theorem 2 to g,
and justify passage to the limit using the dominated convergence theorem.

The boundary problem for V_(g; x; 1), in the PDO notation, is
(+¢(Dx))V_(gq:h;x) = g(x), x > h, (45)

subject to V_(g;4;h;x) = 0,x < h. Under certain regularity conditions on ¢ and g, the
standard analytical technique [26] can be applied, and the existence and uniqueness of
solutions in a class of bounded sufficiently regular functions proved. In [21], we derived

V(&) = q ¢y (D)1 40095 (D)8, (46)

which is identical to (41); the (ACP)-condition was used. Thus, under a weak regularity con-
dition, the expectation of the stochastic integral is the unique solution of the corresponding
boundary problem, and vice versa.
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The following theorem is a trivial corollary of Theorem 2 and (40).

Theorem 3. Let X be a Lévy process satisfying (37), and let G admit the representation
G = q1&,g, where g is a measurable function satisfying (43) and (44).
Then:

(@) (&)7'G:=E&fgand (£])71G := &, g are measurable functions satisfying (43);
(b) Foranyh e R:
Voinst(G;g;x:h) = E {e_qT{G(XT;) | Xo = x} = (& Voo (&) 71G) (%),

Viinst(Gg; 6, h) = EQ {e_thJrG(XT;) | Xo = x} = (5;_1(7@,}:] (5;)_1G)(x).

4.3. Single Barrier Options

Let X be a Lévy process on R under an EMM Q chosen for pricing, r > 0 the riskless
rate, and / the barrier. We consider the case of the down-and-out option, which expires
if X enters (—oo, h| before the maturity date T. If the barrier is not breached, the payoff
is G(Xt). Applying Fubini’s theorem and (41), we calculate the Laplace transform of the
price V,,;+.4.(G; h; T, x) with respect to T:

- 00
Vot (Gilig,x) = /O e 1TV, 10.(G; I3 T, x)dT
e T 'EQ [1§Tq>hG(XTq) | Xo = X}
= T E L e £ C) (),

Applying the inverse Laplace transform and using (41) and (46), we obtain, for any
o> 0:

e—rT 3 B
Var (G Tix) = —— /Reqzae‘?Tq NE 110005 G) (x)dg (47)
—rT ,
= € qT -1 - +
37 Jaen o &0 07 (D)1} (DY) (). (39)

The representation (47) is derived in [46] for arbitrary Lévy process. In [21,22], (48), is
derived solving the corresponding boundary problem

(0e+L—q)V(t,x) = 0, x>h t<T, (49)
V(T,x) = G(x), (50)
V(t,x) = Gu(x), x<h t<T, (51)

under certain regularity condition on V; X satisfies the (ACT)-condition—the ambiguity
of the specification of the payoff at (T, x), x < h, is irrelevant because Lévy processes are
stochastically continuous, and, therefore, Q[T,; = T|] = 0. Thus, under weak regularity
conditions (the condition on the process is stronger than in the time-independent case),
the expectation of the stochastic expression defining the price is the unique solution of the
corresponding boundary problem, and vice versa.

In [21,22,46,61,64], more general classes of single-barrier options, with payoff streams
during the lifetime of the option, and non-zero payoffs Gb(XT}:) at time 7,7 < T are

considered and pricing formulas derived. In [10], similar general formulas are derived
when the payoff G, depends on t and x.

4.4. Numerical Realizations

If G, depends on t and x, the explicit formula is a quadruple integral, the explicit
form of (48) is a triple integral, and in addition, one needs to evaluate the Wiener-Hopf
factors for all dual variables arising in the pricing formula. Thus, efficient calculations are
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difficult. When one uses the Gaver-Stehfest algorithm (see, e.g., [10,61,64]), only a positive
q appears, but the coefficients in the approximate Laplace inversion formula are very large.
In the result, in many cases of interest, high precision arithmetic is necessary to ensure
the stability of results not to mention their accuracy (see [61,64] for examples). One can
avoid large coefficients using the method of lines. In the probabilistic interpretation, time to
maturity is approximated by a sum of exponentially distributed random variables, which
results in a sequence of time-independent problems (maturity randomization or Carr’s
randomization) (see [46,69] for efficient numerical realizations of this idea in applications
to single and double barrier options, respectively). Appropriate conformal deformations
of the lines of integration lead to faster and more accurate numerical algorithms [10,61].
We illustrate the choice of deformations with the simplest example of the no-touch digital
option Vit (1; h; T; x) (the payoff at maturity is 1). Then, £ G = (pq+ (D)G =1, and (47)-(48)
simplify. Assuming that (37) holds, we take a sufficiently small wy < 0, and write (48) as

Var (L T x) = i / ellg! / ei("_h)éwdg‘ dq. (52)
AR (27T)2i Reg=c Im ¢=wy —i§
The set of admissible wy < 0 is determined by the properties of the Wiener-Hopf fac-
tors; general formulas for the latter are well known. For efficient numerical realizations, the
characteristic exponent should admit an analytic continuation to a strip {Im¢ € (A_, A1)},
A_ <0 < A4, around the real axis [21]. Then, (see [21,64]), for any g > 0:

(I) Thereexisto_(q) <0 < 04 (g) such that:

q+¥(n) € (—=0,0], Imy € (c-(q),0+(q)); (53)

(I) The Wiener-Hopf factor ¢/ (¢) admits analytic continuation to the half-plane {Im ¢ >
0-(q)}, and can be calculated as follows—for any w_ € (¢—(g), min{Im¢, o4 (q)}):

_ 1 In(g+9()) , 1.
(P;(g)_e)(p{mi/lmnw (& —n) d]’ 9

(1) The Wiener-Hopf factor ¢, (¢) admits analytic continuation to the half-plane {Im ¢ <
0+(q)}, and can be calculated as follows—for any wy € (max{Im¢,o_(q)},04(q)):

—my 1 ¢In(g +9(1))
¢ (&) = eXP[—zm- /1m;7:w+ 17@_17)51’7} (55)

Analytic continuation with respect to g, ¢ is possible, and conformal deformation of
the contours of integration are possible as well.

Assume that X is SINH-regular. Then, a numerical realization of (52) is designed choos-
ing deformations £(1), £ and £®) of the lines of integration {Im¢& = wp},
{Regq = o} in (52) and the line of integration {Im#y = w4} in (55). We use deforma-
tions of the form £ = Xy bw(R), L2 = Xl b o' (R), where the function X, b is

defined by (15), and LB = XLio by, (R), where X1, 5, o, is defined by

Xtso o (¥) = 0 + iy sinh (ico; + ). (56)
Since x — h > 0, the oscillating factor /(*~)¢ quickly decays if we choose w > 0;
hence, the wings of the contour point upward. The contour £(?) must be above £ so that
& — 1 is separated from 0 for all & € L) and 57 € £?). In particular, @’ > w. The upper
bound on «’ is implied by the requirement that £(2) be in the domain of analyticity of .
Finally, £3) must be chosen so that g + (1) & (—c0,0] forally € £? and g € £®),
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4.5. Double Barrier Options

The following procedure is borrowed from [69]. Consider knock-out double-barrier
options with barriers h— < h4; the option expires worthless if X leaves (h_, ) before
maturity date T; if X; € (h—, h ) until T, the option payoff at maturity is G(X7). Assuming
the constant riskless rate, the option value at time 0 is:

Vio(G;h_,hy;T,x) = e 'TEQ 1 ML>TG(XT) , (57)
and the corresponding boundary problem is:
(0t +9(Dy)+1r)V(t,x) = 0, >0, x€ (h_,hy), (58)
V(O0,x) = 1p_u(x)G(x), (59)
V(it,x) = 0, 7>0, x¢& (h_, hy). (60)

As in the case of single barrier options, the Laplace transform (maturity randomization)
reduces the calculation of the expectation on the RHS of (57) to the evaluation of the
perpetual stream

T AT
Wio (Gl hy;q,x) = E2 /0 TG (Xy)dt |, 61)

xf/vlﬁich is abandoned at time 7,” A T;: . In [69], Wi, (G, h_, hy;q,x) was evaluated as
ollows:

Wio (Gh—, hi;q,x) = G%(x) — G (x) — G (x) + G2 (x) + G2 (x) — G3(x) =G> (x) + - -~ (62)

where:

G (x) = G%x)| G? (x) = G%(x)|

[ +0)’
Gl (x) = & (1(_00,},7](95) : ((Eq’)’lGTl)(x)) Vn>1,

G (x) = & (L, 1o () - (EDTCT ) Wz

In the case of HE]D, the series can be explicitly calculated [70,71]. For general Lévy
processes, [69] uses a general numerical method based on the piece-wise linear interpolation
of functions G}, fast convolution and the refined version of the fast Fourier transform (FFT)
technique developed earlier in [46]. It is demonstrated that the standard version of FFT
and fractional FFT are either inaccurate or inefficient for many classes of Lévy processes.

In [64], the calculations are in the dual space and fractional-parabolic deformations of
the contours of integration are used; the more efficient sinh-acceleration technique can be
applied in the same vein.

Under additional regularity conditions on 1, it is possible to prove that the boundary
problem (58)—(60) has a unique solution in the class of bounded functions continuous on
[0, +0c0) x (h—,h). Then, if X satisfies the (ACT)-condition, the expectation given by (57)
is this unique solution.

(700,]1,]’

4.6. Regularity of Solutions of Boundary Problems

Assume that ¢V is an elliptic symbol of order v € (0,2), hence, X is a pure jump
process. Then, it is easy to prove (see [21]) that:

(@ Ifve(1,2)orve (0,1]and p = 0, then ¢ are elliptic symbols of order x* = —v/2;
(b) Ifv=1,then gbqi are elliptic symbols of order Kjlt, where k¥ € (—1,0) depend on y,
and K; +xg =1
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(0 Ifve(0,1)andp >0, then ¢y (§) = (q—ind) ' (1+a; () and ¢y (§) = 1+, (2),

where ocqi are of order —1 + v + ¢, for any € > 0. Hence, K,? := ord (])q = —1,and
Ky = ordgbq_ =0

(d) Ifve(0,1)and p <0, then ¢y (8) = (9 —iug) "' (1+ay (§)) and ¢ (§) = 1+ a5 (2),
where ucqi are of order —1 + v + ¢, for any € > 0. Hence, Kq+ := ord 4);r = 0, and
Ky :=ord¢, = -1

Straightforward calculations based on (a)-(d) show (see [21,62,63]) that the prices of
down-and-out barrier options—hence, solutions of the corresponding boundary problems—
are not smooth (and in the case of (c), discontinuous) at the barrier; the leading term of
asymptotics as x | & is calculated. In [63], the asymptotics of the derivatives of the price
V(t, x) (sensitivities) is calculated as well.

In cases (a), (b), (c), V(T,x) ~ c(t)(x — k), and V,(7,x) — +o0 as x | h. In case (d),
Vy is continuous up to the boundary but Vyy is unbounded.

The case of the BM with embedded jumps was not explicitly studied but the study
can be performed in a similar vein. If the jump component is of order v € [1,2), then the
solution is continuous up to the boundary but Vy is discontinuous; if v € (0,1), then Vy is
continuous but V., is unbounded.

The case of the double-barrier options was not studied but since the study of the
regularity at the boundary is easily localized (see [26]), one can easily prove that, for
instance, in case (c), the solution is discontinuous at /1 but smooth at i ; V; is unbounded
as x — h_, and Vi, is unbounded as x — h.

4.7. The Case of Time-Dependent Boundaries

The regularity of solutions is an open problem. In this section, we formulate several
natural hypotheses. Assuming that the boundary (or two boundaries) are piece-wise
smooth, one can try to study the regularity of solutions localizing the problem. In the
case of processes of order v € [1,2), the operator A(Dy, Dy) is quasi-elliptic (the symbol
A(y,8) = in — ing + ¢°(2) satisfies [A(y,8)| > c(|y| +¢]") = C, for (3,8) € R?), and
elliptic if v = 1; hence, localization can be performed as in the elliptic case [26]. If v € (1,2),
one expects that, if ¢ is fixed and (#,x) tends to a point (¢, xy) on a smooth part of the
boundaries, the solution behaves as c(t)|x — xp|"/2. If v = 1, then the study becomes
complicated. One expects that the asymptotics at the boundary can be naturally described
in the coordinates x = x’ + f(t), which makes the boundary locally flat: x’ = h’. For
each point ¢ in a small neighborhood of t;, the asymptotics of the price V(t,x’) in the
new coordinate system is of the form ¢(#)|x’ |Ki<t), where = (t) € (0,1) (“-” for the lower
boundary and “+” for the upper boundary) continuously depend on t and are defined by
the “drift” y'(t, ) in the new coordinate system and ¢° as in case (b) above.

If v € (0,1), then the localization itself becomes more difficult because the principal
symbol —in — iug is hyperbolic. Assuming that the localization is possible, one expects that
the solution is smooth up to the boundary (or discontinuous at the boundary) when the
vector field —d; + udy is transversal to the boundary and points to (or from, respectively)
the boundary.

4.8. Multi-Factor Case

Consider first a boundary problem in (0, +00) x R”;"! x (0, +c0). In the analytical
setting, one makes the Fourier transform with respect to x’ and solves the family of problems
on {7t > 0,x, > 0} using the results above. However, then the dependence of the Wiener-
Hopf factors on ¢’ does not allow for the interpretation of the Wiener-Hopf factors as
the symbols of the EPV operators, and one is forced to impose additional potentially
unnecessary conditions in order to justify the results.

A natural alternative is to represent the payoff functions as sums of functions sup-
ported on direct products of the half-axis. Then, after an appropriate change of variables,
each new problem is a problem on (0, +c0)"*!. Then, we make the Laplace transform
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with respect to T and Xj, j=1,2,...,n—1, and solve the resulting family of problem on
(0,4+0) depending on g € (0, 4+0)" exactly as in the case of Lévy processes on R. The
characteristic exponent of the one-dimensional process is (—ig, ), and the resulting
analytical expression admits analytic continuation to {g € C" | Req; > 0} (and wider
regions, if the process is sufficiently regular).

In this way, one can derive explicit formulas for single barrier options, and the repre-
sentation of the price of double-barrier options with flat parallel barriers. In the application
to credit risk models (counterparty risk), important variations are problems with bound-
aries x; = h]-,j =n,n—1,whenn =2,andevenj=mn,n—1,n—2, whenn = 3. The case
n = 2 can be solved modifying in the straightforward fashion the iterative procedure used
in the case of two parallel flat boundaries. The proof and design of efficient numerical
procedures become more involved but, at the theoretical level, the tools remain essentially
the same. The case n = 3 becomes messier still but an iteration procedure can be designed,
and convergence to the price proved as in the case of two boundaries.

The case of curved boundaries is similar to the case n = 1, and naturally, the results
are at the level of hypotheses so far.

5. American Options and Free Boundary Problems
5.1. Basic Example

The European options can be exercised only at expiry: if St = eXT > K, then it is
optimal to exercise the European call option and receive eXT — K; otherwise the option
expires and is worthless, and the payoff is 0. An American option can be exercised at any
moment until the expiry date, T. If the process X is Markovian, it is natural to expect that
there is a subset B of the half-space {(t,x) | t < T} such that the option is exercised the first
time (t, X;) € B. B is called the exercise region and the part of the boundary 9B that is in
the open half-plane {(t,x) | t < T} is called the early exercise boundary. In the simplest
cases of the American option put and call options, the early exercise regions are connected,
and of the form {(t,x) | x < hy(t), t < T} and {(t,x) | x > h*(t), t < T}, respectively.

In the Brownian motion case, the early exercise boundary and option value can be
found by solving the corresponding free boundary problem. In addition to the terminal
condition at t = T, one adds the value matching and smooth pasting condition at the early
exercise boundary. Let r > 0 be the riskless rate, § > 0 the dividend rate, and X; be a Lévy
process under the risk-neutral measure chosen for pricing, with the infinitesimal generator
L. For the American put option in the one-factor model, the free boundary problem is of
the form

@ +L—r+)V(Lx) = 0, x>h(t), t<T, (63)
V(T,x) = (K=¢'), (64)
V(t,x) = K—¢*, x=ht), t<T, (65)
Ve(t,x) = —e¥, x=ht), t<T, (66)

and V is sought in the class of continuous bounded functions, which are of the class
C!? above the early exercise boundary, with the first derivative V; continuous up to the
boundary (these regularity conditions for the American option price are well known and
proven). On the RHS of (65), we write K — ¢* instead of (K — ¢*) . because it is non-optimal
to exercise the option unless the payoff is non-negative. The free boundary problem
for the American call option is similar. The equivalence of the pricing problems for the
American put and call options and the corresponding free boundary problems is proven in
the Brownian motion case and for Brownian motion with embedded compound Poisson
process. For general Lévy processes, the equivalence is an open problem. Note that for
processes with jumps, the value matching condition (65) becomes non-local:

V(t,x) =K—e*, x<h(t), t<T, (67)
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and the smooth pasting condition may fail. We will not use the smooth pasting condition.
Instead, we look for the boundary which maximizes the solution of the problem (63),
(64), (67).

5.2. Behavior of the Early Exercise Boundary near Maturity

The next subtle point is the limit #*(T—) := lim;_,1 h«(t). Designing numerical
methods, one is tempted to assume that, as t — T, the region in the state space U; where the
American option with the payoff g(X;) remains alive, tends to {x | g(x) > 0}. In the case
of the put option above, this assumption translates into the condition #*(T — 0) = InK: the
limit of the early exercise boundary at maturity (in the S-coordinate) is equal to the strike.
This statement is correct if > 0 and § = 0. If the stock pays dividends, then it is possible
that 11,(T—) < InK; in the case r = 0, simple general no-arbitrage considerations spelled
out by Merton prove that it is non-optimal to exercise the American put before maturity.
Essentially the same no-arbitrage argument proves that it is non-optimal to exercise the
American call on non-dividend paying stock before maturity. Starting with [72,73], the
behavior of the critical stock price near maturity for American options in diffusion models
has been studied in a number of publications (see the bibliography in [74]). It is proved, in
particular, that if the stock pays dividends, then, depending on the parameters o2, 7, §, the
limit of the early exercise boundary for the American call in the Black-Scholes model is
above the strike.

In [21,40], it is proven that in the presence of positive jumps, the early exercise boundary
for the American put without dividends is separated from the strike by a margin. In [21],
the result is obtained for KoBoL, NTS and NIG models using the Wiener-Hopf factorization
technique. In [40], the proof is based on the calculation of 6(t, x) := V;(t, x) of out-of-the-
money options, at expiry (in the case of the put, in the region x > In K, in the case of the
call, in the region x < InK). It was proved that, in the presence of jumps, 6., (T—, x) < 0
for x < InK (in the diffusion case, 0., (T—, x) = 0 for x < InK). Using this result and
the put-call parity, it is proven that it is not optimal to exercise the American put without
dividends up to expiry in the region where rK < —6.,;1(T—, x). It is demonstrated that
for parameters’ values documented in empirical studies of financial markets, the margin
is several percent of the strike or even more than a dozen percent. Hence, a numerical
method is based on the condition /. (T—) = In K is expected to produce rather inaccurate
results. In [24], a similar formula for 0 of out-of-the-money options in one-factor Lévy
driven quadratic term structure models (QTSMs) is presented but without the proof.

In [74], the results in [24,40] are generalized for wide classes of multi-factor Markov
models with jumps, and the proofs are simplified. First, consider a European option with
the (effective) payoff g4 (X7) = max{0,¢(Xr)}; for a European call on a stock with the
price process e*t, and strike K, g(x) = e¥ — K. Let F(x,dy) be the density of jumps of the
underlying Markov process X; and denote by U_(g) := {x | g(x) < 0} the out-of-the-
money region. Denote by V(g ; x, T) the option price at time T > 0 to expiry and X7_; = x,
and by C(g+; x) the limit of the —6 of the option, at expiry:

- V(gix,T)
;x) = lim —=—7"=.
Clvin) = Jim, =5 <68>
For wide classes of payoffs and jump-diffusion models, the limit exists for x € U_(g),

and it is given by
C(g+;x) = /8+(x +y)F(x,dy), (69)

for almost all x € U_(g) (see [74]). If (69) is applied to digital options, one modifies
the definition of the payoff: g(x) = 1 in the in-the-money region, and g(x) < 0 in the
out-of-the-money region.

Let U, (g) = U_(—g) be the in-the-money region of the option, and Q); be the optimal
non-exercise region for the American option, in the x—space, at time 7 to expiry. Clearly,
QO D U_(g), hence, Ur~oQr D U_(g). However, it may be the case that it is non-optimal
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to exercise the option up to expiry even if x is in the in-the-money region U, (g). Let L be
the infinitesimal generator of X. Define: QO = {x € U(g) | Lg(x) +C((—g)+,x) > 0}.
The following two theorems from [74] give the “lower bound” for the limit of the no-
exercise region at maturity and approximate formulas for the option price close to maturity,
which can be used at the first step of backward induction procedures for pricing American
options, in wide classes of Markov models.

Theorem 4 ([74], Thm. 2.2). Q. > Q/ UU_(g).

Theorem 5 ([74], Thm. 2.3). Let Lg(x) + C((—¢)+,x) # 0. Then, as T — 0:
1. For x in the out-of-the-money region, U_(g):

Vam(8+; %, T) ~ 1C(8+;x); (70)

2. For x in the in-the-money region U (g):

Vam(g4:%,7) ~ g(x) + T(Lg(x) + C((~g)4 %))+ 71

5.3RPerpetual American Options in One-Factor Models or Stationary Free Boundary Problems
on

The solution of the optimal stopping problem in Lévy models with infinite time
horizon (equivalently, stationary free boundary problems) is the main block for the solution
of the problems with finite time horizon using maturity randomization (equivalently,
method of lines), in regime-switching models, and the approximation of more general
Markov models with regime-switching Lévy models.

The first simple but crucial trick which makes it possible to give simple proofs and
design efficient procedures is the reduction in the option to acquire an instantaneous payoff
G(X}) to the option to abandon the stream —g(Xy). If g is the discount rate, then we assume
that G = ¢q~1€,g, where g satisfies (43) and (44). This implies that G is sufficiently regular,
does not increase too quickly at infinity, and the discount rate is not too small. In the case
of options with finite time horizon, using sufficiently small time intervals in the method of
lines, the latter condition can be satisfied in all cases. In the case of the American put with
the infinite time horizon, on the non-dividend paying stock, the representation G = q~1&,g
is impossible but a representation G = g~} (& )~ lg is possible and suffices for the proof.

Assuming that G = g1&,g, for any stopping time T
E*[e T"G(Xr)] = q '&g(x) + Vex(—g T; %),

where: Voulfi ) = EX [/:“’ eqtf(xt)dt].

Hence, an optimal time to exercise the American option with the payoff function G is
an optimal time to abandon the stream {—g(X;) }+>0, and vice versa.

Theorem 6. Let the following conditions hold:

(i) X s a Lévy process with the non-trivial infimum process;
(ii) g is a non-decreasing stream that changes sign;
(iiii) Bounds (37), (43) and (44) hold.

Then:
(a)  There exists h such that:

Equg(x) <0, x<h, and éjg(x) >0, x>h (72)

(b) T, the entry time into (—oo, h|, is an optimal exit time in class M.
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(c)  The option value can be represented as the EPV of the stream g(X;) — U(X;), where U is a
non-decreasing function vanishing above h.

(d) If g is not monotone but (i) holds, then 7, is an optimal exit time in the class of stopping
times of the threshold type.

Proof. (a,d) are immediate from the representation
Vex(8: 1, 5 %) = qilgrfl(hﬁoo)g{;g(x)'

The expectation operator £, being positive, Vex(g; 7, ; x) is maximized when the
function 1, ) E;r g is maximized. Hence, all negative values of 6’; g must be set to 0.

(b,c) are directly derived (see [21,49,75]) verifying the conditions of the following
general lemma; the proof is much shorter and simpler than purely probabilistic proofs.
However, we need to assume that X satisfies the (ACP)-property. [

Lemma 2 ([21,49,75]). Let tp be the first entrance time into a Borel set B. Let B be a Borel set
such that:

Wex($;T8;°) = (9 — L)Vex(g; Tp; -) is universally measurable (73)
Wex(g 185 f;x) = g(x), xeR\B, ae. (74)
Wex(g;18;x) > g(x), x€B, ae. (75)
Wex(g;t85%) > 0, V. (76)

Then, T maximizes Vex(g; Tp; -) in the class M.

Proof. Let T be a stopping time. Then, using Dynkin’s formula and (74)—(76), we obtain:

T
Vex(gm8;x) = EF {/0 e*qt(q — L)Vex (g TB;Xt)di}

+E* [e” T Vex (8; T8; X1 )]

T
> EF {/ eqtg(Xt)dt} .
0
With T = 1, we obtain the equality, which means that 7p is optimal. [J

Remark 3. In [51], we proved optimality in the class of all stopping times for a wide class of
non-monotone payoffs, under the assumption that the jump density is completely monotone. In [52],
the results are applied to solve a game-theoretical problem. In [76], the American options with
lookback features are studied in cases when the exercise region is discontinuous.

5.4. Good and Bad News Principles and the Failure of the Smooth Pasting Condition
In [77], for special cases, and in [47,49,78] in the general case, the following inter-
pretation of the stopping rule (b) and its mirror reflection for the option to abandon a

non-increasing stream were given:

GOOD NEWS PRINCIPLE. Abandon an increasing stream (exit) when the EPV of the
stream under the supremum process becomes negative.

BAD NEWS PRINCIPLE. Acquire an increasing stream (entry) when the EPV of the
stream under the infimum process becomes positive.

FAILURE OF THE SMOOTH PASTING CONDITION [21,75]. If ¢, (§) ~ ¢ > 0 as § — =oo,
&g issmooth at b, £ g(h) = 0, and (£;¢)'(h) > 0, then h is the optimal exit boundary
but the value function has a kink at h. For the option to abandon a non-increasing stream,
replace ¢, & with ¢, £

In terms of atoms of the pdf of )_(Tq and X, , the failure of the smooth pasting condition
was reformulated and proven in [79].
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5.5. American Options with Finite Time Horizon or Non-Stationary Boundary Problems on R

We have an optimal stopping problem: for ¢ < T, find:

V(t,x) = sup E(t@ [e*r(T*t)G(XT) | X; = x}. (77)
TEM,TT

Carr’s randomization [80] or method of lines approximates V(f, x) with a sequence
of perpetual American options. The maturity period is divided into N subintervals,
using points 0 = tp < t; < --- < ty = T. Each sub-period [t;,ts11] is replaced
with an exponentially distributed random maturity period Ts; with mean As = t5.1 — ¢,
s =0,1,...,N — 1. The random variables Ts,s = 0,..., N — 1 and the process X are as-
sumed to be independent. Typically, one takes A; = T/N for all s. If no optimization
decision is involved, then we can say that the deterministic maturity date T is replaced
with T/ = To+ Ty + - - - + Ty—1. If all Ty ~ Exp N/T, then T’ is Erlang-distributed. The
same idea can be applied to price barrier and lookback options, with flat boundaries. When
optimizing decisions are involved, an accurate formulation of the approximate optimal
stopping problem becomes more involved: a time-consistent exercise rule must take into
account realizations of T° := Ty + Ty + - - - + Ts, s = 0,1, ..., hence, the rule must be up-
dated after the arrival of each T*°. The convergence of Carr’s randomization procedure
for American options in wide classes of Lévy models is proven in [81]. The paper [80]
solves the sequence in the BM model using explicit formulas for the boundary problem for
second-order differential operators; this technique cannot be applied to other Lévy models.
Furthermore, ref. [80] formulates an equivalent form of maturity randomization as the
approximation of the American option with a finite-time horizon by the American option
with the Erlang-distributed maturity date, and stated that Richardson’s extrapolation can
be applied. Both statements are false for American options but hold for barrier options.
The convergence of Carr’s randomization approximation is proven in [71] for wide classes
of Markov processes (additional conditions on the process are necessary), and Richardson’s
extrapolation of arbitrary order is justified in [63] for the value function and its derivatives.

The proof of optimality of the solution of the sequence and pricing procedure simplify
if, at each step, the option is reduced to the option to abandon a stream. Then, the conditions
of the basic theorems for perpetual options can be easily verified for each option in the
sequence. This is the idea of the solution in [21,38,40,49]. For simplicity, consider equidistant
dates,and set A =T/N,q=1/A+r.

The backward induction procedure is as follows.

1.  Set Vo = G4 (the payoff at maturity).
2. Inthecycles =1,2,...,N, find V; as the solution to the optimal stopping problem:

1 T

Vi(x) = sup EQ {eqTG(XT) + —/ dte "V, _1(X¢) | Xo = x|. (78)
TeM A Jo

3.  Vyis Carr’s randomization approximation to time-0 option price.

The reduction to the sequence of exit problems is as follows.

Set W = Vs — G, and notice that the maximization of V; is equivalent to the maximiza-
tion of W;. To reformulate the optimal stopping problem in terms of W;, we find function
&g such that:

-1gQ e —qt
G(x)=q 'E /0 e”Tga(Xp)dt | Xo = x|.

For the put, g;(x) = gK — (g + 1 (—i))e*, where ¢ is the characteristic exponent of the
Lévy process X. We have:

~G(x) + B[ G(Xe)] = ~E% | [ergy (Xt | 30 =],
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therefore, the optimal stopping problem in terms of W is:

W (x) = sup EC [/T e M (f(Xe) + lws_l(xt))alt | Xo = x|, (79)
TEM J0 A

where f(x) = —g4(x) + (1/A)G(x). Assuming that r + ¢(—i) > 0, the function:

) = (K= @+ p(=i)e) + 5 (K =€) = K+ (r+ p(=i))e"

is non-decreasing (the case of the put option). The function Wy = (—G) is also non-
decreasing. Using Theorem 6, we find Carr’s randomization approximation /; to the early
exercise boundary, and prove that Wj is non-decreasing and vanishes below h;.

In the cycles =1,2,...,N — 1, using Theorem 6 and the induction assumptions: W;
is non-decreasing and vanishes below /5, we find the approximation to the early exercise
boundary kg1 and Ws;1 and prove that W1 is non-decreasing and vanishes below /.
Finally, Vs = Ws + G,s =1,2,..., N. See ([49], Chapt. 13) for details.

5.6. Shape of the Early Exercise Boundary and Smooth Pasting Condition

Assume that X is the process of finite variation, with non-zero drift ;1. Then, one can
conjecture that far from maturity, the early exercise boundary is almost flat; hence, the
smooth pasting condition fails if the vector field d; + (p, dy) is transversal to the boundary
and points from the boundary. One can also conjecture that the smooth pasting condition
fails everywhere but this is far from evident in view of the fact that the behavior of the early
exercise boundary at maturity can be very irregular, especially in the multi-factor case. One
cannot exclude cases when, at some parts of the free boundary, the vector field d; + (, 0x)
is transversal to the boundary and points toward the boundary. At these parts, the smooth
pasting condition would hold.

6. Barrier Options and American Options in Regime-Switching Lévy Models and
Systems of Pseudo-Differential Equations, Approximation of Stochastic Volatility
Models and Models with Stochastic Interest Rate

Let M be a finite state Markov chain with transition rates )L]-k, jk=1,2,...,M. Set

Aj = Yk#jAjk- Foreachj, let X () be a Lévy process on R with the characteristic exponent
p; and infinitesimal generator L; under a measure Q;. The riskless rate g;, instantaneous
payoffs G;, streams of payoffs g; and early exercise boundary h; depend on the state. In
the case of barrier options, hj are given, and in the case of American options, hj are chosen,
solving the optimal stopping problem. The infinitesimal generator of the model is a matrix
PDO L = —y(D), where:

$(§) = diag (¥;(&) + APM; — Ajeljz)-

If there are no barriers, then, evidently, one can solve the Cauchy problem as in
the scalar case; the only difference is that the matrix exponential exp[—(T — t)(¢(&) +
diag [q;] ]Ai 1}) appears, and the choice of appropriate contour deformations is more involved.
Similarly, in the case of h; = - - - = ks, one can use the matrix form of the Wiener-Hopf
factorization, and repeat the calculations (in the PDO form) which we used in the no-regime
switching case. However, if M is large, then even these theoretically straightforward and
simple methods are very difficult for efficient numerical realization. Furthermore, the
straightforward methods outlined above are not applicable if the boundaries are different
in different states. This is the case when stochastic volatility models and models with
stochastic interest rates are approximated by Markov modulated Lévy models and/or
American options are priced.

The idea of the approximation is as follows [82-86]. The action of the infinitesimal
generator of the Markov process is discretized—replaced by the infinitesimal generator
Ljisc of the Markov chain with an infinite number of states, and then truncated. At the
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boundary of the truncated discretized state space, it is necessary to impose appropriate
conditions so that the truncated operator is the infinitesimal generator of a Markov chain,
without killing. Hence, Dirichlet boundary conditions may not be used. Instead, in order
to avoid killing, a kind of reflection condition must be imposed: transition rates from each
point at the boundary to points in the truncated discretized state space must change. If £
is a diffusion, the discretization and boundary conditions are straightforward; in the case
of processes with jumps, constructions are more involved.

In a number of publications [50,82-87], we used the following simple iteration proce-
dure, which we outline below in the case of down-and-out options: the option is exercised
in state j when X (/) breaches the barrier h; from above. Numerical examples demonstrated
the stability of the procedure even for M > 2000 [86].

A problem with finite time horizon is reduced to a sequence of boundary problems
with infinite time horizon using the method of lines (Carr’s randomization). The regularity
conditions are as follows. For each j:

(1) Xt(j ) satisfies the (ACP)-property (needed in the case of American options only);

(ii) gj is measurable, non-negative, and does not grow too fast at infinity;

(iiii) (g; + Aj — L;j)G; is continuous, monotone, and does not grow too fast at infinity.

(iv) In each state, the rate of growth is controlled by conditions (37), (43), with g; + A; in
place of g;.

Note that the general results for American options are obtained for non-negative g;.
However, we have optimal stopping results in the non-regime switching case when the
payoff function g may assume negative values. The same technique can be used in regime-
switching models, hence, the procedure can be generalized to the case of non-monotone
payoff functions, under certain conditions on the payoffs and processes. The case of barrier
options with payoff functions that change sign can be reduced to the case of non-negative
payoff functions using the linearity of the expectation operator.

At each step of the backward induction, we use the following block:

I.  Reduce the pricing problem to the problem of evaluation of a perpetual stream (in
different states, the payoff streams are different).

II.  Assuming that the value functions in each state but state j are known, calculate the
state-j option value.

II.  In the case of American options, calculate the approximation to the early exercise
boundary in state j.

IV.  Using this conditional result as a guide, construct an iteration scheme for all states,
and prove that the value functions converge to some limits.

The algorithm for perpetual American options (used as a block at each time step in
the backward induction procedure) is as follows.

I.  Choose the grid ¥ (it might be necessary to use different grids in different states).
II. Inthecyclej=1,..., M, calculate the initial approximation V; ¢ to the option value:

T
Vio(¥) = EY [ /O e A g (Xt | Xo = f]
II. Inthecyclef{=0,1,...,foreachj=1,2..., M, calculate:

T
Vi1 (%) = EY [/0 P et <8j(Xt) + ZAjka,é(Xt)>dt | Xo = f]
=

Stop when ||V ;41 — V.|| < €, where € is the error tolerance.

The limit as £ — oo exists because the sequence of option values in each state is increasing
(the non-negativity of g; is needed for the proof).
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7. Affine and Quadratic Term Structure Models
7.1. Affine Processes

Affine processes are used in models with stochastic volatility and stochastic interest
rates. The adjective affine is explained by two almost equivalent properties:

(1) The characteristic function of the transition density is of the form of an exponential
function of an affine function of factors of the models with the coefficients depending
on time to maturity T = T — t and spectral parameter ¢:

E[e/&XT) | X; = x] = exp[(A(7,8), x) + B(7, )], (80)

where (a,b) = };a;b; [88]. If the stochastic interest rate r; is modeled as an affine
function of the factors of the model, the state space must be enlarged as in the
probabilistic version of the Feynman-Kac formula, and an additional factor
Y; = fot rsds IS added. The extended model remains affine, and the representation (80)
becomes possible.

(2) The coefficients of the stochastic differential equation (SDE) defining the process are
affine functions of the state variable.

Property (1) allows one to calculate expectations V(t,x) = E[G(XT) | X; = x| as
in the case of Lévy models. However, given SDE, it is necessary to (1) prove that the
representation of the form (80) exists; and (2) calculate the matrix function A(7,x) and
vector-function B(T, x).

The formal proof is straightforward [89]. Assuming that the Feynman—Kac theorem holds,
write down the Cauchy problem

(e + L)V (t,x) = 0,t<T,x€ Dy, (81)
V(T,x) = €&, (82)

and where Dy and L are the interior of the state space D of the process and infinitesimal
generator, respectively, substitute anzatz (80) into (81)—(82) and reduce the calculation
of (A, B) to the solution of the generalized system of Riccati equations associated with
the model. The proof in the general case is unknown (see [2] for the discussion and
bibliography).

An incomplete list of outstanding problems for affine models, which can be regarded
as mathematical problems for a general well-defined class of PDO, is as follows (each of
the problems is solved for particular models or certain subclasses of affine models but
the complete answers, in full generality, are unknown—for a short overview of the extant
results, see [2]):

I.  Prove the equivalence of (1) and (2) in the general case or for as wide a class of SDE
with affine coefficients as possible. The difficulty stems, in particular, from the fact that
the state space is of the form (R, )™ x R"~™, the infinitesimal generator degenerates
at the boundary and the term of order 0 (“electric potential”) is an bounded affine
function;

II. Prove the Feynman-Kac theorem for the (backward) Cauchy problem and more
general boundary problems.

III. Derive general conditions for the explosion of the solution of the boundary problem
(81) and (82)ast — T.

IV.  Study the domain of analyticity of the characteristic function (80) and its behavior at
infinity, hence, the applicability of the conformal deformation technique. For partial
results, see [2,15].

V. Derive conditions on the parameters of affine interest rate models which ensure that
the solution of (81) and (82) with ¢ = 0 (price of the discount bond) is bounded by 1.
For partial results, see [23,25].
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VL. Study the asymptotics of the solution of the (backward) Cauchy problem with the
terminal condition V(T,x) = G(x), as T — +o0. For partial results based on the
eigenfunction expansion technique, see [90-93]. The main block is the generalized
eigenfunction expansion of the essentially non-self-adjoint quadratic Hamiltonian.
This is a special case of the same procedure in quadratic term structure models [91].

7.2. Wishart Models

Factors are naturally organized as a matrix rather than vector. One may regard Wishart
models as square root models where the positive scalar stochastic factor is replaced by a
positive-definite matrix. See [94,95] for a list of references. The outstanding problems are
the same as for affine models.

7.3. Quadratic Term Structure Models (QTSM)

In the pure diffusion case, the infinitesimal generator of QTSM is of the form:

L= (k(6 —x),0x) + %(Aax,8x> + (Bx,x) + {d, x) + dy, (83)

where « is an anti-stable matrix with real entries, matrix A is positive definite, B is semi-
definite (both with real entries), 6,d € R", dy € R. The characteristic function is an
exponential of a quadratic function of x, with the coefficients depending on time to maturity
T and the spectral parameter ¢ and can be calculated solving the associated system of
generalized Riccati equations. The generalized eigenfunction expansion can be calculated
as well [90,91]. It is interesting that, for the parameters of QTSM documented in real
financial markets, L is essentially non-self-adjoint, hence, not diagonalizable.

If the diffusion part of the infinitesimal generator is replaced with a PDO, then the
exact calculation of the characteristic function and generalized eigenfunction expansion is
not known. For asymptotic approximations, see [24,92].

7.4. Systems of Affine and Quadratic Term Structure Models

To the best of my knowledge, there are no general results in this direction, although in
view of a huge body of publications in quantitative finance, one expects that some special
cases have been considered.

8. Conclusions

In this paper, non-standard features of several basic problems arising in finance,
insurance and economics are explained, and a group of related efficient methods (analytical
and numerical) are outlined. The objective is to calculate the prices of contingent claims.
In the general economic framework, the price V of a contingent claim is the expectation
of a certain stochastic expression. In the case of Markov models, V is a function of time
and the spot value x = X; of the underlying source of uncertainty. The formal application
of Dynkin’s formula leads to a boundary problem for an integro-differential (pseudo-
differential) equation of the form o; + Lx, where Ly is the infinitesimal generator of X (we
allow for processes with killing /birth, hence, in the case of the Lévy model and the constant
interestrate r, Ly = —(Dy) — r, where 1(&) is the characteristic exponent of X). However,
in the majority of cases of interest, the rigorous proof of the theorem of Feynman-Kac type
is lacking. In the paper, several basic situations where proofs are available are considered
in more detail; more general results are only outlined.

The following general features of the boundary problems discussed in this paper may
be of general interest to specialists in PDE and PDO.

1.  In models with jumps, boundary conditions are non-local, whereas the standard
boundary and co-boundary problems for PDE, PDO and fractional differential equa-
tions are local. See, e.g., [3,4,96,97]. Therefore, (1) one of the standard approaches to
boundary problems, namely reduction to the boundary, cannot be used to reduce the
dimension of the problem; (2) numerical methods which do not take the non-locality
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of the boundary conditions into account properly produce sizable errors; if the time
horizon is large, the relative errors are, typically, very large.

In popular pure diffusion models such as the Heston model, the operator degenerates
at the boundary. The degeneration is sufficiently regular so that the generalization
of the Boutet de Monvel calculus for degenerate elliptic operators [3] is applicable
in a number of situations (interestingly, the infinitesimal generator in the Heston
model is one of the basic examples in [3]). Formally, one can apply this calculus to
boundary problems in models with jumps provided that the characteristic exponent
of the jump part is a rational function. However, such an application would require
the approximation of non-local boundary conditions by local ones. For a reduction to
the boundary in applications to the Heston model and other basic diffusion models,
see [98] and the bibliography therein.

The degeneration and non-locality of the infinitesimal generators are the sources of
fundamental difficulties for a rigorous proof of the Feynman-Kac theorem. One must
establish certain regularity conditions of the solution for the proof. For applications of
Dynkin’s formula, conditions are weaker than for applications of Ito’s formula, and,
in some cases, general regularity results [3,5] can be used. However, the author is
unaware of any general proof.

In the case of Lévy models (PDO with constant symbols) and problems with flat
boundaries, the probabilistic version of the Wiener-Hopf factorization technique can
be used to derive an explicit formula for the price in the form of oscillatory integrals,
and the analytic form of the same technique used to derive the same formula for
the unique solution of the corresponding boundary problem thereby proving the
Feynman-Kac theorem. In the case of problems with a curved boundary, the general
regularity results and the proof of the Feynman—Kac theorem are unknown.

The proof and study of regularity are especially non-trivial if the infinitesimal operator
L = —y(Dy) of a Lévy model is an elliptic PDO of order v € (0,1). Models of this kind
are documented in the majority of empirical studies (if Lévy models are calibrated
to the real data). We outlined approaches to study general boundary problems with
operators of the form oy — ¢(Dy) — 7.

In popular Lévy models, the solutions of the boundary problems are irregular at the
boundary, hence numerical methods that (implicitly or explicitly) assume that the
solution is more smooth than it is inevitably produce large errors.

If the infinitesimal operator of a Lévy model is an elliptic PDO of order v € (0,1),
then the smooth pasting principle for free boundary may fail.

In many cases, the free boundary is discontinuous at the terminal date, which implies
that a numerical method that assumes the continuity is bound to be inaccurate.

In the paper, proofs of facts 4-8 and several related efficient numerical methods for

the solution are outlined. The main blocks are as follows.

1.

The interpretation of operators in the operator form from the Wiener-Hopf factoriza-

tion as expectation operators under supremum and infimum processes, and explicit

formulas for solutions of basic boundary problems under very mild restrictions on

operators and boundary conditions, in the case of flat boundaries.

The interpretation allows one to prove the convergence of general algorithms for

pricing options:

(@) With finite time horizon (stationary boundary problems) using maturity ran-
domization (method of lines);

(b)  Inregime-switching models;

(o) Approximations of models with a stochastic interest rate and stochastic volatil-
ity by regime-switching models (systems of boundary problems);

(d)  Options with non-monotone and discontinuous payoffs, with applications to
game-theoretical problems.
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In the interest of brevity, the refined version of the fast Fourier transform (FFT) and
inverse Fourier transform (iFFT) introduced in [46,69] to price single and barrier
options in Lévy models is not described in the paper. The refined version can be
used to accurately evaluate options of various kinds. The advantage of refined FFT
and iFFT as compared to existing versions, including the fractional FFT, stems from
the flexibility of choices of grids of different length in the dual and state spaces, in
each block of the numerical procedure. The final result is calculated using an almost
optimal number of the standard FFT and iFFT blocks of the same (smaller) size.
Instead, in the paper, we describe very fast and accurate methods for the numerical
evaluation of integrals, in dimensions 14, based on the conformal deformation tech-
nique. The main idea is close to the idea of the saddle point method but the families of
the contour deformations that we use allow one to relatively easily construct deforma-
tions with respect to several variables. The joint deformation of several contours above
can be regarded as a further step in the realization of a general program of study
of the efficiency of combinations of one-dimensional inverse transforms for high-
dimensional inversions outlined in [99,100] with additional twists: the calculation of
the Wiener-Hopf factors, which is necessary to price lookback and barrier options. The
authors of [99,100] consider three main different one-dimensional algorithms for the
numerical realization of the Bromwich integral (i) Fourier series expansions with the
Euler summation; (ii) combinations of Gaver functionals; and (iii) deformation of the
contour in the Bromwich integral, and discuss various methods of multi-dimensional
inversion based on combinations of these three basic blocks. Our results imply that,
for the purposes of multi-dimensional inversion, the class of deformations must be
enlarged. In particular, in some practically important situations, deformations close to
the steepest descent such as Talbot’s deformation g = rf(cot6 + 1), —m < 6 < 7t [101]
are not applicable, and one must resort to seemingly less efficient deformations.
Note that the general conformal deformation technique that we develop is especially
efficient in the case of highly oscillatory integrals.

We are grateful to the anonymous referee for the suggestion to include a short review

of other methods. Naturally, essentially all methods developed to solve boundary problems
for PDE and PDO can be used to price contingent claims, and many of these methods (if
not all—the literature is huge) are used. We list and explain sources and types of errors of
several groups of methods.

1.

“THE HILBERT TRANSFORM METHOD” is used in backward induction procedures
to price options of several types. Calculations are in the dual space. At each time
step, operators of the form F1_, ;) F ~land F 1, 400)F ~1 are expressed in terms
of the Hilbert transform, and the latter is realized using the fast Hilbert transform.
See [102-104] and the bibliographies therein. In these papers and other papers where
the fast Hilbert transform is used, the grids of the same length in the state and dual
spaces are used, which is presented as an advantage of the fast Hilbert transform
approach. However, in many cases, the choice of grids of equal size leads to either
very large errors or unnecessarily long grids and a large CPU time. See [46] for
details and the explanation on how to use grids of various length in order to efficiently
control discretization and truncation errors. Efficient methods of the numerical Fourier
inversion described in the paper can be adjusted to the Hilbert transform. See [10]
for an efficient numerical realization of operators F1(_, ) F ~land F 1, 400)F -1,
applicable when these operators are applied only once. For an efficient numerical
realization of operators generalizing the Hilbert transform, which is applicable in
backward induction procedures (double spiral method), see [105].

VARIATIONS OF THE STRAIGHTFORWARD APPLICATION OF THE FOURIER AND IN-
VERSE FOURIER TRANSFORM to European options, equivalently, the solution of Cauchy
problems for parabolic PDO on the real line, namely, COS method and Carr—-Madan
method mentioned in Section 3.2, introduce additional unnecessary errors. The so-
called Lewis-Lipton formula is the standard Fourier inversion formula with the
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prefixed line of integration. The choice of the line is non-optimal in the majority of
cases; the conformal deformation method is much faster and more accurate. See [2]
for numerical examples.

IN THE CONV METHOD [106,107], at each step of backward induction, an extremely
inefficient interpolation procedure for the approximation of the value function at each
time step is applied. In probabilistic terms, continuous distributions are approximated
by discrete distributions supported on a uniform grid, a dual grid is chosen, and the
calculations at each time step are reduced to the composition of FFT, multiplication by
the array of values of the characteristic function, and iFFT. The procedure is simple
but the errors are large. See [46] for the detailed analysis.

THE COS METHOD is applicable (and has been applied) to price options of various
kind. The essence of the method is an approximation of the kernel of the transition
operator by a linear combination of cosines (hence the name). I find it difficult to
find a sound mathematical argument in favor of this approximation. On the contrary,
it is possible to indicate additional sources of errors and produce examples which
demonstrate the inefficiency of COS. In backward induction procedures, the errors of
COS accumulate very quickly, and pricing barrier options with even a moderate time
horizon (0.5Y) is, essentially, impossible. See numerical examples in [2,13,14,16-20,31].
IN THE PROJ METHOD, the transition density of a random variable (equivalently,
the kernel of the transition operator) is projected on a B-spline basis. See [20] for the
bibliography, the discussion about the relative efficiency of COS, PROJ, the method
in [46] which does not use an approximation of the transition kernel, and for an
efficient procedure for the calculation of the projection coefficients using the sinh-
acceleration. Note that the error of the approximation of the transition kernel is in the
H?-norm; hence, if the transition density has large derivatives or is non-smooth at the
origin, which is the case of the VG model and Lévy models of order v close to 0, then
the errors of PRPJ can be very large.

APPROXIMATIONS OF VALUE FUNCTIONS AT EACH TIME STEP AND FILTERING.
In [16,20,46,69] (see also the bibliographies therein), the value function at each time
step is approximated by piece-wise polynomials. In view of the irregularity of value
functions near the boundary discussed in the paper, such an approximation introduces
an error which can be controlled. See [16,60]. The approximation can be interpreted
as a spectral filter, which is used in a number of publications to increase the speed
of convergence. In [108], ad hoc spectral filters are used to increase the convergence
of the integrals: “When Fourier techniques are employed to specific option pricing
cases from computational finance with non-smooth functions, the so-called Gibbs
phenomenon may become apparent. This seriously impacts the efficiency and accu-
racy of the pricing. For example, the Variance Gamma asset price process gives rise to
algebraically decaying Fourier coefficients, resulting in a slowly converging Fourier
series. We apply spectral filters to achieve faster convergence. Filtering is carried out
in Fourier space; the series coefficients are pre-multiplied by a decreasing filter, which
does not add significant computational cost. Tests with different filters show how
the algebraic index of convergence is improved.” The quoted statement is correct.
However, spectral filters are designed to regularize the results. The regularization of
value functions results in serious errors in regions of paramount importance for risk
management: near barrier and strike, close to maturity and for long dated options.
For instance, close to the barrier or default boundary, the value can be overvalued
or undervalued manifold. This remark is applicable to the applications of spectral
filtering in [109] as well. Note that the conformal deformation technique allows
one to eliminate the Gibbs phenomenon without sacrificing accuracy, and at a small
CPU cost.

APPROXIMATION OF SMALL JUMPS COMPONENT BY A DIFFUSION. Cont and
Volchkova [110] approximated the small jump component by a diffusion. In the
result, a PDO of order v < 2 is replaced with the sum L¢ = €92 + pudy + Lj, where
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10.

11.

€ > Oissmall, » € R and L; is an integral operator with the kernel of class Ly; for
an accurate approximation, the peak of the kernel has to be very high. After that, a
standard implicit-explicit finite difference scheme is used to price barrier options. It
is evident that if the infinitesimal generator L is a PDO of order v < 2, hence, the
derivative of the solution can be unbounded near the boundary, an approximation
of L by L® must lead to sizable errors near the boundary because the solution of the
boundary problem becomes smooth up to the boundary. Numerous numerical exam-
ples in [111] have demonstrated the inaccuracy of the Cont-Voltchkova method. Note
that the methods in [111] resemble but are less efficient than the method in [46,69].
THE APPROXIMATION OF KOBOL AND OTHER PROCESSES OF INFINITE ACTIVITY
BY HEJD MODEL. In [38,40], the author constructed an HEJD model (without a
special label attached) whilst keeping in mind to try such an approximation. For
pricing American and barrier options, the advantage of HEJD is a simple explicit
formula for the Wiener—-Hopf factors in the case of positive values of the spectral
parameter, derived in [38,40]. Unfortunately, for wide regions in the parameter
space and large values of the spectral parameter which arise if a small time step
in a backward induction procedure is used, an accurate approximation requires
the use of HEJD with very large parameter values and high precision arithmetic is
necessary. The reason is the same as in the case of the Cont-Voltchkova method. Due
to this inefficiency, the author did not mention approximation of KoBoL by HEJD.
Later, such an approximation was used in a number of publications, e.g., [112,113].
For a typical set of parameter values of KoBoL and moderate maturities, such an
approximation can be very inaccurate at the distance of up to several percent of
barrier. See [46] for numerical examples that illustrate the inefficiency of HEJD
approximation. The problem of a large spectral parameter can be partially resolved
using Richardson’s extrapolation. In applications to pricing barrier options, the
convergence of Richardson’s extrapolation of arbitrary order is proven in [63]. Note
that the technique of conformal deformations [10] is more efficient than approximation
by HE]JD, even in cases when the approximation is reasonably accurate.
APPROXIMATION OF UNDERLYING JUMP-DIFFUSIONS WITH CONTINUOUS TIME MARKOV
CHAINS. In [82-84,86], in the models with stochastic interest rates and /or stochastic
volatility, the dynamics of additional factors is approximated by continuous time
Markov chains. In the PDE language, a part of the infinitesimal generator is dis-
cretized; the result is a regime-switching Lévy model. At the first (discretization)
step, a Markov chain with the infinite number of states (infinite grid) appears; at
the second step, the infinite grid is truncated, and transition rates in a vicinity of the
“boundary” of the truncated grid are adjusted so that the Markov chain remains the
Markov chain without killing. Thus, the Dirichlet condition must be avoided. In
the diffusion case, the adjustment can be interpreted as the discretization of the high
contact condition 8§V = 0; in the jump-diffusion case, the “discretized boundary
condition” is non-local and more involved. Later, in a number of publications starting
with [114], the approximation-by-continuous time Markov chain was used for more
general Markov processes in 1D. In some publications, even the dynamics of Lévy fac-
tors was approximated by a continuous time Markov chain. Such an approximation is
rather inefficient, especially if the tails decay slowly, and/or in the presence of barriers.
Furthermore, in related publications, the discretized Dirichlet condition is used, which
leads to significant errors of backward induction procedures with many steps.
EIGENFUNCTION EXPANSION APPROACH. In the case of diffusion models on the
real line, there is a significant body of results obtained by V. Linetsky and their
students (see, e.g., [115] and the bibliography therein). In [90,91,116], the generalized
eigenfunction expansion is derived for solutions of the Cauchy problems in multi-
factor models.

ASYMPTOTIC METHODS. Due to the irregularity of solutions near the boundary, the
asymptotic formulas are reasonably accurate only in a rather small vicinity of the
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boundary [62]: hence, they are rather useless for numerical purposes (although useful
for the qualitative analysis). The same is true for asymptotics near maturity (in terms
of time to maturity, short time asymptotics). The conformal deformation method can
be used to calculate solutions close to maturity with high accuracy. For long time
asymptotics, efficient methods can be derived using the eigenfunction expansion
technique [92]. Note that there is a large body of the literature devoted to the study of
the asymptotics of implied volatility close to maturity and far from maturity.

12. FAST GAUSS TRANSFORM [117,118] can be efficiently used in certain diffusion models,
and models with jumps of a special structure.

13.  For applications of finite elements to option pricing, see [119].

14.  APPROXIMATIONS BASED ON PURELY PROBABILISTIC METHODS. The literature is
huge. A typical feature is that the convergence of a method is proven without error
bounds. A typical example is the Cont-Voltchkova method [110]. The proof of
convergence is given; however, as the numerical examples in [111] demonstrate, in
many cases, it is necessary to use extremely fine and long grids to satisfy the error
tolerance of the order of one percent, at a very large CPU cost.

15. MONTE-CARLO SIMULATIONS. The version of the Monte Carlo simulations that is
closest to the methods of the present paper is based on the evaluation of the cumulative
probability distribution function (cpdf) on an appropriate grid and interpolation.
In applications to finance, the idea was used for the first time in [120]. Note that
in [120] FFT and in a number of papers since FFT is used. As numerical examples
in [31] demonstrate, the evaluation of the cpdf of Lévy processes using FFT leads to
inaccurate results. The conformal deformations technique allows one to design much
more accurate Monte-Carlo simulation procedures [9,31].
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