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and quantum information to condensed matter physics. The reprint provides a comprehensive

overview of the theoretical frameworks and experimental approaches developed to study and

mitigate decoherence, which remains one of the central challenges in maintaining quantum coherence

in practical applications.

The motivation for this work arises from the profound impact that understanding open quantum

systems has on the stability and control of quantum states in real-world scenarios. As quantum

technologies advance, the ability to manage and even exploit decoherence is critical to the progress

of quantum science and its applications. This volume aims to consolidate recent research findings,

offering readers a thorough understanding of how decoherence and environmental interactions shape

quantum systems’ behavior.
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this collection presents insights from experts who have pushed the boundaries of knowledge on how

open quantum systems interact with their surroundings, encompassing both theoretical advances

and experimental methodologies.
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volume. Special thanks are also due to the editorial team at Entropy for their support in bringing
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deeper understanding of open quantum systems and the phenomena of decoherence.
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Geometric Phase of a Transmon in a Dissipative Quantum
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Abstract: Superconducting circuits reveal themselves as promising physical devices with multiple
uses. Within those uses, the fundamental concept of the geometric phase accumulated by the state
of a system shows up recurrently, as, for example, in the construction of geometric gates. Given
this framework, we study the geometric phases acquired by a paradigmatic setup: a transmon
coupled to a superconductor resonating cavity. We do so both for the case in which the evolution
is unitary and when it is subjected to dissipative effects. These models offer a comprehensive
quantum description of an anharmonic system interacting with a single mode of the electromagnetic
field within a perfect or dissipative cavity, respectively. In the dissipative model, the non-unitary
effects arise from dephasing, relaxation, and decay of the transmon coupled to its environment.
Our approach enables a comparison of the geometric phases obtained in these models, leading to a
thorough understanding of the corrections introduced by the presence of the environment.

Keywords: geometric phases; circuit QED; Kerr coupling

1. Introduction

Significant advancements in coherent superconducting circuits have enabled the devel-
opment of a diverse range of qubit designs, encompassing the classic flux [1–4], phase [5–8],
and charge [9–11] qubits, as well as more contemporary designs like transmon [12] and
fluxonium [13] circuits. The mathematical representation and quantum dynamics of these
qubits, when transversely coupled to resonators, are described by circuit quantum electrody-
namics (cQED) [14–16]. Although these qubits are designed to behave as a two-level system
within a superconducting circuit, they inherently possess multiple additional energy levels
that can influence their interactions with other components. Focusing on the transmon
qubit, one of its main advantages is its longer coherence timescale when compared to other
circuits, which is essential for performing quantum computations and quantum error cor-
rection operations [17–19]. This increased coherence can be attributed to the non-harmonic
energy level structure, which helps suppress certain types of decohering effects [20].

Within the landscape of physical systems provided by cQED setups, the objects known
as geometric phases (GPs) have lately played an important role, mainly for implementing
measurements and other quantum operations and therefore allowing GPs to be harnessed
for various applications, such as geometric gates.

The idea that the phase acquired by the state of a quantum system can be decom-
posed into a dynamical and a geometrical component originated with Berry’s theoretical
work, where it was constrained to the context of adiabatic, cyclic, unitary evolution [21].
Subsequently, the concept of GP has been extended to non-adiabatic cyclic, non-cyclic,
and even non-unitary evolutions [22–29]. These generalizations consistently reduce to less

Entropy 2024, 26, 89. https://doi.org/10.3390/e26010089 https://www.mdpi.com/journal/entropy1
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comprehensive results as additional conditions are met. The GP has also been elucidated as
a consequence of quantum kinematics, interpreted in terms of a parallel transport condition
dependent solely on the geometry of the Hilbert space, from which its name is derived [30].

As evident in the extensive literature, GPs have evolved into not only a fruitful avenue
for exploring fundamental aspects of quantum systems but also a topic of technological
interest. For instance, due to its resilience to fluctuations in a coupled bath, the GP has
been proposed as a significant resource for constructing phase gates [31–33] for quantum
information processing. Superconducting circuits have been extensively investigated as the
physical system allowing this aim [34–38]. In a more fundamental approach, Berry phase
has also been theoretically studied [39] and measured [40,41] in several circuit architectures.
The vacuum GP accumulated by a superconducting artificial atom that was interacting
with a single mode of a microwave cavity was measured [42] as well, while the corrections
on the GP introduced by transitions to higher exited levels of the transmon were examined
in [43].

When dealing with non-unitary dynamics leading to mixed states, the GP needs
further generalization from its pure-state definition. A well defined proposal that applies
under these conditions was presented in [28]. Thereafter, this definition has been applied
to measure the corrections induced on the GP in non-unitary evolutions [44] and to explain
the noise effects observed in the GP of a superconducting qubit [41,45]. Particularly,
the GP of a two-level system under the influence of an external environment has been
studied in a wide variety of scenarios [46,47]. Even though the GP is not an immediate
reflection of the dynamics and can therefore remain robust to the effect of the environment,
it differs, in the general case, from that accumulated by the associated closed system, as
the evolution is now affected by non-unitary effects such as decoherence and dissipation.
Under suitable conditions, the non-unitary GP can be measured through interferometric
(atomic interference) [48,49], spin echo [41], and NRM [44,50] experiments.

In a previous study [51], we thoroughly examined the GP accumulated by a two-level
system (TLS) that was interacting with a single mode of the quantized electromagnetic
field within a dissipative cavity, a physical setup known as a dissipative Jaynes–Cummings
(JC) model. Addressing the scenario frequently encountered in semiconductor cavity
quantum electrodynamics (QED) [52], the interaction between the atom-mode system and
its environment was characterized by the flow of photons through the cavity mirrors and
the continuous, incoherent pumping spontaneously exciting the TLS.

In the present paper, we extend the work on the JC model to encompass the scenario
of a nonlinear transmon coupled to a transmission line or resonator. Additionally, both
the transmon and resonator are coupled to two semi-infinite waveguides serving as the
surrounding environments. We will investigate the dynamics of the composite system,
both in the qubit sector and in the two-excitation sector. Restricting to the one-excitation
sector will allow for direct comparison of the results previously obtained, which implies
the comparison of two different architectures in which atom–cavity dynamics emerge. It
is worth highlighting a major difference between both studies even at this early stage,
which is the non-monotonic behavior encountered in the GP under certain environmental
conditions. Thereafter, to further explore the richer nature of the transmon atom, we also
examine the GP and its environmentally induced corrections when the two-excitation levels
are involved in the dynamics.

In the next section, we will introduce the Hamiltonian describing the non-harmonic
transmon-field system under investigation and the coupling of the composite system to
the environment. In this section, we will also present some insights about the dynamic
evolution of the system and the definition of the geometric phase. In Section 3, we will
describe the one-excitation subspace dynamics and the correspondence with previous
results. The two-excitation space and the role of charging energy and non-harmonicity is
discussed in Section 4. Section 5 summarizes our main conclusions.
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2. Transmon with Atomic–Kerr Interaction

Due to their substantial dimensions, stemming from the necessity of maintaining low
charging energy (via large capacitance), transmon qubits inherently lend themselves to
capacitive coupling with microwave resonators. This coupling is reflected in the trans-
mon Hamiltonian Ĥ = 4Ec(n̂− ng)2 − EJcosϕ̂ by the substitution of the classical voltage
source Vg with the resonator, a quantized gate voltage ng → −n̂r, representing the charge
bias of the transmon due to the resonator. The Hamiltonian of the combined system
is therefore [12]

Ĥ = 4Ec(n̂ + nr)
2 − EJcosϕ̂−∑

m
h̄ωm â†

m âm, (1)

where n̂ = Q̂/2e is the charge number operator, and ϕ̂ = (2π/Φ0)Φ̂ (mod 2π) is the
phase operator, defined by the charge and phase operators, respectively, of the quantum
circuit. The charging energy is Ec = e2/2CΣ, with CΣ = CJ + CS being the sum of the
junction’s capacitance CJ and the shunt capacitance CS. The operator n̂r can be written as
n̂r = ∑m n̂m, with n̂m = (Cg/Cm)Q̂m/2e being the contribution to the charge bias to the
mth resonator mode. In this expression, Cg is the capacitance of the gate and Cm is the
corresponding associated resonator mode capacitance. It is usual to consider Cg � CΣ, Cm.
When assuming that the transmon frequency is much closer to one of the resonator modes
than all the other modes, it is possible to truncate the sum over m to a single term. In this
single-mode approximation for the resonator or cavity, the Hamiltonian reduces to a single
oscillator of frequency denoted by ωr coupled to a transmon.

Expressed in terms of creation and annihilation operators, in the single-mode approxi-
mation, the Hamiltonian for the transmon–resonator cavity reduces to

Ĥ = h̄ωr â† â + h̄ωq b̂† b̂− Ec

2
b̂† b̂† b̂b̂− h̄g(b̂† − b̂)(â† − â), (2)

where the term n̂2
r has been absorbed in the charging energy term of the resonator mode

and therefore leads to a renormalization of the resonator frequency, which we omit for sim-
plicity. The frequency of the mode of interest is ωr, and the coupling constant between the
artificial atom and the resonator is given by the relation g = ωr Cg/CΣ(EJ/2Ec)

1/4 (πZr/RK)
1/2,

where Zr is the characteristic impedance of the resonator mode and RK = h/2e2 is the
resistance quantum. The above Hamiltonian can be simplified further in the experimentally
relevant situation where the coupling constant is much smaller than the system frequencies,
|g| � ωr, ωq. After rotating-wave approximation, the Hamiltonian reads

ĤK ≈ h̄ωr â† â + h̄ωq b̂† b̂− Ec

2
b̂† b̂† b̂b̂ + h̄g(b̂† â + b̂â†). (3)

This is the Hamiltonian we shall consider to study the interaction between the artificial atom
(in the transmon regime EJ/Ec � 1) and the electromagnetic field mode of the resonator.
In this Hamiltonian, the term proportional to Ec is the so-called Kerr-like interaction term,
or non-harmonic term.

2.1. Coupling to the Environment

Hitherto, our focus has been on quantum systems completely isolated from the sur-
rounding environment. Nevertheless, a comprehensive portrayal of quantum circuits
necessitates consideration of the manner in which these systems engage with their envi-
ronment, encompassing both measurement apparatus and control circuitry. Indeed, the
environment assumes a dual function in quantum technology; portraying quantum sys-
tems as entirely isolated is not only impossible due to inevitable coupling with undesirable
environmental degrees of freedom but also renders a perfectly isolated system impractical
for manipulation. Such a system would lack utility since we would be devoid of the means
to control or observe it. Given these considerations, in this section, we investigate our
quantum system coupled to external semi-infinite transmission lines that represent the

3
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measurement and control mechanisms while constituting the primary environment leading
to photon loss and spontaneous decay of the transmon as their main environmental effect,
respectively. We also consider the existence of a flux line for tunability of the transmon that
leads to dephasing due to flux noise.

To study the open system comprising the transmon–resonator and transmission lines
(reservoir), we will employ the conventional formalism provided by Lindblad master
equations. In this context, we can model the transmission lines as a set of harmonic
oscillators, similar to the approach taken in quantum Brownian motion models, which are
paradigmatic examples of open quantum systems. Assuming, therefore, that the transmon
and the resonator are coupled to independent baths (this system is illustrated in Figure 1),
the master equation for the composite system can be expressed as follows:

ρ̇ = −i[ĤK, ρ] + κD[â]ρ + γD[b̂]ρ + γϕD[b̂† b̂†]ρ, (4)

where ρ is the density matrix of the composite system (transmon–resonator), and ĤK is the
Hamiltonian of Equation (3). While this equation may suggest that dissipative processes
independently impact the transmon and the resonator, the entanglement introduced by ĤK
implies that events such as the loss of a resonator photon can result in qubit relaxation. In
this master equation, the coefficient κ is the photon decay rate; γ represents the relaxation
rate of the artificial atom, which is related to the qubit-environment coupling strength
evaluated at the qubit frequency; and γϕ is the pure dephasing rate that superconducting
quantum circuits can also suffer, caused, for example, by fluctuations of parameters con-
trolling their transition frequency and by dispersive coupling to other degrees of freedom
in their environment. The symbol D[Ô]ρ in Equation (4) represents the dissipator

D[Ô]ρ = OρO† − 1
2

{
O†O; ρ

}
, (5)

where {. ; .}, is the anticommutator.

γφ

γ

ωq ωa

κ

Figure 1. Transmon capacitively coupled to the resonator and both of them capacitively coupled
to transmission lines. The coefficient κ is associated with the coupling between the resonator and
the readout transmission line and represents the photon decay rate. In addition, γ is related to
the qubit-environment coupling strength introduced by the control mechanism and represents the
relaxation rate. Finally, γϕ is the pure dephasing rate emerging due to the flux noise taking place in
the flux line that allows for tunability of the transmon frequency.

We will work on the basis B = {|m n〉}, where m refers to the mth energy eigenstate
of the transmon and n is the nth Fock state of the mode field in the resonator.

2.2. Dynamic Evolution of the Open System

To address the dynamics of the transmon–field composite system, we numerically
solve the master Equation (4), constrained to the subspace with two or less excitations,

4
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so that the base B reduces to {|00〉, |10〉, |01〉, |20〉, |11〉, |02〉}. At a given instant t, the state
of the system is described by a 6× 6 density matrix

ρ(t) =




ρ00 ρ01 ρ02 ρ03 ρ04 ρ05
ρ10 ρ11 ρ12 ρ13 ρ14 ρ15
ρ20 ρ21 ρ22 ρ23 ρ24 ρ25
ρ30 ρ31 ρ32 ρ33 ρ34 ρ35
ρ40 ρ41 ρ42 ρ43 ρ44 ρ45
ρ50 ρ51 ρ52 ρ53 ρ54 ρ55




, (6)

which can be decomposed into blocks as in Equation (6). Elements belonging to different
blocks satisfy differential equations that are decoupled so, by taking an initial condition
with vanishing ρij elements for the off-diagonal blocks, the state of the system remains
block diagonal along the whole evolution.

In this way, when the system is prepared in a one-excitation state |Ψ(0)〉 ∈ {|10〉, |01〉},
the evolution remains restricted to the subspace form by the 2 × 2 block and ρ00. In
that case, the dynamics renders independent on the value of the capacitance energy Ec
generating the anharmonicity. On the other hand, by setting the initial state as a pure state
within the 3 × 3 block, all the matrix elements in the block-diagonal subspace are involved
in the evolution.

2.3. Geometric Phase in the Open System

As already noted in the introductory Section 1, a generalized definition of a GP that
is suitable to be computed for a mixed state under non-unitary evolution was proposed
in [27]. It reads

φg[ρ] = arg

{
N

∑
k=1

√
εk(0)εk(T) 〈ψk(0)|ψk(T)〉 e−

∫ T
0 dt 〈ψk(t)|ψ̇k(t)〉

}
, (7)

where ψk(t) are the instantaneous eigenvectors of the density matrix, and εk(t) are the
corresponding eigenvalues. This formula provides a well defined GP that, although defined
for non-degenerate but otherwise general mixed states, when computed over pure states
under unitary evolution, reduces to the expression

Φg(t) = arg 〈Ψ(0)|Ψ(t)〉 − Im
{ ∫ t

0
dt′ 〈Ψ(t′)|Ψ̇(t′)〉

}
, (8)

defined over the most general unitary evolution of a pure state |Ψ(t)〉 [23,53]. It is also
manifestly gauge invariant and therefore depends solely on the path traced by the state in
the ray space. When dealing with pure initial states, εk(0) = 1 for the specific k labeling the
initial state and vanishes for all k′ 6= k. Therefore, Equation (7) reduces to a simpler form

Φg(t) = arg 〈ψ+(0)|ψ+(t)〉 − Im
{ ∫ t

0
dt′ 〈ψ+(t′)|ψ̇+(t′)〉

}
(9)

where |ψ+(t)〉 is the eigenvector of ρ(t) that coincides, at t = 0, with the initial state. This
is the eigenvector such that ε+(0) = 1. Equation (9) has the exact same functional form
of the GP defined over unitary evolutions, for which the only difference is that the pure
state involved is the eigenstate |ψ+(t)〉 of the density matrix and not the state of the system
itself, which is now a mixed state.

We will restrict our analysis to pure initial states, so that the usual analysis applied to
pure-state GPs can be immediately extrapolated by observing the behavior of the density
matrix eigenstate |ψ+(t)〉.

5
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3. One-Excitation State: Dissipative Jaynes–Cummings Model

It will be useful to start by exploring some aspects of the better-known subspace
accessed when preparing the system in a state with only one excitation. In this case, as
stated in Section 2.2, the state of the system remains constrained to the 2× 2 block spanned
by {|10〉, |01〉}, with the only exception of showing population exchange to ρ00.

On general grounds, the populations ρ11 and ρ22 of energy levels with one excitation
oscillate while decaying, whereas the population of the vacuum state ρ00 grows. Depending
on the parameters, the asymptotic state can be a pure |00〉 state or a mixed state with non-
vanishing but suppressed ρ11 and ρ22 populations. The only non-zero coherences ρ12/21(t)
increase in absolute value up to a maximum value and then vanish asymptotically. Figure 2
shows the explicit situation in which the state is prepared in a state |Ψ(0)〉 = |01〉 with one
field excitation.

Figure 2. Dynamics of a system prepared in an initial |Ψ(0)〉 = |01〉 and characterized by a detuning
∆ = 0.017 ωq and an atom-field coupling g = 0.028 ωq. The environment is described by a photon
loss rate κ = 0.005 ωq and negligible atom relaxation γ and dephasing γϕ rates. Panel (a) displays the
density matrix elements evolution, and panel (b) shows the Bloch sphere representation of the 2× 2
block. In panel (a), the main plot displays the evolution of populations ρ00, ρ11, and ρ22 with dotted
purple, dashed orange, and solid yellow lines, whereas the inset displays the absolute value |ρ12|.

It is useful to notice already at this point that the relation between the parameters
defining the unitary evolution and the parameters defining the environmental effects results
in a dynamic that exhibits specific characteristics. This is noticeable in Figure 2, where
the absolute value of the only non-vanishing coherences reaches a minimum |ρ12| ∼ 0 at
t ∼ 7.5 τ, where it is smaller than the asymptotic value. This fact will be shown in different
ways when observing the evolution of the eigenstate |ψ+(t)〉 and the GP. In this archetypal
example, we use ωq = 2π × 6 GHz, g = 2π × 166.85 MHz, and κ = 2π × 30 MHz, which
constitute up-to-date typical values [54–57], while we consider a non-dispersive detuning
∆ = ωq −ωr originating from a resonator frequency ωr = 2π × 5.97 GHz. In what follows,
we will keep the typical values for the artificial atom frequency ωq and the atom-mode
coupling g while inspecting the dynamics arising in different conditions defined by different
parameter values. In this sense, the atom-mode detuning ∆ will be modified from closer-to-
resonance values ∆ ∼ O(10) MHz to values within the dispersive regime ∆ ∼ O(1) GHz.
The artificial atom decay rate will also be increased to γ = 2π × 30 MHz. On the other
hand, along the entire work, time is measured in units of τ = 2π/Ω, with the JC–Rabi
frequency Ω =

√
∆2 + 4g2.

The eigenvector |ψ+(t)〉 of the density matrix that is involved in the expression for
the geometrical phase belongs, in this case, to the 2× 2 block and can thus be observed on
the Bloch sphere. In order to inspect the dependence of the dynamics with the detuning ∆,
Figure 3 shows the evolution of |ψ+(t)〉 on the Bloch sphere for a system that is prepared
in a state |Ψ(0)〉 = |01〉 with one field excitation for three different relations of the detuning
∆ to the frequency ωq associated with the artificial atom. The remaining conditions are
taken to be equal in all three cases. Panel (a) exhibits the case with ∆ = 0.0017ωq, panel (b)
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displays the case where ∆ = 0.017ωq, and panel (c) shows the case with ∆ = 0.17ωq. In all
plots, the time is given by the color according to the color bar on the very right of the figure.

Figure 3. Trajectory displayed on the Bloch sphere by the eigenstate |ψ+(t)〉 of the density matrix for
the non-unitary evolution of a system prepared in an initial state |Ψ(0)〉 = |01〉 for different ratios of
the detuning ∆ to the artificial atom frequency ωq. Panels (a–c) show the cases with ∆ = 0.0017 ωq,
∆ = 0.017 ωq, and ∆ = 0.17 ωq, respectively. The environment and remaining features of the system
are the same in all three panels. The environment is characterized by a photon loss rate κ = 0.005 ωq

and negligible atom decay and dephasing rates, and the atom-field coupling considered satisfies the
relation g = 0.028 ωq.

Figure 3 shows that the path described by |ψ+(t)〉 on the Bloch sphere is in all three
cases a spiral that starts in the south pole of the sphere. The axis along which the spiral
winds and moves differs in all three cases. Under the conditions in panel (a) of Figure 3, in
which the system is closer to resonance, the spiral axis is almost the x-axis and the curve
moves little along it. Thus, the state traces a path that slightly deviates from vertical rings.
When increasing the detuning, the axis of the spiral tilts and the turns separate from each
other, as visible in panel (b). By further increasing the detuning, the axis of the spiral gets
closer and closer to the z-axis and the initial turns get again closer while spreading for
longer times.

In some cases, as displayed in panels (a) and (b) of Figure 3, this behavior implies the
exploration of different hemispheres of the sphere, in which the winding starts on one side
of a certain (different in each case) great circle and crosses to the other side at some point.
When this happens, the GP accumulated changes sign. In order to see this, Figure 4 shows
both the GP accumulated as a function of time (a), and the corresponding path traced by
the |ψ+(t)〉 eigenstate on the Bloch sphere (b), for the characteristic example depicted in
Figures 2 and 3b.

Figure 4. (a) Geometric phase accumulated over time by an initial state |Ψ(0)〉 = |01〉 and (b) Bloch
sphere depicting the path traced by the density matrix eigenvalue |Ψ+(t)〉 for a system with detuning
∆ = 0.017 ωq and atom-field coupling g = 0.028 ωq. The environment is characterized by a photon
loss rate κ = 0.005 ωq for the artificial atom and negligible atom decay γ and dephasing γϕ rates. The
color depicts, in both panels, the time instant as indicated by the color bar on the right.
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As expected, the accumulated GP has a sign while the state is winding the sphere
on one hemisphere, and it changes sign as soon as the winding takes place on the other
hemisphere. It can be seen from Figure 2 that this occurs at the specific time instant in
which the coherences reach their minimum value. Therefore, we can classify the dynamics
of the system initialized with one excitation as two kinds. One kind of evolution is that in
which the coherences reach a minimum lower than the asymptotic value, the winding of
the eigenstate |ψ+(t)〉 changes hemisphere, and the GP changes sign, whereas the other is
that in which none of these things happen.

To better explore under which physical circumstances the GP accumulation is non-
monotone, we study the dependence in three characteristics of the system and environment.
These are: the initial state of the system, which we take to be either |10〉 or |01〉; the
main source of decoherence and dissipative effects, which we consider to be either the
photon loss κ or the atom spontaneous decay γ; and the detuning ∆. The results of this
examination are displayed in Figures 5 and 6, which show the GP accumulated in time for
different combinations of the parameters characterizing the system. In both figures, solid
lines represent the GP accumulated by the dissipative system, and the unitary results are
introduced as dotted lines for reference.

Figure 5 corresponds to the previously explored case in which the photon loss process
is the main source of dissipation. Three different ratios of the detuning to the frequency
associated with the artificial atom ∆ = 0.0017 ωq, ∆ = 0.017 ωq, and ∆ = 0.034 ωq are
displayed. Panel (a) shows the GP accumulated by a system prepared in the first excited
level of the transmon atom |Ψ(0)〉 = |10〉, and, in panel (b), the initial state has a single
field excitation |Ψ(0)〉 = |01〉.

Figure 5. Geometric phase accumulated by systems with different values of detuning ∆, but otherwise
equal. In panel (a) the system is prepared in an initial state |Ψ(0)〉 = |10〉, whereas panel (b) shows
the case with |Ψ(0)〉 = |01〉. The detuning values ∆/ωq = 0.0017, 0.017, and 0.34 are depicted by the
light blue, red, and purple solid lines, respectively. The atom-field coupling satisfies g = 0.028 ωq, and
the environment is characterized by photon loss rate κ = 0.005 ωq and negligible atom-decay γ and
dephasing γϕ rates. The unitary results are included as dotted lines for reference, following the same
∆/ωq-to-color code.

The two kinds of evolution, giving rise to monotonic or non-monotonic GPs, are
clearly observed in Figure 5. In panel (a), the GP accumulated by an initial |10〉 state is
softer than the unitary result due to the environmental effects on the dynamics. When the
state reaches the steady state and therefore stops moving on the ray space, the GP settles.
On the other hand, in panel (b), the GP accumulated by an initial |01〉 is non-monotonic,
with the change of direction found sooner for smaller ∆/ωq ratios. Therefore, the dynamics
leading to non-monotonic GPs are found when the main environmental effects are those
affecting the initial excitation of the system. It is worth noticing that the results in Figure 5
are in full agreement with the results obtained in [51], in which the explored situation was
that of a system prepared in an initial |10〉 state and afterwards evolving in an imperfect
cavity, corresponding to the case displayed in panel (a).
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Likewise, Figure 6, where the GP accumulated in time is shown for the same three
ratios of the detuning to the frequency of the transmon ∆ = 0.0017 ωq, ∆ = 0.017 ωq, and
∆ = 0.034 ωq, but the main environmental effect is the atom spontaneous decay. Once
again, panel (a) shows the case in which the system is prepared in the first excited level of
the transmon atom |Ψ(0)〉 = |10〉, whereas in panel (b) the initial state has a single field
excitation |Ψ(0)〉 = |01〉.

Figure 6. Geometric phase accumulated by systems with different values of detuning ∆, but otherwise
equal. In panel (a) the system is prepared in an initial state |Ψ(0)〉 = |10〉, whereas panel (b) shows
the case with |Ψ(0)〉 = |01〉. The detuning values ∆/ωq = 0.0017, 0.017, and 0.34 are depicted by the
light blue, red, and purple solid lines, respectively. The atom-field coupling satisfies g = 0.028 ωq,
and the environment is characterized by a decay rate γ = 0.005 ωq and negligible photon loss κ and
dephasing γϕ rates. The unitary results are included as dotted lines for reference, following the same
∆/ωq-to-color code.

Consistent with the statement that non-monotonic GPs are found when the main
environmental effects are those affecting the initial excitation of the system, in Figure 6
a change in the GP direction is only observed in panel (a), in which the initial state is the
first excited level of the transmon atom and vacuum field |Ψ(0)〉 = |10〉. As was also found
in Figure 5, the strongest the atom decay rate in relation to the frequencies associated with
unitary evolution, the sooner the GP accumulation changes sign.

Comparing to previous results in [51], the absence of non-monotonic behavior found
there can be explained as a combination of both the initial state in which the atom–photon
system was prepared and the main environmental phenomena affecting it when the phys-
ical architecture is semiconductor cavities. In that case, the effect considered in Figure 6
was absent.

The evolution in Figure 6 can be re-observed, giving emphasis to the time instants by
displaying it in the same manner as Figure 4. The analog plots compose Figure 7, which
thus shows the GP accumulated as a function of time (a) and the corresponding path
traced by the |ψ+(t)〉 eigenstate on the Bloch sphere (b) for a system prepared in the first
excited level of the transmon atom and vacuum field, with detuning-to-frequency rate
∆ = 0.017 ωq, and atom decay rate γ = 0.005 ωq.

Once again, the change in the direction of the GP coincides in time with the moment
in which the path traced by |ψ+(t)〉 crosses from one side to the opposite of a great circle.

In order to re-state the description in terms of the behavior of the coherence, we go
back to the initially considered case in which the initial state of the system has a single field
excitation |Ψ(t)〉 = |01〉. The analysis performed indicates there are two main situations
in which the GP accumulated by this state will be monotonic: (a) if the relation between
the environmental effects is such that the photon loss results are negligible in comparison
with the atom decay rate, and (b) if, even though the main source of decoherence were the
photon loss, the unitary parameters are strong enough to prevent the hemisphere crossing
until the steady state is achieved.
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Figure 7. (a) Geometric phase accumulated over time by an initial state |Ψ(0)〉 = |10〉 and (b) Bloch
sphere depicting the path traced by the density matrix eigenvalue |ψ+(t)〉 for a system with detuning
∆ = 0.017 ωq and spin-field coupling g = 0.028 ωq. The environment is characterized by a relaxation
rate γ = 0.005 ωq for the artificial atom and negligible photon loss κ and dephasing γϕ rates. The
color depicts, in both panels, the time instant, as indicated by the color bar on the right.

Figure 8 shows the density matrix elements evolution for both these situations in
panels (a) and (b), respectively.

Figure 8. Density matrix elements evolution in time for two different conditions under which the
GP does not change monotony. In both cases, the main plot displays the evolution of populations
ρ00, ρ11, and ρ22 with dotted purple, dashed orange, and solid yellow lines, and the insert displays
the absolute value |ρ12| (solid light-blue line) and the vanishing of the remaining coherences |ρi0|
(blue dotted line). Also in both panels, the system is prepared in an initial |Ψ(0)〉 = |01〉 with
atom-field coupling g = 0.028 ωq. Panel (a) shows the case with ∆ = 0.0017 ωq, γ = 0.005 ωq, and
negligible photon loss κ rate, whereas panel (b) addresses the case with ∆ = 0.017 ωq, κ = 0.005 ωq,
and negligible atom decay γ rate. Dephasing is considered a subleading process on both plots.

It is immediately noticed that, in none of those cases, the absolute value of the coher-
ences goes below its asymptotic value. In panel (a), where the photon loss is negligible in
comparison with the atom decay rate, the excited populations ρ11 and ρ22 decay oscillating
as the ground state gets populated. Different from what was observed in Figure 2, the abso-
lute value of the non-zero coherences |ρ12| never reached a minimum below its asymptotic
value. A similar behavior is observed in panel (b), where the increase in the detuning ratio
∆/ωq results in a relatively less strong environment that requires observation over longer
timescales. As in panel (a), in this case the coherences absolute value is never below the
asymptotic value.

4. Two-Excitation Space: Role of Charging Energy and Non-Harmonicity

When turning to higher excited initial states, the evolution of the system takes place
in the full six-dimensional Hilbert space described in Section 2.2. As stated there, if the
system is prepared in a state with a defined number of excitations, the originally vanishing
coherences remain zero at all following times.
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On general grounds, the excited populations decay as lower-energy states get popu-
lated and, in the same way as described in Section 3, the system evolves to an asymptotic
state that can be either the pure ground state |00〉 or a mixed state with non-vanishing but
suppressed populations on exited states. The non-zero coherences increase in absolute
value up to a maximum value, to vanish asymptotically afterwards.

In order to make the most simple generalization possible of the one-excitation case,
we consider in this section a system that is prepared in a two-excitation state |Ψ(0)〉 = |11〉,
with excitations of a different nature. Figure 9 shows an specific example depicting the
above described behavior.

Figure 9. Dynamics of the system, depicted by the time evolution of the density matrix elements.
Panel (a) shows the evolution of the populations ρii(t), with line stiles associated with matrix elements
as follows: the dotted purple line shows ρ00, the dashed red line shows ρ11, the solid orange line
shows ρ22, the dot-dashed green line shows ρ33, and the double dot-dashed light blue line shows
ρ44. Panel (b) displays the evolution, in absolute value, of the non-zero coherences ρij , i 6= j. In this
panel, the dotted purple line, dashed red line, solid orange line, dot-dashed green line, and double
dot-dashed light blue line correspond to the matrix elements ρ12, ρ34, ρ35, and ρ45. The considered
system is prepared in an initial state |Ψ(0)〉 = |11〉 in the first excited level of the artificial atom
and one field excitation. It is further characterized by a detuning value ∆ = 0.0017 ωq, atom-field
coupling rate of g = 0.028 ωq, and anharmonicity Ec = 0.035 ωq. The environment is characterized
by photon loss κ = 0.005 ωq rate and negligible atom decay γ and dephasing γϕ rates. The unitary
results are included as dotted lines for reference.

It can be observed in panel (a) of Figure 9 that the population ρ44(t) associated with
the |11〉 state decreases and shows non-harmonic oscillations. Along with this decrement,
an immediate increment of the ρ33(t) and ρ55(t) populations, associated with the remaining
two-excitation states |20〉 and |02〉, takes place. These are suppressed within a few Rabi
periods. Due to the effect of the environment, the ρ11(t) and ρ22(t) elements associated
with one-excitation states also show an increment and afterwards decrement while oscillate
harmonically. The timescale of the increment–decrement of these elements is longer than
the timescale shown by the two-excitation populations. Finally, the ρ00(t) population
associated with the ground state monotonically increases along the whole evolution up
to a steady value ∼1. The non-zero coherences are now four (and their corresponding
complex conjugates). Panel (b) of Figure 9 shows the evolutions of these elements. In
all cases, the absolute value of these elements show an initial increment and asymptotic
vanishing. Noticeably, the timescale associated with the ρ12(t) coherence belonging to
the one-excitation subspace is larger than the timescale in which the coherences ρ34, ρ35,
and ρ45, belonging to the two-excitation block of ρ(t), evolve.

In order to reproduce the analysis performed for evolutions constrained to the one
and zero-excitation subspace, we turn now to the observation of the GP accumulated by
the state of the system in time. With this purpose, Figure 10 shows the GP as a function of
time for systems characterized by different ratios of the detuning ∆ to the frequency ωq
associated with the transmon first transition, but otherwise equal. On each panel, the main
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environmental effect is of a different kind: in panel (a) the main environmental effect is the
spontaneous decay of the transmon, whereas in panel (b) the main environmental effect is
the photon loss.

Figure 10. Geometric phase accumulated by a system prepared in an initial state with one excitation
of each kind |Ψ(0)〉 = |11〉 and characterized by different values of detuning ∆, but otherwise
equal. The detuning values ∆/ωq = 0.0017, 0.013, 0.015, and 0.017 are depicted by the purple, red,
light blue, and blue solid lines, respectively, the atom-field coupling satisfies g = 0.028 ωq, and the
anharmonicity is Ec = 0.035 ωq. In panel (a), the environment is characterized by an atom decay rate
γ = 0.005 ωq and negligible photon loss κ and dephasing γϕ rates. On the other hand, in panel (b),
the environment is characterized by photon loss rate κ = 0.005 ωq and negligible atom decay γ and
dephasing γϕ ratios. The unitary results are included as dotted lines for reference, following the same
∆/ωq-to-color code.

In panel (a) of Figure 10, where the initial |11〉 state evolves subjected to the sponta-
neous decay of the artificial atom, the GP accumulated along the evolution differs from the
unitary GP, in that the non-unitary increment is slower and softer up to a point in which
it is completely stopped by the meeting of a steady state that does not move on the ray
space any more. The bigger the atom-decay rate relative to the unitary parameters, the
strongest the effect of the environment on the dynamics, which is reflected in the same way
by the GP.

In addition, panel (b) shows the evolution of the same system for the case in which
the main environmental effect is the photon loss. Under these circumstances, the non-
monotonic behavior of the GP already observed in Section 3 is recovered. If the detuning is
small enough, the environment has the effect of changing the sign in the GP accumulated,
which afterwards tends to an asymptotic state as the system reaches a steady state that
does not move in the ray space. However, the differences observed when comparing to
Figure 5 are not only quantitative but also qualitative: the GP acquired for ∆ = 0.0017 ωq
not only changes direction but also does so more than once. Instead of observing a single
minimum step, there are two.

With the anharmonicity between levels being one of the main differences between
these state subspaces, we further inspect the effect of the ratio Ec/ωq with focus on this
difference in the behaviors observed in Figures 5 and 10.

Effect of the Anharmonicity

In order to examine the effect of the anhamonicity Ec on the GP accumulated by
the non-unitary system, in panel (a) of Figure 11 we reproduce Figure 10b for a differ-
ent value of the anharmonicity Ec. In doing so, the behavior of both the unitary and
non-unitary GP accumulated in time is qualitatively modified depending on the relation
between parameters.

With regard to the unitary results, displayed in the figure in dotted lines, the GP accu-
mulated when decreasing the anharmonicity remains qualitatively equal to the previous
situation for the smallest ∆ = 0.0017ωq ratio, as depicted by the purple dotted line. How-
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ever, when increasing the detuning, the unitary GP reaches a regime in which it changes
sign periodically, leading to a step-like oscillation around a fixed value.

Figure 11. Geometric phase accumulated by a system prepared in an initial state with one excitation
of each kind |Ψ(0)〉 = |11〉. Panel (a) reproduces (b), changing the values of the anhamonicity to
Ec = 0.003 ωq. The considered detuning values are ∆/ωq = 0.0017, 0.013, 0.015, and 0.017, depicted
by the purple, red, light blue, and blue solid lines, respectively, and the atom-field coupling satisfies
g = 0.028 ωq. The environment is characterized by a photon loss rate κ = 0.005 ωq and negligible atom
decay γ and dephasing γϕ rates. On the other hand, panel (b) shows the GP accumulated for systems
with different values of the anharmonicity Ec/ ωq = 0.003, 0.035, and 0.067, depicted by the purple,
red, and light blue solid lines, respectively. The system and environment are further characterized by
a detuning ∆ = 0.0017 ωq, an atom-field coupling g = 0.028 ωq, photon loss rate κ = 0.005 ωq, and
negligible atom decay γ and dephasing γϕ rates. On both panels, the unitary results are included as
dotted lines for reference, following the same (a) ∆/ωq-to-color and (b) Ec/ωq-to-color codes.

Regarding the GP accumulated in the presence of an environment, the non-monotonic
behavior observed in Figure 10b completely disappears, and the GP performs steps that
get softer and smaller as time goes by up to the stationary regime in which the state stops
moving in ray space, so no further GP is accumulated.

To further inspect this effect, panel (b) of Figure 11 shows the GP accumulated in time
for a system that is prepared in the same |Ψ(0)〉 = |11〉 state with fixed detuning ratio
∆ = 0.0017ωq and environment conditions described by κ = 0.005 ωq, but different values
Ec/ωq = 0.003, 0.035, and 0.067 of the anharmonicity Ec. With increasing anharmonicity,
the non-monotonic behavior is recovered, and more changes are observed in the GP sign
for greater Ec values.

As a whole, the GP accumulated by an initial state with one photon and the transmon
in its first excited level shows the non-monotonic behavior only when the main effect of
the environment is the photon loss, observed when both the anharmonicity splitting the
transmon levels and the effect of the environment are big enough, leading to a system
that is closer to a two-level system. Reducing the anharmonicity leads to a degeneracy in
the artificial atom states that prevents the environmental non-monotonic behavior while
introducing qualitative changes in the unitary GP.

5. Discussion

In this paper we examined the dynamics beyond the two-level approximation of a
transmon. Particularly, we studied the open dynamics of a nonlinear transmon coupled
to a one-mode resonator and a transmission line. We have shown that the density matrix
can be decomposed into blocks that satisfy differential equations that decoupled under
particular initial conditions. Therefore, we were able to separately analyze one-excitation
and two-excitation subspaces. We further explored the geometric phase accumulated by the
state in order to have a better insight into the richer nature of the transmon artificial atom.

In the case of a one-excitation state, we retrieved results of the dissipative Jaynes–
Cummings model. However, as we contemplated complex Linblad equations (with three
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different noise channels), we can complete already existing results. For example, we found
the existence of a non-monotonic behavior in the accumulated geometric phase due to a
combination of both the initial state and the main leading noise ruling the dynamics.

In the case of the two-excitation state, we studied the dissipative dynamics of the
system in a regime where Ec cannot be neglected. The open dynamics are more complex,
but we were able to present studies on the numerically accumulated geometric phase on a
3 × 3 subspace and study its behavior as a function of the anharmonicity rates. Again, the
GP accumulated by an initial state with one photon and the transmon in its first excited
level shows the non-monotonic behavior only when the main effect of the environment is
the photon loss. This can be better understood with the help of the complete analysis on
the 2 × 2 subspace (where we can interpret results with the help of the Bloch sphere).

It is important to remark that in the near-resonance case, the accumulated geometric
phase seems to remain robust, as previous results stated.
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Abstract: In this paper, we present a systematic approach to building useful time-dependent effective
Hamiltonians in molecular quantum electrodynamics. The method is based on considering part of
the system as an open quantum system and choosing a convenient unitary transformation based on
the evolution operator. We illustrate our formalism by obtaining four Hamiltonians, each suitable to
a different class of applications. We show that we may treat several effects of molecular quantum
electrodynamics with a direct first-order perturbation theory. In addition, our effective Hamiltonians
shed light on interesting physical aspects that are not explicit when employing more standard ap-
proaches. As applications, we discuss three examples: two-photon spontaneous emission, resonance
energy transfer, and dispersion interactions.

Keywords: effective Hamiltonians; time-dependent Hamiltonians; quantum fluctuations; molecular
quantum electrodynamics; light–matter interactions

1. Introduction

In molecular quantum electrodynamics, atoms and molecules are treated within non-
relativistic quantum mechanics, and the electromagnetic field mediating the interactions is
quantized. This approach, born with Dirac’s seminal treatment of spontaneous emission [1],
is still an ongoing and intense research field, especially with the unprecedented control of
light–matter interactions at the atomic scale reached in the last decades.

All phenomena in this topic can be fully understood by starting with the classical
minimal coupling Hamiltonian and quantizing it. For molecular quantum electrodynamics,
the most convenient approach is to work in the Coulomb gauge. Throughout this work,
we shall deal with neutral molecules, in which case we can make a unitary transformation
on the minimal coupling Hamiltonian and work with the equivalent multipolar Hamilto-
nian [2–6]. Nonetheless, the generality of these Hamiltonians is also their main weakness,
since we must perform extensive calculations to obtain the quantities describing most of
the effects. For instance, the interaction between two nonpolar molecules in their ground
state results from a tedious fourth-order perturbative calculation.

Here comes the convenience of working with effective Hamiltonians, which are tai-
lored for each specific application, bringing several physical insights and shortening the
technical calculation to a much simpler and lower perturbative order analysis. An insightful
example is the dynamical polarizability (DP) Hamiltonian, obtained by R. Passante and
collaborators [7,8], which is built directly on the molecular dynamical polarizability instead
of its electric dipole operator, capturing better the physics governing the interaction. Indeed,
nonpolar molecules do not possess permanent electric dipole moments, and their interac-
tion is possible only due to virtual internal transitions that are automatically taken into
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account by the dynamical polarizability. This is the main message of effective Hamiltonians:
building the relevant physical mechanism into the Hamiltonian lowers the perturbative
order required in calculations. With the DP Hamiltonian, intermolecular interactions are
determined by means of a second-order calculation. Effective Hamiltonians and actions
are also useful in describing non-stationary systems and have been employed to develop a
multipolar approach to the dynamical Casimir effect [9] and to understand its microscopic
origin [10–14].

Effective Hamiltonians are easily constructed from unitary transformations [15],
but there is no general recipe to generate useful ones. In this paper, we fill this gap
by presenting a systematic method to obtain convenient effective Hamiltonians and by
discussing their physical implications. To illustrate our approach, we derive four gen-
eral effective Hamiltonians allowing us to extend the scope of applications to important
phenomena in molecular quantum electrodynamics.

Our method is based on choosing a unitary transformation inspired by (but not equal
to) the Hermitian conjugate of the evolution operator for the system. A key concept for our
formalism is that the linear susceptibility χ of a quantum system is built from the unequal
time commutator of an appropriate operator O describing the system. For the context
explored in this paper, we shall take O as being (i) the molecular dipole operator, in which
case χ is related to the molecular polarizability, and (ii) the electric field operator, with χ
representing the electric field generated by a point dipole (Green function), as discussed in
Appendix A.

The importance of the unequal time commutators of the electric field operators in
connection to the measurability of the fields was stressed in the literature [16,17]. Here, we
show that the unequal time commutators can be taken as the basis to generate convenient
effective Hamiltonians by allowing a given degree of freedom to effectively dress another
one. Physically, this is equivalent to considering part of our system (a molecule or the
electromagnetic field) as an open quantum system that is effectively dressed by an appro-
priate unitary evolution operator, thus yielding an effective time-dependent Hamiltonian
for the system.

In Section 2, we employ our formalism to set up the Hamiltonian Heff
M , in which the

molecular degrees of freedom are dressed by the field. This Hamiltonian generalizes the
DP one in two aspects: (i) it naturally accounts for internal dissipation in the molecules,
and (ii) it does not require the molecules to remain in the same internal state (usually the
ground state) during the process to be described. The latter aspect is a key element and
enables us to evaluate the two-photon spontaneous emission (TPSE) in Section 3 within
first-order perturbation theory—a much simpler route than the one commonly followed in
the literature.

From Section 4 on, we work with situations involving more than one molecule. We
employ our method to build the second effective Hamiltonian Heff

F , where one molecule,
say molecule B, dresses the field. With this dressing, the field acting on the other molecules
is given by the superposition of the vacuum electric field with the electric dipole field
generated by B. In Section 5, we demonstrate the convenience of Heff

F by directly computing
the resonance energy transfer (RET) between two quantum emitters in first order.

Then, in Section 6, we analyze dipole–dipole correlation effects and show that different
effective Hamiltonians are convenient depending on the distance separating the molecules.
In the asymptotic long-distance limit, we demonstrate the Hamiltonian Heff

MF, in which the
field dresses the molecules, and, in turn, one of the dressed molecules dresses back the
field. This Hamiltonian is similar to Heff

F , but now the electric field generated by molecule
B does not depend on the molecular dipole operator. Instead, it is produced by the dipole
induced by the vacuum itself. In the particular case where we assume the molecules to
be in the ground state, in the long-distance limit, we recover the Hamiltonian originally
proposed by P.W. Milonni [18].

Finally, for the short-distance limit (the non-retarded regime), we follow a comple-
mentary route: first, one molecule dresses the field, and then the dressed field dresses
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back the molecules. This leads us to a new effective Hamiltonian Heff
FM. We demonstrate

its convenience by applying it in Section 7 to obtain the London interaction energy in
first-order perturbation theory and show that this route provides some relevant physical
insights. Indeed, our approach can quantify the contributions to the interaction energy
coming from the dipole fluctuations of each molecule. The above examples surely do not
exhaust the list of useful effective Hamiltonians, and our method should be valuable for
several additional applications.

2. The Field Dresses the Molecules

We begin with a single neutral molecule at position R in the presence of the quan-
tized electromagnetic field. In the dipole approximation, the Hamiltonian describing the
system is

Htotal = H0 − d · E(R) , (1)

where d is the molecular dipole operator, and E(R) is the quantized electric field evalu-
ated at the molecule’s center-of-mass position R. Note that in the dipole approximation,
the electric field can be taken as uniform over the scale of the molecule. H0 stands for the
free Hamiltonians and is given by

H0 = H0m + ∑
kσ

h̄ωk

(
a†

kσakσ +
1
2

)
. (2)

In this expression akσ(a†
kσ) stands for the annihilation (creation) operator for a photon with

wavector k and polarization σ, whose electromagnetic field oscillates with a frequency
ωk = |k|c. H0m is the free molecular Hamiltonian whose eigenstates and eigenenergies are
assumed to be known. The coupling between the molecule and field, given by the second
term on the right-hand side of Equation (1), can be treated as a perturbation. Therefore, it is
convenient to work in the interaction picture with the interaction Hamiltonian

H(t) = −d(t) · E(R, t) . (3)

The time dependence is obtained by evolving the operators with the free Hamiltonian
H0. A nonpolar molecule is characterized by not having a permanent electric dipole in its
ground state |g〉, i.e., 〈g|d|g〉 = 0. Thus, any process during which the molecule does not
excite, such as the Stark shift, must be obtained at least through second-order perturbation
theory. If |ψ(t)〉 symbolizes the state of the molecule–field system in the interaction picture,
then its evolution can be written as

ih̄
d
dt
|ψ(t)〉 = H(t)|ψ(t)〉 . (4)

An equivalent description is generated once we apply a unitary transformation to the
state. We choose it as

UM(t) = e
i
h̄
∫ t
−∞dt′H(t′) . (5)

Note that transformation (5) implements the Heisenberg picture to first order in H, thus
canceling, at this order, the time evolution of |ψ(t)〉, which is precisely our goal. If
[H(t), H(t′)] = 0, then the transformation given in Equation (5) would implement the
Heisenberg picture exactly. Therefore, in the representation defined by UM, the time evolu-
tion of |ψ(t)〉 results from the non-vanishing value of the commutator [H(t), H(t′)], which
is consistent with the discussion on linear susceptibilities outlined in Section 1. As will
become clear below, this transformation effectively dresses the molecular degree of freedom
indicated by the subscript M. Next, we derive the equation satisfied by |ψM(t)〉 = UM|ψ(t)〉.
From Equation (4), we find

ih̄
d
dt
|ψM(t)〉 = HM|ψM(t)〉 , (6)
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with

HM(t) = UM(t)H(t)UM(t)−1 + ih̄
dUM(t)

dt
U−1

M (t) . (7)

Here enters the fact that we are not looking for an equivalent Hamiltonian but rather an
effective one. We desire an equivalent Hamiltonian only up to quadratic order in the dipole
operator, and thus, we are allowed to expand UM and collect results up to the second order
in H, obtaining

UM(t) ≈ 1 +
i
h̄

∫ t

−∞
dt′H(t′)− 1

2h̄2

[∫ t

−∞
dt′H(t′)

]2
, (8)

d
dt

UM(t) ≈ i
h̄

H(t)− 1
2h̄2

∫ t

−∞
dt′{H(t), H(t′)} . (9)

Note that the expansion in Equation (8) does not correspond to a Dyson series, since the
unitary transformation given in Equation (5) is not an evolution operator (it lacks a time-
ordering operator). These expansions differ in the second-order term, and we stress that
the third term on the right side of Equation (8) is proportional to the square of the second
term, which is crucial for the results we will obtain. We define the effective Hamiltonian
Heff

M (t) as the second-order approximation of HM, which is obtained by substituting the
previous relations into Equation (7):

Heff
M (t) = − i

2h̄

∫ t

−∞
dt′[H(t), H(t′)] , (10)

where we used the identity 2H(t)H(t′) = [H(t), H(t′)] + {H(t), H(t′)}. Notice that the
linear term in the dipole vanished. From Equation (3) and since electric field operators at
the same spatial point commute at all times (see Appendix A), we are left with

Heff
M (t) = − i

2h̄

∫ t

−∞
dt′[dj(t), dl(t′)]Ej(R, t)El(R, t′) , (11)

where we employed Einstein notation and denoted by j, l = 1, 2, 3 the Cartesian components
of the operators. The great convenience of this Hamiltonian is that it is quadratic in the
operators, thus halving the required perturbation order in comparison to the Hamiltonian
given by Equation (3). We point out that our demonstration remains the same whether the
electric field is quantized or not. As an example, with this effective Hamiltonian, the Stark
effect can be obtained from a first-order perturbative calculation. We emphasize that this
Hamiltonian is valid only within first-order perturbation theory, but improvements can be
made if one keeps extra terms in Equations (8) and (9). Heff

M mixes both the materials’ and
fields’ degrees of freedom. When the atom is assumed to remain in the ground state, we
may take the expectation value of Heff

M in the molecular’s subspace defined by the ground
state through the evaluation of 〈g|Heff

M (t)|g〉. We stress here that we are not acting on the
field subspace, and thus, this average is still an operator in the field variables, which we
denote by

Heff(gg)
M (t) = −1

2

∫ ∞

−∞
dt′αjl(t− t′)Ej(R, t)El(R, t′) , (12)

with
αjl(t− t′) =

i
h̄

θ(t− t′)
〈

g|[dj(t), dl(t′)]|g
〉

(13)

being the molecular dynamical polarizability tensor for the ground state describing its
linear response to an applied electric field—see Appendix A for details. For practical
applications and some physical interpretations, it is generally more suitable to work with
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the dynamical polarizability in the Fourier representation rather than in the time domain.
To do so, we write the free electromagnetic field in the usual form:

E(R, t′) = ∑
kσ

Ekσ(R, t′) = ∑
kσ

[
E(+)

kσ (R)e−iωkt′ + E(−)
kσ (R)eiωkt′

]
, (14)

where ωk = c|k|, σ is the polarization degree of freedom, and the superscript + (−) refers
to positive (negative) frequencies of the field. Substituting Equation (14) into (12), we
arrive at

Heff(gg)
M (t) = −1

2
dind(t) · E(R, t) , (15)

where
dind

j (t) = ∑
kσ

[
αjl(ωk)El(+)

kσ (R, t) + αjl(−ωk)El(−)
kσ (R, t)

]
(16)

stands for the vacuum-induced dipole operator, and El(±)
kσ (R, t) = El(±)

kσ (R)e∓iωkt is the l-th

Cartesian component of E(±)
kσ (R, t). Notice that dind(t) acts on the field’s Hilbert space. Due

to the reality of α(t− t′), αjl(−ωk) = α∗jl(ωk), and, thus, dind(t) is an Hermitian operator.
If dissipation is negligible, we re-obtain as a particular case the DP Hamiltonian [7]

Heff(DP)
M (t) = −1

2 ∑
kσ

αjl(ωk)El
kσ(R, t)Ej(R, t) . (17)

Physically, this is the quantum counterpart of the interaction energy of a polarizable system
without permanent electric dipole moments in the presence of an external electric field.
In the case without dissipation, the dynamical polarizability in the Fourier space is given
by (see Appendix A)

αjl(ω) = −1
h̄ ∑

r 6=g
dgr

j drg
l

(
1

ω−ωrg
− 1

ω + ωrg

)
, (18)

where r denotes the excited internal molecular states, and dgr = 〈g|d|r〉 = drg∗ is the
transition dipole moment between states g and r, while ωrg is the corresponding transi-
tion frequency.

There are some subtleties concerning the unitary transformation employed in this
section. One could argue that once the integration present in Equation (5) starts from −∞,
our truncation in Equation (9) is not rigorous. The point is that the molecule has a finite
memory, characterized by a time scale τ. This means that αjl(t− t′) vanishes for t− t′ � τ
in Equation (13), enabling the lower limit in (5) to be replaced by t− τ. The validity of this
truncation is then tantamount to the validity of the perturbative method in the molecule–
field interaction, justifying our approach. This argument also underlies the convenience of
working in the Fourier space. Convergence of the time integration in Equation (12) requires
that we account for dissipation in the polarizability. Nevertheless, in many cases of interest,
the most relevant Fourier modes are far from molecular resonances, and we may neglect
dissipation when using Equations (15) and (16).

Another important aspect is that the effective Hamiltonian (11) is convenient only
when first-order perturbation theory in Hamiltonian (3) vanishes, even though regular-
ization techniques may render it applicable if this is not the case [8]. We may separate
the main applications of the effective Hamiltonian Heff

M into two groups: (i) the molecule
remains in the same internal state during the entire process, and the expectation value of
the electric dipole operator in this state is zero; (ii) the molecule undergoes a transition
between two internal states, but the electric dipole operator is unable to connect these two
states. Examples involving (i) have already been discussed in the literature [7,8], in contrast
with case (ii). One fascinating example of this second group is the two-photon spontaneous
emission, with selection rules forbidding the one-photon transition. In the next section,
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we explore this example from the perspective of the effective Hamiltonian derived in
this section.

3. Application to the Two-Photon Spontaneous Emission

An excited molecule may decay to its ground state through the emission of two
photons in the so-called two-photon spontaneous emission (TPSE). This phenomenon is
particularly interesting when the one-photon transition is forbidden. The TPSE makes
the vacuum unstable and is responsible for the initial buildup of the intracavity field in
two-photon micromasers [19–21]. More recently, it was shown that the simultaneously
emitted photons can be indistinguishable and entangled in time and frequency [22–24],
renewing the interest in this phenomenon [25–29]. This section aims to obtain the TPSE
rate directly from first-order perturbation theory in Hamiltonian (11). Let us consider that
a molecule in an internal state |e〉 decays in vacuum to its ground state |g〉 through the
emission of two photons with wavevectors k and k′ and polarizations σ and σ′. To this end,
it suffices to analyze the matrix element of Heff

M connecting the initial and the final states,
given by

〈g; 1kσ1k′σ′ |Heff
M (t)|e; 0〉 = −1

2

∫ ∞

−∞
dt′Dge

jl (t, t′)〈1kσ1k′σ′ |Ej(0, t)El(0, t′)|0〉 , (19)

where we chose the origin of our coordinate system at the position of the molecule. Here,
|0〉 denotes the vacuum state of the electromagnetic field. We also define

Dge
jl (t, t′) =

i
h̄

θ(t− t′)〈g|[dj(t), dl(t′)]|e〉 , (20)

which involves only the molecular degrees of freedom and quantifies the linear response
of the molecule to an applied field connecting internal states |e〉 and |g〉. Note that, when
taking |e〉 = |g〉 in Equation (20), the tensor

←→
D yields as a particular case the polarizability

of the molecule, which is given by Equation (13). The TPSE rate is immediately obtained in
the long-time limit by substituting Equation (19) into Fermi’s golden rule. In general, it is
more convenient to represent

←→
D in Fourier space. We begin by writing

d(t) = eiH0m(t−t0)de−iH0m(t−t0) (21)

and, at the end, we take t0 → −∞. In this expression, H0m denotes the free molecular
Hamiltonian, with eigenstates satisfying H0m|r〉 = h̄ωr|r〉, so that by inserting a closure
relation I = ∑r |r〉〈r| into Equation (20), we obtain

Dge
jl (t, t′) = α

ge
jl (t− t′)e−iωegt′ , (22)

with

α
ge
jl (t− t′) =

i
h̄

θ(t− t′)∑
r

[
dgr

j dre
l e−iωrg(t−t′) − dgr

l dre
j eiωre(t−t′)

]
. (23)

The instant t0 plays a role only in an unimportant global phase, which was discarded.
In Fourier space, Equation (23) becomes

α
ge
jl (ω) =

1
h̄ ∑

r

(
dgr

j dre
l

ωrg −ω
+

dgr
l dre

j

ωre + ω

)
. (24)
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The desired matrix element given in Equation (19) can be obtained from Equation (14).
For emission processes, only positive frequency modes contribute. Using Equation (22), we
also obtain

〈g; 1kσ1k′σ′ |Heff
M (t)|e; 0〉 =

h̄
√

ωkωk′

4ε0V
ei(ωk+ωk′−ωeg)t×

[
ε

j
kσεl

k′σ′α
ge
jl (ωeg −ωk′) + ε

j
k′σ′ε

l
kσα

ge
jl (ωeg −ωk)

]
, (25)

where ε
j
kσ is the jth Cartesian component of the polarization unit vector for the mode with

wavevector k and polarization σ, and V is the volume of the quantization box. In the
long-time limit, we are interested in photon pairs satisfying the condition ωk + ωk′ = ωeg.
With this, we see that αjl(ωeg−ωk′) = αjl(ωk) = αl j(ωeg−ωk), where we used Equation (24)
in the last equality. Therefore, we may simplify Equation (25) to

〈g; 1kσ1k′σ′ |Heff
M (t)|e; 0〉 = h̄

√
ωkωk′

2ε0V
ei(ωk+ωk′−ωeg)tε

j
k′σ′ε

l
kσα

ge
jl (ωeg −ωk) . (26)

The probability rate of emitting one photon in a solid angle dΩ around k̂ and with a
frequency in the interval (ω, ω + dω) and another in a solid angle dΩ′ around k̂′, as well
as with a frequency in the interval (ω′, ω′ + dω′), is given by (from now on we denote
ω ≡ ωk and ω′ ≡ ωk′ )

dΓTPSE =
V2

(2π)6 dΩdΩ′dωdω′
ω2ω′2

c6

∣∣∣
∫ t

0 dt′〈g; 1kσ1k′σ′ |Heff
M (t′)|e; 0〉

∣∣∣
2

h̄2t
. (27)

Employing Fermi’s golden rule, we arrive at

dΓTPSE

dΩdΩ′dωdω′
=

ω3ω′3

c6(2π)5(2ε0)2

∣∣∣εj
k′σ′ε

l
kσα

ge
jl (ωeg −ω)

∣∣∣
2
δ(ωeg −ω−ω′) . (28)

Integration over the solid angles may be readily evaluated from the identity

∑
σ,σ′

∫
dΩdΩ′εj

k′σ′ε
m∗
kσ εn∗

k′σ′ε
l
kσ =

(8π)2

9
δmlδjn . (29)

We also integrate over ω′ to find the photon emission rate:

dΓTPSE

dω
=

ω3(ωeg −ω)3

18c6π3ε2
0

α
ge
jl (ωeg −ω)α

∗ge
jl (ωeg −ω) , (30)

which is equivalent to the result of Ref. [2].
When performing second-order perturbation theory, the usual notation is to describe

the molecular response in terms not of αge—which is a function of a single frequency
variable, but rather a function of two frequency variables, which are obtained from
Equation (24) by replacing ωre + ω by ωrg −ω′ in the second term. The calculation from
the new effective Hamiltonian (11) not only yields the two-photon spontaneous emission
rate with a much shorter first-order calculation but also describes the results in terms of a
single frequency variable function that sheds an interesting light on the physical mechanism
involved in the phenomenon. In order to unveil the physical significance of α

ge
jl , let us

project the Hamiltonian Heff
M into the field’s Hilbert space, thus generalizing Equation (12)

for situations where the molecule undergoes an internal transition. This is done by defining
the new effective Hamiltonian from Equation (11):

Heff(ge)
M (t) := 〈g|Heff

M (t)|e〉 = −1
2

∫ t

−∞
dt′Dge

jl (t, t′)Ej(0, t)El(0, t′) , (31)
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which involves only electric field operators. Note that Dge
jl (t, t′), given by Equation (20),

is not a real number, and, therefore, Heff(ge)
M is non-Hermitian. This is due to the fact that

the field degrees of freedom alone constitute an open quantum system, extracting energy
from the drive provided by the molecular internal transitions encapsulated in Dge

jl (t, t′).
The non-hermiticity of Hamiltonian (31) also reflects the break of time inversion symmetry
imposed by the two-photon decay.

Following the same steps that led us from Equations (12) to (15), we obtain

Heff(ge)
M (t) = −1

2
dind(ge)(t) · E(R, t) , (32)

where the induced dipole for the transition |e〉 −→ |g〉 is given by

dind(ge)
j (t) = ∑

kσ

[
α

ge
jl (ωeg + ωk)El(+)

kσ (R, t) + α
ge
jl (ωeg −ωk)El(−)

kσ (R, t)
]
e−iωegt . (33)

For this reason, we denominate α
ge
jl as the transition polarizability tensor. This is a useful

concept whenever the transition dipole element of a given internal molecular transition
vanishes but can be induced by an external electric field. It generalizes the concept of the
polarizability tensor, which stands for the dipole induced for a fixed internal molecular state.
This induced transition dipole acts as an external source oscillating with frequency ωeg and
driving the field appearing in the effective Hamiltonian (31). Here, ωeg > 0 indicates that
energy-conserving processes must be accompanied by photon creation, as can be verified
in Equation (14). In this case, only the last term in Equation (33) contributes to the process.
The other term is relevant for two-photon absorption, and the calculation presented in the
section applies with minor modifications to this case.

4. The Molecules Dress the Field

In the previous section, we investigated the convenience of employing effective Hamil-
tonians in which the electric field dresses the molecules. Now, we shall analyze the opposite
case and present an effective Hamiltonian that describes a molecule dressing the electric
field operator. Consider two nonpolar molecules A and B. The electric dipole Hamiltonian
describing this system in the interaction picture is

H(2) = HA + HB , (34)

where Hζ = −dζ(t) · E(Rζ , t), and dζ is the electric dipole operator of molecule ζ = A, B,
whose center of mass is at position Rζ . We again represent the system’s state with |ψ(t)〉,
satisfying Equation (4), but implicitly including a tensor product of both the molecules’
and fields’ states. We follow the same reasoning as in the previous section. In this case,
however, we want the molecule B to dress the electric field operator. Hence, we choose as
the unitary transformation the inverse of the evolution operator for the coupling between
molecule B and the field:

UF = T̃ e
i
h̄
∫ t
−∞dt′HB(t′) , (35)

where T̃ is the anti-time ordering operator (earlier-time operators on the left). Its presence
implies a crucial difference in comparison with Equation (5), and its purpose is to eliminate
HB so that the entire role played by molecule B will be through the field it produces.
If only molecule B were present, the unitary transformation UF would take the interaction
picture into the Heisenberg picture. Nonetheless, in the presence of atom A, this unitary
transformation yields a new effective Hamiltonian, to which we now turn our attention.

Following steps analogous to those in Section 2, the equivalent Hamiltonian is given by

HF = UFH(2)(t)U−1
F + ih̄

∂UF

∂t
U−1

F . (36)
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Due to the anti-time ordering operator, we have ih̄∂tUF = −UFHB, and, thus,

HF = −dA(t) ·UFE(RA, t)U−1
F , (37)

canceling HB as anticipated. Expanding up to the linear term in dB, we obtain (see
Appendix A)

UFE(RA, t)U−1
F ≈ E(RA, t) + Edip,B(RA, t) , (38)

where

Edip,B(RA, t) =
1

4πε0





3[r̂ · dB(tr)]r̂− dB(tr)

r3 +
3
[
r̂ · ḋB(tr)

]
r̂− ḋB(tr)

cr2

+

[
r̂ · d̈B(tr)

]
r̂− d̈B(tr)

c2r



 , (39)

with r = RA − RB and tr = t− r/c being the retarded time. This expression corresponds
to the electric field generated by dipole B at the position of molecule A. This result is
readily extended to any number of molecules by exchanging HB −→ HB + HC + · · · in
Equation (35), thus obtaining

Heff
F = −dA(t) ·

[
E(RA, t) + ∑

ζ=B,C,...
Edip,ζ(RA, t)

]
. (40)

While Equation (37) is exact and constitutes an equivalent Hamiltonian, Equation (40)
is effective and valid only up to linear order in dB, dC, etc. It is worth mentioning that
Equation (40) can be generalized to other situations. For instance, if atom A is in the
presence of a magnetically polarizable atom [30,31], we have to add the electric field
produced by the magnetic dipole of atom B in Equation (38). In the next section, we
demonstrate the convenience of the new effective Hamiltonian Heff

F by obtaining the RET
rate in a first-order calculation.

5. Application to the Resonance Energy Transfer

In a resonance energy transfer (RET) process, an excited molecule decays through
nonradiative channels, transferring its energy to a molecule in the ground state [32–41].
This phenomenon is of notable importance to many areas of science due to its broad
range of applications across fields such as chemistry [42], medicine [43], and biology [44].
Throughout this section, we discuss the probability that an excited molecule A decays,
exciting an identical molecule B that was initially in its ground state, placed at a distance r
from A, with both in vacuum.

Up to the second order in perturbation theory, the probability amplitude of interest
can be calculated as [15]

M f i ≈ 〈ψ f |Hint|ψi〉+ lim
η→0+

∑
r

〈ψ f |Hint|ψr〉〈ψr|Hint|ψi〉
Ei − Er + iη

. (41)

In this expression, |ψi〉 = |eA, gB, 0kσ〉 (with energy Ei) and |ψ f 〉 = |gA, eB, 0kσ〉 describe,
respectively, the system’s initial and final states, ĤInt is the interaction Hamiltonian, and |ψr〉
are the intermediate states with energy Er. In the standard approach, the interaction
Hamiltonian is taken as the dipolar Hamiltonian given by Equation (34): Hint = H(2).
With this choice, however, the first term in Equation (41) vanishes, and the RET rate is
obtained from second-order perturbation theory. Here, we offer an alternative and simpler
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approach by letting atom B dress the field and taking Hint = Heff
F , as in Equation (40).

In this case, it suffices to calculate the first-order matrix element

M f i = −〈gA|dA(t)|eA〉 · 〈eB|Edip,B(RA, t)|gB〉 . (42)

Following Equation (21), the first matrix element on the right-hand side of the previous
equation becomes (more precisely, we should consider the evolution beginning at time t0;
however, as explained in Section 3, this would only contribute as an irrelevant global phase)

〈gA|dA(t)|eA〉 = e−iωegtdge
A , (43)

and, by using Equation (39), the terms contained in the second matrix element give the
contributions

〈eB|dB(tr)|gB〉 = eiωegte−ikrdeg
B , (44)

〈eB|∂tdB(tr)|gB〉 =
∂

∂t
〈eB|dB(tr)|gB〉 = iωegeiωegte−ikrdeg

B ,

〈eB|∂2
t dB(tr)|gB〉 =

∂2

∂t2 〈eB|dB(tr)|gB〉 = −ω2
egeiωegte−ikrdeg

B , (45)

where k = ωeg/c. Replacing these results in Equation (42), we arrive at

M f i =
dge

i,Adeg
j,Be−ikr

4πε0r3

[
(δij − 3r̂i r̂j)(1 + ikr)− (δij − r̂i r̂j)k2r2

]
. (46)

By applying Fermi’s golden rule,

ΓRET =
2π

h̄2 ρ(ω f )
∣∣∣M f i

∣∣∣
2

, (47)

where ρ(ω f ) is the density of final states with energy E f = h̄ω f , and we directly recover
the well-known result for the RET rate [45,46].

6. The Dressed Molecules Dress the Field—And the Reverse

The first-order perturbation in the Hamiltonian (40) vanishes whenever the electric
dipole operator of one of the molecules cannot connect the involved molecular states.
An example is the force between molecules in their ground state to be analyzed in the next
section. Here, instead, we focus on a general discussion without specifying the molecular
internal state. The physical mechanism that limits the dipole–dipole correlation depends
strongly on the distance R separating the molecules. Indeed, two characteristic time scales
are key to understanding the two different regimes: the time it takes light to travel between
the molecules, tγ = r/c, and the characteristic time for dipole fluctuations, td = 1/ω0,
where ω0 is a typical transition frequency for the molecules. In the asymptotic long-
distance regime, tγ � td, it is the electrodynamical retardation that limits the dipole–dipole
correlation, and we may neglect dispersion in the atomic response. In the opposite short-
distance regime, electrodynamical retardation is negligible, and it is now the delay in the
molecular response that limits the dipole–dipole correlation. Now, the molecular dispersion
is crucial, but we can take the electrostatic limit for the electric field produced by each
electric dipole. To go deeper into the physical particularities of these two complementary
regimes, we shall develop a different effective Hamiltonian appropriate to each case.

6.1. The Dressed Molecules Dress the Field: Retarded Long-Distance Regime

In the long-distance regime, we may neglect dispersion in the molecules, which is
tantamount to considering an instantaneous molecular response. This means that the time-
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scale variation for the electric field is much slower than the molecular response, enabling
us to approximate

i
h̄

∫ t

−∞
dt′[dj(t), dl(t′)]El(R, t′) ≈ ΠjlEl(R, t) , (48)

when evaluating the effective Hamiltonian Heff
M (t) given by Equation (11). We have defined

the molecular operator Πjl as

Πjl =
i
h̄

∫ ∞

−∞
dt′θ(t− t′)[dj(t), dl(t′)] . (49)

From Equation (13), we see that the expectation value 〈g|Πjl |g〉 is the static polarizability
of the molecule in its ground state, given by setting ω = 0 in Equation (18). The tensor
operator Πjl generalizes this concept by enabling us to capture the static response even
for processes involving changes in the molecular internal state. Substituting (48) into (11)
leads to

Heff,s
M (t) = −1

2
ΠjlEj(R, t)El(R, t) , (50)

which corresponds to the static response limit of Heff
M (t).

In the case of two molecules, dipole–dipole correlations arise in second-order pertur-
bation theory in the Hamiltonian

Heff,s
M

(2)(t) = Heff,s
M,A

(2)(t) + Heff,s
M,B

(2)(t) = −1
2

ΠA,jlEj(RA, t)El(RA, t)− 1
2

ΠB,jlEj(RB, t)El(RB, t) , (51)

where Πζ,jl is the operator (49) for molecule ζ = A, B.
An equivalent Hamiltonian where the molecules couple directly with each other will

be able to capture the dipole–dipole correlation in first-order perturbation theory. This can
be done by employing the unitary transformation

UMF = T̃e
i
h̄
∫ t
−∞dt′Heff,s

M,B(t
′) , (52)

which mimics the one employed in Section 4, with the difference that it is the dressed
molecule (through operator Πjl), instead of the naked molecule, that dresses the field.
Following the same steps that led us from Equation (34) for molecule B into Equation (37),
we get

Heff,s
MF (t) = UMFHeff,s

M,A(t)U
−1
MF . (53)

Heff,s
MF is very suitable for handling effects related to the interaction between atoms A and

B because the expansion of UMF in Equation (53) contains terms combining the product
ΠA,jlΠB,mn. Such terms also appear through a fourth-order perturbation theory in Hamilto-

nian (34) but already appear in first order here. To obtain Heff,s
MF , it is enough to implement

the transformation rule for the electric field at RA, since ΠA,jl commutes with ΠB,mn. Sub-
stituting Equation (50) into (52), we obtain the following up to linear order in ΠB (see
Appendix A):

UMFE(RA, t)U−1
MF ≈ E(RA, t) + Eind

dip,B(RA, t) , (54)

where Eind
dip,B(RA, t) is given by Equation (39) with the substitution dB,j(tr) −→ ΠB,jkEk(RB, tr).

This result is mathematically similar to Equation (38) but with a remarkable physical dif-
ference. Here, the field is dressed not by a naked molecule but by a dressed one. This
means that the source of the electric dipole field is not the molecular dipole operator but
rather a vacuum-induced dipole—as indicated by the superscript “ind” in Equation (54).
From Equations (53) and (54), we arrive at

Heff,s
MF (t) = −1

2
ΠA,jk

(
Ek(RA, t)Eind

dip,B,j(RA, t) + Eind
dip,B,k(RA, t)Ej(RA, t)

)
, (55)
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where we have kept only the terms capturing the dipole–dipole correlation and neglected
the higher-order term ΠA,jkEind

dip,B,k(RA, t)Eind
dip,B,j(RA, t). This expression is manifestly sym-

metric upon the exchange A ←→ B, as can be verified by substituting Equation (39)
into (55).

As an application of the effective Hamiltonian (55), we may consider that both
molecules are at their ground states throughout the entire process. In this case, we may take
the expectation value of Heff,s

MF (t) in the ground states of the molecules, which is equivalent
to substituting the operators Πjl with the static polarizability tensor of the corresponding
molecule in Equation (55). In the particular case of isotropic molecules, this reproduces
the asymptotic long-distance limit of the effective Hamiltonian originally employed by
P.W. Milonni, which readily yields the known Casimir–Polder result in first order [18]. For
comparison, when taking the average of Heff,s

M
(2) (see Equation (51)) over the molecular

ground state, the resulting effective Hamiltonian [47] yields the Casimir–Polder energy
only to the second order of perturbation theory.

In the opposite short-distance limit, molecular dispersion is essential, and we cannot
make the approximation given by Equation (48). In this case, it is more convenient to work
with a different effective Hamiltonian, which we shall present in the next subsection.

6.2. The Dressed Field Dresses the Molecules: Non-Retarded Regime

We now turn to the opposite regime, in which the intermolecular distance is so small
that we may neglect the electromagnetic retardation in comparison to the molecular re-
sponse time. Unlike the other examples in this paper, this case does not require quantization
of the electromagnetic field. On the other hand, the molecular dispersion is crucial in this
regime. The dipole–dipole correlation is usually obtained from a second-order perturbation
theory in the dipole–dipole Hamiltonian [48]

Hdd =
dA,jdB,k

(
δjk − 3r̂j r̂k

)

4πε0r3 , (56)

where r = rr̂ is the position of molecule B with respect to molecule A. Notice that this
Hamiltonian is a particular case of Equation (40) without the vacuum electric field operator
and with the dipole electric field taken in the electrostatic approximation. In the non-
retarded regime, the field and the molecular operators switch roles with respect to what
happens in the retarded asymptotic regime. While, in the latter, we could begin with
Hamiltonian (48), which approximates the molecular response with its dressed static
response, Equation (56) is precisely the opposite: now it is the field that is dressed by its
static response. Indeed, the electrostatic dipole field leading to (56) corresponds to the
zero-frequency limit of the Green function of the wave equation, which plays the role of
the field susceptibility, as discussed in Appendix B.

Mirroring the procedure of the previous subsection, we let the already-dressed field
dress the molecules, thus leading to a new effective Hamiltonian. In the long-distance
regime, we employed a unitary transformation extending the formalism of Section 4. Here,
on the other hand, we want to extend the formalism developed in Section 2. As a first
step, we write Hamiltonian (56) in the interaction picture and then take as the unitary
transformation the operator

UFM = exp
(

i
h̄

∫ t

−∞
dt′Hdd(t′)

)
, (57)

which should be compared to Equation (5). Following steps analogous to the ones leading
to Equation (10) yields

Heff
FM(t) = − i

2h̄

∫ t

−∞
dt′[Hdd(t), Hdd(t′)] . (58)
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Since operators involving different molecules commute, we have

[dA,j(t)dB,k(t), dA,m(t′)dB,n(t′)] =
[dA,j(t), dA,m(t′)]{dB,k(t), dB,n(t′)}

2

+
{dA,j(t), dA,m(t′)}[dB,k(t), dB,n(t′)]

2
. (59)

By substituting Equation (56) and the previous identity into Equation (58), we obtain the
effective Hamiltonian

Heff
FM = −

i
(

δjk − 3r̂j r̂k

)
(δmn − 3r̂m r̂n)

64h̄π2ε2
0r6

∫ t

−∞
dt′
(
[dA,j(t), dA,m(t′)]{dB,k(t), dB,n(t′)}

+ {dA,j(t), dA,m(t′)}[dB,k(t), dB,n(t′)]
)

. (60)

The new effective Hamiltonian (60) has two terms that capture the physics involved
in the dipole–dipole correlation. The product [dA,j(t), dA,m(t′)]{dB,k(t), dB,n(t′)}measures
how the dipole fluctuations of molecule B induces a dipole in molecule A, while the other
term is its reciprocal. This decomposition is possible because, differently from the standard
approach based on second-order perturbation theory with the time-independent dipole–
dipole Hamiltonian (56) where the two molecules are considered as an isolated system,
here, we take the complementary approach of considering each molecule separately as an
open quantum system. This perspective offers two main novelties: (i) Heff

FM brings to light
the dynamical character of the dispersion interaction by making an explicit connection with
dipole fluctuations, and (ii) Heff

FM enables us to assess the contribution from the fluctuations
of each molecule separately. In the next section, we analyze an example that illustrates
these advantages.

7. Application to the London Interaction Energy

In this section, we consider the dispersion interaction between two ground-state non-
polar molecules A and B in vacuum, which interact due to correlations between their
fluctuating electric dipoles. As discussed in the previous section, the physical mechanism
limiting the dipole–dipole correlation strongly depends on comparing the distance separat-
ing the molecules and their internal transition wavelengths. For ground-state molecules,
the resulting intermolecular interaction energy exhibits a different power-law dependence
with distance in each of the two regimes discussed in Section 6.

As originally demonstrated by London [49], the non-retarded interaction energy can be
obtained without quantizing the electromagnetic field and scales with 1/r6. The asymptotic
long-distance limit was first obtained in the seminal paper by Casimir and Polder [50],
where they showed that retardation imposes the necessity of quantizing the electromagnetic
field and demonstrated that the interaction energy scales asymptotically with 1/r7.

Both regimes have still been at the center of intense investigation in recent years.
Casimir–Polder forces have been studied considering excited [51–56] and chiral [57–60]
particles. The influence of neighboring surfaces with ever-increasing complexity [61–73]
and with dynamical [74–76] and thermal effects [77–83] has also been considered.

The force in the non-retarded regime—sometimes referred to as London or van der
Waals force—plays a pivotal role in chemistry [84] and condensed matter physics, where
short-range interactions prevail. In van der Waals heterostructures, two-dimensional mate-
rials are stacked and held together by London dispersion forces, generating materials with
fascinating physical properties that are useful for designing new electronic devices [85–87].
Density functional theory provides a powerful framework capable of obtaining increasingly
precise descriptions of molecular polarizabilities and London dispersion forces [88–90].
Modifications of the force due to an intervening electrolyte medium [91–93], with the atomic
motion in connection with quantum friction [94–105] or with non-local interferometric
phases [106–108], the atomic internal state [109], and coming from boundary conditions im-

29



Entropy 2024, 26, 527

posed by nearby structures [110–114], have disclosed important features of the London–van
der Waals interactions.

In the previous section, we discussed how the Casimir–Polder result for the asymptotic
long-distance limit can be derived from the effective Hamiltonian Heff

MF (55). In this section,
we obtain the London result for the short-distance non-retarded limit from the new effective
Hamiltonian Heff

FM (60), which provides new physical insights into the dipole–dipole corre-
lation present in the non-retarded regime. By taking the average of Hamiltonian (60) in the
ground state of the molecules and employing the result (13) for the molecular polarizability
tensors αA

jl , αB
jl , we obtain

ELondon = −
h̄
(

δjk − 3r̂j r̂k

)
(δmn − 3r̂m r̂n)

64π2ε2
0r6

∫ ∞

−∞
dτ
(

αA
jm(τ)η

B
kn(τ) + ηA

jm(τ)α
B
kn(τ)

)
, (61)

where we defined the symmetrical dipole correlation function

η
ζ
jm(τ) :=

1
h̄
〈g|
{

dζ
j (t
′ + τ), dζ

m(t′)
}
|g〉 , (62)

with ζ = A, B. To work in the Fourier space, we can apply Parseval’s theorem, so
Equation (61) becomes

ELondon = −
h̄
(

δjk − 3r̂j r̂k

)
(δmn − 3r̂m r̂n)

128π3ε2
0r6

∫ ∞

−∞
dω
(

αA
jm(ω)ηB

kn(ω) + ηA
jm(ω)αB

kn(ω)
)

, (63)

where we used that ηA,B(ω) are real functions, as they are Fourier transforms of real even
functions. This result is the analog for two molecules of the decomposition obtained for an
atom coupled to the vacuum electric field [115–117]. In the latter, the field susceptibility
captures the field radiation reaction. More recently, an analogous decomposition was also
obtained for atoms interacting with a scalar quantum field [118]. A decomposition similar
to (63) was employed to derive a nonlocal phase for a moving atom interacting with a
planar surface [119] and a Sagnac-like atomic phase induced by a rotating nanosphere [120].

In the isotropic case, the polarizability tensors simplify to α
A(B)
rs (τ) = δrsαA(B)(τ), and

the symmetric correlation functions simplify to η
A(B)
rs (τ) = δrsηA(B)(τ). Then, Equation (63)

leads to
ELondon = − 3h̄

64π3ε2
0r6

∫ ∞

−∞
dω
(

αA(ω)ηB(ω) + ηA(ω)αB(ω)
)

. (64)

In Appendix B, we employ the analytical properties of the correlation functions to demon-
strate that our results are equivalent to the standard way of expressing the London interac-
tion energy for any molecular model of the polarizabilities. Here, we show the convenience
of Equation (64) by considering the simple case of two-level atoms, for which (ζ = A, B) [18]

αζ(ω) =
α

ζ
0ω2

0ζ

ω2
0ζ −ω2

, (65)

ηζ(ω) = πα
ζ
0ω0ζ

[
δ(ω−ω0ζ) + δ(ω + ω0ζ)

]
. (66)

Let us analyze each contribution to the London interaction energy in Equation (64) sepa-
rately. We define

EA→B
London = − 3h̄

64π3ε2
0r6

∫ ∞

−∞
dω ηA(ω)αB(ω) , (67)
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as the contribution arising from the dipole induced at atom B by the dipole fluctuations of
atom A. From Equations (65) and (66), we obtain

EA→B
London = −3h̄αA

0 αB
0 ω0Aω0B

32π2ε2
0r6

ω0B

ω2
0B −ω2

0A
. (68)

The interaction energy is ELondon = EB→A
London + EA→B

London, with EB→A
London being obtained by

interchanging the roles of A and B in Equation (68).
Let us consider ω0A > ω0B. In that case, from Equation (68), we see that EA→B

London > 0,
indicating that the dipole induced at a slower atom by a faster one generates a repulsive
contribution to the dispersion force. This is due to the fact that the polarizability given by
Equation (65) becomes negative for frequencies higher than the atomic transition frequency.
Indeed, the induced dipole at the slower atom B cannot follow the fast oscillation of the
fluctuating dipole of atom A. The induced dipole at B lags behind the field of atom A and
points opposite to its direction at a given time. As a consequence, the induced dipole at
B repels the fluctuating dipole at A. However, the opposite holds for the complementary
term EB→A

London: the dipole induced in the faster atom A can follow the dipole fluctuations of
atom B in phase, leading to an attractive contribution. Attraction overcomes repulsion by a
factor ω0A/ω0B, since the slower atom couples less effectively to the field than the faster
one. If ω0A = ω0B, each contribution diverges due to a resonant response. This divergence
would be avoided if dissipation were taken into account. Nevertheless, it is remarkable that
the divergence cancels once we sum EB→A

London and EA→B
London, leaving us with the well-behaved

total interaction energy

ELondon = − 3h̄αA
0 αB

0
32π2ε2

0r6
ω0Aω0B

ω0A + ω0B
, (69)

which agrees with the result [2] calculated from second-order perturbation theory based on
the dipole–dipole Hamiltonian (56).

Notice that varying ω0B while keeping the other parameters fixed shows that the
attraction is maximal when ω0B → ∞. The previous decomposition clearly illustrates the
physical mechanism involved. From Equation (68), we see that in this limit, the repulsive
contribution EB→A

London vanishes, indicating that atom A is effectively transparent, decoupling
from the rapid oscillating field produced by B. The attractive term in Equation (68), on the
other hand, takes its maximal absolute value in this limit, since the response of atom B is
so fast that it perfectly mirrors the fluctuations of the other atom. In this sense, we may
conclude that atom B in the limit ω0B → ∞ is the atomic analog of a perfect conductor.

As was true with the other effective Hamiltonians discussed in this paper, we see that
the convenience of employing Heff

FM is twofold: (i) it lowers the perturbation order required
to obtain the London dispersion energy from second to first order, and (ii) it offers physical
insights into the mechanisms involved in the phenomenon. The results in this section can
be readily extended for multilevel atoms. To this end, it suffices to substitute Equations (65)
and (66) with a summation over all internal transition frequencies.

8. Final Remarks and Conclusions

All phenomena in molecular quantum electrodynamics can be obtained from the
multipolar Hamiltonian. In this paper, we restricted our attention to phenomena that
can be treated perturbatively (which includes the vast majority of cases in this field). In
most situations, the dominant effect is obtained from a high-order perturbation theory,
requiring intermediate states to connect the initial and the final states. A clear example is the
interatomic interaction. While in classical electrodynamics, we may always take the field
at each charged particle as the superposition of the field generated by all other particles,
in standard quantum electrodynamics, each particle couples only to the free electromagnetic
field. Consequently, we must go up to the fourth order to obtain the dominant contribution
when considering molecules without permanent electric dipole moments. An alternative
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is to build effective Hamiltonians. They are customized for each specific application and
lose meaning and validity after some point in the perturbative expansion. Not only do
they greatly simplify the technical difficulties involved in calculations using the multipolar
Hamiltonian, but, equally importantly, the effective Hamiltonians cast the phenomena in a
new light, offering insightful physical interpretations.

Several effective Hamiltonians have successfully been employed by many authors in
the last decades. In this paper, we have developed a systematic approach to constructing
effective Hamiltonians, which allowed us to derive a number of new ones, choosing as a
unitary transformation the Hermitian conjugate of the evolution operator for part of the
system. This transfers part of the time evolution from the vector state to the operators,
dressing them and providing a Hamiltonian that requires a lower order in perturbation
theory to account for the process of interest. This method can always be used when the first-
order perturbation theory vanishes. Our approach yields time-dependent Hamiltonians
that enable us to follow the energy exchange between matter and the field, with each
subsystem constituting an open quantum system. We emphasize here that our system of
interest is the entire molecule–field system, and it is not interesting to trace over any of the
subsystems, as is common in an open quantum system approach [121–123].

As a first application, we have derived the Hamiltonian Heff
M , where the field dresses

the molecule and the dipole operators are replaced by their commutator at different times.
If we project the commutator in an internal molecular state, it yields the dynamical po-
larizability of the molecule for the corresponding state. Its nondiagonal elements, on the
other hand, allow the dressing to leave the molecule in a final state that is different from
the initial one. We have demonstrated that this new time-dependent Hamiltonian provides
a simpler treatment of the two-photon spontaneous emission, as the dominant contribution
is obtained in first-order perturbation theory. In addition, our formalism introduces the
concept of an induced dipole transition, which generalizes the notion of an induced dipole
for a given internal state.

Then, we discussed applications involving two molecules A and B. We constructed
the new effective Hamiltonian Heff

F through a unitary transformation that transfers all of
the effects related to molecule B to the electric field it generates. In this way, molecule A
feels an effectively dressed electric field given by the superposition of the free vacuum
electric field, and the one generated by the dipole operator of molecule B. Heff

F allows for
the description of the resonance energy transfer rate in first-order perturbation theory.

Lastly, we derived two additional Hamiltonians that merge aspects of the previous
two, where each one is appropriate for a different intermolecular distance regime. In the
asymptotic long-distance regime, molecular dispersion is negligible, enabling us to derive
an effective Hamiltonian Heff

MF which is formally similar to Heff
M . In this new case, however,

the field acting on molecule A is given by the superposition of the free electric field and the
one produced by the vacuum-induced dipole generated on molecule B. When we average
Heff

MF over the molecular ground state, we re-obtain the asymptotic limit of the Hamiltonian
employed by P. Milonni [18].

Finally, for the short-distance non-retarded limit, we derived our fourth and last
effective Hamiltonian Heff

FM based on the fact that, in this limit, we do not need to quantize
the electric field. This effective Hamiltonian enables us to clearly identify the different
physical mechanisms involved in the correlations responsible for the interaction, separating
one term where the dipole fluctuations of molecular A induce a dipole on molecule B and
another term where the roles are exchanged.

As a final application, we employed Heff
FM to obtain the London dispersion interaction

energy in first-order perturbation theory. We showed that, for two-level atoms, the dipole
fluctuations of the atom with the higher transition frequency give rise to a repulsive term,
since its fast fluctuations cannot be followed by the slower atom. Nonetheless, the force
between two isotropic atoms is always attractive, since the fluctuations of the slower atom
are strongly correlated and easily followed by the faster atom, overcoming the repulsive
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contribution. The possibility of quantitatively and separately analyzing the contributions
arising from each mechanism correlating fluctuating systems is an advantage of Heff

FM.
The Hamiltonians presented in this paper can be employed in a great variety of situa-

tions. For instance, one may treat the effects of boundaries in the two-photon spontaneous
emission or resonance energy transfer by simply introducing the appropriate field modes.
As in the examples discussed in this paper, these effective Hamiltonians allow for a direct
first-order calculation within perturbation theory. More notably, the methodology intro-
duced here can be applied to generate other effective Hamiltonians that may optimize
calculations and provide physical intuition.
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Appendix A. Susceptibilities

Appendix A.1. Molecular Polarizability

Let us find the time evolution of the expected value of the dipole operator in the atomic state
|φ(t)〉, as determined by the electric dipole interaction Hamiltonian H(t) given by Equation (3).
We operate in the interaction picture, so |φ(t)〉 ≈

(
I− i

h̄

∫ t
−∞dt′H(t′)

)
|φ(−∞)〉. This implies

that, up to the second order in the dipole operator,

〈d(t)〉t =
〈

d(t)− i
h̄

∫ t

−∞
dt′[d(t), H(t′)]

〉

−∞
, (A1)

where 〈O〉t = 〈φ(t)|O|φ(t)〉. All of the electric field contributions to the molecular electric
dipole are contained in the second term on the right-hand side of Equation (A1). Therefore,
we refer to this term as the induced dipole 〈dind(t)〉t, whose components can be written as

〈dind
j (t)〉t =

i
h̄

∫ t

−∞
dt′
〈
[dj(t), dl(t′)]

〉
−∞El(t′) =:

∫ ∞

−∞
dt′αjl(t− t′)El(t′) , (A2)

where αjl are the elements of the dynamical molecular electric polarizability tensor for
the molecular state |φ(−∞)〉. We assume here that |φ(−∞)〉 is an eigenstate of the free
molecular Hamiltonian H0, a situation where time translation symmetry ensures that the
average value of [d(t), d(t)′] is a function of t, t′ only through the difference t− t′, as in the
last equality.

For many applications, we are interested in the situation where |φ(−∞)〉 is the ground
state, in which case the dynamical polarizability reduces to Equation (13). This expression
is still valid regardless of whether there is dissipation or not [124]. If there is no dissipation,
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the polarizability can be directly expressed in terms of the eigenstates |r〉 of H0. Inserting a
closure relation I = ∑r |r〉〈r| into Equation (13), we obtain the familiar expression

αjl(t− t′) =
2
h̄

θ(t− t′)∑
r

dgr
j drg

l sin[ωrg(t− t′)] . (A3)

In Fourier space, the above expression immediately translates to Equation (18).

Appendix A.2. The Field of a Dipole Is the Field Susceptibility

From the expression of the quantized electric field, it is straightforward to show that
(see Section 2.8 of Ref. [18])

i
h̄

θ(t− t′)[Ej(r, t), El(r
′, t′)] =

1
ε0
DjlGr(|r− r′|, t− t′) , (A4)

where Gr is the retarded Green function of the wave equation, and Djl is the differential
operator

Djl = ∂j∂
′
l −

δjl

c2 ∂t∂
′
t . (A5)

On the other hand, from Maxwell’s equation, the electric field generated by a charge density
ρ and electric current density J is given by

(
∇2 − 1

c2
∂2

∂t2

)
E =

∇ρ

ε0
+

1
ε0c2 ∂t J . (A6)

As a source, let us consider a point dipole d existing only at time t′ placed at r′, such
that [125,126]

ρ(r, t) = −d ·∇δ(r− r′)δ(t− t′) , (A7)

J(r, t) = dδ(r− r′)∂tδ(t− t′) . (A8)

From Equation (A6) and after integrating by parts, the electric field generated by this point
dipole is

Edip,j(r, t) = − dl
ε0

(
∂j∂l −

δjl

c2 ∂2
t

)
Gr(|r− r′|, t− t′) =

dl
ε0
DjlGr(|r− r′|, t− t′) , (A9)

where we used ∂l = −∂′l and ∂t = −∂′t because Gr depends only on the differences r − r′

and t− t′. Comparing this result with Equation (A4), one can see that

Edip(r, t) =
i
h̄

∫ t

−∞
dt′dl(t′)[E(r, t), El(r

′, t′)] (A10)

is the electric field at (r, t) generated by the dipole d(t′) at r′, whose explicit expression is
given by Equation (39).

Some comments are in order. (i) While Equation (A2) is approximate, Equation (A10)
is exact, as a consequence of the linearity of Maxwell’s equations. (ii) Edip is an op-
erator containing both a molecule operator d(t) and an identity operator in Fock field
space, as the field commutator is a c-number. This last property is also a consequence
of the linearity of Maxwell’s equations. (iii) This same procedure can be adapted to
other sources. For instance, substituting dn(t′)[E(r, t), En(r′, t′)] into Equation (A10) with
(a) mn(t′)[E(r, t), Bn(r′, t′)] generates the electric field at (r, t) produced by a magnetic
dipole m(t′) at r′, (b) dn(t′)[B(r, t), En(r′, t′)] generates the magnetic field at (r, t) caused
by a electric dipole d(t′) at r = r′, (c) Qln(t′)[E(r, t), ∂′lEn(r′, t′)] generates the electric field
at (r, t) induced by the quadrupole tensor Qln(t′) at position r′, and so on. (iv) We could
have reached these same conclusions from an approach analogous to our approach for
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molecular susceptibility. Indeed, let us assume that the interaction Hamiltonian HInt(t′)
in the interaction picture is linear in the electric and magnetic fields. Now, we are not
restricted to point sources. For example, it can be the field generated by prescribed classical
charge and current fluctuations in a macroscopic body. Analogously to Equation (A1),
we have

E(t) ≈ E0(t)−
i
h̄

∫ t

−∞
dt′[E0(t), HInt(t′)] . (A11)

The second term in Equation (A11) can be recognized as the field produced by the source
present in HInt. For the electric dipole case, HInt(t) = −d(t) · E(r, t), and we immediately
recover Equation (A10). However, notice that while Equation (A10) is exact, Equation (A11)
is an approximation. Indeed, [HInt(t1), [HInt(t2), E0(t)]] 6= 0, since the dipole operators in
different instants of time do not commute. This reflects that, although Maxwell’s equations
are linear, the dipole induced in matter depends nonlinearly on the field, which, in turn,
produces a nonlinearity in the time evolution of the electric field. Still, if HInt depends
only on material classical and prescribed variables, as in the aforementioned example of a
macroscopic body, then Equation (A11) becomes an exact equation.

Appendix B. London Interaction in the Imaginary Frequency Domain

Here, we demonstrate the equivalence between Equation (64) and the expression that
is usually employed in the literature [2]

ELondon = − 3h̄
32π3ε2

0r6

∫ ∞

−∞
dωαA(iω)αB(iω) . (A12)

From the fluctuation–dissipation theorem at zero temperature, we have

ηζ(ω) = 2 sgn(ω) Im[αζ(ω)] , (A13)

where the sign function is defined as sgn(ω) = ω/|ω|. Substituting Equation (A13)
into (64),

ELondon = − 3h̄
32π3ε2

0r6

∫ ∞

−∞
dω
(

Re[αA(ω)] sgn(ω) Im[αB(ω)] + sgn(ω) Im[αA(ω)]Re[αB(ω)]
)

. (A14)

Recalling that Re[α(ω)] (Im[α(ω)]) is an even (odd) function, since α(τ) is a real number,
we obtain

ELondon = − 3h̄
16π3ε2

0r6
Im
∫ ∞

0
dω αA(ω)αB(ω) . (A15)

Causality implies that the polarizabilities are analytical in the superior half-plane [127],
allowing us to perform a Wick rotation, leading to Equation (A12).
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Abstract: We performed a theoretical study of the dephasing dynamics of a quantum two-state
system under the influences of a non-equilibrium fluctuating environment. The effect of the en-
vironmental non-equilibrium fluctuations on the quantum system is described by a generalized
random telegraph noise (RTN) process, of which the statistical properties are both non-stationary and
non-Markovian. Due to the time-homogeneous property in the master equations for the multi-time
probability distribution, the decoherence factor induced by the generalized RTN with a modulatable-
type memory kernel can be exactly derived by means of a closed fourth-order differential equation
with respect to time. In some special limit cases, the decoherence factor recovers to the expression
of the previous ones. We analyzed in detail the environmental effect of memory modulation in the
dynamical dephasing in four types of dynamics regimes. The results showed that the dynamical
dephasing of the quantum system and the conversion between the Markovian and non-Markovian
characters in the dephasing dynamics under the influence of the generalized RTN can be effectively
modulated via the environmental memory kernel.

Keywords: open quantum systems; decoherence; non-equilibrium environmental fluctuations

1. Introduction

Quantum coherence is an important phenomenon in the microcosmic world, which
has been attracting continuous attention with the advance of experimental technologies.
In a wide variety of applications related to quantum physics, the destruction of coherence
is inevitable owing to the reason that any quantum system keeps interacting with the
surrounding environments. The unavoidable interactions of an open quantum system
with its surroundings bring about its correlations with environmental states and make the
system lose coherence in dynamical evolution [1–6]. The loss of the quantum coherence of
open systems induced by the environments is usually called decoherence, which is widely
used to describe the quantum–classical transition and is regarded as a great obstacle to
the design and realization of experimental devices for quantum information processing.
Recently, the investigations of the decoherence process of open quantum systems have
received more and more considerable attention, which plays a significant role in a series of
essential issues in quantum information science, such as quantum computation, quantum
measurement, quantum control, and so on [7–21].

Over the past several decades, the quantum decoherence dynamics of open systems
has been investigated by making the assumption that system–environment coupling is
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weak and by ignoring the memory effect of the actual dynamical evolution. These treat-
ments are usually called Markovian approximations, and the quantum dynamics of open
systems is generally described in the Lindblad-type master equations. However, the cou-
plings with the environment are not weak, and the quantum evolution of the open system
displays a memory effect in the vast majority of realistic cases. In these situations, the
Markovian approximations are no longer valid, and the non-Markovian character exhibited
in the decoherence dynamics plays a non-negligible role [22–25]. Under the influence of
environments exhibiting equilibrium fluctuations, the study of non-Markovian quantum
dynamics has drawn increasing attention by treating the environmental noise with a sta-
tionary statistical property [13,20,26–46]. Recently, it was shown that the non-equilibrium
environmental fluctuations become dominant in some transient and ultra-fast physical
or biological processes. The instantaneous environmental state influenced by the initial
couplings to the system cannot return to equilibrium rapidly, corresponding to the statistics
of the environmental noise no longer being stationary [47,48]. Thus, to study quantum
dynamics in these situations, the effects of non-equilibrium environmental fluctuations
should be taken into full consideration.

Random telegraph noise (RTN) as the widely used classical noise with non-Gaussianity
has been the subject of the theoretical simulation of the influences of environmental fluctu-
ations on open quantum systems [49–59]. In some previous research, the environmental
fluctuations governed by the RTN were usually assumed to have stationary and Markovian
statistical properties. Actually, this assumption is just an idealization of the environmental
fluctuations in statistics. In some realistic situations, the statistical properties of the fluctu-
ating environments may be non-stationary and non-Markovian. On the basis of this fact,
the non-Markovian RTN governed by an exponential-type memory kernel with stationary
and non-stationary statistics was proposed and discussed in succession. The generalized
RTN with non-stationary and non-Markovian statistics has been employed extensively
to investigate the related questions concerning the quantum decoherence dynamics of
open systems in the presence of non-equilibrium environmental fluctuations [60–67]. In
recent research, the stationary RTN with non-Markovian statistics governed by a mem-
ory kernel of a modulatable-type has also been put forward. It has been demonstrated
that the dynamical dephasing of the quantum two-state system can be modulated by the
environmental memory kernel in an equilibrium environment [68]. The exact expression
for the decoherence factor for open quantum systems in the presence of generalized RTN
with non-stationary and non-Markovian statistics is rather difficult to obtain. It is shown
that the decoherence factor satisfies a time differential equation of third-order under the
influence of the generalized RTN with an exponential-type memory kernel [61]. However,
in a non-equilibrium environment governed by the generalized RTN with a modulatable-
type memory kernel, the decoherence factor of a quantum two-state system has not been
derived. The environmental effect of memory modulation in the dynamical dephasing in
a non-equilibrium environment has not been investigated yet. Therefore, there are some
important physical issues arising naturally and that we should further address. Under
the influence of the generalized RTN with a modulatable memory kernel, is it possible to
derive the decoherence factor exactly by establishing a closed differential equation with
respect to time? How do the memory effects of the generalized RTN modulate the quantum
dynamical dephasing of the system in a non-equilibrium fluctuating environment? Can
we convert the Markovian and non-Markovian characters in the dephasing dynamics by
changing the modulation frequency in the memory kernel of the generalized RTN?

In the present paper, we theoretically investigated the dephasing dynamics of a
quantum two-state system under the influence of a fluctuating environment displaying
non-equilibrium fluctuations described by the generalized RTN with non-stationary and
non-Markovian statistics. The decoherence factor satisfies a closed fourth-order time dif-
ferential equation under the generalized RTN with a modulatable-type memory kernel.
The expression of the decoherence factor can be exactly simplified as the previous ones
in some special limit cases of the environmental memory kernel. We analyzed the envi-
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ronmental effect of the memory modulation in the dynamical dephasing in four types of
dynamics regimes: weak coupling weak memory regime, weak coupling strong memory
regime, strong coupling weak memory regime, and strong coupling strong memory regime,
respectively. The results display that the quantum dephasing dynamics of the system and
the conversion between the Markovian and non-Markovian characters in the dynamical
dephasing can be effectively modulated via the environmental memory kernel. In addition,
the boundary in the dephasing dynamics between the Markovian and non-Markovian
characters is determined by the combined effects of the system–environment coupling, the
environmental memory, and the environmental modulation.

The organization of the paper is as follows. We first present the theoretical framework,
in Section 2, of the quantum dephasing dynamics under the influence of non-equilibrium
environmental fluctuations. We derived the decoherence factor of the quantum system
exactly under the generalized RTN with a modulatable-type memory kernel by establishing
a closed differential equation with respect to time. In Section 3, we give the results of
the quantum dynamical dephasing in four types of dynamics regimes and the dynamical
conversion between the Markovian and non-Markovian characters. Finally, we give the
concluding remarks in Section 4.

2. Quantum Dephasing under the Influence of Non-Equilibrium
Environmental Fluctuations

The physical model we considered here is a quantum two-state system in interaction
with a classical fluctuating environment, which displays non-equilibrium fluctuations. We
assumed the environmental effects do not lead to population transfer and the quantum
system undergoes pure dephasing during its dynamical evolution. The influences of
the environment on the system cause the energy gap between the two states in the type
E1(t)− E2(t) = h̄ω(t), where Ek(t) (k = 1, 2) denotes the instantaneous energy of the state
k and ω(t) is the transition frequency between the two states |1〉 and |2〉, which fluctuates
stochastically due to the coupling between the system and environment [47,48,69,70].

In terms of the spectral diffusion framework of Kubo–Anderson, the instantaneous
frequency difference of the quantum system can be rewritten as ω(t) = ω0 + ζ(t), with
ω0 denoting the standard frequency difference and ζ(t) the fluctuation part arising from
the environmental effects generally governed by a classical stochastic process. Stochastic
processes with a stationary statistical property have been widely used to describe the equi-
librium environmental fluctuations [71]. Under the influence of the environments exhibiting
non-equilibrium fluctuations, the fluctuation part ζ(t) in the instantaneous frequency dif-
ference is generally governed by a stochastic process with non-stationary statistics, which
corresponds, in the physical description, to environmentally excited phonons with sharply
defined phases initially [47,48].

For the quantum system prepared in an initial coherent state with the superposition of
|2〉 and |1〉, the non-diagonal element in the density matrix quantifies the time-dependent
coherence of the system:

ρ21(t) = D(t)eiω0tρ21(0), (1)

where D(t) represents the decoherence factor, which can be written in terms of the moments
of the fluctuation part ζ(t) in the Dyson series expansion:

D(t) =
〈

exp
[

i
∫ t

0
dt′ζ(t′)

]〉
= 1 +

∞

∑
n=1

in
∫ t

0
dt1 · · ·

∫ tn−1

0
dtn〈ζ(t1) · · · ζ(tn)〉, (2)

where 〈· · · 〉 represents a statistical average taken over ζ(t). The decoherence factor D(t)
closely depends on the statistical properties of the stochastic fluctuations induced by
the environment. Under the influence of non-equilibrium fluctuating environments, the
decoherence factor D(t) is no longer real, but complex in time, resulting from the non-
stationary statistics of the fluctuation part ζ(t).
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For the dynamical dephasing process of the system in a non-equilibrium fluctuating
environment, there are two important physical qualities, namely the frequency shift s(t)
and the dephasing rate γ(t), linked to the decoherence factor D(t), with the definitions as

s(t) = −Im
[

dD(t)/dt
D(t)

]
, γ(t) = −Re

[
dD(t)/dt

D(t)

]
. (3)

The frequency shift s(t) expressed in Equation (3) can be used to distinguish the stationary
and non-stationary statistics of the environmental noise between equilibrium and non-
equilibrium fluctuating environments. In general, there will not appear a frequency shift
for the environments exhibiting equilibrium fluctuations, whereas under the influence of
non-equilibrium environmental fluctuations, the frequency shift is time-dependent. The
decoherence rate γ(t) of the dephasing dynamics in Equation (3) is linked to the information
exchange that takes place between the system and the environment. There is a one-way
continuous information flow to the environment out of the system without environmental
coherence back-action for the case that the decoherence rate γ(t) is positive at all times.
For the case that γ(t) sometimes takes negative values, the information flows back into the
system from the environment with the emergence of the environmental coherence back-
action. According to the definition of Breuer–Laine–Piilo, the non-Markovianity, namely
the total of the maximum flow of the environmental information backward to the quantum
system, is written as [72]:

N = −
∫

γ(t)<0

γ(t)|D(t)|dt =
∞

∑
j=1
|D(t2j)| − |D(t1j)|, (4)

where [t1j, t2j] are the jth time intervals in which |D(t)| increases.
Combined with the expansion in the Dyson series on the basis of the moments of

Equation (2), it is also possible to expand the decoherence factor D(t) by means of the
cumulants of the fluctuation part ζ(t) [71]. Because both expansions involve environ-
mental correlations of order tending to infinity, therefore, it is difficult to obtain the exact
expression for the decoherence factor based on them. For the general case, we need to
truncate the environmental correlations to some finite order to derive the decoherence
factor approximately. Some approaches have been developed to derive the decoherence
factor of a quantum two-state system under the influence of environmental noise exactly.
The exact expression of the decoherence factor governed by environmental fluctuations
with stationary and Markovian statistical properties can be obtained, for example, by
means of the stochastic Liouville equation [73]. There are, however, very few physical
models for which the decoherence factor can be exactly achieved under the influence
of non-equilibrium environmental fluctuations with non-stationary and non-Markovian
statistics. In the following, we derive the exact expression of the decoherence factor of
the quantum two-state system under the influence of the generalized RTN by means of
establishing a closed time differential equation of the decoherence factor.

2.1. Non-Equilibrium Environmental Fluctuations Described by Generalized RTN

It should be noted that the standard RTN is a classical stochastic process with time-
homogeneity and non-Gaussianity. The standard RTN transits stochastically between the
values ±1 with a mean transition rate λ and the amplitude ν in stationary and Markovian
statistics [74–76]. The ratio of the amplitude ν to the rate λ of the transition is used to identify
the weak-coupling (ν/λ < 1) and strong-coupling (ν/λ > 1) regimes, respectively [75,76].

It is possible to extract the characteristics of the generalized RTN with non-Markovian
and non-stationary statistics from that of the standard RTN according to the classical theory
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of probability. The non-Markovian statistics of the generalized RTN is characterized by the
master equations for the multi-time probability distributions [60]:

∂

∂t
P(ζ, t; ζ1, t1; · · · ; ζn, tn) =

∫ t

t1

K(t− τ)λTP(ζ, t; ζ1, t1; · · · ; ζn, tn)dτ, (5)

with K(t− τ) being the memory kernel of the generalized RTN and the multi-time proba-
bility P(ζ, t; ζ1, t1; · · · ; ζn, tn) and the matrix T for transition respectively written as

P(ζ, t; ζ1, t1; · · · ; ζn, tn) =

(
P(+ν, t; ζ1, t1; · · · ; ζn, tn)
P(−ν, t; ζ1, t1; · · · ; ζn, tn)

)
, T =

( −1 1
1 −1

)
. (6)

The statistical property of the environmental noise depends on its prior history because
of the fact that the memory effect has been taken into consideration. The non-stationary
environmental statistical property of the generalized RTN arises from the single-point
probability distribution [77]:

P(ζ, t) =
1
2
[1 + aP(t)]δζ,ν +

1
2
[1− aP(t)]δζ,−ν. (7)

where a is the non-stationary parameter with |a| ≤ 1 and P(t − t′) = L −1[e−zt′P(z)]
denotes the auxiliary function with P(z) = 1/[z + 2λK(z)] and L −1 representing the
inverse Laplace transform. For the memoryless case, namely K(t− τ) = δ(t− τ), then the
generalized RTN returns to the Markovian one. For the special case a = 0, the generalized
RTN recovers to the stationary one, which corresponds to the environmental fluctuations
displaying the equilibrium feature [61,62].

Based on the statistical properties given above and on the basis of Bayes’ rule in
classical probability theory, the statistical features of the generalized RTN are represented
in terms of the moments of first- and second-orders:

M1(t) = 〈ζ(t)〉 = aνP(t),

M2(t, t′) = 〈ζ(t)ζ(t′)〉 = ν2P(t− t′),
(8)

and the factorization for the higher-order moments [61,62]:

Mn(t1, t2, · · · , tn) = P(t1 − t2)Mn−2(t3, t4 · · · , tn), (9)

for the ordered time instants t1 > t2 > · · · > tn (n ≥ 3). Obviously, the statistical features
of the generalized RTN are closely linked to the auxiliary probability function P(t− t′).
Thus, we can gain all the information of the generalized RTN once we obtain the expression
of the auxiliary probability function in theory.

2.2. Closed Dynamical Equation for the Decoherence Factor under Generalized RTN with a
Modulatable Memory Kernel

In general, the type of environmental memory kernel in Equation (5) can be arbitrary.
There are many types of environmental memory kernels, the exponential type, the mod-
ulatable type, the power law type, and so on [78–82]. The generalized RTN governed
by the non-Markovian non-stationary statistical properties with an exponential memory
kernel has been proposed [60,62]. It has been shown that the decoherence factor obeys a
closed time differential equation of third-order in a non-equilibrium environment under
the influence of the generalized RTN governed by an exponential-type memory kernel by
means of the differential relations of the moments with respect to time [61,62].

We considered here the case that the type of the memory kernel in Equation (5) of the
generalized RTN is a modulatable one:

K(t− τ) = κ cos[Ω(t− τ)]e−κ(t−τ), (10)
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where κ is the environmental memory decay rate and Ω denotes the memory modulation
frequency [80,81]. Physically, this corresponds to a model with the environmental modula-
tion of the memory effect. In the case with the modulation frequency Ω = 0, the type of
environmental memory kernel becomes an exponential one. The smaller κ is, the stronger
the memory effect of the generalized RTN is. In the case with the decay rate κ → +∞, the
generalized RTN becomes memoryless, namely K(t− τ) = δ(t− τ), and it only displays
Markovian statistics.

According to the previous work in [61,62], the dynamical equation for the decoher-
ence factor is closely linked to the time differential relationships of the moments of the
generalized RTN. Because of the fact that the ancillary probability function is related to
the statistical features of the generalized RTN as in Equation (9), a closed time differential
equation for the decoherence factor of the quantum system can be derived in terms of the
differential relation of the auxiliary probability functional P(t). The type of memory kernel
implies that the auxiliary probability function P(t) of environmental noise satisfies a closed
time differential equation of third-order as follows:

d3

dt3 P(t) + c2
d2

dt2 P(t) + c1
d
dt

P(t) + c0P(t) = 0, (11)

with the coefficients c2 = 2κ, c1 = κ2 + Ω2 + 2κλ, and c0 = 2κ2λ and the initial conditions
P(0) = 1, (d/dt)P(0) = 0, and (d2/dt2)P(0) = −2κλ. As a consequence, a fourth-order
closed differential equation with respect to time for the decoherence factor can be obtained:

d4

dt4 D(t) + C3
d3

dt3 D(t) + C2
d2

dt2 D(t) + C1
d
dt

D(t) + C0D(t) = 0, (12)

where the coefficients can be written as

C3 = 2κ, C2 = κ2 + Ω2 + 2κλ + ν2, C1 = 2κ2λ + 2κν2, C0 = ν2(κ2 + Ω2), (13)

and the initial conditions satisfy

D(0) = 1,
d
dt

D(0) = −iaν,
d2

dt2 D(0) = −ν2,
d3

dt3 D(0) = −ν2 − iaν. (14)

With the help of Laplace transformation taken over Equation (12), the decoherence factor
D(t) can be analytically solved, in terms of the initial conditions in Equation (14), as

D(t) = L −1[D(z)],

D(z) = z3 + 2κz2 + (κ2 + Ω2 + 2κλ)z + 2κ2λ + iaν(z2 + 2κz + κ2 + Ω2)

z4 + 2κz3 + (κ2 + Ω2 + 2κλ + ν2)z2 + 2κ(κλ + ν2)z + (κ2 + Ω2)ν2 .
(15)

By means of the approach established in [68], the decoherence factor of the quantum system
in time domain can be written as

D(t) =
nr

∑
j=1

[ rj1tej−1

(ej − 1)!
+ · · ·+ rje1

]
eajt

+
nc

∑
j=1

{[ cj1tεj−1

(εj − 1)!
+ · · ·+ cjε1

]
ebjt +

[ c∗j1tεj−1

(εj − 1)!
+ · · ·+ c∗jε1

]
eb∗j t
}

,

(16)
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where rjk and cjk are the real and complex coefficients, which are respectively expressed as

rjk =
1

(k− 1)!

{ dk−1

dzk−1 [D(z)(z− aj)
ej ]
}

z=aj
,

cjk =
1

(k− 1)!

{ dk−1

dzk−1 [D(z)(z− bj)
εj ]
}

z=bj
.

(17)

with aj and bj denoting the real and non-real roots of the denominator of D(z) in
Equation (15) and the relation ∑nr

j ej + 2 ∑nc
j εj = 4.

2.3. Comparisons with Previous Work

To compare this study in the present paper with that in previous work, we derived
the expression of the decoherence factor in some special cases of the generalized RTN in
the following.

We first considered the limit case that κ → +∞, namely the memoryless generalized
RTN. Then, the expression of the decoherence factor under the influence of the generalized
RTN in Equation (15) can be simplified as

D(t) = L −1[D(z)], D(z) = z + 2λ + iaν

z2 + 2λz + ν2 . (18)

Consequently, the time domain decoherence factor D(t) can be expressed as

D(t) = e−λt





[
cosh(χt) + λ

χ sinh(χt)
]
+ i aν

χ sinh(χt), ν < λ,(
1 + λt

)
+ iaλt, ν = λ,[

cos(χt) + λ
χ sin(χt)

]
+ i aν

χ sin(χt), ν > λ,

(19)

with χ =
√
|λ2 − ν2|. This expression of the decoherence factor of the quantum system in

Equation (19) recovers to that in [62]. Under the influence of the RTN only exhibiting the
Markovian statistical property, two important regimes of dynamics have been distinguished:
the weak-coupling (ν < λ) and the strong-coupling (ν > λ) regimes, and the dephasing
dynamics displays the Markovian and non-Markovian characters in the two coupling
regimes, respectively.

We now consider the case in which there is no environmental modulation of the
memory effect with Ω = 0, corresponding to an exponential-type memory kernel of
the generalized RTN, namely K(t − τ) = κe−κ(t−τ). In this case, the expression of the
decoherence factor of the system in Equation (15) can be simplified as

D(t) = L −1[D(z)], D(z) = z2 + κz + 2κλ + iaν(z + κ)

z3 + κz2 + (2κλ + ν2)z + κν2 . (20)

This expression of the decoherence factor under the influence of the generalized RTN with
an exponential-type memory kernel in Equation (20) recovers to that in [61]. In this case of
the RTN exhibiting the non-Markovian statistical property, the dephasing dynamics can
also display a non-Markovian character even though the system–environment coupling is
weak, and the boundary of the Markovian and non-Markovian dynamics regimes is deter-
mined by both the system–environment coupling and the memory effect of the generalized
RTN [61,62].

3. Results and Discussion

In the following, we display the results of the dephasing dynamics of the quantum
two-state system induced by nonequilibrium fluctuations in the environment exhibiting
the generalized RTN statistical properties with a memory kernel of the modulatable-type.
Our main focus is on the environmental effect of memory modulation on the quantum
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dynamical dephasing of the system under the influence of the generalized RTN in four types
of regimes of the dephasing dynamics relying on the coupling ν of the environment and
the decay rate of the environmental memory κ. In addition, we discuss the environmental
effect of memory modulation on the conversion between Markovian dynamics and non-
Markovian dynamics.

3.1. Dynamical Dephasing in Weak-Coupling Weak-Memory Regime

We first show the results of the dynamical dephasing in the weak-coupling weak-
memory regime with the transition amplitude ν = 0.2λ and memory decay rate κ = 3λ.
As shown in Figure 1a, the dephasing dynamics displays a Markovian character when
there is no environmental effect of memory modulation, namely Ω = 0. As the modulation
frequency Ω increases, the dephasing dynamics is first enhanced and then suppressed, and
the dynamical dephasing undergoes a conversion from a Markovian to a non-Markovian
character related to a critical value Ωth. When Ω > Ωth, the non-Markovian character
begins to appear in the quantum dephasing dynamics of the system, and it becomes
obvious with the increase of the modulation frequency. As depicted in Figure 1b, the
decoherence rate γ(t) displays a monotonic increase to a constant value in a long time
limit for small values of the modulation frequency, whereas it displays periodic oscillations
for the modulation frequency greater than the critical value Ωth. The decoherence rate
γ(t) first increases with positive values and then begins to be negative in some time
intervals as the modulation frequency Ω increases. When Ω > Ωth, the time intervals
in which the decoherence rate is negative increase with the increase of the modulation
frequency. The changes in the decoherence rate are in accordance with the character in the
dynamical dephasing. Figure 1c displays the environmental effect of memory modulation
on the energy re-normalization of the quantum system. Obviously, the frequency shift s(t)
also shows a conversion from monotonic decay to disappearance in a long time limit to
non-monotonically periodic oscillations with the increase of the modulation frequency.

0 50 100 150
0

0.5

1

0 20 40 60
-0.15

0

0.25

0 20 40 60

-0.4

-0.2

0(a) (c)(b)

Figure 1. (Color online) The (a) decoherence factor |D(t)|, (b) decoherence rate γ(t), and (c) frequency
shift s(t) as functions of time for different modulation frequencies Ω in the memory kernel in the
weak-coupling weak-memory regime with the transition amplitude ν = 0.2λ and memory decay rate
κ = 3λ. The initial non-stationary parameter of the environmental noise was set as a = 0.5.

3.2. Dynamical Dephasing in Weak-Coupling Strong-Memory Regime

We now discuss the case of the dynamical dephasing in the weak-coupling strong-
memory regime with transition amplitude ν = 0.2λ and memory decay rate κ = 0.1λ. As
displayed in Figure 2a, the dephasing dynamics always displays a non-Markovian character
even though the system–environment coupling is weak, which is mainly a result of the
strong memory effect of the generalized RTN. As the modulation frequency Ω increases,
the dephasing dynamics of the system is first increased and then reduced. Meanwhile, the
non-Markovian character in the dephasing dynamics becomes prominent. As depicted in
Figure 2b, the decoherence rate γ(t) decays monotonically for small modulation frequencies,
whereas it displays non-monotonic periodic oscillations for large modulation frequencies.
With the increase of the modulation frequency, the time intervals for which the decoherence
rate takes positive values first increase and then decrease, whereas the time intervals in
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which the decoherence rate is negative increase. The character in the decoherence rate is
consistent with that in the dephasing dynamics of the quantum system. As depicted in
Figure 2c, the frequency shift s(t) shows a non-monotonic decay and vanishes in a long
time limit for small modulation frequencies, whereas it shows non-monotonically periodic
oscillations when the modulation frequency is greater than some values.
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Figure 2. (Color online) The time-dependent (a) decoherence factor |D(t)|, (b) decoherence rate γ(t),
and (c) frequency shift s(t) for different environmental modulation frequencies Ω in the memory
kernel in the weak-coupling strong-memory regime with the transition amplitude ν = 0.2λ and
memory decay rate κ = 0.1λ. The initial non-stationary parameter of the environmental noise was
chosen as a = 0.5.

3.3. Dynamical Dephasing in Strong-Coupling Weak-Memory Regime

In this subsection, we discuss the case of the dynamical dephasing in the strong-
coupling weak-memory regime with transition amplitude ν = 3λ and memory decay rate
κ = 4λ. As depicted in Figure 3a, the dephasing dynamics of the system always shows a
non-Markovian character arising from the strong coupling with the environment. As the
modulation frequency Ω increases, the dynamical dephasing is suppressed and the non-
Markovian character in the dephasing dynamics of the quantum system becomes obvious.
As depicted in Figure 3b, the decoherence rate γ(t) always shows periodic oscillations with
discrete zeros. The time intervals in which the decoherence rate is negative increase as
the modulation frequency increases. As displayed in Figure 3c, the frequency shift s(t)
displays non-monotonic periodic oscillations.
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Figure 3. (Color online) The (a) decoherence factor |D(t)|, (b) decoherence rate γ(t), and (c) frequency
shift s(t) as functions of time for different modulation frequencies Ω in the memory kernel in the
strong-coupling weak-memory regime with the transition amplitude ν = 3λ and memory decay rate
κ = 4λ. The initial non-stationary parameter of the environmental noise was set as a = 0.5.

3.4. Dynamical Dephasing in Strong-Coupling Strong-Memory Regime

Finally, we show the results of the dynamical dephasing in the strong-coupling strong-
memory regime with ν = 3λ and κ = λ. As displayed in Figure 4a, the dephasing dynamics
always show a non-Markovian character owing to both the strong interaction with the
environment and the strong memory effect of the generalized RTN. With the increase of
the modulation frequency Ω, the dynamical dephasing of the quantum system and the
non-Markovian character in the dephasing dynamics is first suppressed and then enhanced.
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As depicted in Figure 4b, the decoherence rate γ(t) always shows periodic oscillations with
discrete zeros. The time intervals that the decoherence rate is negative first decrease and
then increase as the modulation frequency increases. As shown in Figure 4c, the frequency
shift s(t) displays non-monotonic periodic oscillations, which is similar to the case in the
strong-coupling weak-memory regime.
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Figure 4. (Color online) The time-dependent (a) decoherence factor |D(t)|, (b) decoherence rate
γ(t), and (c) frequency shift s(t) for different modulation frequencies Ω in the memory kernel in the
strong-coupling strong-memory regime with the transition amplitude ν = 3λ and memory decay
rate κ = 1λ. The initial non-stationary parameter of the environmental noise was chosen as a = 0.5.

3.5. Conversion between Markovian and Non-Markovian Characters in Dephasing Dynamics

According to the above results discussed in four types of dynamics regimes, we
can see that the dynamical dephasing of the quantum system and the non-Markovian
character exhibited in the dephasing dynamics under the influence of the generalized
RTN can be effectively modulated via the environmental memory kernel. It is worth
noting that we can encounter a non-Markovian character in the dephasing dynamics
by controlling the modulation frequency of the environmental memory kernel in the
weak-coupling weak-memory regime. Under the influence of the environmental effect of
memory modulation, the boundary of the Markovian and non-Markovian characters in
the dynamical dephasing closely depends on the modulation frequency of the generalized
RTN. In the following, we show the conversion from the Markovian to the non-Markovian
character in the quantum dephasing dynamics of the system in the parameter space of
ν ∼ κ for different environmental modulation frequencies Ω.

Figure 5 shows the phase diagram of Markovian and non-Markovian dynamical
conversion in the ν ∼ κ space in terms of the non-Markovianity defined in Equation (4) in
the presence of different environmental modulation effects. In the strong-coupling regime
(ν > λ), the dephasing dynamics of the quantum system always displays a non-Markovian
character (N > 0), whereas it undergoes a conversion from a Markovian (N = 0) to
a non-Markovian (N > 0) character with the increase of the transition amplitude ν in
the weak-coupling regime (ν < λ). Furthermore, for a given coupling strength ν, the
larger the modulation frequency Ω is, the larger the critical value of the memory decay
rate κth of the conversion for the dynamical boundary is. For example, for ν = 0.8λ, the
critical values are κth = 1.227λ for Ω = 0, κth = 3.263λ for Ω = 2λ, and κth = 5.106λ
for Ω = 3λ, respectively. That is, the non-Markovian region of dynamical dephasing
increases as the modulation frequency Ω increases. It is worth mentioning that we can
realize the conversion of the Markovian and non-Markovian characters in the dephasing
dynamics by changing the environmental modulation frequency in the weak-coupling
weak-memory regime. However, in the other three dynamics regimes, we cannot realize
the conversion from the non-Markovian character (N > 0) in the dephasing dynamics
with no environmental modulation, namely Ω = 0, to the Markovian character (N = 0)
in the dynamical dephasing by changing the modulation frequency in the environmental
memory kernel.
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Figure 5. (Color online) Phase diagram of the conversion from the Markovian to the non-Markovian
character in the dephasing dynamics of the quantum system for different environmental modula-
tion frequencies Ω. The upper-left and lower-right regions of the curves are the Markovian and
non-Markovian dynamical regions, respectively. The black dotted line stands for the dynamical
boundary of the conversion induced by the standard RTN, namely the boundary between weak and
strong couplings.

4. Conclusions

We performed a theoretical study of the quantum dynamical dephasing of a two-state
system that interacts with a classical environment, which displays non-equilibrium fluctua-
tions. Under the influence of the environmental fluctuations governed by a generalized
RTN process with a modulatable-type memory kernel, we derived a closed time differential
equation of fourth-order for the decoherence factor of the system and obtained the analytical
solution of the decoherence factor exactly. For some special limit cases of the environmental
memory kernel, the expression of the decoherence factor of the system can be simplified as
the ones that have been derived in previous work. We analyzed the environmental effect
of memory modulation in the dephasing dynamics in four types of regimes, respectively.
The results showed that the dynamical dephasing of the system and the non-Markovian
character exhibited in the dephasing dynamics can be effectively modulated via the envi-
ronmental memory kernel. It is worth mentioning that we can encounter non-Markovian
characters by changing the modulation frequency of the environmental memory kernel in
the weak-coupling weak-memory regime, which have rarely been reported in previous
studies. We also plotted the phase diagram to investigate the environmental influence
of the memory modulation on the Markovian and non-Markovian dynamical transition
in the parameter space in terms of the system–environment coupling and the memory
effect of the generalized RTN. The results showed that, in the strong-coupling regime, the
dynamical dephasing of the quantum system always displays a non-Markovian character,
whereas in the weak-coupling regime, it suffers from a conversion from a Markovian to a
non-Markovian character, for which the boundary is determined by the combined effects
of the system–environment coupling, the decay rate in the environmental memory kernel,
and the environmental modulation frequency of the memory kernel.
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Abstract: One of the main obstacles toward building efficient quantum computing systems is deco-
herence, where the inevitable interaction between the qubits and the surrounding environment leads
to a vanishing entanglement. We consider a system of two interacting asymmetric two-level atoms
(qubits) in the presence of pure and correlated dephasing environments. We study the dynamics of
entanglement while varying the interaction strength between the two qubits, their relative frequen-
cies, and their coupling strength to the environment starting from different initial states of practical
interest. The impact of the asymmetry of the two qubits, reflected in their different frequencies
and coupling strengths to the environment, varies significantly depending on the initial state of the
system and its degree of anisotropy. For an initial disentangled, or a Werner, state, as the difference
between the frequencies increases, the entanglement decay rate increases, with more persistence
at the higher degrees of anisotropy in the former state. However, for an initial anti-correlated Bell
state, the entanglement decays more rapidly in the symmetric case compared with the asymmetric
one. The difference in the coupling strengths of the two qubits to the pure (uncorrelated) dephasing
environment leads to higher entanglement decay in the different initial state cases, though the rate
varies depending on the degree of anisotropy and the initial state. Interestingly, the correlated
dephasing environment, within a certain range, was found to enhance the entanglement dynamics
starting from certain initial states, such as the disentangled, anti-correlated Bell, and Werner, whereas
it exhibits a decaying effect in other cases such as the initial correlated Bell state.

Keywords: quantum decoherence; open quantum systems; quantum information

1. Introduction

Quantum information science aims to harness the unique properties of quantum
systems for advanced computation, communication, and simulation [1]. However, quan-
tum systems, such as qubits, are highly sensitive to the inevitable interactions with their
environment, leading to decoherence and loss of quantum entanglement [2]. In particu-
lar, dephasing, which refers to the loss of relative phase information between quantum
states, presents a significant challenge for realizing robust quantum technologies. Un-
derstanding the behavior of interacting qubits in the presence of dephasing is crucial for
mitigating these effects and advancing the quantum information processing (QIP) field.
The controllable coherent coupling between qubits is mandatory for enabling powerful
quantum computations. However, dephasing can disrupt this coupling and cause the loss
of entanglement, hindering the performance of quantum gates and introducing errors in
quantum computations [3]. The impact of dephasing is influenced by factors such as the
qubit–qubit interaction strength, the specific form of the interaction, and the dephasing
mechanism itself. The investigation of the interplay between dephasing and interacting
qubits to understand how dephasing affects entanglement dynamics, gate operations,
and the overall performance of quantum systems has been in the focus of research in the
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QIP field. Mitigating the effects of dephasing is a key objective in quantum information
science. Researchers have explored various strategies to suppress dephasing-induced deco-
herence in interacting qubit systems. Dynamical decoupling techniques, such as spin echo
sequences and dynamical decoupling pulses, aim to manipulate the qubits’ interactions
with the environment to reduce the impact of dephasing [4–6]. Another approach is the use
of quantum error correction codes [7,8], which redundantly encode quantum information
to protect it against errors and decoherence. Additionally, the concept of decoherence-free
subspaces allows for encoding information in a subspace that is insensitive to specific forms
of dephasing [9,10]. These mitigation strategies seek to enhance coherence, extend qubit
lifetimes, and improve the overall reliability of quantum computations in the presence
of dephasing.

Several theoretical and experimental works were devoted to studying and exploring
the behavior of interacting qubits coupled to dissipative and dephasing environments, es-
pecially in systems that are promising candidates for implementing quantum computation
and simulation such as superconducting circuits, trapped ions, and semiconductor-based
qubits [11–19]. In particular, there has been a special interest in studying systems of two
qubits coupled to dissipative and dephasing environments, where in most of these works,
the two qubits are considered to be identical, while coupled to a single or two separate
independent environments (such as the optical, thermal, dephasing, or dissipative) [20–31].
In a pioneering work by Yu and Eberly, it was shown that the bipartite entanglement
between two originally entangled qubits, which are isolated from each other while coupled
to quantum or classical noise, may vanish within a finite time, which they called entan-
glement sudden death (ESD) [32,33]. In a very relevant work, the entanglement between
two interacting identical qubits coupled to separate dephasing environments, starting in
a mixed entangled state, was found to exhibit periods of sudden death and rebirth (dark
and bright periods) before vanishing completely. The time it takes to entirely vanish was
found to be longer than the time needed for the entanglement sudden death in a system
of two non-interacting qubits [34]. The entanglement dynamics in a system of two qubits
initiated in an extended Werner-like state under the effect of a dephasing channel was
studied [35,36]. It was shown that the purity of the initial state significantly affects the
entanglement robustness in the noisy channel. The time evolution of a system of two qubits
coupled to a classical dephasing environment starting from different initial states and
driven by a Gaussian stochastic process was investigated, where it was demonstrated that
the engineering of the environment has a very small effect on the sudden death of the en-
tanglement, though it may significantly preserve the entanglement for a long time [37]. The
quantum correlation between two independent qubits coupled to classical dephasing envi-
ronments (singly or collectively) was studied using the local quantum uncertainty (LQU)
as a measure [38]. The dynamics of LQU versus that of the entanglement, represented in
terms of the concurrence, were considered. It was shown that, while the entanglement
exhibits a sudden death, the LQU decays asymptotically. Very recently, it was shown how
the uncorrelated pure dephasing of one component of a hybrid system can impact the
dephasing rate of the transition in light–matter systems [19].

In this paper, we study a system of two interacting two-level non-identical atoms
(qubits) in the presence of pure (uncorrelated) and correlated dephasing environments.
We investigate how the asymmetry of the two-qubit system, attributed to their different
frequencies and coupling strengths to the environment, affects the entanglement dynamics
and asymptotic behavior. We show that the impact of this asymmetry varies significantly
depending on the initial state of the system and the degree of anisotropy of their mutual
interaction. For certain initial states, the difference in the qubits’ energy gaps (frequen-
cies) may cause higher decay rates and entanglement sudden death, while for others, it
could provide an enhancing effect. Furthermore, we demonstrate how the difference in
the coupling strength of the uncorrelated dephasing environment generally harms the
entanglement and causes rapid decay with a rate that varies depending on the degree of
anisotropy and the initial state type. Finally, we present the effect of the coupling to the
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correlated dephasing environment and show how it may enhance, for a short period of
time, or damage the system entanglement depending on its value, the initial state, and the
anisotropy of the system.

In fact, several platforms are relevant to our study, for instance, spin qubits, such as
electron or nuclear spins in quantum dots, are susceptible to dephasing due to interactions
with nearby nuclei, electrons, and other environmental factors. This dephasing can lead
to the loss of quantum information stored in the spin states [39–42]. Furthermore, flux
qubits, which are superconducting qubits, are sensitive to magnetic flux changes. They can
experience dephasing due to fluctuations in the magnetic environment, leading to the loss
of coherence in the qubit states [43–46]. Moreover, qubits coupled to resonant microwave
cavities can experience dephasing due to fluctuations in the cavity modes. This dephasing
can impact the fidelity of two-qubit gates and overall quantum circuit performance [47–50].
Besides, nuclear magnetic resonance (NMR) qubits, which are based on the manipulation
of nuclear spins, may dephase due to interactions with other nuclear spins, leading to
transverse relaxation, which reduces the coherence time of the qubits [51,52].

This paper is organized as follows: In the next section, we present our model and the
solution. In Section 3, we discuss the entanglement dynamics and asymptotic behavior,
starting from different initial states, based on our model. We conclude in Section 4.

2. The Model and Solution

We considered a system of two interacting asymmetric (non-identical) atoms (qubits),
each one characterized by two levels: a ground state and an excited state labeled as |gi〉
and |ei〉, where i = 1, 2 refers to the first and second atoms, respectively. The Hamiltonian
of the system is given by

H = ω1Sz
1 + ω2Sz

2 + J(
(1 + γ)

2
Sx

1 Sx
2 +

(1− γ)

2
Sy

1Sy
2 + δSz

1Sz
2), (1)

The first two terms in the Hamiltonian represent the asymmetry of the two non-interacting
atoms with ω1 and ω2 accounting for the transition frequency of each atom, while the
final three terms describe the atom–atom interactions. The spin operator S is defined by
Sz

i = 1/2(|gi〉〈gi| − |ei〉〈ei|) and S+
i = |ei〉〈gi| = Sx

i + iSy
i = S−i

†. Clearly, these operators
are monomorphic to the spin 1/2 operators; therefore, we can describe all our system
characteristics using the spin system terminology. The parameter J represents the atom–
atom interaction strength, while the anisotropy parameters γ and δ specify the different
types of systems that we may consider: Ising (γ = 1 and δ = 0), XYZ (γ = 0.5 and δ = 1),
and XXX (γ = 1 and δ = 0.5). Throughout this paper, we set the parameters h̄ = J = 1 for
convenience.

We studied the time evolution of the system starting from either an initial pure or a
mixed state. Starting with the entangled atoms in a pure state, the wave function of the
composite system can be defined, at t = 0, as

|ψ(0)〉 = a |e1, e2〉+ b |e1, g2〉+ c |g1, e2〉+ d |g1, g2〉, (2)

which is a linear combination of all possible product states of the two atoms and a, b, c, and
d are arbitrary complex quantities that satisfy the normalization condition:

|a|2 + |b|2 + |c|2 + |d|2 = 1. (3)

In this basis, the Hamiltonian has the form:

H =
1
4




δ + 2(ω1 + ω2) 0 0 γ
0 −δ + 2(ω1 −ω2) 1 0
0 1 −δ− 2(ω1 −ω2) 0
γ 0 0 δ− 2(ω1 + ω2)


, (4)
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On the other hand, the density matrix corresponding to an initial Werner mixed state
is given by

ρ(0) =
1
3
(a |e1, e2〉〈e1, e2|+ d |g1, g2〉〈g1, g2|+ (b + c)|ψ〉〈ψ|), (5)

where the wavefunction takes the following form:

|ψ〉 = 1√
b + c

(
√

b|e1, g2〉+ eiχ√c|g1, e2〉) (6)

where a, b, c, and d are the independent parameters governing the nature of the initial state
of the two entangled atoms. They satisfy the relation (a + b + c + d)/3 = 1, and χ is the
initial phase. In fact, the initial states considered in this work are of practical interest and
have been already constructed before experimentally in different types of quantum systems.
For instance, the Bell state has been created in different systems, such as the trapped ions
in the pioneering work of Blatt and Wineland [53] and other works, in particular, that
studied the Bell inequality testing in spins in nitrogen-vacancy centers, optical photons,
neutral atoms, and superconducting qubits [54–58]. The Werner state was also prepared
experimentally via spontaneous parametric conversion and controllable depolarization
and decoherence of photons [59,60].

For an open quantum system coupled to a Markovian environment, the system dy-
namics is represented by the Lindblad master equation [2,61,62]:

ρ̇(t) = −i[H, ρ] +Dρ . (7)

where Dρ describes the non-unitary dynamics of the system:

Dρ = −1
2

M

∑
j=1

N

∑
k=1

{
[L(j)

k ρ, L(j)†
k ] + [L(j)

k , ρL(j)†
k ]

}
, (8)

where the jth Lindblad operator L(j)
k represents the effect of the considered environment

on the system site k. Recasting the density operator as a vector in the Liouville space [62],
Equation (7) can be rewritten in a matrix form as

~̇ρ(t) = (L̂H + L̂D)~ρ = L̂~ρ , (9)

where L̂H and L̂D are superoperators acting on the vector ρ in the Liouville space, repre-
senting the unitary and dephasing (dissipative) processes, respectively. The solution of
Equation (9) yields the density matrix at any time t as

~ρ(t) = ∑
i

Ai ~ηi eλi t , (10)

The coefficient Ai is determined by the system’s initial conditions. {λi} is the set of eigen-
values, and {~ηi} is the set of eigenvectors of the tetrahedral matrix L, which are obtained
by exact numerical diagonalization. In our case, the Lindblad operator representing the
dephasing environment and acting on the atom j is given by Sz

j , where in the pure de-
phasing case, each atom (qubit) is exposed to an independent dephasing environment,
whereas in the second case, the two qubits are exposed to a common correlated dephasing
environment.

As a result, LD takes the form

LD = − ∑
j=1,2

Γj(SZ
j SZ

j ρ + ρSZ
j SZ

j − 2SZ
j ρSZ

j )

−2Γ0(SZ
1 SZ

2 ρ + ρSZ
1 SZ

2 − SZ
1 ρSZ

2 − SZ
2 ρSZ

1 ). (11)
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where Γj is the dephasing rate of the jth atom and 2Γ0 is the correlated dephasing rate.
After some calculations, the Liouville operator takes the matrix form:

L =
1
4




0 0 0 iγ 0 0 0 0 0 0 0 0 −iγ 0 0 0
0 ε−2 i 0 0 0 0 0 0 0 0 0 0 −iγ 0 0
0 i ε−1 0 0 0 0 0 0 0 0 0 0 0 −iγ 0
iγ 0 0 β−1 0 0 0 0 0 0 0 0 0 0 0 −iγ
0 0 0 0 ε+2 0 0 iγ −i 0 0 0 0 0 0 0
0 0 0 0 0 0 i 0 0 −i 0 0 0 0 0 0
0 0 0 0 0 i β+

1 0 0 0 −i 0 0 0 0 0
0 0 0 0 iγ 0 0 α+1 0 0 0 −i 0 0 0 0
0 0 0 0 −i 0 0 0 ε+1 0 0 iγ 0 0 0 0
0 0 0 0 0 −i 0 0 0 β+

2 i 0 0 0 0 0
0 0 0 0 0 0 −i 0 0 i 0 0 0 0 0 0
0 0 0 0 0 0 0 −i iγ 0 0 α+2 0 0 0 0
−iγ 0 0 0 0 0 0 0 0 0 0 0 β−2 0 0 iγ

0 −iγ 0 0 0 0 0 0 0 0 0 0 0 α−1 i 0
0 0 −iγ 0 0 0 0 0 0 0 0 0 0 i α−2 0
0 0 0 −iγ 0 0 0 0 0 0 0 0 iγ 0 0 0




, (12)

where

ε±k = −4Γk ± 2i(δ + 2ωk)

α±k = −4Γk ± 2i(δ− 2ωk)

β∓1 = 4(∓2Γ0 − Γ1 − Γ2 − i(ω1 ±ω2))

β±2 = 4(±2Γ0 − Γ1 − Γ2 + i(ω1 ∓ω2))

(13)

and k = 1, 2.

3. Dynamics of Entanglement

A comprehensive view of the system can be gained by investigating the dynamics
of the bipartite entanglement that arises naturally between the two atoms and the atomic
population inversion starting from different initial states of particular interest. In this
section, we implemented our solution to study the dynamics of the entanglement of
the system.

The entanglement can be quantified via the aid of the concurrence C(ρ) as proposed
by Wootters [63]. It can be calculated from

C(ρ) = max [0, ε1 − ε2 − ε3 − ε4], (14)

where εi in decreasing order are the square roots of the four eigenvalues of the non-
Hermitian matrix:

R ≡ ρρ̃, (15)

where ρ̃ is the spin flipped state defined as

ρ̃ = (σ̂y ⊗ σ̂y)ρ
∗(σ̂y ⊗ σ̂y), (16)

Here, ρ∗ is the complex conjugate of ρ and σ̂y is the Pauli spin matrix in the y direction.
In general, it is known that C(ρ) goes from 0 for a separable disentangled state to 1 for a
maximally entangled state. Since the main goal of our work is to investigate the impact of
the asymmetry of the two qubits on the system dynamics and entanglement properties,
the asymmetry is reflected in two aspects, the difference in the qubit transition frequencies
(energy gaps) and their coupling strengths to the environment. Therefore, in our model,
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which is generic, we assumed one of the two frequencies, ω1, is equal to one, while the other
one is weighted in terms of the first. Consequently, we can study the different scenarios at
different ratios of ω1 and ω2. Furthermore, since we are working in a unit system where
h̄ = 1, all the frequencies and coupling strengths are expressed in units of ω1 and the time t
in units of ω−1

1 . When our model is applied to one of the relevant physical systems, we can
assign a numerical value to the frequencies. For instance, in a system such as the trapped
ions, the energy gap, and therefore h̄ω1, is around 1014 Hz, whereas in the superconducting
qubits, it is a few GHz [64].

3.1. Disentangled State

We start by considering the time evolution of the system, at different degrees of
anisotropy, starting from the disentangled initial state |ψ(0)〉D = (|e1, e2〉 + |e1, g2〉 +
|g1, e2〉 + |g1, g2〉)/2. The system is coupled to a pure dephasing environment charac-
terized by dephasing rates Γ1 = 0.1 and Γ2 = 0.01. For the rest of this paper, we use
these values of the dephasing rates unless otherwise stated explicitly. The dynamics of the
entanglement between the two qubits for different values of ω2, while keeping ω1 = 1, are
depicted in Figure 1a,b. Figure 1a shows the dynamics for a closed system in absence of a
dephasing environment. Each ω2 value exhibits a distinct, continuous, and irregular oscil-
latory behavior. Notably, maximum entanglement is achieved when ω2 6= ω1, with varying
amplitudes among the peaks. Further examination of the entanglement evolution reveals
a quasi-periodic pattern of oscillations. In cases where ω2 6= ω1, both the entanglement
amplitude and the shape of the oscillations are disturbed. Specifically, when ω2 = 0.1,
the entanglement is more pronounced compared to the case when ω2 = 5. It is worth
noting that, while the entanglement begins from zero, once it emerges, it persists and
never vanishes. Meanwhile, as can be noticed from Figure 1b, in the presence of a pure
dephasing environment, the entanglement ends up vanishing after a period of time that
varies depending on the difference between the two frequencies. The highest peak of entan-
glement is again observed when ω2 = ω1, but here with smaller entanglement content. For
ω2 = 0.1, three peaks that are intermediated by ESD appear, and finite disentanglement
occurs just after the third peak. Though when ω2 = 2, the entanglement persists for a
longer duration compared to the dynamics of the other frequencies, initially, the ESB is
delayed and the peaks have small amplitudes that are comparable to those of ω2 = 0.1.
Moreover, ESD occurs twice, with the amplitude of the final revived peak being notably
smaller. Figure 1c displays the time evolution of entanglement versus the frequency of
the second qubit in the completely anisotropic (Ising) system. In this state, the two atoms
initially possess zero entanglements, then become entangled for a finite time before becom-
ing disentangled again. We observe that, when the frequencies of the two qubits are close
to each other, with a difference of less than one atomic transition level, the entanglement
reaches a maximum value of approximately 0.55, and the entanglement persists for a longer
duration. As the second atom’s frequency ω2 deviates further away from the first atom’s
frequency ω1, the entanglement oscillations become shorter and experience more-frequent
occurrences of entanglement sudden death (ESD) and revivals, ultimately leading to faster
disentanglement.

The dynamics of an Isotropic (XXX) system shows a distinct behavior from the Ising
system, as shown in Figure 1d. A preliminary overview of the 3D plot shows that, as ω2
increases, the period of the initial disentanglement between the two atoms decreases, while
the maxima of entanglement become smaller. Furthermore, the plot shows that, when the
frequencies of the two atoms are close to each other, the atoms maintain their disentangle-
ment status. However, when the atoms exhibit asymmetry, particularly when the frequency
of the second atom is roughly double that of the first atom, the system successfully estab-
lishes entanglement between the atoms, reaching a maximum entanglement value of 0.6,
which surpasses the value attained in the Ising model. Furthermore, the entanglement
in the XXX system appears to persist for a longer duration compared to the Ising system,
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with disentanglement occurring around t = 20, whereas in the Ising system, the longest
period of entanglement lasts until t = 15.
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Figure 1. Dynamics of entanglement starting from the disentangled state |ψ(0)〉D = (|e1, e2〉 +
|e1, g2〉+ |g1, e2〉+ |g1, g2〉)/2, where ω1 = 1 and varying ω2 in the: (a) Ising system in the absence
of environments; (b,c) Ising system in the presence of uncorrelated dephasing environment; (d) XXX
system in the presence of uncorrelated dephasing environment. The dephasing parameters are set to
Γ1 = 10 Γ2 = 0.1.

In Figure 2, we continue our investigation into the dynamics of the system starting
from the initially disentangled state. Here, we considered a system with a partial degree of
anisotropy (XYZ system). In Figure 2a, which examines the entanglement evolution for
0 < ω2 < 10, we observe that the initially disentangled atoms gain entanglement regardless
of whether the atoms are symmetric or asymmetric. We note that, when the atoms are
symmetric or close to symmetry, the entanglement of the atoms occurs once with a peak
that reaches a certain height before decaying, as shown in the inset. However, when the
atoms are asymmetric with the value of ω2 above 2, the atoms experience ESD at least
three times; the ESD period becomes longer after each revival, and the amplitude of the
peaks decreases. It is noteworthy that, for this XYZ system, the entanglement reaches a
maximum amplitude of approximately 0.7 when ω2 = 3. This maximum value is higher
than what was observed in both the Ising and XXX models. Next, we study in Figure 2b
the effect of varying the independent dephasing rates Γ1 and Γ2. Since the highest peak of
entanglement was observed for ω2 = 3 at t = 5/2, we investigated the state of the system
at that instance. When the dephasing rates are very low, the entanglement reaches a value
of 0.96, indicating that the atoms are almost completely entangled. As the dephasing rates
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increase, the entanglement decreases. In fact, a similar effect was observed in the XXX and
Ising models. It was also found that the variation of the pure dephasing rates depend on the
anisotropy of the system, where in the XYZ system, increasing Γ1 increases the decay rate
slower than increasing Γ2, while in the Ising system, it occurs the other way around. On
the other hand, in the isotropic XXX system, the variation of Γ1 and Γ2 exhibits a symmetric
dephasing rate, such that increasing either one of them increases the dephasing rate the
same amount. In Figure 2c, we examine the time evolution of entanglement as a function
of the coupled dephasing rate Γ0 when ω2 = 3. At a given Γ0, the entanglement exhibits
an oscillatory behavior with a collapse revival pattern. Interestingly, the entanglement
appears to be enhanced as we increase Γ0, in particular when 0.05 < Γ0 < 0.07, where the
enhancement reaches its maximum. New collapse and revival peaks are created in this
range, leading to a delay in the disentanglement of the two atoms. However, increasing Γ0
further has a detrimental effect on the entanglement. The XXX and Ising models exhibit
a comparable effect as the one depicted in Figure 2a,b. However, for the variation of
entanglement with the independent dephasing rates, the rate at which Γi accelerates the
dephasing was found to be faster in the other two models compared with the XYZ one.

Figure 2. Starting from the disentangled state |ψ(0)〉D = (|e1, e2〉+ |e1, g2〉+ |g1, e2〉+ |g1, g2〉)/2,
in the XYZ system: (a) dynamics of entanglement vs. ω2, at ω1 = 1; (b) entanglement vs. Γ1 and Γ2,
at t = 5/2 and ω2 = 3; (c) dynamics of entanglement vs. Γ0, at ω2 = 3.
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3.2. Correlated Bell State

Figure 3 shows the dynamics of entanglement starting from the maximally entangled
correlated Bell state ψBc = (|e1〉|e2〉+ |g1〉|g2〉)/

√
2.
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Figure 3. Dynamics of entanglement starting from the correlated Bell state, ψBc = (|e1〉|e2〉 +
|g1〉|g2〉)/

√
2, in the Ising, XXX, and XYZ systems at different values of: (a) ω2 at Γ1 = 0.1,

and Γ2 = 0.01; (b) Γ2 at Γ1 = 0.1 and Γ0 = 0; (c) Γ0 at Γ1 = 0.1, and Γ2 = 0.01. ω1 = 1 in
all panels.

In the Ising system case, depicted in Figure 3a, the entanglement starts at a maximum
value and gradually decays until completely vanishing, where at ω2 = 0.1 and 1, we note
an oscillatory behavior. A very similar effect was observed in the XYZ system, which we
do not show here to avoid redundancy. In contrast, we found that the entanglement in
the XXX system exhibits no oscillations and is independent of the frequency of the second
atom, as depicted in the figure for ω2 = 0.1 and 1, where the curves coincide with each
other. Interestingly, the impact of varying the pure dephasing rate on the entanglement
dynamics was found to be similar across the Ising, XXX, and XYZ systems, irrespective of
the anisotropy variation; again, we do not plot the XYZ system dynamics due to the close
similarity to the Ising case. It is remarkable that the Ising system sustains its entanglement
for a long period of time before vanishing, and as can be noticed in the inner insets in
Figure 3a, that period of time increase with the frequency ω2, while the entanglement decays
very slowly with time. This can be an advantage for quantum information processing
in such systems where the entanglement persists for a long period of time despite the
dephasing effect. We show the entanglement behavior, in Figure 3b, in the Ising and XXX
systems, where Γ1 is fixed to 0.1, while Γ2 is varying. When Γ2 = 0.01, the dynamics of
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both systems follow the same trace. However, since ω2 = 3, the Ising system exhibits
oscillatory behavior in its dynamics for which, at this value of ω2, the oscillations of the
Ising system remains clearly observable. Increasing Γ2 to 0.1 results in a damping effect on
the entanglement and an accelerated rate of dephasing, leading to faster disentanglement
of the atoms. Nevertheless, the dynamics of both systems ultimately decay at the same
rate. It is worth mentioning that the oscillations in the Ising system slightly delay the
disentanglement process as the entanglement approaches low values, whereas for the XXX
system with Γ2 = 0.1, the entanglement vanishes faster compared to the Ising system with
the same Γ2 value. Again, one can notice in the insets of Figure 3b how the entanglement
of the Ising system persists for a long period of time before vanishing, where the period
increases as the uncorrelated dephasing strength decreases, whereas that of the XXX system
vanishes much earlier at the same values of the dephasing strengths. The impact of varying
the correlated dephasing rate is investigated in Figure 3c. Unlike the disentangled state,
this parameter induces only a damping effect on the entanglement. The change in the
dephasing rate across all systems demonstrates a nearly identical behavior as Γ0 increases.
This is illustrated by first inspecting the change in the dephasing rate for the Ising system
by varying Γ0 from 0 to 0.2Γ1. Subsequently, observing the effect on the XXX system at
Γ0 = 0.2Γ1, we observe alignment between the Ising and XXX system lines. It is important
to note that the XXX system does not exhibit oscillations in the entanglement dynamics as
discussed in Figure 3a. Therefore, at low entanglement levels, oscillations arising from the
asymmetric XY interaction lead to a delay in disentanglement. Additionally, we further
explore the change by increasing Γ0 from 0.4 to 0.8. As expected, the dynamics of the XXX
and XYZ systems align with each other at Γ0 = 0.4Γ1. The behavior of the entanglement
in the insets of Figure 3c shows that the entanglement in both of Ising system and XYZ
system, with partial and complete anisotropy, persists for a long period of time, which is
higher in the Ising system and decreases as the correlated dephasing strength decreases.
On the other hand, the entanglement in the isotropic (XXX) system vanishes very early,
which indicates that a stronger spin–spin coupling in one direction resits the dephasing
impact efficiently.

3.3. Anti-Correlated Bell State

Another maximally entangled initial state is examined in Figure 4, namely the anti-
correlated Bell state (ACBS) |ψ(0)〉Ba = (|e1, g2〉 + |g1, e2〉)/

√
2. Surprisingly, all three

systems exhibit the same dynamics shown in Figure 4. As illustrated in Figure 4a, it is
evident that in a closed system, when ω2 = ω1, the entanglement remains constant at a
value of 1. However, when ω2 6= ω1, the dynamics experience an oscillatory behavior
with varying periods determined by ω2. For example, when ω2 = 0.1, the period of the
oscillations is longer compared to the case when ω2 = 5, where smaller oscillations are
observed, maintaining the entanglement close to 1 over time. When introducing the pure
dephasing environment in Figure 4b while varying ω2, we observe that the entanglement
decays faster for symmetric atoms (with ω2 = ω1=1) compared to the asymmetric atoms
case. Remarkably, when ω2 = 2, the entanglement between the atoms is preserved for a
longer duration, while increasing ω2 further leads to accelerated decay of entanglement.
Investigating the effect of the independent dephasing environments on the ACBS case
shows that increasing either Γ1 or Γ2 results in a symmetric impact on the entanglement
dynamics, similar to the findings for the disentangled and correlated Bell states.Varying
Γ0 in Figure 4c reveals an intriguing observation. Although we retrieved an evolution
that is similar to the initially disentangled state case, where an increase in Γ0 enhances the
entanglement and delays the disentanglement, particularly when Γ0 is within the range of
0.5Γ1 to 0.7Γ1, for this case, the enhancement is more pronounced compared to the previous
case, with the entanglement being maintained at maximum values for an extended period
of oscillations. To further explore the dynamics, we examine the combined effect of varying
both Γ2 and Γ0 in Figure 4d.
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Figure 4. Dynamics of entanglement starting from the anti-correlated Bell state, |ψ(0)〉Ba = (|e1, g2〉+
|g1, e2〉)/

√
2, in the XXX and XYZ systems: (a) at different values of ω2 in the absence of environments;

(b) vs. ω2 at Γ1 = 0.1, Γ2 = 0.01, and Γ0 = 0; (c) vs. Γ0 at Γ1 = 0.1 and Γ2 = 0.01; (d) at different
values of Γ0 and Γ2, at Γ1 = 0.1 and ω2 = 3. ω1 = 1 in all panels.

Increasing Γ0 from 0 to 0.6Γ1 leads to a significant enhancement in entanglement,
resulting in a prolonged period of maximum entanglement. Nevertheless, the minima of the
oscillations decrease with time, evoking a less-stable entanglement that leads eventually to
disentanglement. On the other hand, increasing Γ2 from 0.01 to 0.1 portrays the dephasing
effect of the independent environment. The behavior of the entanglement in the insets of
Figure 4d demonstrates that the entanglement in both of the XXX and XYZ system, starting
form the state |ψ(0)〉Ba, persists for a long period of time against the dephasing effects, and
surprisingly, the higher dephasing values Γ2 = 0.1 and Γ0 = 0.6Γ1 lead to longer periods of
time compared with Γ2 = 0.01 and Γ0 = 0.

3.4. W and Werner States

In Figure 5, we examine the initial partial entangled state and mixed state. Figure 5a
presents a system initialized in the W-state |ψ(0)〉W = (|e1, g2〉+ |g1, e2〉+ |g1, g2〉)/

√
3.

We note that the behavior of the XXX system, as Γ0 varies, resembles the behavior of the
ACBS in which the entanglement oscillations exhibit multiple peaks with a maximum
amplitude when 0.5 Γ1 < Γ0 < 0.7 Γ1. In the Ising and XYZ models, the peaks gradually
decrease with each oscillation, and the decay rate is faster in the Ising system compared to
the XYZ one. On the other hand, the variation of Γ1 and Γ2 exhibits a symmetric dephasing
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rate in the isotropic XXX system starting from the W-state, whereas in the Ising and XYZ
systems, increasing Γ1 increases the decay rate slower than in the case of increasing Γ2.
When investigating the effect of varying ω2 versus t in the W-state, we observe that the
entanglement dynamics of the XXX system share a similar two-dimensional projection with
the ACBS, albeit with a faster decay due to the W-state being a partially entangled state
with less initial entanglement content. The dynamics of the Ising and XYZ systems display
more oscillations that experience ESD several times, leading to a faster decay, with the
decay rate being higher in the Ising model than in the XYZ model.
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Figure 5. Dynamics of entanglement starting from (a) the W-state, |ψ(0)〉W = (|e1, g2〉+ |g1, e2〉+
|g1, g2〉)/

√
3, in the Ising, XXX, and XYZ systems at ω1 = 1, ω2 = 3, Γ1 = 0.1, Γ2 = 0.01, and different

values of Γ0; (b) Werner state in the XYZ system, vs. ω2, at ω1 = 1, Γ1 = 0.1, Γ2 = 0.01, and Γ0 = 0;
(c) Werner state in the three systems at ω1 = 1, ω2 = 3, Γ1 = 0.1, Γ0 = 0, and different values of Γ2.

The inset of Figure 5a illustrates, starting from the state |ψ(0)〉W , in contrast to what we
have observed before, that the entanglement in the Ising system vanishes very early, while
that of the XXX system persists for a long period of time before vanishing in the absence of
correlated dephasing. The final state under consideration is the Werner state, with the initial
parameters taken as a = 0.2, b = 1, c = 1, d = 1− a, and χ = π/4. Varying ω2 in Figure 5b,
one can notice that, when the value of ω2 is close to ω1, the entanglement decreases and
experiences ESD, which is followed by a revival peak. This peak delays the disentanglement
of the atoms as shown in the figure, while for higher values of ω2, the disentanglement
occurs earlier. For the effect of Γ0, we obtained dynamics that follow the same pattern as the
ACBS, except that the maximum of the entanglement is 0.4, not 1. This pattern applies to
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all the distinct systems, with fine variations in the entanglement evolution among them. In
Figure 5c, we demonstrate the matching effect of the independent dephasing environment
over the different systems. First, we display the dynamics at Γ2 = 0.01 in the three systems,
which yields distinct, yet highly similar curves for each system. Then, by increasing Γ2 to
0.1, we obtain three additional curves that undergo a similar behavior of the decaying rate.

4. Conclusions

We considered a system of two interacting two-level non-identical atoms (qubits)
coupled to pure (uncorrelated) and correlated dephasing environments. We studied the
system dynamics starting from different initial states that vary in the degree of purity
and entanglement content. We tested the impact of the asymmetry of the two-qubit
system on the entanglement dynamics and asymptotic behavior. It was found that the
differences in the two qubits’ frequencies and coupling strengths to the uncorrelated
dephasing environment vary considerably depending on the initial state and degree of
anisotropy of interaction between the two qubits. Starting from certain initial states, such
as the disentangled and Werner states, increasing the difference between the frequencies of
the two qubits leads to higher entanglement decay rates, which are reduced as the degree
of anisotropy increases in the initial disentangled state case. In contrast, starting from an
anti-correlated Bell state, equal frequencies would lead to higher entanglement decay rates
at different degrees of anisotropy. In general, the deviation between the coupling strengths
of the two qubits to the uncorrelated dephasing environment yields a higher decay of
entanglement, though its rate varies with the degree of anisotropy and the initial state
type. The coupling of the two qubits to the correlated dephasing environment was found
to be useful, enhancing the entanglement, within a certain range of values of the coupling
strength, for specific initial states, such as the disentangled, Werner, and anti-correlated
Bell states, whereas it is devastating in the case of other initial states such as the correlated
Bell state.
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Abstract: The non-Markovianity of open quantum system dynamics is often associated with the bidi-
rectional interchange of information between the system and its environment, and it is thought to be
a resource for various quantum information tasks. We have investigated the non-Markovianity of the
dynamics of a two-state system driven by continuous time random walk-type noise, which can be
Markovian or non-Markovian depending on its residence time distribution parameters. Exact analytical
expressions for the distinguishability as well as the trace distance and entropy-based non-Markovianity
measures are obtained and used to investigate the interplay between the non-Markovianity of the noise
and that of dynamics. Our results show that, in many cases, the dynamics are also non-Markovian when
the noise is non-Markovian. However, it is possible for Markovian noise to cause non-Markovian dynam-
ics and for non-Markovian noise to cause Markovian dynamics but only for certain parameter values.

Keywords: two-state system; non-Markovianity; continuous time random walk; non-Markovian noise

1. Introduction

Quantum non-Markovianity refers to the existence of memory effects in the dynamics
of open quantum systems and has been the subject of many studies with the aim of defining,
quantifying, and investigating various schemes to utilize it as a resource for quantum
information tasks. Non-Markovianity has been discussed as a possible resource for quantum
information tasks such as quantum system control [1], efficient entanglement distribution [2],
perfect state transfer of mixed states [3], quantum channel capacity improvement [4], and
efficiency of work extraction from the Otto cycle [5]. Miller et al. [6] carried out an optical
study of the relation between non-Markovianity and the preservation of quantum coherence
and correlations, which are essential resources for quantum metrology applications. Various
approaches, from environmental engineering to classical driving to controlling the non-
Markovianity of quantum dynamics, have been proposed, analyzed, and experimentally
realized in recent years. Most non-Markovianity measures invoke a bidirectional exchange
of information between the system and its environment at the root of the memory effects
in the dynamics. The seeming contradiction between such an interpretation and the fact
that even external classical noise could induce non-Markovian dynamics [7,8] was mostly
resolved by showing that random mixing of unitary dynamics might lead to memory
effects [9,10]. Representing the quantum environment of a finite-dimensional quantum
system using classical stochastic fields has a long history. One of the drawbacks of such an
approximation is the effective infinite temperature, which can be resolved by augmenting
the master equation with extra terms to restore the correct thermal steady state. Another
seemingly difficult task is to account for the lack of feedback from the system to the classical
field. Despite these shortcomings, the stochastic Liouville equation (SLE) approach has
produced various interesting physical models of open quantum systems [11–16].

There have been several studies on the effect of classical noise on the non-Markovianity
of the quantum dynamics of two-state systems. For example, a study by Cialdi et al. investi-
gated the relationship between different classical noises and the non-Markovianity of the
dephasing dynamics of a two-level system [17]. The study found that non-Markovianity
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is influenced by the constituents defining the quantum renewal process, such as the time-
continuous part of the dynamics, the type of jumps, and the waiting time. In addition,
other studies have explored how to measure and control the transition from Markovian to
non-Markovian dynamics in open quantum systems, as well as how to evaluate trace- and
capacity-based non-Markovianity. It has been shown that classical environments that exhibit
time-correlated random fluctuations can lead to non-Markovian quantum dynamics [18,19].
Costa-Filho et al. investigated the dynamics of a qubit that interacts with a bosonic bath and
under the injection of classical stochastic colored noise [20]. The dynamic decoupling of
qubits under Gaussian noise and RTN was investigated by Bergli et al. in [21,22]. Cai et al.
showed that the environment being non-Markovian noise does not guarantee that the sys-
tem’s dynamics are non-Markovian [23]. When the coupling of the bath to its thermalizing
external environment is very strong or on time scales longer than the characteristic micro-
scopic times of the bath, we expect that even fully quantum system-bath models reduce
to this case [24]. The addition of non-equilibrium classical noise to dissipative quantum
dynamics can be helpful in describing the influence of non-equilibrium environmental
degrees of freedom on the transport properties [25]. Goychuk and Hanggi developed a
method to average the dynamics of a two-state system driven by non-Markovian discrete
noises of the continuous-time random walk type (multi-state renewal processes) [26].

The transition from Markovian to non-Markovian dynamics via tuning of the system-
environmental coupling in various quantum systems has been reported [27–31]. The aim of
the present study is to provide an answer to the question of whether there is any connection
between the non-Markovianity of classical noise and the non-Markovianity of quantum
dynamics of a two-state system (TSS) driven by such a noise source. Toward that end,
we study the dynamics of a TSS driven by a continuous-time random walk (CTRW)-type
stochastic process which is characterized by its residence time distribution (RTD) function.
We investigate the effect of biexponential and manifest non-Markovian RTDs. The first
one is a simple model of classical non-Markovian noise as a linear combination of two
Markovian processes and allows one to study random mixing-induced quantum non-
Markovianity, while the latter one can be tuned to study a large number of noise models.
We find that exact analytical expressions for the trace distance and entropic measures of non-
Markovianity of the dynamics can be obtained for a restricted set of system parameters. It is
well known that Markovian classical noise can lead to non-Markovian quantum dynamics.
Here, we show that when the driving noise is chosen to be expressively non-Markovian,
one can still observe the Markovian quantum dynamics, depending on the noise and
system parameters, albeit in a very restricted set. Hence, we show that the existence of
non-Markovianity in classical noise does not guarantee quantum non-Markovianity of the
dynamics of a TSS driven by that noise.

The outline of this paper is as follows. In Section 2, we describe the TSS and CTRW
noise process and the noise averaging procedure that leads to the exact time evolution
operator in the Laplace transform domain. The analytical and numerical results of the
study for the biased and unbiased TSS for Markovian, as well as the non-Markovian CTRW
process, are presented and discussed in Section 3. Section 4 concludes the article with a
brief summary of the main findings.

2. Model and Non-Markovianity Measures

The main aim of this section is to introduce the TSS model which will be used to study
the effect of the non-Markovianity of the classical noise on the non-Markovianity of the
quantum dynamics of the TSS driven by the noise and to summarize the trace distance and
entropy-based quantum non-Markovianity measures.

2.1. Model

We consider a two-state system (TSS) with the Hamiltonian

H =
1
2

h̄ε0σz +
1
2

h̄(∆0 + ξ(t))σx +
1
2
(E1 + E2)I (1)
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where the σi values are the Pauli operators, E1,2 are the energies of states |1〉 and |2〉 of the
TSS, ∆0 is the static tunneling matrix element, ε0 = (E2− E1)/h̄, and I is the identity opera-
tor. The TSS is driven by two-state non-Markovian noise with amplitudes ξ(t) = {∆+, ∆−}
and stationary-state probabilities pst

± = 〈τ±〉/(〈τ+〉 + 〈τ−〉), where 〈τ±〉 represents the
average residence time of the noise in states ∆±. The stationary autocorrelation function of
the noise is defined as k(t) = 〈δξ(t)δξ(0)〉/〈[δξ]2〉, where δξ(t) = ξ(t)− 〈ξ〉st and can be
expressed in terms of the RTDs in the Laplace space as follows [25,26]:

k(s) =
1
s
−
(

1
〈τ+〉

+
1
〈τ−〉

)
1
s2

(1− ψ+(s))(1− ψ−(s))
(1− ψ−(s)ψ+(s))

(2)

where ψ±(s) are Laplace transforms of the residence time distribution of the noise in
the ∆− and ∆+ states and the autocorrelation time of the noise is defined using k(t) as
τcorr =

∫ ∞
0 |k(t)| dt. If k(t) is strictly positive for all t, then τcorr can be obtained from k(s)

as τcorr = lims→0 k(s).
The dynamics of the density matrix ρ(t) of the TSS with the Hamiltonian in Equation (1)

can be obtained by expressing it as ρ(t) = [I + ∑i Pi(t)σi]/2, where Pi(t) = Tr[ρ(t)σi] is

Ṗ(t) = F(t)P(t) (3)

where P(t) =
[
Px(t), Py(t), Pz(t)

]T and

F[ξ(t)] =



−ε0 0 0
ε0 0 ξ(t)
0 ξ(t) 0


 (4)

The noise propagator S±(t) = exp (F[∆±]) for the static values of noise ξ = {∆−, ∆+} is

S±(t) = ∑
k

R(k)
± exp

(
iλ(k)
± t
)

(5)

where λ0
± = 0, λ1

± = Ω± =
√

ε2
0 + ∆2

±, λ2
± = −Ω±, and

R(0)
± =

1
Ω2
±




∆2
± 0 ε0∆±

0 0 0
ε0∆± 0 ε2

0




R(1)
± = [R(2)

± ]∗ =
1
2




ε2
0

Ω2
±

i ε0
Ω± − ε0∆±

Ω2
±

i ε0
Ω± 1 i ∆±

Ω±

− ε0∆±
Ω2
±
−i ∆±

Ω±
∆2
±

Ω2
±


 (6)

The problem of obtaining the stationary noise average of the propagator in Equation (5)
involves both averaging over the initial stationary probabilities. It was shown by Goy-
chuk that this can also be performed exactly in the Laplace space for non-Markovian
processes [25]. The noise-averaged propagator can be expressed as follows:

S(s) = p+S+(s) + p−S−(s)−
(

1
τ+

+
1

τ−

)
{C+ + C−

[A+(s)B−(s) + A−(s)][I − B+(s)B−(s)]
−1 A+(s) (7)

[A−(s)B+(s) + A+(s)][I − B−(s)B+(s)]
−1 A−(s)

}
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where

S±(s) = ∑
k

R(k)
±

s− iλ(k)
±

A±(s) = ∑
k

R(k)
±

1− ψ±
(

s− iλ(k)
±
)

s− iλ(k)
±

B±(s) = ∑
k

R(k)
± ψ±

(
s− iλ(k)

±
)

C±(s) = ∑
k

R(k)
±

1− ψ±
(

s− iλ(k)
±
)

(
s− iλ(k)

±
)2 (8)

where ψ(s) is the Laplace transform of the distribution of the residence time of the noise.

2.2. Non-Markovianity Measures

Non-Markovianity of random processes has a well-established and widely accepted
definition. The non-Markovianity of quantum dynamics, on the other hand, although
the subject of an immense number of studies in recent years, has not reached a similar
consensus. The trace distance-based measure of non-Markovianity developed in [32,33]
quantifies the memory effect in the dynamics with the system’s retrieval of information
from its environment, which shows up as nonmonotonic behavior in the distinguishability
of quantum states. Given two density operators ρ1 and ρ2, the trace distance (TD) between
them is defined as follows [34]:

D(ρ1, ρ2) = Tr
√
(ρ1 − ρ2)†(ρ1 − ρ2) (9)

where Tr stands for the trace operation. TD is bounded from below by D(ρ1, ρ2) = 0 for
ρ1 = ρ2 and from above by D(ρ1, ρ2) = 1 if ρ1 ⊥ ρ2. As a measure of distinguishability
between two quantum states, it can be related to the probability of distinguishing two
states with a single measurement [35].

Entropy-based Jensen–Shannon divergence (JSD) between two quantum states is an-
other distinguishability measure used to quantify non-Markovianity [36,37] and is defined
as the smoothed version of relative entropy:

J(ρ1, ρ2) = H
(

ρ1 + ρ2

2

)
− 1

2
(H(ρ1) + H(ρ2)) (10)

where H(.) is the von Neumann entropy H(ρ) = −Trρ log ρ. J(ρ1, ρ2) has the same bounds
as the trace distance in the same limiting cases, but it is not a distance because, contrary
to TD, it does not obey the triangle inequality.

√
J(ρ1, ρ2) is shown to be a distance

measure [38] and can be used to quantify the non-Markovianity of the quantum dynamics.
The non-Markovianity quantifiers based on a state distinguishability measure Dd(ρ1, ρ2)

are defined as follows [32,33]:

N d = max
ρ1(0),ρ2(0)

∫

σd(t)>0
σd(t) dt (11)

where
σd(t) =

d
dt

Dd(ρ1(t), ρ2(t)) (12)

where the exponent d stands for either the trace distance distinguishability (T) or the
Jensen–Shanon entropy divergence (E). Maximization in Equation (11) is carried out over
all possible initial states ρ1,2(0). Wissmann et al. [39] showed that ρ1(0), ρ2(0), chosen
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from the antipodal points of the Bloch sphere, maximizes the non-Markovianity measure
based on the trace distance for two state systems [32,37]. For the problem studied, both
the trace distance and Jensen–Shannon entropy divergence distinguishability measures
could be expressed in terms of the population difference Pz(t) and coherences Px(t) and
Py(t) as follows:

DT =
√

P2
x + P2

y + P2
z (13)

DE =
1√

log 4

√
2DT arctanh (DT) + log (1− (DT)2) (14)

If the chosen distinguishability measure between any two initial states is a monotonic
function of time, then the dynamics is said to be Markovian. Otherwise, N d quantifies the
memory effects in the dynamics.

3. Results and Discussion

We first present the results for TSS, whose state energies were degenerated. When
ε0 = 0, the Laplace transformed components of the evolution operator could be expressed
in a simple form:

Syy(s) =
s
(
2s2 + ∆2

− + ∆2
+

)

2
(
s2 + ∆2

−
)(

s2 + ∆2
+

) + ∆2

τ
[Ψ(s) + Ψ∗(s)] (15)

Syz(s) = − ∆0
(
s2 + ∆−∆+

)
(
s2 + ∆2

−
)(

s2 + ∆2
+

) − i
∆2

τ
[Ψ(s)−Ψ∗(s)] (16)

Szz(s) = Syy(s), Szy(s) = −Syz(s) (17)

where

Ψ(s) =
[1− ψ(s + i∆−)][1− ψ(s + i∆+)]

(s + i∆−)
2(s + i∆+)

2[1− ψ(s + i∆−)ψ(s + i∆+)]
(18)

We considered a symmetric two-state discrete noise process such that ∆+ = ∆ = −∆−
was the amplitude, τ+ = τ− = τ was the mean residence time, and ψ(s) = ψ+(s) = ψ−(s)
was the residence time distribution function of the noise. Since one of the aims of the
study was to investigate the relation between the non-Markovianity of the driver noise
and the quantum dynamics it created, for the residence time distribution of the noise,
we considered two non-Markovian models, namely the bi-exponential and manifest non-
Markovian models, which have Markovian-limiting cases.

3.1. Markovian Noise

First, we considered the Markovian noise case, having an RTD ψ(s) = 1/(1 + sτ)
which can be obtained with θ = 0, 1 for the limit of noise with a biexponentially distributed
residence time (Equation (27)) or td → 0 for the limit of the manifest non-Markovian RTD
(Equation (31)), both of which are discussed in Sections 3.2 and 3.3, respectively. For such
an RTD, the inverse Laplace transform of the noise propagators in Equations (15)–(17), can
be performed exactly to obtain the following:

Py(t) = S(t) sin (∆0t + φ) (19)

Pz(t) = S(t) cos (∆0t + φ) (20)

where the initial values of Py(t) and Pz(t) are parameterized in terms of φ as Py(0) = sin φ
and Pz(0) = cos φ. S(t) in Equations (19) and (20) is the stochastic evolution operator of
the Markovian two-state noise:

S(t) = e−t/τ

[
cosh

(√
1− ∆2τ2 t

)
+

1√
1− ∆2τ2

sinh
(√

1− ∆2τ2 t
)]

(21)

73



Entropy 2023, 25, 501

The trace distance distinguishability of the dynamics can be calculated with Equation (13)
by inserting the population and coherence expressions from Equations (19) and (20)
as follows:

D(ρ1, ρ2) = |S(t)| (22)

One should note that S(t) is a monotonously decreasing function of t for ∆τ < 1 but
displays decaying oscillations when ∆τ > 1 as the hyperbolic trigonometric functions
inside the parentheses transform to ordinary trigonometric functions when ∆τ > 1. The
non-Markovianity measure (Equations (11) and (12)) is defined as the integral of the positive
values of the time derivative of D, N = 0 for ∆ τ < 1. Interestingly, the trace distance
distinguishability-based non-Markovianity measure for this particular D and ∆ τ > 1 can
be obtained analytically in a simple form as follows:

N =
1

e
π√

∆2τ2−1 − 1
(23)

Here, the non-Markovianity is found to be independent of the static value of the
coupling coefficient ∆0. A similar expression for N was reported in [18] for a similar
Markovian two-state noise. It is also easy to obtain an analytical expression for the Jensen–
Shannon entropy divergence for the present case as follows:

J(t) =
1

log 4

{
log
[
1− S2(t)

]
+ 2S(t) arctanh [S(t)]

}
(24)

Although it is possible to derive an exact expression for an entropy-based non-
Markovianity measure by using Equations (11) and (24), the expression is not compact
enough to be helpful in deciphering the relation between N E and the noise parameters.
Therefore, we display only the calculated entropy-based N E along with the one derived
from the trace distance distinguishability in Figure 1.

(a) Trace distance (b) Jensen–Shannon divergence

Figure 1. Non-Markovianity of the dynamics for the unbiased TSS as a function of the Markovian
noise with an auto-correlation time τ and the amplitude ∆ based on the trace distance (a) and Jensen–
Shannon divergence distinguishability (b). The red dotted line is the zero contour, while the straight
lines denote N equal to 0.1, 0.25, and 0.5.
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The contours of non-Markovianity are plotted in Figure 1 as functions of the mean
residence time τ and noise amplitude ∆. As can be seen in Equation (23) and the plot, N is
nonzero as long as the Kubo number of the noise is greater than one, which is known as a
slow noise, strong system noise coupling, or strongly colored noise regime [40] Interestingly,
both measures were found to signal the same limits (∆τ > 1) for the existence of non-
Markovianity in the dynamics. Furthermore, even the magnitudes of N and N E were
found to be comparable. We observed the same behavior for all the other noise models
reported in the following, and for the remainder of the paper, we will report the results
only for the trace distance-based measure N .

An interesting dynamics and non-Markovianity behavior was observed if the noise RTD
was chosen to have the α→ 0 limit of the manifest non-Markovian RTD in Equation (31), which
reduced ψ(s) to a form similar to that of Markovian noise with a modified mean residence
time. It is easy to perform an exact analytical inverse Laplace transform of the propagator
expressions in Equations (15)–(17) for ψ(s) = 1/(1 + sτ tanh(1)) and find the population
difference as follows:

Pz(t) =
1

1 + e2

(
2 cos(∆t) +

(
e2 − 1

)
S2(t)

)
(25)

where

S2(t) = e−ct/τ


cosh (tC/τ) +

1 + e2
√
(1 + e2)

2 − (e2 − 1)2∆2τ2
sinh (tC/τ)


 (26)

where C =
√

coth2 1− ∆2τ2 and c = coth 1. As t approaches infinity, S2(t) approaches
zero, while Pz(t) exhibits oscillations with an amplitude of 2/(1 + e2) and a frequency
of ∆. The non-Markovianity of the dynamics, as assessed by both the trace distance and
Jensen–Shannon entropy, was found to be unbounded. It is worth noting that the long-term
limit of Pz(t) was insensitive to both the noise amplitude ∆ and the mean residence time τ.
This result contradicts the findings obtained for Markovian noise, for which we found that
N is zero for ∆τ < 1 and tends toward a finite value for ∆τ > 1. It should be noted that the
α→ 0 limit of a manifest non-Markovian process describes a noise with 1/ω as the power
spectrum [41] near ω = 0, which is similar to the widely studied 1/ f noise. Benedetti et
al. studied [18] the non-Markovianity of colored 1/ f α noise-driven quantum systems and
reported finite values for N , in contrast to our findings.

3.2. Biexponentially Distributed Residence Time

The biexponential RTD in the time domain is defined as follows [41]:

ψ(t) = θα1 exp (−α1t) + (1− θ)α2 exp (−α2t) (27)

where θ and (1− θ) are the probabilities of the realization of the transition rates α1 and α2,
respectively. The mean residence and autocorrelation times of this noise can be expressed
as follows:

〈τ〉 = θ/α1 + (1− θ)/α2 (28)

τcorr =
∫ ∞

0
|k(t)| dt (29)

where θ = 0 and θ = 1 correspond to Markovian noise with mean residence times 1/α1
and 1/α2, respectively. The two-state noise with biexponential residence time distribution
allows one to define a non-Markovianity quantifier, denoted by CV , which can be tailored
by tuning the parameter θ. This quantifier is given by the ratio of the mean autocorrelation
time of the non-Markovian noise, 〈τcorr〉 =

∫ ∞
0 k(t)dt, to the autocorrelation time of the

Markovian process τM
corr = 〈τ〉/2 through the mean residence time 〈τ〉 as in Equation (30):
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C2
V =

2
〈τ〉τcorr (30)

The Laplace-transformed expressions for the noise propagator in Equations (15)–(17)
for the biexponential RTD are amenable to be transformed back to the time domain for the
unbiased TSS. However, the resulting population, coherence, and trace distance expressions
are tedious to display here. On the other hand, for the manifest non-Markovian RTD,
the only way to perform the inverse transformation is to use numerically exact inverse
Laplace transformation (ILT) methods. We tested the CME [42], Crump [43], Durbin [44],
Papoulis [45], Piessens [46], Stehfest [47], Talbot [48], and Weeks numerical ILT algorithms
and found that the method based on concentrated matrix exponential (CME) distributions
reported in [42] had the best performance in terms of computational cost for a given
accuracy. The convergence of the computed quantities as a function of the number of
included terms and the working precision was carefully checked, and 300 terms and 64 bit
precision were found to be adequate for all the reported calculations to converge to 0.1%.

N of the TSS dynamics as a function of the noise non-Markovianity parameters CV is
shown in Figure 2a for a noise amplitude ∆ = 1/4 with ∆0 = 0, 1 and ε0 = 0, 1. Remarkably,
it was observed that for the four combinations of the site energy difference ε0 and the static
coupling ∆0, the non-Markovianity of the quantum dynamics displayed a broad resonance
structure as a function of CV , which indicates that increasing the non-Markovianity of the
classical driving noise beyond a certain threshold would decrease the non-Markovianity
of the driven quantum dynamics. Figure 2b shows the trace distance distinguishability at
two chosen CV values and indicates that the main effect of increasing CV is to increase the
dissipation rate of the dynamics. These results indicate that the increasing non-Markovian
nature of the driving noise might increase, but it might also decrease the non-Markovianity
of the quantum dynamics of the system studied, depending on the magnitude.

(a) Non-Markovianity (b) Trace distance

Figure 2. Noise non-Markovianity CV ’s dependence on the trace-distance based non-Markovianity
measure N (a) and trace distance distinguishability DT (b) for the two-state discrete noise with
bi-exponential residence time distribution. The noise parameters were ∆ = 1/4, α1 = 1/20, and
α2 = 1. θ values were chosen such that CV ranged from 1 to 10. N and DT for four combinations of
TSS transition energy ε0 and electronic coupling ∆0 values are displayed. Note that for the unbiased
case (ε0 = 0), the difference in N between ∆0 = 0 and ∆0 = 1 is minimal and indistinguishable on
the plots. The straight (dashed) lines in DT plots of (b) were calculated at CV = 4 (10).

3.3. The Manifest Non-Markovian Noise

The other residence time distribution we will investigate is a manifest non-Markovian
noise with the RTD defined in the Laplace space as follows [26,41]:

76



Entropy 2023, 25, 501

ψ(s) =
1

1 + sτg(s)
(31)

with

g(s) =
tanh

[
(std)

α/2
]

(std)
α/2 (32)

where τ is the mean residence time of the noise and td is another time constant that can be
used to control the non-Markovianity of the noise. (At the limit td = 0, ψ(t) is exponential).
The parameter α, which is limited to the range 0 < α < 1, characterizes the noise-power
distribution, where ψ(s) describes noise that shows 1/ω1−α features in its spectrum as
ω → 0 and encompasses various power-law residence time distributions. α = 1 describes
normal diffusion, while the 0 < α < 1 case corresponds to subdiffusion with an index
α in the transport context [41]. One of the interesting properties of discrete, manifestly
non-Markovian noise is that its correlation time is infinite for α < 1, which means that
the Kubo number is effectively infinite, and no perturbative treatment would produce any
reasonably accurate dynamics. The current method based on the Laplace transform is the
only way to investigate the dynamics for such residence time distributions. We discussed
the two limiting cases, namely td → 0 (Markovian) and α→ 0 (infinite C), of the manifest
non-Markovian RTD above. Here, we present and discuss how the RTD parameters α and
td affect the trace distance distinguishability and non-Markovianity of the TSS dynamics
with different system parameters.

First, we present the trace distance distinguishability along with the associated non-
MarkovianityN for the manifestly non-Markovian noise for various td and mean residence
time τ values in Figure 3 for a biased and unbiased TSS at α = 0.5 and ∆ = 0.5. As td is a
rough measure of the non-Markovianity of manifest non-Markovian noise, one can infer,
from a comparison of the insets in Figure 3a,c as well as Figure 3c,d, that N increases with
an increasing td for both the unbiased and biased TSS. The mean residence time dependence
of N was found to be independent of td. N increased with an increasing τ for all three
values considered in this work for the biased as well as the unbiased TSS. Furthermore,
N in the biased case is always found to be lower than that of the unbiased case. Another
interesting observation from Figure 3b is that the trace distance distinguishability for the
TSS driven by the highly non-Markovian noise tended toward a nonzero constant instead
of the expected zero value.

To further delineate the relationship between N and the noise parameters α and td,
we present the trace distance-based non-Markovianity measure N as a function of the
exponent α and the td time parameter of the noise residence time distribution for the
dynamics of the unbiased TSS in Figure 4 in two different combinations of noise amplitude
and mean residence time. The mean residence time of the noise is τ = 1, 20 in these
graphs, and the amplitude of the noise chosen is ∆ = 0.1, 0.5 for the subgraphs. The most
important observation from Figure 4 is that the Kubo number was the most important noise
parameter that determined the magnitude of the non-Markovianity of the TSS dynamics.
The larger ∆ led to a larger N for given α and td values. This finding is similar to the one
we discussed above for Markovian noise; the existence of non-Markovianity in that case
depended on if ∆τ > 1. For the manifest non-Markovian noise, the dynamics were found to
be non-Markovian even for ∆τ < 1. However, the magnitude of N still strongly depended
on the Kubo number K = ∆τ. Figure 4 also indicates that N depends on td weakly above a
threshold (around td = 15), and N increases smoothly with α for a constant td in most of
the α− td plane. It should also be noted that N can be zero under manifest non-Markovian
noise driving as α→ 1 when ∆� 1. This limit corresponds to white noise with a constant
power spectrum at all frequencies.
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(a) ε0 = 0, td = 1
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(b) ε0 = 0, td = 10
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(c) ε0 = 0, td = 100
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(d) ε0 = 1, td = 1
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(e) ε0 = 1, td = 10
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(f) ε0 = 1, td = 100

Figure 3. Trace distance as a function of time for the manifestly non-Markovian noise at different td
parameters and average residence times τ. Insets show the trace distance-based non-Markovianity
measure as a function of τ. The other parameters of the noise and the system are α = 1/2, ∆0 = 0,
and ∆ = 1/2.

(a) ∆ = 0.1, τ = 1 (b) ∆ = 0.5, τ = 20

Figure 4. Dependence of α and td of trace distance-based non-Markovianity N on the dynamics of
TSS driven with manifest non-Markovian two-state noise at different Kubo numbers: K = 0.1 (a) and
K = 10 (b). The same color map is used for both plots, and the iso-N values are shown as the contour
labels. The red contour line in (a) is the N = 0.1 contour.

4. Conclusions

We studied Jensen–Shannon entropy divergence and trace distance-based measures of
non-Markovianity of the dynamics of a two-level system under continuous-time random
walk-type stochastic processes with Markovian and non-Markovian residence time distribu-
tions to delineate whether there was any connection between the Markovianity of the noise
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and that of the dynamics. We were able to obtain analytically exact expressions for both
measures for the unbiased TSS driven by Markovian CTRW noise. This expression indicates
that, above a critical Kubo number for the noise, even Markovian noise can lead to non-
Markovian quantum dynamics. The numerical study of a biased TSS with the same external
noise was found to be mainly a smearing of the exact boundary between the Markovian and
non-Markovian boundary in the noise frequency-noise amplitude or the classical noise-TSS
coupling coefficient plane. We used non-Markovian noise with a biexponential distribution
as a model of the non-Markovianity produced by random mixing of Markovian dynamics
and found that increasing the non-Markovianity of the noise might not lead to increased
N values for the dynamics. We also considered a CTRW with a manifest non-Markovian
residence time distribution and showed that the dynamics can be Markovian even for such
noise. An interesting finding of this study was obtained at the α→ 0 limit of manifest non-
Markovian noise. The exact expression obtained for the trace distance at this limit showed
thatN was infinite at this limit. As the discussion on the proper definition and measure of
the non-Markovianity of quantum dynamics has not been settled yet, the results reported in
this study provide a case study for answering the question “does the non-Markovianity of
the classical driver determine the non-Markovianity of the driven”?
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Abstract: We discuss the emulation of non-Hermitian dynamics during a given time window using a
low-dimensional quantum system coupled to a finite set of equidistant discrete states acting as an
effective continuum. We first emulate the decay of an unstable state and map the quasi-continuum
parameters, enabling the precise approximation of non-Hermitian dynamics. The limitations of this
model, including in particular short- and long-time deviations, are extensively discussed. We then
consider a driven two-level system and establish criteria for non-Hermitian dynamics emulation
with a finite quasi-continuum. We quantitatively analyze the signatures of the finiteness of the
effective continuum, addressing the possible emergence of non-Markovian behavior during the time
interval considered. Finally, we investigate the emulation of dissipative dynamics using a finite
quasi-continuum with a tailored density of states. We show through the example of a two-level
system that such a continuum can reproduce non-Hermitian dynamics more efficiently than the usual
equidistant quasi-continuum model.

Keywords: open quantum system; quantum simulators; non-Hermitian systems; non-Markovian dynamics

1. Introduction

The decay of unstable states occurs in a wide range of areas of quantum mechanics,
including atomic physics, with the limited lifetime of excited electronic states in atoms;
condensed matter with various relaxation processes in quantum dot electronic states; in po-
laron and exciton physics; nuclear physics, with the exponential decay law in radioactivity;
and high-energy physics, with the short lifetime of particles such as the Higgs boson.
The basic phenomenon underlying these decays is fundamentally the same. It is the irre-
versible transition from an initial unstable state to a continuum of final states. Such a decay
can be derived from first principles. Within the perturbative limit, this problem often offers
a first introduction to open quantum systems with Fermi’s golden rule. Besides the pertur-
bative limit, the complete resolution of the model reveals three different successive regimes
characterized by different decay laws [1–3]: with very short time [4], the decay is quadratic,
it is subsequently governed by an exponential law at intermediate time, and eventually
exhibits a power law tail at long time scales [5,6]. In general, these studies reveal that a
decay can be sensitive to the structure of the environment.

Quantum simulations have become a very important research topic, with various
fundamental and technological applications [7]. As any realistic quantum process involves
a finite amount of dissipation, a quantum decay emulator appears as an interesting build-
ing block for such systems. The simplest model of quantum decay corresponds to the
inclusion of a non-Hermitian contribution to the Hamiltonian, which allows emulating
non-Hermitian systems. Non-Hermitian dynamics also have their own interest. Since
the realization of complex optical PT potentials [8,9], the community has unveiled a very
rich phenomenology and numerous applications for effective non-Hermitian systems.
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To name a few, we can mention the non-Hermitian skin effect [10,11], non-Hermitian
transport [8,12–14], and more generally the intriguing topology of effective non-Hermitian
systems [15–21]. Emulating non-Hermitian dynamics can provide access to the above
phenomena using different platforms.

Engineering truly non-Hermitian and irreversible quantum dynamics over an arbitrar-
ily long time requires the interaction of the system with an infinite set of states, as in the
usual paradigm of infinite discrete quasi-continuum [22,23]. Nevertheless, the emulation
of quantum dissipation during a finite time can be sufficient for experimental purposes; for
instance, when dissipation is used as an asset to prepare a given quantum state [24]. In this
context, simulating dissipative quantum dynamics thanks to coupling with a finite—and
ideally minimal—number of ancilla states seems a feasible task. This possibility may have
interesting applications in quantum computing, where a smaller number of ancilla states
usually corresponds to a simpler setup.

The purpose of this article is to investigate this avenue and provide an emulation
of non-Hermitian dynamics for a given time interval with a quasi-continuum made of a
finite set of ancilla states (see Figure 1). We use the trace distance to quantify the quality
of our model, and discuss in detail the minimum number of levels required to obtain
an accurate emulation. We also investigate separately the short- and long-term behavior
of the associated dynamics. At early times, we compare the quantum evolution of the
coupled system with the Zeno effect expected from a genuine continuum. At long times,
we observe and characterize quantitatively the emergence of revivals in the presence of the
finite continuum, enabling us to set an upper limit for the validity time of this emulation.
We connect the appearance of these revivals with adequate measures of non-Markovianity.

v

v

v

v

~δ
~δ|0〉

|N〉

| −N〉

|e〉

Figure 1. Schematic picture of a quantum system (consisting here of a single discrete state |e〉) coupled
to a finite set of equidistant discrete levels. This model mimics the coupling to a continuum.

We proceed as follows: In Section 2, we provide a brief reminder of the decay for a
single discrete level coupled to an infinite continuum. Section 3 presents the considered
quasi-continuum model, composed of equidistant energy levels equally coupled to a given
state, and discuss its main features. In Section 4, we investigate the same issues for a
two-level system whose excited state is coupled to a continuum. We identify a method for
defining the minimum size of the discrete continuum using Fourier analysis. In Section 5,
we discuss the emergence of non-Makovian evolution at long times and build on the
previous sections to design a discrete quasi-continuum with the minimum number of states
to reproduce the expected behavior in the strong coupling limit.

2. Decay of a Single Level Coupled to an Effective Continuum

We illustrate our method by first considering a system consisting of a single eigenstate
|e〉 coupled to a large set of independent states {|ϕ f 〉}. This system is the usual paradigm
explaining the irreversible exponential decay and Lamb shift undergone by a quantum
state coupled to a continuum [23]. We briefly recall below the corresponding derivation in
the standard case of an infinite and broad effective continuum consisting of the set of states
{|ϕ f 〉}. The quantum system under consideration follows a Hamiltonian given by the sum
H = H0 + V with H0 = Ee|e〉〈e|+ ∑ f E f |ϕ f 〉〈ϕ f | the free-system Hamiltonian diagonal
in the basis {|e〉, |ϕ f 〉}, and with the off-diagonal contribution V = ∑ f Vf e|ϕ f 〉〈e| + h.c.
accounting for the coupling between the discrete state and the effective environment.
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We search for a solution to a time-dependent Schrödinger of the form:

|ψ(t)〉 = ce(t)e−iEet/h̄|e〉+ ∑
f

c f (t)e
−iE f t/h̄|ϕ f 〉. (1)

and subsequently obtain by projection on the eigenstates of H0 the following integro-
differential obeying the coefficient ce:

ċe(t) = −
∫ t

0
dt′K(t− t′)ce(t′), (2)

where the kernel is defined by

K(τ) =
1
h̄2 ∑

f
|Ve f |2eiωe f τ , (3)

with ωe f = (Ee − E f )/h̄. Equations (2) and (3) capture the exact quantum dynamics of this
system and so far involve no assumptions about the set of final states {|ϕ f 〉}. The function
K(τ) accounts for the memory of the effective environment, resulting in a possibly non-
Markovian evolution for the amplitude ce(t).

We now assume that the effective continuum {|ϕ f 〉} covers a wide range of frequencies.
As a result, the K(τ) function is expected to peak sharply around τ = 0 when compared to
the time-scale of the amplitude evolution; for a genuine continuum with a flat coupling,
the sum over all possible final states in Equation (3) would actually yield a Dirac-like
distribution. This large timescale separation enables one to pull out the amplitude ce(t)
from the integration of the memory kernel in Equation (2) and to extend the boundary of
this integral to infinity. We then obtain a simple closed differential equation for ce:

ċe(t) = −
(∫ ∞

0
dτK(τ)

)
ce(t). (4)

The pre-factor is readily derived within the framework of complex analysis:

∫ ∞

0
dτK(τ) = i∆ωe +

Γ
2

, (5)

with

Γ
2
=

2π

h̄ ∑
f
|Ve f |2δ(Ee − E f ), and ∆ωe =

1
h̄
P
(

∑
f

|Ve f |2
Ee − E f

)
, (6)

where P denotes the principal value. For the considered coupling to a large set of states,
the main effects on the discrete state are therefore an exponential decay of the population
at a rate Γ witnessing an irreversible evolution as well as a frequency shift ∆ωe, commonly
referred to as the Lamb shift. Equation (6) simply expresses Fermi’s golden rule for the
effective continuum with the density of states ρ(E) = ∑ f δ(E− E f ). Remarkably, Fermi’s
golden rule holds, not only for a genuine continuum, but also for a countable set {|ϕ f 〉}
involving only discrete states [23]. Finally, unlike Equation (2), the amplitude ce(t) at a
given time no longer depends on its history; the effective continuum {|ϕ f 〉} behaves as a
Markovian environment. Equations (4) and (5) implicitly define an effective non-Hermitian
Hamiltonian Heff = ∆ωe − i Γ

2 for this one-level system.
A closer look at Equation (6) reveals the central role played by the density of states ρ(E)

of the effective continuum [3,25–27]. Indeed, its properties are responsible for deviations
to the exponential law both at short and long times; the existence of an energy threshold
(ρ(E < E0) = 0) generates long-time deviations, while the finiteness of the mean energy
(
∫

ρ(E)EdE < ∞) explains the short time deviations.
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In the same spirit, we examine below how the two characteristics of the quantum
evolution discussed above—exponential decay and non-Markovianity—are affected by the
use of a finite set as an effective continuum. We restrict our attention to a finite time-interval,
as only infinite sets can reproduce these characteristics during arbitrary long times.

3. Coupling of a Single State to a Finite Discretized Continuum

Description of the FQC model. To quantitatively characterize such an irreversible process,
we introduce a finite quasi-continuum (FQC) model consisting of a finite set of equidistant
energy levels, which are equally coupled to a given state |e〉 (See Figure 1). This system
mimics the decay of an unstable discrete state |e〉 in a finite time window. In what follows,
unless otherwise stated, we always consider FQCs composed of NFQC = 2N + 1 equidistant
energy levels symmetrically distributed around the unstable state energy, set by convention
to E = 0. Here, the total Hilbert space is of dimension Ntot = Nsys + NFQC = 2N + 2. We
denote with h̄δ the energy gap between two successive FQC states and with v = |Vf e| the
flat coupling strength between the FQC and the discrete state |e〉. The expected decay Γ
in the limit N → +∞ is given by Equation (6), which captures the dynamics of an infinite
discrete continuum, namely

Γ =
2π

h̄2
v2

δ
. (7)

which corresponds to Fermi’s golden rule. In the following, we consider FQCs associated
with a fixed common decay rate Γ. We therefore impose v2/δ = Cte. In our numerical
resolution, we implicitly normalize the energies using h̄Γ and the time using Γ−1, which
amounts to taking h̄ = 1 and Γ = 1. Our results are valid for arbitrary values of the
dissipation rate Γ as long as the dimensionless parameters v = v/(h̄Γ), t f = Γt f ,... remain
identical. The considered FQCs are therefore entirely determined by their size (2N + 1) and
the coupling strength, v.

The model Hamiltonian in matrix form reads

H =




0 v ... v v v v
v −Nh̄δ 0 ... 0 0 0
v 0 −(N − 1)h̄δ 0 ... 0 0
v 0 ... 0 ... 0 0
v 0 . . 0 (N − 1)h̄δ 0
v 0 0 0 ... 0 Nh̄δ




. (8)

Examples of FQCs and connection with the Zeno effect. In Figure 2, we compare the
evolution of the excited state population for an example of FQC (solid black line) with
the exponential decay expected from Fermi’s golden rule (dotted line). As expected, we
observe a very good agreement, with minor discrepancies at short times (see the inset of
Figure 2) and at long times when the population is extremely small. We used a FQC with
N = 15 and a coupling strength v = 0.3 h̄Γ. In this case, the emulation of quantum decay
does not require a very large Hilbert space.

The disagreement at short times corresponds to a quadratic decay of the excited state
coupled to a FQC. The initial quadratic profile is directly related to the Zeno effect. This
is found by expanding the evolution operator for a short amount of time δt, by writing
|ψ(δt)〉 = e−iHδt/h̄|e〉 ' |e〉+ |δψ〉 with

|δψ〉 =
(
− iH

h̄
δt− H2

2h̄2 (δt)2
)
|e〉. (9)

We infer the initial state population πe(t) = |〈e|ψ(t)〉|2 at early times

πe(δt) ' 1− (δt)2

T2
Z

, (10)
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where T−2
Z = 1

h̄2 (〈H2〉e − 〈H〉2e ) = 1
h̄2 ∑n〈e|V|n〉〈n|V|e〉 = (2N + 1)(v/h̄)2. The duration

TZ corresponds to the Zeno time and decreases with the size of the FQC. As TZ vanishes
in the limit N → +∞, the observed initial quadratic profile witnesses the limited number
of states of the FQC. For the parameters N = 15 and v = 0.3 h̄Γ, one finds TZ ' 0.6 Γ−1,
consistent with the inset in Figure 2.

We now provide a second example of FQC, for which the excited state population
evolves very differently from the expected exponential decay. We take a FQC with N = 15
and v = 0.45 h̄Γ, which corresponds to a larger energy gap between the FQC levels than in
the first example, therefore being further away from an ideal continuum. Good agreement
is observed up to t ' 5Γ−1, when the population πe(t) grows abruptly (gray dashed
line, Figure 2). This revival of the probability distribution in the discrete state reveals the
underlying fully coherent dynamics.
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Figure 2. FQC vs. genuine continuum for a single discrete level: Excited state population πe(t) of a
discrete level coupled to FQCs obtained from the full quantum dynamics under the Hamiltonian (8)
with N = 15 and v = 0.3 h̄Γ (solid black line) and N = 15 and v = 0.45 h̄Γ (gray dashed line) as a
function of time (normalized to Γ−1). The dotted line represents the exponential decay expected from
a genuine continuum.

Quantitative mapping of successful FQCs for the emulation of a single-state decay. We now
proceed to a quantitative mapping of the FQC parameters (N, v) suitable for accurate
continuum emulation. In order to capture the accuracy of our model for a given time
window, one needs a distance measure between the quantum evolution observed in the
presence of an FQC and the genuine continuum. For the single-state quantum system
considered here, the density matrix boils down to the excited state population πe(t). We
therefore introduce the following distance

D1(t f ) =
1
t f

∫ t f

0
|πe(t)− π0(t)|dt. (11)

as a figure of merit for the quality of the FQC emulation over the time window 0 ≤ t ≤ t f .
π0(t) = πe(0)e−Γt is the exponential decay expected in the large continuum limit. We
choose t f to be larger than several Γ−1 to best account for the full decay. In our numerical
examples, we systematically use t f = 10Γ−1 (unless otherwise specified). The results
are summarized in Figure 3a. The good set of parameters for the chosen time interval is
provided by the white area. This figure reveals that the quality of the emulation increases
with the number of FQC states and decreases with the potential strength v, corresponding
to FQCs with a larger energy gap h̄δ for a fixed decay rate Γ. In particular, the quality
of the emulation drops off sharply above a critical coupling value vc ' 0.32 h̄Γ, which is
independent of the number of FQC states. We explain below this abrupt change in terms of
quantum interference and revivals of the discrete state population. The dashed gray line of
Figure 2 provides an example of the revival of the excited population πe(t) coupled to a
FQC with a strength v ≥ vc.
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Figure 3. (a) Quality of the emulation of a continuum using a FQC: Parameter D1 (obtained by a
numerical resolution of the Shcrödinger equation) as a function of the FQC parameters {N, v} (v
is given in units of h̄Γ). The white zone reveals a very good agreement with the exponential decay
expected from a genuine continuum. (b) Spectrum analysis of the Hamiltonian (8): Eigenenergies
En in crescent order normalized by δ for N = 15 and δ = 5 Γ (dotted line), δ = 0.5 Γ (solid line) and
δ = 0.05 Γ (dashed line). NFQC = 2N + 1 is the FQC size.

We now provide a quantitative analysis of the occurrence of such revivals in a given
time window. We first look for a necessary condition of revival. For this purpose, we
expand the wave function at time t on the eigenbasis:

|ψ(t)〉 =
Ntot

∑
n=0

an(0)e−iEnt/h̄|ψn〉, (12)

where En are the eigenenergies of the total Hamiltonian (8) and with Ntot = 2N + 2 the
dimension of the total Hilbert space. We denote by Tr the revival time, which necessar-
ily fulfills

|||ψ(Tr)〉 − |ψ(0)〉||2 = 2
Ntot

∑
n=0
|an(0)|2(1− cos(EnTr/h̄)) ≡ ε� 1. (13)

The revivals correspond to a constructive quantum interference occurring at a time Tr
determined by the Hamiltonian (8) spectrum. Actually, this spectrum is only marginally
affected by the coupling to the discrete state and has a nearly linear dependence of its
eigenvalues En ' nh̄δ (see the numerical analysis on Figure 3b). This result is valid
for a wide range of energy gaps h̄δ. The condition (13) requires that for all values of n,
EnTr/h̄ = 2πkn with kn an integer. As En ' nh̄δ, we find kn = n and Tr = 2π/δ. Figure 4
confirms numerically the predictions of this simple revival model. We have plotted the
revival time inferred from the exact resolution of the Schrödinger equations of the model
with the Hamiltonian (8) as a function of 1/δ.

The above analysis provides a clear criterion for the suitability of the FQC for emu-
lating irreversible dynamics. A necessary condition is the absence of revival during the
considered time windows, i.e., t f < Tr. This sets an upper bound on the energy gap, namely

δ ≤ δc = 2π/t f , or equivalently on the coupling strength v ≤ vc = h̄
√

Γ/t f , as both quanti-
ties are related by Equation (7). For the considered final time t f = 10 Γ, we obtain the value
vc = 0.316 h̄Γ in very good agreement with the numerical results of Figure 3a. The region
v ≥ vc indeed corresponds to the onset of the gray zone, accounting for the degradation in
the emulation of dissipative dynamics. In the next Section, we investigate the appropriate
choice of the FQC model parameters in the different regimes of a driven two-level system.
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Figure 4. Black disks: Resurgence time Tr as a function of the inverse of the FQC energy gap h̄δ.
Tr is obtained using a numerical resolution of the Schrödinger equation with the Hamiltonian (8).
The solid black line represents a linear fit Tr = a/δ yielding |a − 2π| ≤ 10−3, showing thus an
excellent agreement with our prediction for the revival time.

4. Coupling of a Two-Level System to a Finite Discretized Continuum

Model description and equations of motion. In this Section, we consider a two-level atom
with a stable ground state |g〉 and an unstable excited state |e〉 (see Figure 5), which is
the standard model for spontaneous emission in quantum optics [23]. We denote by ω0
the transition frequency of this two-level system and assume that it is illuminated by a
nearly-resonant laser of frequency ωL ' ω0. This external field drives the system with a
Rabi coupling of frequency Ω0 between the two atomic levels. The excited state acquires a
finite width Γ, due to its coupling with the continuum.

~Γ
~∆

~ωL

~ω0

v

v

v

v

~δ
~δ|0〉

|N〉

| −N〉

|e〉

|g〉
Figure 5. Two-level system driven by a laser pulse with a detuning (∆), involving a stable ground
state |g〉 and an excited state |e〉 coupled to a large but finite set of discrete levels. This coupling
emulates an unstablity and yields an effective linewidth Γ for the transition.

We now consider a Ntot = 2N + 3-dimensional Hilbert space encapsulating the two-
level quantum system and the FQC. Considering the driving term, the total Hamiltonian is
given by

H =




0 h̄Ω0 0 0 ... 0 0
h̄Ω0 h̄∆ v v ... v v

0 v −Nh̄δ 0 0 ... 0
0 v 0 −(N − 1)h̄δ 0 ... 0
0 . . 0 . 0 ...
0 . . . 0 . 0
0 v 0 0 ... 0 Nh̄δ




. (14)

on the basis {|g〉, |e〉, |ψ f 〉} transformed in the rotating frame with the detuning ∆ = ω0 −ωL.
For a given dissipation rate Γ, the system is therefore determined by four independent
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driving ({Ω0, ∆}) and FQC ({N, δ}, or equivalently {N, v} from Equation (7)), parameters.
We denote by |ψ〉 the quantum state of the full Hilbert space. The corresponding density
matrix ρ = |ψ〉〈ψ| follows a unitary dynamics ih̄ dρ

dt = [H, ρ]. We now focus on the non-
unitary quantum dynamics in the reduced Hilbert space. Specifically, we consider the
evolution of the 2 × 2 density matrix ρr = PgeρPge, where Pge = |g〉〈g| + |e〉〈e| is the
projector on the two-dimensional Hilbert space of the system. The reduced density matrix
ρr can be obtained by first solving the full unitary dynamics and then applying the projector.
In order to highlight the role played by the FQC, the equation of motion for the reduced
density matrix can be rewritten in the following form:

ih̄
dρr

dt
= [H0, ρr] + SFQC

r . (15)

The r.h-s contains the unitary driving of the system Hamiltonian H0 = Pge HPge, as well as
a source term accounting for the interaction with the FQC

SFQC
r =

(
0 λN
λ∗N ηN

)
. (16)

where λN = v ∑2N+2
i=2 ρgi and ηN = v ∑2N+2

i=2 (ρie − ρei). This source term drives effective
non-unitary dynamics within the considered time interval and depends on the coherence
between the FQC levels and the quantum system. The equations above contain no ap-
proximation and capture the full quantum dynamics of the two-level system coupled to
a FQC.

Non-Hermitian dynamics. Here, we briefly review the equations of motion under an
effective non-Hermitian Hamiltonian. Beyond their applications in nanophotonics, effective
non-Hermitian Hamiltonians adequately describe the dynamics of open quantum systems
in many experimental situations. For instance, this approach has been successfully used to
explain the subradiance effects in large atomic clouds [28]. As in Section 2, the effective
non-Hermitian Hamiltonian is obtained by deriving differential equations for the two-level
system probability amplitudes (ce, cg). Using rotating wave-approximation, one finds
Heff = H0 + iHd with H0 = h̄Ω0(|e〉〈g|+ h.c.) + h̄∆|e〉〈e| and Hd = − h̄

2 Γ|e〉〈e|. The anti-
Hermitian contribution iHd captures the decay towards the continuum. The evolution of
the reduced density matrix under the influence of this effective Hamiltonian takes a form
analogous to Equation (15)

ih̄
dρ̃r

dt
= [H0, ρ̃r] + S∞

r (17)

with a source term S∞
r = i[Hd, ρ̃r]+ capturing the non-unitary dynamics ([ ]+ is an anti-

commutator). Numerical analysis confirms that S∞
r also corresponds to the limit of the FQC

source terms SFQC
r (16) within the large quasi-continuum limit N → +∞. At resonance

(∆ = 0), the Schrödinger equation in the presence of Heff boils down to the equation of a
damped harmonic oscillator for the probability amplitude ce

c̈e + Γċe/2 + Ω2
0ce = 0. (18)

One identifies the three usual dynamical over/critical/under-damping regimes determined
by the ratio Ω0/Γ (see the black dashed lines in Figure 6).

Example of successful FQC-emulated dynamics. In Figure 6, we investigate the suitability
of a FQC with parameters {N, v} = {30, 0.3 h̄Γ} for the emulation of non-Hermitian
dynamics in these different regimes. We obtain the evolution of the excited state population
πe(t) coupled to this FQC using a numerical resolution of the Schrödinger equation with
the Hamiltonian (14), and compare it to the evolution under the non-Hermitian dynamics
given by Equation (18). Excellent agreement is observed for the three distinct regimes,
covering a wide range of Ω0/Γ values. We investigate below how to determine the minimal
number of levels of an adequate FQC.
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Figure 6. Non-Hermitian vs. FQC dynamics for the two-level system in the following regimes: over-
damping (Ω0 = 0.1Γ, upper panel), critical (Ω0 = 1Γ, middle panel), and under-damping (Ω0 = 0.1Γ,
lower panel) in the presence of an FQC with NFQC = 2N + 1 = 61 levels and v = 0.3 h̄Γ (full quantum
dynamics, gray dotted line) or from the non-Hermitian dynamics (Equation (18), black dashed line).
Both lines are superimposed, showing the excellent emulation of non-Hermitian dynamics with the
considered FQCs.

Quantitative mapping of successful FQCs for the emulation of two-level non-Hermitian
dynamics. Before proceeding to a more systematic analysis of the suitability of the FQC, we
introduce a quantitative measure for the accuracy of FQC-emulated dynamics. Specifically,
in the considered two-level system, we take the trace distance [29] between the reduced
density matrices evolved respectively under the influence of a FQC (unitary evolution
with H (14) followed by projection with Peg) and following non-Hermitian dynamics
(Equation (17)). This distance is defined for two density matrices ρ and σ by

T(ρ, σ) =
1
2

Tr
(√

(ρ− σ)†(ρ− σ)

)
. (19)

In order to obtain a quantitative estimate of the fidelity over the whole considered interval,
we use the mean trace distance over the considered time window:

D2(t f ) =
1
t f

∫ t f

0
T(ρe(t), σ(t))dt. (20)

This definition in terms of trace distance coincides with the measure D1 introduced in
Equation (11) in the one-dimensional case.

As in Section 3, we proceed to a systematic study of the appropriate FQC parameters
(N, v) for the emulation of non-Hermitian dynamics. We here separately consider the
three different regimes evidenced by Equation (18) and we use the mean trace distance (20)
between the respective density matrices evolving in the presence of a FQC (ρr) or following
non-Hermitian dynamics (ρ̃r). The results are summarized in Figure 7a–c for the different
ratios Ω0/Γ corresponding to the three distinct regimes of non-Hermitian dynamics. In or-
der to avoid the revival effect discussed in Section 3, we take a slightly shorter time interval
t f = 8Γ−1. A comparison between the mappings presented Figures 3a and 7a–c reveals
very different characteristics in the FQC emulation for the one- and two-level systems.
For the one-level system, successful FQC emulation only requires the absence of revivals,
associated with a condition v ≤ vc independent of the FQC size N. Differently, we see
for the two-level case that the number 2N + 1 of FQC states has a critical influence on the
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fidelity of the FQC-emulated dynamics. These figures reveal an abrupt transition when the
parameter N falls below a critical value N(v), depending on the coupling strength v for a
given ratio Ω0/Γ. This raises the question of how to choose suitable FQC parameters.

Ω0 = 0.1Γ Ω0 = 1Γ Ω0 = 10Γ

v v v

N
F
Q
C

N
F
Q
C

N
F
Q
C

(a) (b) (c)

0.0 0.2 0.4 0.6 0.8 1.0

Figure 7. Quality of the emulation of non-Hermitian dynamics with a FQC: 2D plots of the mean trace
distance (normalized to its maximum value) between the non-Hermitian model and the dynamics in
a FQC model with parameters Ntot, v (in units of h̄Γ) for the respective ratios Ω0/Γ = 0.1 (a), 1 (b),
10 (c). The dotted black–white line corresponds to the number Nmax(v).

Suitability criteria for FQC. Here, we determine the subset of FQC states that are
significantly populated during the time evolution. Intuitively, this set should form the
minimal FQC which accurately captures dissipative quantum dynamics. As can be seen
below, the populated modes essentially depend on the Rabi frequency Ω0 and dissipation
rate Γ.

This situation is reminiscent of the dynamical Casimir effect (DCE), in which a contin-
uum of vacuum electromagnetic modes becomes gradually populated under the harmonic
motion of a moving mirror (See Ref. [30] for a review). In the DCE, the mirror oscillation
at a frequency Ωm induces the emission of photons of frequencies ω ≤ Ωm in initially
unpopulated electromagnetic modes. A similar effect is observed with a moving two-level
atom [31,32] in the vacuum field. We find below that our FQC model with a Rabi driving
reproduces these features, with the emergence of sidebands at the Rabi frequency in the
FQC population. As in the DCE, the external drive provides energy to the system, which
eventually leaks into the continuum.

To analyze this effect, we introduce the expansion

|ψ(t)〉 = ce(t)|e〉+ cg(t)|g〉+
N

∑
p=−N

cp(t)|p〉 (21)

into the Schrödinger equation. A projection on the kth state of the FQC yields a differential
equation for the coefficient ck(t) driven by the excited state probability amplitude ce(t).
This equation is formally solved as

ck(t) = −
iv
h̄

∫ t

0
ce(t′)eikδt′dt′. (22)

In the long-time limit, the coefficient ck(t) tends towards the Laplace transform of
the excited state amplitude at the frequency kδ (up to a constant factor). In order to
estimate the occupation probability |ck(t)|2 at time t < t f , we use the probability amplitude
c̃e(t) given by non-Hermitian dynamics (Equation (18)). The latter is indeed an excellent
approximation of the excited state probability ce(t) in coupling to a sufficiently large FQC
(see Figure 6). We find
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ck(∞) =
vΩ0

h̄
√

∆0

[ −1

− Γ
4 + i

√
∆0

2 + ikδ
+

1

− Γ
4 −

i
√

∆0
2 + ikδ

]
(23)

with ∆0 = 4Ω0 − Γ2

4 . Figure 8 shows the probability occupations |ck(t f )|2 ' |ck(∞)|2.
These distributions exhibit two sidebands centered about k values, such that |k|δ ' Ω0,
symmetrically distributed around k = 0 for our choice of ∆ = 0. A similar generation of
sidebands is observed for the dynamical Casimir effect [30]. These occupancy probabil-
ities actually determine the number of relevant FQC states and the size of the minimal
appropriate FQC. Indeed, we have indicated in Figure 7a–c the maximum occupancy
number Nmax(v) as a function of the coupling strength v. This quantity is defined as
|cNmax(v)(t f )|2 = maxn{|cn(t f )|2} for the considered coupling strength v and Rabi fre-
quency Ω0. As the occupation peak approximately corresponds to the Rabi frequency,
we expect Nmax(v) ' Ω0/δ = Ω0h̄2Γ/(2πv2) from Equation (7). In Figure 7a–c, the line
representing the maximum occupancy number Nmax(v) is almost superimposed on the
interface between the suitable and unsuitable FQCs (white/grey zones, respectively). This
confirms that the suitable FQCs are those that host all the significantly populated lev-
els. The population of each Fourier components is represented for different Ω0/Γ ratios
in Figure 8: in the weak coupling limit Ω0 � Γ, Nmax(v) is mainly determined by the
dissipation rate Γ, while in the strong coupling limit Ω0 � Γ, it scales linearly with the
Rabi frequency Ω0 (for v = 0.3, Nmax(v) ' 1.77Ω0).
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Figure 8. Distribution of populations: Occupation probability |ck(t f )|2 at the final time t f as a
function of the level k of the FQC for Ω0 = 0.1 Γ (lower panel), Ω0 = Γ (middle panel) and Ω0 = 10 Γ
(upper panel). Parameters: 2N + 1 = 45 levels, and with v = 0.3 h̄Γ.

5. Non-Markovian Dynamics and Adaptive Quasi-Continuum

In this Section, we analyze quantitatively the finiteness-related effects in the evolution
of an FQC-coupled quantum system. First, we establish the connection between the
presence of revivals (discussed in Section 3) and a measure of non-Markovianity applied to
the FQC-emulated dynamics. Second, we show that the FQC structure of equidistant energy
levels induces a mismatch of the effective Rabi frequency and decay rates when compared
to the equivalent parameters in the non-Hermitian model. Solving this issue suggests an
adaptative structure of FQCs, discussed below, capable of reproducing non-Hermitian
dynamics with a considerably reduced number of states.
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5.1. Revivals and Non-Markovianity

Revivals in the excited state probability πe(t), discussed in Section 3 for the single-level
system, also occur in the two-level FQC emulated dynamics for large values of coupling
strength v. Such revivals are indeed a symptom of non-Markovian dynamics in the FQC;
their exact form depends on the initial quantum state and therefore reveals a memory effect
in the quantum evolution. Despite the successful emulation of dissipative dynamics over
a given time interval, these revivals show that some information about the initial state
has been transmitted and stored in the FQC. The revival appears as a kind of constructive
interference effect when information about the initial state, stored in the FQC, returns
to the system. Non-Hermitian dynamics (17) are Markovian, and so the emergence of
non-Markovianity reveals a discrepancy between the FQC-emulated system and the ideal
irreversible case.

These considerations suggest quantitatively studying the non-Markovianity of the
FQC-emulated dynamics. We proceed by using the measure from Ref. [33], summarized
below for convenience. This measure uses the trace distance T(ρ, σ) (19), which has a direct
interpretation in terms of the distinguishability of the associated quantum states. Indeed,
if we consider an emitter which randomly prepares one of the two quantum states {ρ, σ}
with equal probability, the probability of an observer successfully identifying the correct
quantum state through a measurement is simply 1

2 (1 + T(ρ, σ)). Markovian processes
correspond to a decreasing trace distance for any set of states following the quantum
evolution associated with the process. In this case, no information likely to improve the
dinstinguability of the states {ρ(t), σ(t)} is acquired by the system during the evolution.
The unitary evolution operator of a closed quantum system, and more generally complete
positive trace-preserving maps, fall into this category. Conversely, non-Markovian quantum
processes are those that exhibit at least a temporary positive variation of the trace distance
for some pair of initial states. This increase witnesses a flow of information from the
environment back to the system.

To obtain a quantitative measure, one introduces the rate of variation of the trace
distance for a given quantum process

σρ0
1,ρ0

2
(t) =

d
dt

T(ρ1(t), ρ2(t)). (24)

where ρ1,2(t) are two density matrices undergoing the quantum process under consider-
ation and therefore following the same evolution operator/dynamic equation, but with
distinct initial conditions ρ1,2 (0) = ρ0

1,2. Quantum processes with σρ0
1,ρ0

2
(t) > 0 correspond

to an increasing trace distance, and therefore a flow of information from the environment
to the system. The non-Markovianity measure is given by [33]

Σ(t) = maxρ0
1,ρ0

2

∫ t

0
dt′ Θ(σρ0

1,ρ0
2
(t′)) σρ0

1,ρ0
2
(t′) (25)

The Heaviside function Θ(x) (s.t. Θ(x) = 1 if x ≥ 0 and Θ(x) = 0 for x < 0) guarantees that
only time intervals with an increasing trace distance effectively contribute to the integral.
The quantity Σ(t) is obtained by considering all possible initial quantum states ρ0

i = |ψi〉〈ψi|
(with |ψi〉 a generic quantum state of the full Hilbert space), and the considered evolution
corresponds to ρ(t) = Pege−iHt/h̄ρ0eiHt/h̄Peg, where H is the Hamiltonian (14) and Peg the
projection operator introduced earlier for the two-dimensional subspace. In Figure 9b,
we have plotted the evolution of the non-Markovianity Σ(t) as a function of time for a
given FQC, to be compared with the time evolution of the excited-state population πe(t)
in Figure 9a. We deliberately chose a time window during which a revival was observed.
Figure 9a,b reveal that a sharp increase in the non-Markovianity Σ(t) occurs at the onset of
the probability revival. The non-Makovianity Σ(t) thus provides another determination
of the time window over which the FQC dynamics accurately emulate an irreversible
non-Hermitian evolution.
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Figure 9. Revivals and non-Markovianity: (a) Time evolution of the population in the unstable
state πe(t). (b) Measure of the non-markovianity Σ(t) (see text) of a two-level system composed of
2N + 3 = 53 levels as a function of time. Parameters: Ω0 = 1 Γ, v = 0.25 h̄Γ. The non-Markovianity
measure is estimated within a 1% accuracy by sampling over a set of 256 initial states.

5.2. Adaptive FQC

The study carried out in Section 4 reveals the minimal size of suitable FQCs scales
with the Rabi frequency Ω0. Here, we go one step further and propose adapting the
FQC’s structure depending on the Rabi coupling Ω0. We no longer consider exclusively
flat FQCs with equidistant levels around the excited state energy. Instead, we study
adaptive FQCs with an enhanced density of states around the occupation peaks depicted
in Figure 8. As seen below, such adaptive FQCs yield an optimized emulation of non-
Hermitian dynamics.

We begin by investigating the influence of the discrete FQC structure on the emulated
quantum dynamics. Figure 7c exhibits a slightly gray zone associated with a slight mis-
match between the FQC evolution and the non-Hermitian dynamics. This is the regime
we wish to investigate. For this purpose, we consider non-Hermitian dynamics (18) in the
strong coupling regime Ω0 � Γ. The corresponding excited-state population reads

πe(t) = e−Γt/2 cos2(Ωt), (26)

with Ω = Ω0(1− (Γ/4Ω0)
2)1/2. An effective Rabi frequency (Ω̃) and dissipation rate (Γ̃)

for the FQC dynamics are obtained by fitting the excited-state population π̃e(t) with the
form (26) of exact non-Hermitian dynamics. The corresponding results are represented as a
solid gray line in Figure 10a,b for different FQCs.

The discrepancy between the FQC model and the ideal non-Hermitian case can be
explained through a closer examination of the integration Kernel (2), or more precisely its
equivalent for the two-level case. To reproduce non-Hermitian dynamics, the integration
Kernel must take a form analogous to Equation (4). In this case, the frequency mismatch
∆Ω = Ω̃−Ω cannot be attributed to a Lamb shift effect, as the principal part of the kernel in
Equation (6) cancels out in the presence of a symmetric FQC with a homogeneous coupling
constant. The slight frequency shift is therefore a signature of the non-Markovianity of
the FQC dynamics, i.e., of the residual error committed by replacing Equation (2) with
Equation (4). The corresponding approximations, namely of short kernel memory and the
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extension of the integral in Equation (4) to infinity, are indeed jeopardized by the discrete
FQC structure. Intuitively, the discrete states of zero-energy (i.e., of energy close to the
unstable excited state) can increase the error. We also note that these central states are not
significantly populated in the FQC dynamics: the highly populated levels correspond to
peak population sidebands centered on ±Ω0/δ.
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Figure 10. Mismatch between the effective Rabi frequency (a), damping rates (b), and mean trace
distance (c) as a function of the size NFQC obtained by comparing the FQC model with the non-
Hamiltonian model. We have plotted the effective parameters obtained from a flat FQC made of
equidistant levels (gray solid line) and for an FQC with an adaptative structure with removed central
states (black solid line). The dotted line corresponds to NFQC = 35, considered in Figure 11. Parameter
v = 0.3 h̄Γ.

These observations raise the question of the relevant optimal FQC structure in this
regime. From Figure 3b, the central FQC state eigenenergies undergo the largest shift from
the linear dispersion relation expected from an ideal continuum. Furthermore, Figure 8c
shows that, in the strong driving regime (Ω0 � Γ), the final population of these states is
very small. These considerations suggest that the central components of the FQC play a
minor role, or even a deleterious role.

To confirm this intuition, we studied a different FQC model obtained from the former
FQC, by removing the states close to the E = 0 energy while preserving the symmetry of
the distribution. The corresponding results are shown in Figure 10a–c (solid black line).
For large FQC sizes, both the flat and adaptive FQC provide a good emulation of non-
Hermitian dynamics, although the latter had the same error in the Ω̃, Γ̃,D2 parameters
with a much smaller size. For small sizes NFQC ≤ 30, the spectrum of the regular flat FQC
is too narrow to include the highly populated Rabi sidebands of Figure 8c. Consequently,
small regular FQCs produce a negligible effective damping rate Γ̃. On the other hand, by
construction, the adaptive FQC contains states nearby these sidebands. Thus, even small
adaptive FQCs NFQC ' 10 already give an effective damping rate Γ̃ close to the appropriate
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value. At intermediate sizes (10 ≤ NFQC ≤ 50), adaptive FQCs also outperform regular
FQCs: a strong improvement is observed in the agreement between the effective Rabi
frequency Ω̃ and damping rate Γ̃ with their non-Hermitian counterparts Ω, Γ, as well
as a significant reduction in the mean trace distance compared to exact non-Hermitian
dynamics. We conclude that, for the damped Rabi dynamics considered, adaptive FQCs
with a tailored distribution (involving mostly states close to the Rabi frequency sidebands
±Ω0/δ and presenting a hole in the central zone near the unstable state energy (E = 0))
provide a higher fidelity to non-Hermitian dynamics with constant resources, i.e., with the
same number of states and for an identical time window.
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Figure 11. FQC-emulated dynamics in the strong coupling regime (Ω0 = 10Γ): excited population
as a function of time for a flat FQC (dotted gray line) made of NFQC = 2N + 1 = 35 equidistant
levels and for an adaptative FQC (dashed black line) made of NFQC = 2N = 34 levels. For both
FQCs, we used the parameters v = 0.3 h̄Γ. The solid gray line represent the exact evolution expected
from the non-Hermitian dynamics (Equation (26)), and is almost superimposed onto the adaptative
FQC results.

Figure 11 provides an example, where both kinds of FQC (flat vs. adaptive) produce
very different qualitative behaviors, while having a very similar number of states. While
the coupling to a regular equidistant FQC cannot account for the damping of the Rabi
oscillation, the quantum system coupled to the adaptive FQCs yields an excellent agreement
with the predicted non-Hermitian dynamics (Equation (26)).

6. Conclusions

In conclusion, we discussed the emulation of non-Hermitian quantum dynamics
during a given time window with a finite quasi-continuum composed of discrete states. We
specifically considered the exponential decay of an unstable state, and the Rabi driving of a
two-level quantum system exhibiting an unstable state. We characterized the short- and
long-time deviations of the FQC-emulated system compared to the exact non-Hermitian
case. Short-time deviations can be interpreted in terms of the Zeno effect, while the
long-term deviations correspond to a probability revival that can be quantified using a
measure of non-Markovianity. We provided a criterion for the adequacy of the discrete
FQCs considered by evaluating the occupancy probabilities of the quasi-continuum states.
There is a trade-off between using FQCs involving a large number of states and achieving
high accuracy in emulating non-Hermitian dynamics. We showed that, in the strong
coupling regime, this trade-off can be significantly improved by considering FQCs with
an adapted density of states. This study is potentially relevant for many body systems,
where a given subsystem can be coupled to a large set of states corresponding to the
surrounding bodies [7]. Quantum dots coupled to nano-wires are a promising platform for
implementing low-dimensional systems coupled to FQCs [34,35]. This work also paves
the way for the emulation of non-Hermitian dynamics with a finite set of states. A long-
term goal is to integrate a tunable dissipation within quantum simulators [7]. Different
methods have been investigated to reach this goal, relying on the Zeno effect [36–39], atom
losses [40,41], and multichromatic Floquet [42], to name a few.
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Abstract: This article is devoted to developing an approach for manipulating the von Neumann
entropy S(ρ(t)) of an open two-qubit system with coherent control and incoherent control inducing
time-dependent decoherence rates. The following goals are considered: (a) minimizing or maximiz-
ing the final entropy S(ρ(T)); (b) steering S(ρ(T)) to a given target value; (c) steering S(ρ(T)) to
a target value and satisfying the pointwise state constraint S(ρ(t)) ≤ S for a given S; (d) keeping
S(ρ(t)) constant at a given time interval. Under the Markovian dynamics determined by a Gorini–
Kossakowski–Sudarshan–Lindblad type master equation, which contains coherent and incoherent
controls, one- and two-step gradient projection methods and genetic algorithm have been adapted,
taking into account the specifics of the objective functionals. The corresponding numerical results are
provided and discussed.

Keywords: quantum control; von Neumann entropy; quantum thermodynamics; open quantum
system; coherent control; incoherent control; optimization methods; two-qubit system

1. Introduction

The theory of (optimal) control of quantum systems (atoms, molecules, etc.) is im-
portant for developing quantum technologies [1–20]. Modeling of control problems for
quantum systems is based on various quantum mechanical equations with Markovian
or non-Markovian dynamics, e.g., the Schrödinger, von Neumann, Gorini–Kossakowski–
Sudarshan–Lindblad (GKSL) equations, and various objective functionals to be minimized
or maximized. In practical applications, often the controlled quantum system is open,
i.e., interacting with its environment, and this environment is considered as an obstacle for
controlling the system. However, in some cases, one can use the environment as a useful
control resource, such as, for example, in the incoherent control approach [21,22], where the
spectral, generally time-dependent and non-equilibrium density of incoherent photons is
used as a control function jointly with the coherent control via lasers to manipulate such
a quantum system dynamics. Following this approach, various types and aspects of optimal
control problems for one- and two-qubit systems were analyzed [23–28].

One particularly important class of quantum control objectives includes thermody-
namic quantities and entropy of the quantum system. Properties of the von Neumann
entropy in general are discussed, e.g., in [29–33]. The von Neumann entropy appears in
various applied aspects of quantum theory, has applications in quantum communication
and statistical physics [34–37], or even in cross-linguistic comparisons of language net-
works [38]. The von Neumann entropy of reduced density matrices of a bipartite quantum
system provides a good measure of entanglement. It appears in various thermodynamic
quantities, such as Helmholtz free energy, can serve as a degree of purity of a quantum
state, etc. The system–bath interaction can play a crucial role in the emergence of the laws
of thermodynamics from quantum consideration [39]. The control of dissipative quantum
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systems, which changes entropy of the quantum state, has been studied in various works.
In particular, an analytical solution for the optimal control of a quantum dissipative three-
level system leading to the decrease in entropy was provided [40]. Entropy production
for controlled Markovian evolution was studied in [41]. The von Neumann entropy and
Rényi entropy changes for the laser cooling of molecules were investigated [42]. A detailed
study of entropy changing control targets is explored in [43], when the external drive influ-
ences not only the primary system but also the dissipation induced by the environment.
Similar to the control of entropy is the state-to-state control between two Gibbs states,
which is used to accelerate thermalization and cool for an open system [44]. The effects
of the population decay, leading to the reduction of entropy, in a two-level Markovian
dissipative system were considered in [45]. Reference [46] considers entanglement entropy
maximization for the Lipkin–Meshkov–Glick model operating with N = 50 spins and the
subsystem with L = N/2 spins using the free-gradient chopped random basis (CRAB)
ansatz. Non-Markovian regimes can also be effective, e.g., for quantum battery and heat ma-
chines [47]. Reference [48] considers a stochastic master equation with a finite-dimensional
measurement-based quantum feedback control and linear entropy. Reference [49] considers
an open four-level atomic system and analyzes coherent control for the von Neumann
entropy (total and reduced versions) via quantum interference. In [50–52], a controller
design approach for a closed quantum system described by the Scrödinger equation in
terms of the von Neumann/Shannon entropy was proposed. Reference [53] considers the
spatial control of entropy for a three-level ladder-type atomic system that interacts with
optical laser fields and an incoherent pumping field.

Reference [54] provides the formulation and analysis of control objectives describing
optimization of thermodynamic quantities of the form 〈O〉 − β−1S(ρ(T)), where O is
some quantum observable (e.g., energy with Hamiltonian H), β is inverse temperature,
and S(ρ(T)) is some concave type of entropy, e.g., the von Neumann entropy, of an open
quantum system density matrix at the final time T. The system evolution was considered
as driven by some coherent and/or incoherent controls, including Markovian and non-
Markovian cases, particularly the cases of master equations with coherent and incoherent
controls [21]. The objective was expressed as a Mayer-type functional determined by the
final state ρ(T) (ρ̂ f at the final time t f in the notations of [54]). The applied control c = (u, n)
(note that in [54] this most general combination of coherent and incoherent controls was
denoted by symbol u, which in the present work denotes only coherent control, whereas the
combination of controls here we denote by c) directs the evolution of the system from the
initial state to the final state and specifies the value of the objective which depends, through
ρ(T), on the control c. A specific important example of such an objective is Helmholtz
free energy, which corresponds to O = H. In the case of trivial observable O = const · I,
the objective is reduced to the entropic form and differs from the entropy by a non-essential
for the optimization constant term. Based on this objective and Reference [54], we define
below several other control problems involving entropy.

The entropy of a quantum state was introduced by L. Landau to describe states of
composite quantum systems [55], which is related to using entropy as a measure of entan-
glement, and by J. von Neumann to describe the thermodynamic properties of quantum
systems [56]. This provides the motivation to introduce control problems focused on steer-
ing and maintaining the von Neumann entropy of system states. Objectives of forms (4)–(8)
serve as examples of naturally extending problems related to maximizing or minimizing
quantities involving entropy to controlling their behavior over a certain time range. Such a
natural extension, in general, can include (but is not limited to) the following:

• Control the behavior of thermodynamic quantities, such as Helmholtz free energy, not
only at the final time instant but over some time range;

• Control of the degree of entanglement of a bipartite system over time;
• To not only maximize or minimize but rather control the rate of entropy production.

The basic task for all these problems is to manipulate entropy over a given time range
which, including optimization methods, we consider in this work.
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In general, quantum (open-loop) control, both for closed and open quantum systems,
various types of optimization tools are used:

• For infinite-dimensional optimization, e.g., the Pontryagin maximum principle
(PMP) [20,57,58], Krotov-type methods ([24,59,60], [19], § 16.2.2, [61], pp. 253–259),
one- and two-step gradient projection methods (GPM-1, GPM-2) [23,24,28], etc.;

• For finite-dimensional optimization under various classes of parameterized con-
trols, e.g., gradient ascent pulse engineering (GRAPE)-type methods (e.g., [25–27],
Section 3, [62]) (GRAPE-type methods operate with piecewise-constant controls, matrix
exponentials, and gradients), CRAB ansatz [46,63] (coherent control is considered in
terms of sine, cosine, etc.), genetic algorithm (GA) [21,64,65], dual annealing [24], etc.

In this article, we develop an approach for (open loop) control of the von Neumann
entropy for open quantum systems driven by simultaneous coherent and incoherent con-
trols. For such a system, we study control objectives based on the von Neumann entropy of
the system states:

S(ρ(t)) = −Tr(ρ(t) log ρ(t)) = − ∑
λi(t) 6=0

λi(t) log λi(t), (1)

where log denotes the natural matrix logarithm and λi(t) are eigenvalues of ρ(t). For the
initial time t = 0 and final time t = T, we consider, correspondingly, S(ρ0) and S(ρ(T)).
The approach is based on using bounded coherent and incoherent controls to manipulate
the von Neumann entropy. Since the control of the entropy requires, in general, changing
the degree of purity of the system density matrix, it requires the ability to generate a given
non-unitary dynamics. For this, the combination of coherent and incoherent controls
introduced in [21] makes a suitable tool.

To achieve these goals, we formulate the corresponding objective functionals. These
functionals contain either differentiable or non-differentiable forms. For the differentiable
cases, both for the objective functionals of the Mayer and Mayer–Bolza types, we de-
velop the one- and two-step GPMs for piecewise continuous controls based on deriving
gradients of the objective functionals and the corresponding adjoint systems. For the non-
differentiable cases, piecewise linear controls are considered instead, and finite-dimensional
optimization is performed using GA. Moreover, various forms of regularization in controls
are provided.

The structure of the article is the following. In Section 2, we briefly outline the
incoherent control approach. In Section 3, the objective functionals involving entropy for the
described above problems are defined. In Section 4, we consider—as an example—an open
two-qubit system whose dynamics are determined by a GKSL-type master equation, which
contains coherent and incoherent controls. Section 5 describes the optimization approaches.
Section 6 provides and discusses the analytical and numerical results. Conclusions Section 7
resumes the article.

2. Incoherent Control and Time-Dependent Decoherence Rates

The idea of incoherent control is to consider the environment as a useful resource for
manipulating quantum systems. There are various approaches to using the environment
as a control. We exploit the idea proposed and developed for generic quantum systems
in [21,22]. In this approach, the state of the environment is used as a control. Usually, the
state of the environment is considered as the Gibbs (thermal) state with some temperature.
However, the state of the environment can be a more general non-thermal non-equilibrium
state. If the environment consists of photons, which is one of the most typical physical
examples of the environment, its more general non-equilibrium state at some time instant
t is characterized by the distribution nk,α(t) of photons in momenta k and polarization α.
Moreover, this state and, hence, this distribution can evolve with time. Non-thermal distri-
butions for photons are relatively easy to generate, so that it is a physical and technically
possible way of control. In this work, we neglect polarization and directional dependence
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so that, here, the control is the distribution of photons only in frequency ω and time, nω(t).
In the most general consideration, polarization and directional selectivity can be taken into
account for the control.

A time-evolving distribution of photons induced generally time-dependent deco-
herence rates of the system, which is immersed in this photonic environment, so that
under certain approximations, the master equation for the system density matrix can be
considered as

dρ(t)
dt

= Lu,n
t (ρ(t)) := −i[Hu,n

t , ρ(t)] + ε ∑
k

γk(t)Dk(ρ(t))

︸ ︷︷ ︸
Dn

t (ρ(t))

, ρ(0) = ρ0, t ∈ [0, T]. (2)

Here, both Markovian and non-Markovian cases can be included. The general formula-
tion below is performed for both Markovian and non-Markovian cases, while only the
Markovian case is explicitly analyzed. In [21], the dissipatorsDk corresponding to the weak
coupling and low-density limits in the theory of open quantum systems were explicitly con-
sidered. In general, other regimes, e.g., the ultrastrong coupling and the strong-decoherence
limits [66,67], or weakly damped quantum systems in various regimes [68], can be con-
sidered as well. For the weak coupling limit case, the decoherence rate for the transition
between system states |i〉 and |j〉 with transition frequency ωij = Ej − Ei (here, Ei is the
energy of the system state |i〉) were considered in [21] as

γij(t) = π
∫

δ(ωij −ωk)|g(k)|2(nωij(t) + κij)dk, i, j = 1, . . . , N.

Here, κij = 1 for i > j and κij = 0; otherwise, ωk is the dispersion law for the bath (e.g.,
ω = |k|c for photons, where k denotes photon momentum, c denotes the speed of light),
and g(k) describes the coupling of the system to the k-th mode of the photonic reservoir.
For i > j, the summand κij = 1 describes spontaneous emission and γij determines the rate
of both spontaneous and induced emissions between levels i and j. For i < j, γij determines
the rate of induced absorption. These decoherence rates appear in (2), where k = (i, j)
is multi-indexed.

Such incoherent control appears to be rich enough to approximately generate, when
combined with fast coherent control, arbitrary density matrices of generic quantum systems
within the scheme proposed in [22]. Hence, it can approximately realize the strongest
possible degree of quantum state control—controllability of open quantum systems in
the set of all density matrices. This scheme has several important features. (1) It was
obtained for a physical class of dissipators Dk known in the weak coupling limit. (2) It
was obtained for generic quantum systems of an arbitrary dimension and for almost all
values of the system parameters. (3) A simple explicit analytic solution for incoherent
control was obtained. (4) The control scheme is robust to variations of the initial state—the
optimal control steers simultaneously all initial states into the target state, thereby physically
realizing all-to-one Kraus maps theoretically exploited for quantum control in [69] and
recently experimentally for an open single qubit in [70]. In [22], coherent and incoherent
controls were separated in time (first coherent control, followed by incoherent) and were
applied to the system on different time scales determined by the parameters of the system.
Incoherent control was applied on a time scale slower than coherent control. When coherent
and incoherent controls are applied simultaneously, such a difference in time scales may
lead to bounds on variations of incoherent control, considering that incoherent control
should be varied slowly compared to coherent control. In the analysis below, Equation (12)
is used to take into account such bounds on variations of the incoherent control. To shorten
the incoherent control time scale, the first stage of the incoherent control scheme proposed
in [22] was further modified for a two-level system in [27], significantly reducing the
control time scale. Such an incoherent control can be technically implemented, e.g., as it
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was done for controlling multi-species atomic and molecular systems with Gd2O2S :Er3+

(6%) samples [71].

3. Control Objective Functionals Involving Entropy

In this section, we define control objective functionals, describing various problems
involving entropy including both Markovian and non-Markovian cases.

Fixing T, ρ0, control c = (u, n), ε, and so on, one solves the initial problem (2) with
the initial condition ρ(0) = ρ0 to find the corresponding solution ρ, a matrix function
defined at [0, T]. For each state ρ(t), consider its von Neumann entropy S(ρ(t)). Using
this standard notion of the von Neumann entropy, we formulate below several objective
functionals based on the following objective functional for minimizing or maximizing the
von Neumann entropy as considered in [54].

• Minimizing or maximizing the von Neumann entropy, or more general thermodynamic
quantities (O is a Hermitian observable, for example, the Hamiltonian of the system,
in this case, it is Helmholtz free energy) at a final time, as defined in [54]:

JO(c) = 〈O〉 −
1
β

S(ρ(T))→ inf / sup, β > 0. (3)

Case O = 0 corresponds to the minimization or maximization of the entropy itself.
Based on this objective, one can define the problem of keeping the thermodynamic
observable invariant at the whole time range, steering the entropy to a given target
level, making it follow a predefined trajectory, etc.

• For the problem of keeping the required invariant S(ρ(t)) ≡ S(ρ0) at the whole time
range [0, T], we consider

J1(c) = (S(ρ(T))− S(ρ0))
2 + P

T∫

0

(S(ρ(t))− S(ρ0))
2dt→ inf, (4)

where the penalty coefficient P > 0 and the final time T are fixed. Although one can
expect such a case that making the integral close to zero does not provide S(ρ(t)) ≈
S(ρ0) at the whole [0, T]; however, (4) is of interest, because, first, it can be useful and,
second, it is appropriate for the described below gradient approach (GPMs). Moreover,
as a variant, one can formulate the problem

J2(c) = max
{t1>0, ..., tk , ..., tM=T}

|S(ρ(tk))− S(ρ0)| → inf, (5)

which is considered below together with piecewise linear controls and GA.
• For the problem of steering the von Neumann entropy to a given target value Star,

we consider

J3(c) = (S(ρ(T))− Star)
2 → inf, Star 6= S(ρ0), (6)

where T is fixed, as necessary for the considered GPMs. In extension, one can analyze
a series of such steering problems for various values T and look for such an approxi-
mately minimal T for which the required value Star is reached.

• In addition to the steering problem with J3, we consider the pointwise state constraint
S(ρ(t)) ≤ S for a given S > S(ρ0) at the whole [0, T] by adding to J3 the integral term,
taking into account the constraint:

J4(c) = (S(ρ(T))− Star)
2 + P

T∫

0

(max{S(ρ(t))− S, 0})2dt→ inf, P > 0. (7)
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Here, the final time T and the penalty coefficient P > 0 are fixed. Moreover, as a variant,
one can consider non-fixed T and take into account the state constraint as follows:

J5(c, T) = |S(ρ(T))− Star|
+ P max

{t1>0, ..., tk , ..., tM=T}

(
max{S(ρ(tk))− S, 0}

)
→ inf, P > 0, (8)

where T is considered free at a given range [T1, T2]. As for J2, we consider J5 for
piecewise linear controls and perform finite-dimensional optimization using GA.

For the objective functionals J1(c), J3(c), J4(c), below the GPM-1 and GPM-2 are
formulated for the class of bounded piecewise continuous controls. For a unified description
of the GPMs for these three optimal control problems, we use the following notation:

Φ(c) is J1(c) or J3(c) or J4(c),

F(ρ) =

{
(S(ρ)− S(ρ0))

2, if J1 is used,
(S(ρ)− Star)2, if J3 or J4 is used,

(9)

g(ρ) =





0, if J3 is used,
(S(ρ)− S(ρ0))

2, if J1 is used,
(max{S(ρ)− S, 0})2, if J4 is used.

(10)

The objective functionals J2(c), J5(c, T), as it is noted above, we consider with
piecewise linear controls. Such a control c is determined by control parameters cor-
responding to a set of nodes at [0, T]. For example, one can consider a uniform grid
{t1 = 0, . . . , ts, . . . , tN = T} with the step ∆t = T/N and the representation

u(t) = us + (t− ts)(us+1 − us)/∆t, nj(t) = ns
j + (t− ts)(ns+1

j − ns
j )/∆t, j = 1, 2

that allows introducing the vector of parameters,

a = (ai)
3N
i=1 = (u1, . . . , uN , n1

1, . . . , nN
1 , n1

2, . . . , nN
2 ),

satisfying the constraints |us| ≤ umax, ns
j ∈ [0, nmax] for j = 1, 2 and s = 1, . . . , N, and

defining such controls u, n1, n2. Moreover, as we show below, it can be useful to define
a more sophisticated class of controls by defining c as piecewise linear at a subset of [0, T]
and setting constant (zero) for other times; in such a way, c is defined not only by a. Anyway,
we have deal with finite-dimensional optimization, where J2(c), J5(c, T) are represented
by the corresponding objective functions q2(a) and q5(a, T) to be minimized. Moreover,
for these objective functions, one can decide to add regularization in controls, e.g., for J5,
as follows:

q5(a, T; γ) = q5(a, T) + γu max
1≤s≤N

{|us|}+ γn

(
max

1≤s≤N
{ns

1}+ max
1≤s≤N

{ns
2}
)
→ inf, (11)

where the coefficients γu, γn ≥ 0. Moreover, as a variant, for the parameters, which
represent incoherent controls, consider the inequality constraints |ns+1

j − ns
j | ≤ δ

j
n, s =

1, . . . , N − 1, j = 1, 2, where the largest allowed jumps δ
j
n > 0, j = 1, 2 are predefined,

and taking into account these constraints. E.g., for J2(c) and q2(a), consider

q2(a; γ) = q2(a) + γu max
1≤s≤N

{|us|}

+ γn

2

∑
j=1

max
{

max
1≤s≤N−1

{
|ns+1

j − ns
j | − δ

j
n, 0
}}
→ inf . (12)
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This equation is used to take into account possible bounds on variations of the incoher-
ent control.

For the objectives, for which GPMs are used below, e.g., for J3(c), one can add the
following regularization term (like to [24], p. 14):

R(c; γ) =

T∫

0

(
γuu2(t) + γn(n1(t) + n2(t))

)
dt, γu, γn ≥ 0. (13)

4. Markovian Two-Qubit System

As in [23,24], consider, as a particular case for (2), an open two-qubit system whose
dynamics are determined by a GKSL-type master equation which contains coherent and
incoherent controls and Hu,n

t = HS + Hc(t). Here, we deal with the following:

• The system state ρ(t) : H → H as a 4 × 4 density matrix (positive semi-definite,
ρ(t) ≥ 0, with unit trace, Trρ(t) = 1) and a given initial density matrix ρ0;

• Scalar coherent control u, vector incoherent control n = (n1, n2), and the correspond-
ing vector control c = (u, n) considered in this work, in general, as piecewise continu-
ous functions on [0, T];

• HS being the free Hamiltonian defined below;
• The controlled Hamiltonian Hc(t) = εHeff,n(t) + Hu(t), consisting of the effective Hamil-

tonian Heff,n(t), which represents the Lamb shift and depends on n(t), and of the
Hamiltonian Hu(t) = Vu(t), which describes interaction of the system with u(t) and
contains a Hermitian matrix V specified below as in [24];

• Dn
t being the controlled superoperator of dissipation, where we consider a special

form of a Lindblad superoperator known in the weak coupling limit (see [21], etc.);
• The parameter ε > 0 describing the coupling strength between the system and the

environment;
• The system of units with the Planck constant h̄ = 1.

The following detailed forms of the Hamiltonians are considered:

HS = HS,1 + HS,2, HS,j =
ωj

2
Wj, W1 := σz ⊗ I2, W2 := I2 ⊗ σz, (14)

Heff,n(t) =
2

∑
j=1

Heff,nj(t), Heff,nj(t) = ΛjWjnj(t), (15)

Hu(t) = Vu(t), V = Q1 ⊗ I2 + I2 ⊗Q2, (16)

Qj = ∑
α=x,y,z

λ
j
ασα = sin θj cos ϕjσx + sin θj sin ϕjσy + cos θjσz, (17)

where j = 1, 2. Here σx =

(
0 1
1 0

)
, σy =

(
0 −i
i 0

)
, and σz =

(
1 0
0 −1

)
are the X, Y, and Z

Pauli matrices. The free Hamiltonian HS,j contains the transition frequency ωj of the jth
qubit. The effective Hamiltonian Heff,n(t) represents the Lamb shift which describes shifts
in transition frequencies of the qubits under the influence of the environment. The coef-
ficients Λj > 0, j = 1, 2 together with nj(t) describe the influence of the environment on

the Lamb shift. In Hu(t), the unit vectors λj := (λ
j
x, λ

j
y, λ

j
z) ∈ R3, j = 1, 2. Physically, the

Hamiltonian can describe either a pair of two-level atoms in electric fields polarized along
the directions λj := (λ

j
x, λ

j
y, λ

j
z) ∈ R3, j = 1, 2, or two particles with spin 1/2 in magnetic

fields along the directions λj. In this model, the qubits independently interact with the
coherent controls of the same intensity but with different directions determined by vectors
λj, so that the interaction Hamiltonian V is the sum of two terms. In [23], in addition to
this form, the case when coherent control induces interaction between the qubits was also
considered. In contrast to [24], and this work, the articles [23] consider only the case where
Q1 = Q2 = σx, i.e., in the present terms, θj = π/2 and ϕj = 0, j = 1, 2.
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As in [23,24], consider the following two-qubit superoperator of dissipation:

Dn
t (ρ(t)) = Dn(t),1(ρ(t)) +Dn(t),2(ρ(t)), (18)

Dn(t),j(ρ(t)) = Ωj(nj(t) + 1)
(

2σ−j ρσ+
j − σ+

j σ−j ρ− ρσ+
j σ−j

)

+ Ωjnj(t)
(

2σ+
j ρσ−j − σ−j σ+

j ρ− ρσ−j σ+
j

)
, j = 1, 2. (19)

The coefficients Ωj > 0, j = 1, 2 are determined by the system–environment microscopic
interaction. The matrices σ±j are

σ±1 = σ± ⊗ I2, σ±2 = I2 ⊗ σ± with σ+ =

(
0 0
1 0

)
, σ− =

(
0 1
0 0

)
. (20)

Incoherent control n has the physical meaning of the density of particles of the sys-
tem environment and, therefore, should be non-negative. Moreover, we consider the
parallelepipedal constraints:

c(t) = (u(t), n1(t), n2(t)) ∈ [−umax, umax]× [0, nmax]
2 = Q, for all t ∈ [0, T], (21)

where umax, nmax > 0. The parameters ε, ω1, ω2, Λ1, Λ2, θ1, θ2, ϕ1, ϕ2, Ω1, Ω2, umax, nmax
are considered fixed when we formulate the optimal control problems, while modifying
some of them alters the quantum dynamics, i.e., one can vary them for a deeper analysis.

In this article, the two-qubit system is considered, in general, with piecewise contin-
uous controls. The described below GPMs operate in theory with such controls, and the
performed computer implementations of GPMs use piecewise linear interpolation for
controls. For the non-differentiable objectives, we consider piecewise linear controls that,
in contrast to piecewise constant controls used in the GRAPE-type method in [25], is another
way of parameterization of controls.

For such a Markovian two-qubit system, the corresponding evolution equation for
real-valued states was obtained in [23] and has the form

dx(t)
dt

=
(

A + Buu(t) + Bn1 n1(t) + Bn2 n2(t)
)
x(t), x(0) = xρ0 , (22)

obtained using the parameterization of the system density matrix,

ρ =




ρ1,1 ρ1,2 ρ1,3 ρ1,4
ρ∗1,2 ρ2,2 ρ2,3 ρ2,4
ρ∗1,3 ρ∗2,3 ρ3,3 ρ3,4
ρ∗1,4 ρ∗2,4 ρ∗3,4 ρ4,4


 =




x1 x2 + ix3 x4 + ix5 x6 + ix7
x2 − ix3 x8 x9 + ix10 x11 + ix12
x4 − ix5 x9 − ix10 x13 x14 + ix15
x6 − ix7 x11 − ix12 x14 − ix15 x16


. (23)

To analyze the dynamics of each qubit separately, we consider the reduced density
matrices ρj ∈ C2×2, j = 1, 2, and the corresponding Bloch vectors for the two qubits

ρ1 = TrH2 ρ =
2

∑
k=1

(I2 ⊗ 〈k|)ρ(I2 ⊗ |k〉), ρ2 = TrH1 ρ =
2

∑
k=1

(〈k| ⊗ I2)ρ(|k〉 ⊗ I2), (24)

where |k〉 are basis vectors in H1 and H2. Because the density matrix of a qubit can be
bijectively mapped to the Bloch ball (in R3, this ball is centered in the point (0, 0, 0) and has
the unit radius), consider Bloch vectors rj = (rj

x, rj
y, rj

z) where rj
α = Tr(ρjσα), α ∈ {x, y, z},

|rj| ≤ 1, j = 1, 2. In terms of parameterization (23), one has:

r1 = (2(x4 + x11), −2(x5 + x12), x1 + x8 − x13 − x16), (25)

r2 = (2(x2 + x14), −2(x3 + x15), x1 − x8 + x13 − x16). (26)
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Reduced density matrices are ρj = 1
2

(
1 + rj

z rj
x − i rj

y

rj
x + i rj

y 1− rj
z

)
, j = 1, 2. Further, for density

matrices ρ1(t) and ρ2(t) vs t ∈ [0, T], we consider their von Neumann entropies, i.e.,
S(ρj(t)) = −Tr

(
ρj(t) log ρj(t)

)
, j = 1, 2, and the sum S(ρ1(t)) + S(ρ2(t)). The behavior of

these quantities in the numerical experiments is shown below in Figures 1b and 2c,f,i.

Figure 1. For the initial state ρ0 = 1
4 I4 and the control c = 0: (a) the von Neumann entropy S(ρ(t))

and xc=0
j (t), j = 1, 8, 13, 16, i.e., the diagonal elements of the diagonal ρ(t), vs t ∈ [0, T = 300] (in

this case, the entropy steers from the largest value log 4 ≈ 1.39 to zero, indicating the system’s state
purification and minimization of S(ρ(T)); (b) the entropies S(ρ1(t)) and S(ρ2(t)) for the first and
second qubits, correspondingly, and the sum S(ρ1(t)) + S(ρ2(t)), vs t ∈ [0, T = 300], steer to zero.

Figure 2. For the problem of keeping the invariant S(ρ(t)) ≡ S(ρ0) at the whole [0, T = 5]. Problem (4)
and GPM-2 are used: (1) the subfigures (a–c) shows the results for ε = 0.1 and c(0) = (sin(2t), 0, 0);
(2) the subfigures (d–f) shows the results for ε = 0.1 and c(0) = 0; (3) the subfigures (g–i) shows the
results for ε = 0 (i.e., without taking into account the Lamb shift and the dissipator) and c(0) = 0.
The subfigures (a,d,g) show the obtained controls; for these controls, the subfigures (b,e,h) and (c,f,i)
show, correspondingly, the two-qubit system characteristics (S(ρ(t)), etc.) vs t and the entropies
S(ρ1(t)), S(ρ2(t)), their sums vs t. In the cases related to the subfigures (c,f), we see that for each
qubit its entropy is not constant.
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5. Numerical Optimization Tools: Markovian Two-Qubit Case
5.1. Gradient-Based Optimization Approach for the Problems with J1, J3, J4
5.1.1. Pontryagin Function and Krotov Lagrangian

According to the theory of optimal control (e.g., [72]), for the unified optimal control
problem with Φ(c) representing J1, J3, J4, the Pontryagin function is

h(χ, ρ, c) = 〈χ,−i[Hc, ρ] + εDn(ρ)〉 − P g(ρ)− γuu2 − γn(n1 + n2)

= 〈Kc(χ, ρ), c〉 − γuu2 − γn(n1 + n2) + h(χ, ρ),

where χ and ρ are 4× 4 density matrices; c = (u, n1, n2) ∈ R3; the functions

Kc = (Ku,Kn1 ,Kn2), Ku(χ, ρ) = 〈χ,−i[V, ρ]〉, (27)

Knj(χ, ρ) =
〈

χ,−i[ΛjWj, ρ] + εΩj

(
2σ−j ρσ+

j + 2σ+
j ρσ−j −

{
I4, ρ

})〉
, j = 1, 2 (28)

(the 4× 4 identity matrix I4 appears in Knj since σ+
j σ−j + σ−j σ+

j = I4), j = 1, 2; the term

h(χ, ρ) =
〈

χ,−i[HS, ρ] + ε
2

∑
j=1

Ωj
(
2σ−j ρσ+

j −
{

σ+
j σ−j , ρ

})〉
− P g(ρ).

As the Introduction notes, various Krotov-type iterative methods are used in quantum
optimal control. In this article, we do not use any Krotov-type method, but we use the
Krotov Lagrangian, which is the following for the unified problem:

L(c, ρ) = G(ρ(T))−
∫ T

0
R(t, ρ(t), c(t))dt,

G(ρ(T)) = F(ρ(T)) + 〈χ(T), ρ(T)〉 − 〈χ(0), ρ0〉,
R(t, ρ, c) =

〈
χ(t),−i[Hc, ρ] + εLD

n (ρ)
〉
+ 〈χ̇(t), ρ〉 − P g(ρ)− γuu2 − γn(n1 + n2).

The function χ is defined in the next subsection as the solution of the adjoint system also
defined below. For each admissible control c, the values of the Krotov Lagrangian and Φ(c)
coincide, as in the general V.F. Krotov theory [61].

5.1.2. Unified Adjoint System and Gradient

Consider the increment of L at admissible controls c, c(k) (for the further consideration,
we introduce k ≥ 0 as an iteration index):

L(c, ρ)− L(c(k), ρ(k)) = G(ρ(T))− G(ρ(k)(T))

−
∫ T

0
(R(t, ρ(t), c(t))− R(t, ρ(k)(t), c(k)(t)))dt, (29)

where the control process (c(k), ρ(k)) is known.
By analogy with [61] (pp. 239–240) in the theory of optimal control, here for the

increment (29), we consider the first-order Taylor expansions for G, R. At admissible
controls c, c(k), this gives the representation

Φ(c)−Φ(c(k)) =
〈 d

dρ
G(ρ(k)(T), ρ(T)− ρ(k)(T)

〉

−
∫ T

0

〈 ∂

∂ρ
R(t, ρ(k)(t), c(k)(t)), ρ(t)− ρ(k)(t)

〉
dt

−
∫ T

0

〈 ∂

∂c
R(t, ρ(k)(t), c(k)(t)), c(t)− c(k)(t)

〉
E3 dt + r.
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Here, the notations with the derivatives mean that we initially find these derivatives with
respect to ρ or (ρ, c), and after that, we substitute ρ = ρ(k)(T), etc.; r is the corresponding

residual. Setting the derivatives
d

dρ
G(ρ(k)(T) and

∂

∂ρ
R(t, ρ(k)(t), c(k)(t)) to be zero gives the

adjoint system which defines the function χ(k) as detailed below. As the result, the increment
formula for the unified objective Φ(c) has the form

Φ(c)−Φ(c(k)) = −
∫ T

0

〈 ∂

∂c
R(t, ρ(k)(t), c(k)(t)), c(t)− c(k)(t)

〉
E3

dt + r, (30)

∂

∂c
R(t, ρ(k)(t), c(k)(t)) =

∂

∂c
h(χ(k)(t), ρ(k)(t), c(k)(t)) = Kc(χ(k)(t), ρ(k)(t))

− γu(u(k)(t))2 − γn(n
(k)
1 (t) + n(k)

2 (t)).

The differentiation of the unified function F is needed to obtain the condition for the
final co-state χ(k)(T), i.e., the transversality condition; for differentiation of F, it is needed
to consider the various forms of F shown in (9). For differentiation of R, it is needed to
consider the various forms of g(ρ) shown in (10). Using the matrix differential calculus
(e.g., [73]), for the problems the following derivatives are found:

dS(ρ)
dρ

= − log ρ− IdimH=4,

dF(ρ)
dρ

=





d
dρ

(S(ρ)− S(ρ0))
2, if J1 is used,

d
dρ

(S(ρ)− S)2, if J3 or J4 is used,

= −2(log ρ + I4)

{
S(ρ)− S(ρ0), if J1 is used,
S(ρ)− S, if J3 or J4 is used,

dg(ρ)
dρ

=





0, if J3 is used,
d

dρ
(S(ρ)− S(ρ0))

2, if J1 is used,

d
dρ

(max{S(ρ− S, 0})2, if J4 is used

= −2(log ρ + I4)





0, if J3 is used,
S(ρ)− S(ρ0), if J1 is used,
max{S(ρ)− S, 0}, if J4 is used.

To compute the derivative
∂

∂ρ
R(t, ρ(k)(t), c(k)(t)), one needs to operate with the right-

hand side of the system (2) and take into account the corresponding properties such that the
anti-commutativity property of commutator and cyclic permutation of matrices under trace.

In this regard, and using the given formulas above for
dg(ρ)

dρ
, we, as a result, obtain the

adjoint system shown below in Proposition 1. This adjoint system contains the following
superoperator acting on χ(k)(t) (this superoperator is the same as derived in [24]):

D†
n(k)(t)(χ

(k)(t)) =
2

∑
j=1

[
Ωj

(
n(k)

j (t) + 1
)(

2σ+
j χ(k)(t)σ−j −

{
σ+

j σ−j , χ(k)(t)
})

+Ωjn
(k)
j (t)

(
2σ−j χ(k)(t)σ+

j −
{

σ−j σ+
j , χ(k)(t)

})]
,

where “†” reflects that 〈χ(k)(t), T1(ρ(t))− T1(ρ
(k)(t))〉 = 〈T†

1 (χ
(k)(t)), ρ(t)− ρ(k)(t)〉 and

also 〈χ(k)(t), T2(ρ(t)) − T2(ρ
(k)(t))〉 = 〈T†

2 (χ
(k)(t)), ρ(t) − ρ(k)(t)〉 with the operators
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T1 := 2σ−j · σ+
j , T2 := 2σ+

j · σ−j and (σ+
j )> = σ−j , (σ−j )> = σ+

j ; note that σ+
j σ−j , σ−j σ+

j
are Hermitian.

Proposition 1. (Adjoint system). For the Markovian two-qubit case of the system (2) and the
unified objective functional Φ(c) containing the unified terminant F(ρ(T)) and integrand g(ρ(t)),
the adjoint system has the following form:

dχ(k)(t)
dt

= −i[Hc(k)(t), χ(k)(t)]− εD†
n(k)(t)(χ

(k)(t))− P
dg(ρ(k)(t))

dρ
, (31)

χ(k)(T) = −dF(ρ(k)(T))
dρ

. (32)

If the adjoint system is used with taking into account one of the two pointwise state
constraints, then the system depends on ρ(k). Anyway, the adjoint system is linear in co-
state χ(k). This system is solved backward in time. In view of (30) and like the formula (3.16)
in [24], we consider the gradient of the unified objective.

Proposition 2. (Gradient). For the Markovian two-qubit case of the system (2) and the unified
objective functional Φ(c), the corresponding gradient at a given admissible control c(k) has the form

grad Φ(c(k))(t) =
(
−Ku(χ(k)(t), ρ(k)(t)) + 2γuu(k)(t),

−Knj(χ(k)(t), ρ(k)(t)) + γn, j = 1, 2
)

, t ∈ [0, T]. (33)

Here ρ(k) is the solution of the Markovian case of the system (2) with control c(k), while χ(k) is the
solution of the adjoint system (31), (32) with the control process (ρ(k), c(k)); the vector function
Kc(χ, ρ) defined in (27), (28) is used with these solutions.

In general, the formula (33) for the unified gradient reminds us, e.g., of the gradient for-
mula (2.5.29) given in Reference [74] on the theory of optimal control with real-valued states.

5.1.3. Projection Form of the PMP

Following the projection form of the PMP known in the theory of optimal control (e.g.,
see [75]) and also its use in quantum control [58], below such a projection form of the PMP
is formulated.

Proposition 3. (Projection form of the differential version of the PMP for the unified problem with
the objective Φ(c)). For the Markovian two-qubit case of the system (2) and the unified objective
functional Φ(c) with piecewise continuous controls satisfying (21) for a fixed final time T > 0,
if an admissible control ĉ = (û, n̂1, n̂2) is a local minimum point of Φ(c) to be minimized, then for
ĉ there exist such the solutions ρ̂ and χ̂ that the pointwise condition

ĉ(t) = PrQ
(
ĉ(t)− α grad Φ(ĉ)(t)

)
, t ∈ [0, T], α > 0, (34)

holds and, in detail, has the form

û(t) =





−umax, û(t; α) < −umax,
umax, û(t; α) > umax,
û(t; α), |û(t; α)| ≤ umax,

where û(t; α) = û(t) + α(Ku(χ̂(t), ρ̂(t))− 2γuû(t)),

n̂j(t) =





0, n̂j(t; α) < 0,
nmax, n̂j(t; α) > nmax,
n̂j(t; α), n̂j(t; α) ∈ [0, nmax],
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where n̂j(t; α) = n̂j(t) + α(Knj(χ̂(t), ρ̂(t))− γn), j = 1, 2.

5.1.4. One- and Two-Step Gradient Projection Methods

In the theory of optimal control, there are various forms of GPM-1 operating with
control functions (e.g., see in [76–78]). In quantum control, for example, work [28] exploits
GPM-1, which uses two algorithmic parameters (coefficient α for the gradient of the consid-
ered in that article objective functional and parameter θ ∈ [0, 1] of the convex combination
between the given control c(k) and depending on the α projection form for constructing
c(k+1)) and a scheme of one-dimensional optimization with respect to θ at each iteration, to
search for the best variation of c(k) in the sense of the best decreasing objective. In contrast
to [28], this article considers GPM-1 without the aforementioned convex combination
and with a fixed α at the whole set of iterations. The considered GPM-2 is based on the
heavy-ball method (see the works [79,80]), its projection version [81,82] and the recent
papers [23,24], where the corresponding GPM-2 adaptations are used for quantum control.

For the unified optimal control problem and a given admissible initial guess c(0), con-
sider the following GPMs iterative processes operating in the functional space of controls.

• GPM-1. The iteration process in the vector form is as follows and is reminiscent of (34):

c(k+1)(t) = PrQ
(
c(k)(t)− α grad Φ(c(k))(t)

)
, α > 0, k ≥ 0. (35)

In detail, we have

u(k+1)(t) =





−umax, u(k)(t; α) < −umax,
umax, u(k)(t; α) > umax,
u(k)(t; α), |u(k)(t; α)| ≤ umax,

where u(k)(t; α) = u(k)(t) + α(Ku(χ(k)(t), ρ(k)(t))− 2γuu(k)(t)),

n(k+1)
j (t) =





0, n(k)
j (t; α) < 0,

nmax, n(k)
j (t; α) > nmax,

n(k)
j (t; α), n(k)

j (t; α) ∈ [0, nmax],

where n(k)
j (t; α) = n(k)

j (t) + α(Knj(χ(k)(t), ρ(k)(t))− γn), j = 1, 2;

• GPM-2. The iteration process in the vector form is as follows:

c(k+1)(t) = PrQ
(
c(k)(t)− α grad J(c(k))(t)

+ β(c(k)(t)− c(k−1)(t))
)
, α, β > 0, k ≥ 1, (36)

where c(1) is obtained using GPM-1 for a given initial guess c(0).

Here, the algorithmic parameters α, β > 0 are fixed for all iterations. One may consider
this, on the one hand, as a drawback, because we do not try to effectively variate these
parameters, and, on the other hand, as a simpler case for the analysis. Moreover, here,
relying on the various known computational facts about the heavy-ball method (e.g.,
see [83,84]), we take β ∈ (0, 1) and more likely β = 0.8, 0.9 in GPM-2, but not β = 10, etc.
TensorFlow MomentumOptimizer [84] under the setting use_nesterov = False represents
the heavy-ball method, where the parameter is 0.9 by default.

5.2. Zeroth-Order Stochastic Optimization for the Problems with J2, J5

GA belongs to zeroth-order stochastic tools, such as differential evolution, simulated
annealing, particle-swarm optimization, sparrow search algorithm, etc., whose stochastic
behavior models try to find a global minimizer of an objective function without its gradient
due to these behavior models. In this article, the GA implementation [85] has been adjusted
for the problems with the objectives J2, J5.
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When a GA realization works with large umax, nmax, then one can expect that the
algorithm may miss a closer-to-optimal point, which is in a smaller subdomain. Because of
the stochastic nature of GA, one can expect that, for the same optimization problem, the re-
sults of different trials of the GA may differ significantly even with the same deterministic
settings (mutation probability, etc.). That is why one can perform—for the same opti-
mization problem—several trials of the GA and then select the lowest computed value of
the objective over the trials. However, e.g., if we consider the keeping problem (5) with
regularization in controls and consider J2 as sufficiently close to zero, and the profiles in
the computed controls are acceptable, then it is not needed to perform more trials of the
GA, because we know that zero is the lower bound for J2.

6. Analytical and Numerical Analysis: Markovian Two-Qubit Case

In the numerical experiments, the following values of the system parameters are used:

ω1 = 1, ω2 = 0.5, Λ1 = 0.3, Λ2 = 0.5, Ω1 = 0.2, Ω2 = 0.6, ε = 0.1,

ϕ1 = π/4, ϕ2 = π/3, θ1 = π/3, θ2 = π/4. (37)

(except for Case 3 in Section 6.2, where for comparison, we set ε = 0). All the parameters are
expressed in the relative units of free oscillation of the first qubit, which has period T1 = 2π.
Free oscillations of the second qubit have period T2 = 2T1. The decoherence rate is by the
order of magnitude smaller than the oscillations of the first qubit. The difference between
the qubit’s free transition frequencies may occur twice, for example, in superconducting
qubits. The system-environment coupling is determined by the parameter ε. This parameter
specifies the (uncontrolled) decoherence rate, i.e., the rate of decoherence when u = 0 and
n ≡ 0). Generally, the decoherence rate is several orders of magnitude smaller than the rate
of free dynamics. In this study, we focus on cases where the decoherence rate is an order of
magnitude slower than the free dynamics.

In the computer realizations (in Python) of GPM-1 and GPM-2, piecewise linear
interpolation of controls u, n1, n2 is used at a uniform grid introduced over [0, T] with M
subintervals, i.e., with M + 1 time instances. To solve the considered ODEs, solve_ivp
from SciPy is used.

6.1. Results on the von Neumann Entropy under Zero Coherent and Incoherent Controls

If one takes c = 0, then (22) becomes
dxc=0

dt
= Axc=0, xc=0(0) = xρ0 whose solution is

xc=0(t) = eAtxρ0 . For the parameterized initial density matrix ρ0 = diag(a1, a2, a3, a4)

(s.t. aj ≥ 0, j = 1, 2, 3, 4,
4
∑

j=1
aj = 1) and the corresponding initial state xρ0 =

(a1, six zeros, a2, four zeros, a3, 0, 0, a4), as Reference [23] shows, system (22) for c = 0
has the following exact solution:

xc=0
1 (t) = a1 + a2 − a2e−2εΩ2t + e−2ε(Ω1+Ω2)t(e2εΩ1t − 1)(a3e2εΩ2t + a4(e2εΩ2t − 1)),

xc=0
8 (t) = e−2εΩ2t(a2 + a4 − a4e−2εΩ1t), xc=0

13 (t) = e−2εΩ1t(a3 + a4 − a4e−2εΩ2t),

xc=0
16 (t) = a4e−2ε(Ω1+Ω2)t, xc=0

j (t) = 0, j ∈ 1, 16 \ {1, 8, 13, 16}, t ≥ 0. (38)

The corresponding density matrix ρ is diagonal. Then the final von Neumann entropy is

S(ρ(T)) = − ∑
xc=0

j (T) 6=0, j=1,8,13,16

xc=0
j (T) log xc=0

j (T). (39)

Using (25), (26), we obtain for the Bloch vectors:

r1(t) =
(

r1
x(t), r1

y(t), r1
z(t)

)
=
(

0, 0, xc=0
1 (t) + xc=0

8 (t)− xc=0
13 (t)− xc=0

16 (t)
)

,
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r2(t) =
(

r2
x(t), r2

y(t), r2
z(t)

)
=
(

0, 0, xc=0
1 (t)− xc=0

8 (t) + xc=0
13 (t)− xc=0

16 (t)
)

.

Thus, the jth reduced density matrix is also diagonal, ρj(t) = 1
2

(
1 + rj

z(t) 0
0 1− rj

z(t)

)
, and

we have S(ρj(t)) =

{
− 1+rj

z(t)
2 log 1+rj

z(t)
2 − 1−rj

z(t)
2 log 1−rj

z(t)
2 , if rj

z(t) 6∈ {±1},
0, if otherwise.

Case 1: ρ0 = 1
4I4 (a1 = a2 = a3 = a4 = 1

4 ), i.e., the completely mixed quantum state
whose von Neumann entropy is the largest among 4× 4 density matrices. Using (39),
for (37) and T = 50, 200, 250, we obtain, correspondingly, S(ρ(T)) ≈ 0.2571, 0.0016, 0.0003.
For a sufficiently large T, this steering allows the purification of the system states with good
quality. This corresponds to the problem of minimizing the objective functional J0(c) =
S(ρ(T))→ inf that relates to (3). We see that in the considered case, the purification goal is
achieved using the system-free evolution, i.e., without any non-trivial control c. Figure 1
shows xc=0

j (t), j = 1, 8, 13, 16, and S(ρ(t)) computed via (39) vs t ∈ [0, T = 300]. We see

that approximately xc=0
1 steers to 1, while xc=0

8 , xc=0
13 , and xc=0

16 steer to zero. This means
that the system approximately steers to the pure state ρ = diag(1, 0, 0, 0).

Case 2: ρ0 = diag
( 1

2 , 3
10 , 1

10 , 1
10
)
, i.e., a mixed quantum state. If we take Formula (38)

with ε = 0, then we have xc=0
1 (t) ≡ 1

2 , xc=0
8 (t) ≡ 3

10 , xc=0
13 (t) ≡ 1

10 , and xc=0
16 (t) ≡ 1

10
for any t ≥ 0. For any time, this particular dynamic system does not leave the state ρ0
(xρ0 )—this is a singular point of the system vector field. This analytical finding relates with
one of the considered below cases for the keeping problem (and with the right column of
the subfigures in Figure 2) analyzed in the next subsection.

6.2. The Problem of Keeping the Initial Entropy S(ρ0)

Consider the initial state ρ0 = diag
( 1

2 , 3
10 , 1

10 , 1
10
)

with S(ρ0) ≈ 1.168 and the problem
of keeping the von Neumann entropy S(ρ(t)) at the level S(ρ0) at the whole [0, T = 5].

6.2.1. Using the Problem (4) and GPM

Set the coefficient P = 0.1 in (4). Set the bounds umax = 30, nmax = 10 in (21).
The regularization (13) is not used in each of the described below three cases. We use
GPM-2 (see the iteration formula (36)) with the gradient of the corresponding functional,
parameters α = 3, β = 0.9 fixed for the whole number of iterations. For comparison,
GPM-1 (see the iteration formula (35)) with the same α is used. With respect to the both
terms of the objective J1, we use the following stopping criterion for GPMs:

(
(S(ρ(k)(T))− S(ρ0))

2 ≤ εstop,1

)
&


 1

P

T∫

0

(S(ρ(t))− Sρ0)
2dt ≤ εstop,2


. (40)

Set εstop,1 = 10−6 and εstop,2 = 10−5.
Consider the following three cases: (1) ε = 0.1 and c(0) = (sin(2t), 0, 0); (2) ε = 0.1

and c(0) = 0; (3) ε = 0 and c(0) = 0. For the GPM computer implementations, we
consider piecewise linear interpolation for u, n1, n2 at the uniform time grid with M = 103

subintervals.
Case 1 (ε = 0.1 and c(0) = (sin(2t), 0, 0)). GPM-2 at the cost of 132 iterations

reaches (40). For this case, consider the left column of the subfigures in Figure 2. We
see that all the computed controls u, n1, n2 are non-zero here. We see that the graphs of
S(ρ(t)) (blue solid), degree of purity P(ρ(t)) = Trρ2(t), and the Hilbert–Schmidt distance
‖ρ(t)− 1

4I4‖= [Tr
(
(ρ(t)− 1

4I4)
2)]1/2 vs t ∈ [0, T] are close to the constants that relate to the

idea of the keeping problem. At the same time, the graph of ‖ρ(t)− ρ0‖ is far from constant
and shows that this (approximate) keeping relates to sufficiently different distances between
the system states and ρ0 at various time instances. For comparison, GPM-1 is used for the
same c(0). Let the largest allowed number of iterations be 500 for this method. At the cost
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of 500 iterations, GPM-1 does not reach the stopping criterion (40), but the terminal part

of J1 is near 3× 107 (rather less than εstop,1 = 10−6) and 1
P

T∫
0
(S(ρ(t))− Sρ0)

2dt ≈ 0.0005.

Thus, both GPM-1 and GPM-2 work good here, but GPM-2 reaches the criterion at the cost
of 132 iterations.

Case 2 (ε = 0.1 and c(0) = (0, 0, 0)). Only the initial guess is different, i.e., we use the
same values (37), etc., the same other settings in GPM-2. At the cost of 253 iterations, GPM-
2 reaches (40). The resulting control c contains the control u = 0, while both the obtained
controls n1, n2 are non-trivial. The middle column of the subfigures in Figure 2 shows the
obtained results. Thus, in this keeping problem, it is sufficient to adjust only n1, n2 under
u = 0. Moreover, note that for c(0) = 0, its component u(0) = 0 is singular in the sense that
the corresponding switching function Ku(χ(0)(t), ρ(0)(t)) ≡ 0 at the whole [0, T].

Case 3 (ε = 0.1 and c(0) = (0, 0, 0)). In contrast to the previous case, here we do not
take into account the Lamb shift and the dissipator. The right column of the subfigures in
Figure 2 shows that, in this case, the system dynamics achieve the goal of keeping S(ρ(t))
at the level S(ρ0) at the whole [0, T = 5].

6.2.2. Using the Problem (5) and Genetic Algorithm

Further, the keeping problem is considered as minimizing the objective J2 in the class
of piecewise linear controls via the GA. Here, the class of piecewise linear controls u, n1, n2
is defined at the uniform grid introduced at [0, T = 5] with only M = 10 subintervals
(compare with M = 103 used for interpolation of controls in the GPM computer realization).
Thus, here, we consider 3(M + 1) = 33 control parameters. Consider umax = nmax = 4
and use the regularization (12) with γu = 0, γn = 0.01, δn1 = δn2 = 1. For GA, we set
the allowed number of iterations to 350. Figure 3 shows the results obtained due to some
GA trial that started from an automatically generated initial point. In this case, we obtain
J2 = q2 ≈ 0.005, satisfying the regularization requirements for incoherent controls in (12)
with the largest allowed jumps δn1 = δn2 = 1. All the resulting controls u, n1, n2 are
non-trivial here.

Figure 3. For the problem of keeping the invariant S(ρ(t)) ≡ S(ρ0) at the whole [0, T = 5]. Consider-
ing piecewise linear controls (with M = 10 subintervals) relates to the GA finite-dimensional opti-
mization. At the resulting controls computed with some GA trial: (a) S(ρ(t)), P(ρ(t)), and ‖ρ(t)− ρ0‖
vs t ∈ [0, T = 5]; (b) the subsequence of the monotonically decreasing values of J2 among all its
values computed during the GA work.

6.3. The Problem of Steering the von Neumann Entropy to a Predefined Value

Consider the steering problem as only the terminal problem, i.e., we use the objective J3
and (6). As with objective J1, we also consider the system with the values in Equation (37),
setting bounds umax = 30, nmax = 10. We set the initial state ρ0 = diag

(
0, 1

2 , 0, 1
2
)

with
S(ρ0) = log 2 ≈ 0.7 and the target value Star = 0.4. Set T = 40. With respect to the regular-
ization (13), we consider two cases: with and without this regularization. GPM-2 is used
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with α = 3 and β = 0.9. Piecewise linear interpolation for controls is used with M = 103

equal subintervals. We take c(0) = 0.5. The stopping criterion is J3(c(k)) ≤ εstop = 10−6.
Case 1: Without the regularization (13). GPM-2, at the cost of 42 iterations, meets the

stopping criterion. The obtained results are shown in Figure 4a,b,c. We see that all the
resulting controls are non-trivial.

Figure 4. For the problem of steering the von Neumann entropy to the predefined value Star = 0.4
from the initial value S(ρ0) ≈ 0.7: without (see the subfigures (a–c)) and with (see the subfigures (d–f))
the regularization (13). Here, Sup.b. = log 4 is the von Neumann entropy upper bound, SL(ρ(t)) =
1− P(ρ(t)) is the linear entropy.

Case 2: With the regularization (13). Set γu = γn = 10−3. GPM-2, at the cost of 34
iterations, meets the stopping criterion. The obtained results are shown in Figure 4d,e,f. We
see that only coherent control is computed as non-trivial. Thus, for the considered steering
problem, it is sufficient to adjust only non-trivial coherent control.

6.4. The Steering Problem for the von Neumann Entropy under the Pointwise Constraint for
This Entropy

In view of the graphs of S(ρ(t)) vs t in Figure 4a,d, we introduce and try to satisfy
the pointwise constraint S(ρ(t)) ≤ S = 1, t ∈ [0, T = 40], in addition to the requirement to
reach the value Star = 0.4.

Consider both the problems (7) and (8) and, correspondingly, GPM and GA.

6.4.1. Using the Problem (7) and GPM

Consider the objective J4 and the problem (7). With respect to both terms of the
objective J4, we use the following stopping criterion for the GPMs:

(
(S(ρ(k)(T))− Star)

2 ≤ εstop,1

)
&


 1

P

T∫

0

(max{S(ρ(k)(t))− S, 0})2dt ≤ εstop,2


. (41)

Set εstop,1 = 10−6 and εstop,2 = 10−3. We take the penalty coefficient P = 0.05 in J4.
The regularization (13) is not used here. We set the bounds umax = 30, nmax = 10 in (21).
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GPM-2 with α = 3, β = 0.9 at the cost of 39 iterations provides reaching (41). The results
are shown in Figure 5a,b.

Figure 5. For the problem of steering, the von Neumann entropy to the predefined value Star = 0.4
from the initial value S(ρ0) ≈ 0.7 under the state constraint S(ρ(t)) ≤ S = 1: (1) with respect
to the problem (7) (without the regularization (13)) and using GPM-2 (subfigures (a,b)); (2) with
respect to the problem (8) (with the described in the main text special class of controls) and the
regularized objective (11) (with γu = 0.1, γn = 0) and using the GA (subfigures (c,d)). We see
that, for approximate steering, it is appropriate to adjust only coherent control under the zero
incoherent controls.

6.4.2. Using the Problem (8) and Genetic Algorithm

Consider the problem of steering the von Neumann entropy under the pointwise
constraint on S(ρ(t)) as minimizing J5. Here, taking into account the structure of the
resulting controls obtained via GPM-2, and shown in Figure 5b, we construct the following
special class of piecewise linear controls. Let both incoherent controls be zero throughout
the interval [0, T = 40], while coherent control is zero at (0.3T, T], and is a piecewise linear
function at [0, 0.3T], which is determined at the uniform grid with M = 20 subintervals
taken at [0, 0.3T]. Consider the bound umax = 4 and penalty factor P = 0.5. In this
optimization problem, T is not fixed and is considered as a control parameter varied at
the range [T1, T2] = [38, 40]. Thus, here the objective function g5 depends on M + 1 = 21
control parameters, which determine coherent control, and T. Moreover, the regularization
in the control parameters according to (11) is used with γu = 0.1, γn = 0. The upper bound
for the number of iterations of the GA is set at 200. The results of certain GA trials are
shown in Figure 5c,d. The resulting value |S(ρ(T))− Star| ≈ 6× 10−5 and the computed
pointwise max-max term in J5 is zero. Thus, we see that, for approximate steering, it is
appropriate to adjust only coherent control under the zero incoherent controls here.

7. Conclusions

In this article, we consider the general problem of controlling the von Neumann en-
tropy of quantum systems either at some final time or over some time interval. The example
of the two-qubit system is considered in detail with the following control goals: (1) min-
imizing or maximizing the final entropy S(ρ(T)); (2) steering S(ρ(T)) to a given target
value; (3) steering S(ρ(T)) to a target value and satisfying the pointwise state constraint
S(ρ(t)) ≤ S for a given S; (4) keeping S(ρ(t)) constant at a given time interval. Under the
Markovian two-qubit dynamics determined by a GKSL-type master equation with co-
herent and incoherent controls: (1) for the differentiable cases and piecewise continuous
controls, one- and two-step gradient projection methods have been adapted by deriving
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the corresponding adjoint systems and gradients for the objective functionals; (2) for the
non-differentiable cases and piecewise linear controls, a finite-dimensional optimization
with the genetic algorithm has been performed. The numerical experiments conducted
with these optimization tools demonstrate their appropriateness for the problems consid-
ered and enable the identification of various structures in the resulting controls. A more
detailed analysis of the entropy involving objective functionals, taking into account the
Hilbert–Schmidt distances and the reduced density matrices (24), is an open direction for
future research.
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Abstract: A quantum system interacting with a multipartite environment can induce redundant
encoding of the information of a system into the environment, which is the essence of quantum
Darwinism. At the same time, the environment may scramble the initially localized information about
the system. Based on a collision model, we mainly investigate the relationship between information
scrambling in an environment and the emergence of quantum Darwinism. Our results show that
when the mutual information between the system and environmental fragment is a linear increasing
function of the fragment size, the tripartite mutual information (TMI) is zero, which can be proved
generally beyond the collision model; when the system exhibits Darwinistic behavior, the TMI is
positive (i.e., scrambling does not occur); when we see the behavior of an “encoding” environment,
the TMI is negative (i.e., scrambling occurs). Additionally, we give a physical explanation for the
above results by considering two simple but illustrative examples. Moreover, depending on the
nature of system and environment interactions, it is also shown that the single qubit and two-qubit
systems behave differently for the emergence of quantum Darwinism, and hence the scrambling,
while their relationship is consistent with the above conclusion.

Keywords: quantum Darwinism; information scrambling; collision model; quantum mutual
information; tripartite mutual information

1. Introduction

Quantum Darwinism is a theoretical framework that allows one to understand the
emergence of objectivity out of quantum superpositions [1]. Due to the interaction between
system and environment, the latter acquires information about the state of the former
with respect to the so-called pointer states [2–5], namely, the eigenstates of the observable,
which is coupled with the environment [6–9]. Pointer states are left undisturbed during
the interaction with the environment, but if the system is in a coherent superposition of
pointer states, it gets entangled with the environment. Many observers can independently
access and measure different parts of the environment and independently obtain the
same information about the system [10–12]. This redundancy is a characteristic feature of
quantum Darwinism [13–15], explaining the emergence of objective reality.

Quantum Darwinism has been extensively studied in various models [16–25]. One
of the main issues of these investigations is to understand the fundamental mechanism
through which quantum Darwinism emerges. Recently, several works have shown that the
emergence of quantum Darwinism is sensitive to the microscopic description of quantum
dynamics, such as the nature of interaction and initial conditions [26,27]. It has been shown
that the nature of correlations among the environmental constituents, i.e., whether they
are quantum or classical, is important for the emergence of quantum Darwinism [27]. The
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authors in Reference [28] have validated that in quantum Darwinism, when classical objec-
tivity manifests, bipartite quantum correlations between the system and components of its
environment are suppressed. Experimental investigations of quantum Darwinism were
also reported [29–31]. Generally, quantum Darwinism needs to analyze quantum mutual
information between system and environment; hence, it is necessary to keep track not only
of the system but also of the environment. The master equation is widely used to obtain
the dynamics of an open system by tracing out environmental degrees of freedom, while it
cannot treat the full system–environment dynamics. The quantum collision model (CM),
which decomposes complicated dynamics in terms of discrete elementary processes, offers
an alternative way of describing open quantum system dynamics [32–36]. Additionally, for
CM, the correlations between the open quantum system and its environment can be easily
traced. In the standard framework of CM, the environment is represented by an ensemble
of uncorrelated identical environment constituents termed ancillas, and the system of
interest interacts with each ancilla sequentially. Recently, CMs have found an application
in the investigation of quantum Darwinism [26,27,37].

How information spreads and becomes distributed over the constituent degrees of
freedom is one of the central issues in the study of dynamics in the quantum many-
body system. The delocalization of information in a many-body system is referred to as
information scrambling, which has attracted more and more attention [38–41]. A general
accepted measure of information scrambling is the so-called out-of-time-order correlator
(OTOC) [41–44], which is associated with the growth of the square commutator between
two initially commuting observables. Besides OTOC, other measures have been proposed,
such as the average Pauli weight [45] and the operator entanglement entropy [46]. Beyond
these, the tripartite mutual information (TMI) is an important measure of information
scrambling [41]. At first, TMI of the evolution operator was used to investigate information
scrambling in References [47,48]. Later, instantaneous TMI of a quantum state was also
used to study information scrambling in References [49–51]. The method used in this paper
is the instantaneous TMI of a quantum state.

In terms of TMI, scrambling in the many-body quantum system has been studied in
various models [47,50–52]. Their typical setting of studying information scrambling in the
many-body quantum system by the TMI consists of an ancillary system and a many-body
system. At the initial time, the information of the ancillary system is locally encoded in the
many-body system through entanglement. The many-body system then evolves unitarily,
and the locally encoded information might spread over the entire many-body system.
Within such a setting, information scrambling in a central spin model has been studied in
Reference [53], where information that initially resides in the central spin is first shared with
the environment due to the coupling between them. Then, only the environment dynamics
are turned on, causing the scrambling of information in the environment. On the other
hand, Reference [54] studied a scenario where a nuclear spin (the system) is simultaneously
coupled with a large collection of non-interacting bath spins. In this situation, scrambling
of information in the bath is due to the interaction between the central spin and bath.
This is different from the typical scenario (a many-body system plus an ancillary system)
mentioned above, where the scrambling of information is due to the self-dynamics of the
many-body system.

In the quantum Darwinistic picture, the environment that acquires redundant informa-
tion about the system is composed of many subsystems. Therefore, a full characterization
of whether the locally encoded information at the beginning is localized or spreads over the
entire many-body environment in the time evolution could be helpful for understanding
the mechanism of quantum Darwinism. This raises the question of what the relationship
is between information scrambling and quantum Darwinism. To this end, we present a
unified framework to link these two seemingly unrelated research topics. Specifically, we
consider a system interacting with a multipartite environment, which can be considered as
a many-body system. Such a model is the basic setting of quantum Darwinism, while it
also allows us to analyze information scrambling in the multipartite environment. In this
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paper, we study scrambling in terms of the TMI among the system and different parts of
the environment. There is a reason behind this choice. A widely used measure of quantum
Darwinism is the quantum mutual information between the system and a fragment of
the environment, which is the key quantifier in capturing redundant information. On the
other hand, quantum mutual information is the key ingredient of the TMI in the study on
scrambling. It is these two quantifiers that allow us to establish a relationship between the
emergence of quantum Darwinism and information scrambling.

We consider a CM as consisting of a system (one or two qubits) and an environment (a
collection of ancillas), which can be considered as a quantum-body system. In our model,
similar to Reference [54], the scrambling of initially localized system information in the
environment is not due to the self-dynamics of a many-body system or environment, but
rather the sequential system–ancilla interactions. We mainly consider the pure dephasing
and exchange interactions between the system and environment, respectively. We find
that when the system exhibits Darwinistic behavior, the TMI is positive; when we see the
behavior of an “encoding” environment, the TMI is negative, namely, scrambling occurs;
when the mutual information between the system and environmental fragment is a linear
function of fragment size (namely, a boundary between the former two cases), the TMI is
zero [see Figure 1]. Additionally, we explained the physical mechanism of these results.
Moreover, depending on the nature of interactions between the system and environment,
our results also show that the single qubit and two-qubit systems behave differently for the
emergence of quantum Darwinism, and hence the scrambling, while their relationship is
the same as the above conclusion.

Figure 1. The relationship between information scrambling and quantum Darwinism.

2. Preliminaries
2.1. Model

In this section, we consider a collision model, which consists of a system S and an
environment E. The environment consists of a collection of N non-interacting environment
ancillas (E1, E2, . . . , EN), which can be considered as a many-body system. We consider two
scenarios where the system S contains a single qubit (Figure 2a) and two qubits (Figure 2b),
respectively. For the single qubit system, the Hamiltonian is given by

H1
S =

1
2

σz (1)

with Pauli operator σz (we set h̄ = 1). For the two-qubit system, the Hamiltonian is

H2
S = HS1 + HS2 + HS1,S2 , (2)

where HSi = 1
2 σz (i = 1, 2) is the free Hamiltonian of Si, and HS1,S2 is the interaction

Hamiltonian between S1 and S2. We take HS1,S2 as

HS1,S2 = ε(σx ⊗ σx + σy ⊗ σy) (3)

with coupling strength ε. We assume that each ancilla of the environment is a qubit, and its
Hamiltonian is given by HEk =

1
2 σz.
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Figure 2. Schematics of the collision model. The system S is coupled to an environment E composed
of a collection of environment ancillas (E1, E2, . . . , EN). (a) S is a single qubit. (b) S is composed of
two interacting qubits S1 and S2. In both cases, the ancilla E1 is initially entangled with S, and the
remaining ancillas Ek(k ≥ 2) are initialized in the same state |ηk〉. The system S interacts sequentially
with the ancillas E1, E2, . . . , EN .

Initially, the information of the system is locally encoded in the environment by
entangling the system and the first ancilla E1 in the environment. Specifically, we set the
initial state of the system and environmental ancillas to be:

|ψ0〉 = |φSE1〉
N⊗

k=2

|ηk〉, (4)

where |φSE1〉 is an entangled state between the system and ancilla E1, and |ηk〉 is the initial
state of the kth (k ≥ 2) ancilla Ek. The evolution of the whole system is described in terms
of pairwise short interactions between S and each environment ancilla: S first collides with
E1; then, S collides with E2, and so on. In this way, at each step, S collides with a fresh
ancilla. A schematic sketch of the collision model is given in Figure 2.

We consider the general Heisenberg interaction between the system and environment
ancilla. For the single qubit system, the system–ancilla interaction Hamiltonian is given by

H1
S,Ek

= ∑
j=x,y,z

Jj(σ
j
S ⊗ σ

j
Ek
) (5)

with coupling strength Jj (j = x, y, z). For the two-qubit system, the system–ancilla
interaction Hamiltonian is given by

H2
S,Ek

= ∑
j=x,y,z

Jj(σ
j
S1
⊗ σ

j
Ek

+ σ
j
S2
⊗ σ

j
Ek
). (6)

For the single qubit system, the interaction between the system S and ancilla Ek in any kth
step is realized by the application of the unitary operation

U1
S,Ek

= exp [−i(H1
0 + H1

SEk
)t], (7)

where H1
0 = H1

S + HEk , and t stands for the interaction time, i.e., the duration of each
collision. Similarly, for the two-qubit system, the interaction between the system S and
ancilla Ek in any kth step is realized by

U2
S,Ek

= exp [−i(H2
0 + H2

SEk
)t] (8)

with H2
0 = H2

S + HEk . Thus, for the single qubit system, the initial joint syste-m-environment
state ρ1

0, after N steps, evolves into

ρ1
N = U1

{N}ρ
1
0U1†
{N} (9)
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with U1
{N} = U1

S,EN
U1

S,EN−1
. . . U1

S,E2
U1

S,E1
. Similarly, for the two-qubit system, the initial

joint system–environment state ρ2
0, after N steps, evolves into

ρ2
N = U2

{N}ρ
2
0U2†
{N} (10)

with U2
{N} = U2

S,EN
U2

S,EN−1
. . . U2

S,E2
U2

S,E1
.

2.2. Information Scrambling

For the CM we considered in Figure 2, at the initial time, the system information
is locally encoded in the environment through S − E1 entanglement, and then this in-
formation might be scrambled as the system interacts sequentially with environmental
ancillas. Here, we employ the tripartite mutual information as a quantifier of information
scrambling [41,49–51]. As shown in Figure 3, we divide the whole environment E into
three nonoverlapping subsystems B, C, D, whose sizes (the numbers of the ancillas) are,
respectively, given by 1, l, and N − l − 1. The tripartite mutual information among three
subsystems S, B, and C is defined as

I3(S : B : C) = I(S : B) + I(S : C)− I(S : BC). (11)

Here, I(S : X) is the quantum mutual information between S and X (X = B, C, BC), which
quantifies the correlations between two subsystems of a composite system. I(S : X) is
defined by

I(S : X) = HS + HX − HSX , (12)

where HY = −Tr[ρY ln ρY] is the von Neumann entropy for the reduced state ρY of subsys-
tem Y. From an information-theoretic point of view, TMI quantifies how the total (quantum
and classical) information is shared among the subsystems A, B, and C. Unlike mutual in-
formation, TMI has no definite sign. TMI is negative when I(S : B) + I(S : C) < I(S : BC),
which implies that information about S stored in composite BC is larger than the sum of the
amounts of information that B and C have individually. In this case, the information about
S is nonlocally stored in B and C such that measurements on B and C alone are not able to
reconstruct S. When TMI is non-negative at some time, the information at this moment is
localized, while at some time when TMI is negative, the information is delocalized. If TMI
is non-negative at the beginning and becomes negative as time evolves, the information
is gradually delocalized, namely, information scrambling occurs. It is noted that for a
given l, there are many partitions of environment when dividing the whole environment E
into three nonoverlapping subsystems B, C, D. Therefore, we compute the averaged TMI
Ī3(S : B : C) defined as the averaging over all possible partitions of E for a given l.

Figure 3. The whole environment E is divided into three nonoverlapping subsystems B, C, D, whose
sizes (the numbers of the ancillas) are, respectively, given by 1, l, and N − l − 1.

2.3. Quantum Darwinism

In quantum Darwinism, the signature of objectivity is described by the quantum
mutual information between the system S and a fragment of the environment E. Any indi-
vidual environment fragment Ff ⊆ E contains f N individual subsystems if E is compoesd
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of N individual quantum systems. Here, f ∈ [0, 1] is the fraction of E contained in Ff .
According to Equation (12), the mutual information between S and Ff is

I(S : Ff ) = HS + HFf − HSFf , (13)

where HS, HFf , and HSFf are the von-Neumann entropies of S, Ff , and S + Ff , respectively.
Since there are many fragments of a given size f , the averaged mutual information Ī(S : Ff )
is defined by the average of I(S : Ff ) over all possible fragments Ff . The emergence
of redundant information is encoded throughout the environment, and therefore, the
quantum Darwinism is detected by the existence of the smallest fragment size fδ such that
Ī(S : Ffδ

) ≥ (1− δ)HS, i.e., when the smallest fragment Ffδ
contains roughly all (but δ) the

information of the system state. Here, the information deficit, δ ∈ (0, 1), is the information
that observers are prepared to forgo. In a plot of Ī(S : Ff ) versus fragment size f , such
redundancy features are characterized by a rapid rise of Ī at relatively small f , followed
by a long “classical plateau” (see line (a) in Figure 4). In the plateau region, as fragment
size f increases, Ff provides roughly the same information about the system. Ī increases to
2HS only when the fragment encompasses the whole environment, i.e., f = 1. Moreover,
the curve ( Ī vs. f ) can take two other basic shapes [14,15]: the linear profile (see line (b)
in Figure 4) corresponds to the behavior of an “independent” environment, where each
subenvironment provides unique and independent information about S; the S-shaped
profile corresponds to the behavior of an “encoding” environment (see line (c) in Figure 4),
where information about S is encoded in multiple subenvironments, and to learn about
the system, one requires access to at least half of the environment. For a pure state of the
whole system and environment, the curve ( Ī vs. f ) is always antisymmetric with respect to
Ī = HS at f = 0.5 [15].

Figure 4. Ī(S : Ff ) as a function of f . Line (a) corresponds to the redundancy of Darwinism, where
a small fraction fδ of E contains almost all (but δ) of the information about S. The linear profile (b)
shows the behavior of an “independent” environment. Line (c) shows an “encoding” environment or
an antiredundancy, i.e., Ī(S : Ff ) takes on an S-shaped profile.

3. Results

In this section, we present our numerical results based on the above CM. We are inter-
ested in whether or not the system information initially locally encoded in an environment
is scrambled as time evolves, whether or not such dynamics can induce the emergence of
quantum Darwinism, as well as the relationship between these two phenomena. Different
choices of Jj in Equations (5) and (6) create different system–environment interactions. We
will consider two types of system–environment interactions, the pure dephasing interaction
and exchange interaction, for both the single qubit and two-qubit systems, repectively.
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3.1. Dephasing Channel

Now, we consider the pure dephasing channel, i.e., Jx = Jy = 0 and Jz = J. For the
single qubit system, the initial entangled state |φSE1〉 between the system and ancilla E1 is
supposed to be prepared in

|φSE1〉 = (|−〉S ⊗ |+〉E1 + |+〉S ⊗ |−〉E1)/
√

2 (14)

with |±〉S(E1)
= (|0〉 ± |1〉)/

√
2. All the ancillas Ek (k ≥ 2) are initially prepared in the

identical state |ηk〉 = (|0〉+ |1〉)/
√

2.
In Figure 5a,b, we show the normalized mutual information Ī/HS versus time t and

environment fraction f N. In Figure 5c,d, we plot the corresponding averaged Ī3(S : B : C)
as a function of t, respectively. It can be seen from Figure 5a,b that as t increases from 0, the
redundancy plateau begins to emerge, and it becomes more and more pronounced with
the increase of t. Then, this clear signature of objectivity is gradually lost and emerges
periodically as t increases further. Interestingly, we find that as time evolves, the dynamics
behavior of Ī/HS is closely related to that of Ī3. From Figure 5c,d, it can be seen that Ī3
is positive, and it experiences successive increasing and decreasing behaviors with the
increase of t. Specifically, by comparing Figure 5a,c, or Figure 5b,d, it is clear that as Ī3
increases, the redundancy plateau becomes more and more pronounced and vice versa. To
clearly show the relationship between them, in Figure 6, we plot Ī/HS as a function of f N
at some instants of time corresponding to different values of Ī3. From Figure 6, we find that:
when Ī/HS is approximately a linear function of f N, which indicates an “independent”
environment, the corresponding Ī3 ≈ 0 (black, circles line); when Ī3 increases from 0, the
Darwinistic behavior begins to appear, and it becomes more and more pronounced as Ī3
increases further (e.g., Ī3 = 0.3746, 0.7740); when Ī3 = 0.9994, a perfect redundant encoding
is observed (blue, diamond line) in the sense that even a single ancilla is sufficient to give
all the information about S, i.e., quantum Darwinism emerges perfectly.

(a)
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31 22 103
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Figure 5. Normalized mutual information Ī/HS and averaged TMI Ī3 for the pure dephasing system–
environment interaction in the case of a single qubit system. Upper panel: Ī/HS vs. f N and t. Lower
panel: Ī3(S : B : C) as a function of t. (a,c) N = 5. (b,d) N = 6. We set J = 1 and l = 2. Ī/HS is
plotted by averaging over 1000 possible environment fragments for the same f , and Ī3 is plotted by
averaging over 1000 possible environment partitions, respectively.
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Figure 6. Normalized mutual information Ī/HS as a function of f N at different t. The red (squares),
green (triangles), blue (diamonds), and black (circles) lines correspond to t = 0.3, 0.5, 0.8, and 1.59,
respectively. All the parameters are the same as those in Figure 5b.

Physically, the above phenomenon can be understood as follows. Consider a gen-
eral model beyond CM, which is composed of a quantum system S interacting with an
environment E consisting of a collection of N ancillas (E1, E2, . . . , EN). Here, we do not
have any restrictions on the system-environment dynamics. For this general model, we
consider the following two cases separately. First, we consider a situation in which the
mutual information I(S : Ff ) is a linear function of fragment size f , namely, it exhibits a
linear profile like line (b) in Figure 4. In this case, we can easily prove that it is related to
zero TMI. Specifically, the linear relationship between I(S : Ff ) and f means that I(S : Ff )
is proportional to the number of ancillas contained in Ff , i.e.,

I(S : Ff ) = k · f N,

where k is a constant. According to Equation (11), we have

I3(S : B : C) = I(S : B) + I(S : C)− I(S : BC)

= k · 1 + k · l − k · (1 + l)

= 0,

which is independent of the choice of l. Then, we consider the case I3(S : B : C) > 0.
Positive TMI indicates that more information about the system S is shared among individual
environmental ancillas. As positive TMI increases, more and more system information
will be shared. Therefore, the measurement on a small fraction of the environment can
have access to almost the same amount of information about the system, leading to the
emergence of quantum Darwinism. Assume that in this general model, at the initial time,
the joint system–environment state takes the form

|Ψ0〉 = |φSE1〉 ⊗ |η2
0〉 ⊗ |η3

0〉 ⊗ . . . |ηN
0 〉. (15)

Here, |φSE1〉 is an entangled state between the system and ancilla E1, and |η j
0〉

(j = 2, . . . , N) is the initial state of Ej, respectively. Depending on different system–
environment dynamics, the joint system–environment state after the evolution is also
different. We consider a situation where the composite system, after time t, evolves into
the state,

|Ψt〉 = ∑
k

αk|φk〉 ⊗ |η1
k 〉 ⊗ |η2

k 〉 ⊗ . . . |ηN
k 〉, (16)
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where |φk〉 is the pointer states of the system, and {|η j
k〉} is the eigenbasis of the ancilla Ej.

We first consider the TMI among the S, B, and C. In terms of Equation (16), tracing out all
the environmental ancillas, we obtain the reduced density matrix of the system S

ρS = ∑
k
|αk|2|φk〉〈φk|. (17)

Similarly, we can obtain
ρB(C) = ∑

k
|αk|2|ϕB(C)

k 〉〈ϕB(C)
k |, (18)

ρSB(SC) = ∑
k
|αk|2|φk〉〈φk| ⊗ |ϕB(C)

k 〉〈ϕB(C)
k |, (19)

where ϕB
k := ⊗j∈B|η j

k〉 and ϕC
k := ⊗j∈C|η j

k〉. Using the definition of Equation (11), we have

I3(S : B : C) = −∑
k
|αk|2 log2 pk > 0. (20)

Meanwhile, according to Equation (13), the mutual information between S and B(C) can be
obtained as

I(S : B) = I(S : C) = H(S) = −∑
k
|αk|2 log2 |αk|2, (21)

which is independent of l. This means that for the joint system and environment state of
Equation (16), one can acquire information about the system through the measurement on
any size of the fraction of the environment. In other words, the state of Equation (16) is
an example of perfect quantum Darwinism in the sense that even a single environmental
ancilla is sufficient to access all the information about S. Therefore, positive TMI is related
to the emergence of Darwinism.

For the two-qubit system, the initial entangled state |φSE1〉 between the system and
ancilla E1 is supposed to be prepared in

(| −+〉S ⊗ |−〉E1 + |+−〉S ⊗ |+〉E1)/
√

2, (22)

and all the ancillas Ek (k ≥ 2) are initially prepared in the identical state |ηk〉 = (|0〉 +
|1〉)/

√
2. Figure 7a,b shows the normalized mutual information Ī/HS as a function of t and

f N. In this case, its behaviors are qualitatively the same as those of the single qubit system.
We also see that a redundancy plateau emerges periodically with the increase of t. In
Figure 7c,d, we plot Ī3 as a function of t. From these numerical calculations, we again find
that: when Ī/HS varies linearly with f N, the corresponding Ī3 ≈ 0; as Ī3 increases from 0,
the Darwinistic behavior gradually emerges, and it becomes more and more pronounced
as Ī3 increases further and vice versa.

Until now, we have only considered the environment E consisting of up to N = 6
ancillas. From a numerical calculation, in Figure 8, we show that the above results persist
for a larger environment N = 10 and N = 12. Since the global S + E state is pure, the plots
( Ī/HS vs. f ) are antisymmetric about f = 1/2. In Figure 8, we plot Ī/HS as a function
of f N varying from 0 to N/2. It can be seen that the linear dependence of the mutual
information Ī/HS on the environment fraction f N corresponds to the case where Ī3 ≈ 0.
Additionally, the more pronounced the Darwinistic plateau becomes, the larger the positive
Ī3 is and vice versa, showing that the above results are valid for larger environments.
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Figure 7. Normalized mutual information Ī/HS and averaged TMI Ī3 for the pure dephasing system–
environment interaction in the case of the two-qubit system. Upper panel: Ī/HS vs. f N and t. Lower
panel: Ī3(S : B : C) as a function of t. (a,c) N = 4. (b,d) N = 5. We set ε = 1, and the remaining
parameters are the same as those in Figure 5.
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Figure 8. Normalized mutual information Ī/HS as a function of f N for the pure dephasing system–
environment interaction. Upper panel: single qubit system with the same parameters except N as in
Figure 5. Lower panel: two-qubit system with the same parameters except N as in Figure 7. The red
(squares), green (triangles), and black (circles) lines correspond to t = 0.046, 0.80, and 1.20, respectively.
(a,c) N = 10. (b,d) N = 12.

3.2. Exchange Interaction

Now, we turn our attention to the exchange interaction, i.e., Jx = Jy = J and Jz = 0.
First, we consider the single qubit system. The initial entangled state |φSE1〉 between the
system and ancilla E1 is initially prepared in the same state as Equation (14) in Section 3.1,
and all the ancillas Ek (k ≥ 2) are initially prepared in the identical state |ηk〉 = |0〉. In
Figure 9a,b, we show the normalized mutual information Ī/HS as a function of f N and t. In
this case, there is no perfect redundant encoding compared with that of the pure dephasing
interaction. Nonetheless, the key features of quantum Darwinism still persist, i.e., a less
manifest redundancy plateau appears at some specific time. In Figure 9c,d, we plot Ī3 as a
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function of t. It can be seen from Figure 9c,d that although Ī3 is positive, it is much smaller
compared with that in Figure 5c,d for all times. This indicates that less information about
the system S is shared among individual environment ancillas. Thus, the measurement
on a small fraction of the environment can only have access to less information about the
system. This is why the redundancy plateau is less manifest in this case. Thus, again, the
result is consistent with the conclusion in Section 3.1.
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Figure 9. Normalized mutual information Ī/HS and averaged TMI Ī3 for the exchange system–
environment interaction in the case of a single qubit system. Upper panel: Ī/HS vs. f N and t. Lower
panel: Ī3(S : B : C) as a function of t. (a,c) N = 5. (b,d) N = 6. The remaining parameters are the
same as those in Figure 5.

Now, we consider the two-qubit system. The initial entangled state |φSE1〉 between
the system and ancilla E1 is prepared in the same state as Equation (22) in Section 3.1, and
all the ancillas Ek (k ≥ 2) are initially prepared in the identical state |ηk〉 = |0〉. Figure 10a,b
shows the normalized mutual information Ī/HS as a function of t and f N. Different from
the single qubit system, it can be seen that there is no redundant encoding of system
information and the feature of quantum Darwinism is completely lost. Additionally, at
some time, Ī/HS takes on an S-shaped profile, indicating an “encoding” environment
(like line (c) in Figure 4) or an antiredundancy, i.e., information about S is encoded in
the multiple environmental ancillas, and to learn about the system, one requires access
to at least half of the environmental ancillas. Interestingly, we find that this “encoding”
environment behavior is associated with the scrambling of information. From Figure 10c,d,
it can be seen that Ī3 becomes negative, indicating the scrambling or delocalization of
quantum information.

In Figure 11, we plot the normalized mutual information Ī/HS as a function of f N at
some instants of time corresponding to different values of Ī3. It can be seen from Figure 11
that when Ī/HS varies linearly with f N, the corresponding Ī3 ≈ 0 (cf. the black (circle)
line in Figure 11). When Ī3 < 0 (i.e., scrambling occurs), an “encoding” environment
appears, where Ī/HS takes on an S-shaped profile. The larger the absolute value of the
negative Ī3, the more pronounced the S-shaped profile of the curve (cf. the red (square)
and green (triangle) lines in Figure 11). This is because a negative Ī3 with a larger absolute
value means that more information about the system S is nonlocally stored in the joint
environment fraction BC and cannot be detected by local measurement just on B or C.
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Figure 10. Normalized mutual information Ī/HS and averaged TMI Ī3 for the exchange system–
environment interaction in the case of the two-qubit system. Upper panel: Ī/HS vs. f N and t. Lower
panel: Ī3(S : B : C) as a function of t. (a,c) N = 4. (b,d) N = 5. The remaining parameters are the
same as those in Figure 7.
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Figure 11. Normalized mutual information Ī/HS as a function of f N at different t for the exchange
system–environment interaction. The black (circles), red (squares), and green (triangles) lines corre-
spond to t = 0.59, 0.70, and 0.80, respectively. All parameters are the same as those in Figure 10a.

In order to better understand the above phenomenon, we consider again the general
model (mentioned in Section 3.1). We suppose that the joint system–environment state
is initially the same as Equation (15), and after time t, the whole state of the system and
environment evolves into

|Φt〉 = ∑
k

αk|φk〉 ⊗ |ξk〉, (23)

where |ξk〉 are many-body entangled states of the environment. In this case, due to the
presence of entanglement between the environmental ancillas, information about the system
is shared among the joint environment ancillas rather than among the individual ancillas.
Hence, any measurement on a small fraction of the environment may not obtain enough
information about the system. Specifically, we assume that the system S is a qubit and the
environment is composed of N qubits for which the evolved state |Φt〉 is supposed to be

|Φt〉 = |0〉 ⊗ |D(2)
N 〉+ |1〉 ⊗ |D

(1)
N 〉, (24)
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where environmental state |D(d)
N 〉 is an N-qubit Dicke state with d excitations, defined as

|D(d)
N 〉 =

(
N
d

)−1/2

∑
i

Pi{|1〉⊗d|0〉⊗(N−d)}, (25)

where ∑
i

Pi{·} denotes the sum over all possible permutations. For the state of Equation (24),

we first calculate the TMI between the S, B, and C and obtain I3(S : B : C) < 0, which is
independent of the choice of l. This negative TMI implies that initially localized system
information is scrambled in the environment. Then, from Equation (24), in Figure 12, we
plot normalized mutual information Ī/HS as a function of environment fractions f N for
different environment sizes N = 5, N = 6, and N = 7. It can be seen that Ī/HS takes on
an S-shaped profile, indicating an “encoding” environment. Therefore, negative TMI is
related to an “encoding” environment.
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1.5

2

Figure 12. Normalized mutual information Ī/HS as a function of f N for different N. The plotted
curves are the results of averaging over 1000 possible environment fragments with the same f .

Now, we consider the above results for a larger environment with N = 10 and N = 12.
In Figure 13, we plot Ī as a function of f N for different t, where f N varies from 0 to N/2.
For the single qubit system in Figure 13a,b, we can see the redundant features of Darwinism
corresponding to positive TMI, which means that information scrambling does not occur.
As the positive Ī3 increases, redundant features of Darwinism become more and more
pronounced. For the two-qubit system in Figure 13c,d, we see the behavior of an “encoding”
environment, and it is related to the negative TMI. The curve with a more pronounced
S-shaped profile coincides with the negative Ī3 with a larger absolute value.

Moreover, for the numerical results in this section, we emphasize the following:

(i) In the case of a single qubit system, the initial system–environment entangled state
that we choose in Equation (14) is just one of the Bell states, namely, (|0〉S ⊗ |0〉E −
|1〉S ⊗ |1〉E)/

√
2. The above results are valid when it is replaced by any of the other

three orthogonal entangled Bell states.
(ii) In the case of a two-qubit system, from our numerical calculations, we find that our

above conclusions are valid when the initial entangled state |φSE1〉 that we choose
(see Equation (22)) is replaced by the GHZ state or W state.

(iii) In the case of a two-qubit system, our results in this section are valid when the
interaction Hamiltonian between S1 and S2, namely, Equation (3), is replaced by
HS1,S2 = ε(σx ⊗ σx + σy ⊗ σy + σz ⊗ σz).

(iv) As previously mentioned, to compute TMI, we divide the whole environment E into
three nonoverlapping subsystems B, C, D, whose sizes (the number of the ancillas) are,
respectively, given by 1, l, and N − l − 1. Although our above numerical calculation
for Ī3(S : B : C) is in terms of l = 2, from numerical calculation, we find that all the
above results are independent of l.
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(v) For the system–environment interactions besides Equations (5) and (6), we also con-
sider the isotropic Heisenberg interaction (i.e., Jx = Jy = Jz = 1) and anisotropic
Heisenberg interaction (i.e., Jx = Jy = 1 and Jz = 4 ∈ (0, 1)), respectively. For
these two interactions, the corresponding results are qualitatively the same as those
obtained from the exchange interaction.
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Figure 13. Normalized mutual information Ī/HS as a function of f N for the exchange system–
environment interaction. Upper panel: single qubit system with the same parameters except N as
in Figure 9. Lower panel: two-qubit system with the same parameters except N as in Figure 10.
The black (circles), red (squares), and green (triangles) lines correspond to t = 0.26, 0.50, and 0.80,
respectively. (a,c) N = 10. (b,d) N = 12.

For the above results in this paper, the key to the emergence of quantum Darwinism is
the particular structure of the joint system–environment state, with a branching structure
produced by the decoherence process. Each branch is perfectly correlated with a particular
pointer state of the system. The subenvironments are not entangled with each other,
only correlated via the system. The state of system is thus redundantly encoded in the
environment itself. Different from this, when scrambling takes place, the initially localized
information becomes more and more non-local and inaccessible. In this case, it will typically
lead to entanglement between the subenvironments, which decreases their information
storage capacity. In other words, even though the environment as a whole may still contain
a redundant imprint of the state of the system, one can become inaccessible to system
information only through local measurements on its small environment fragment. This is
why when scrambling occurs, we do not see the Darwinistic behavior but an “encoding”
environment. Quantum Darwinism and “encoding” environment behaviors are distinct
ways of many-body quantum information spreading [55]. Through the TMI, we can
determine whether system information is encoding redundantly in the environment, which
contributes to our understanding of quantum Darwinism.

4. Conclusions

How the macroscopic classical world emerges from the framework of quantum me-
chanics has always been a topic of fundamental interest. Quantum Darwinism provides an
explanation of classical objectivity from the quantum formalism, which not only regards
the environment as the cause of decoherence, but also as the carrier of information about
the system. The environment selects and proliferates the information of the system so
that many observers can obtain the same information of the system. While information
scrambling is a recent hot topic in the study of quantum many-body systems, in a process
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of information scrambling, initially localized information gets encoded into the global en-
tanglement among the entire system and hence becomes inaccessible by local measurement.
It seems that quantum Darwinism and information scrambling are two different research
topics and have no connections. In this paper, from a new perspective and by consider-
ing the environment, is a multipartite system where we have explored the relationship
between quantum Darwinism and information scrambling in the environment. The key
ingredient for both quantum Darwinism and information scrambling is the information:
quantum Darwinism is about the proliferation or redundant records of the information
of a quantum system in the environment, while information scrambling is about how the
initial local information becomes delocalized. The mutual information between the system
and a subset environment has been widely used in the study of quantum Darwinism.
In order to describe both quantum Darwinism and information scrambling in a unified
framework, we have used TMI, which, besides OTOC, is also widely used as a probe of in-
formation scrambling. Based on a collision model, we mainly address the relation between
the emergence of quantum Darwinism and information scrambling in the environment.
We consider a system (one or two qubits) interacting with an ensemble of environment
ancillas through two types of system–ancilla interactions, specifically, the pure dephasing
interaction and exchange interaction. We find that, for both single qubit and two-qubit
systems and both system–ancilla interactions, when the mutual information between the
system and environmental fragment exhibits a linear increase with an increasing fragment
size, TMI is zero, which can be proved in a general scenario beyond the collision model. In
the case of the pure dephasing interaction for both one qubit and two-qubit systems, as TMI
increases from zero, the Darwinistic behavior begins to emerge, and the larger the value of
TMI, the more pronounced the Darwinistic behavior becomes. In the case of the exchange
interaction, we find that the single qubit and two-qubit systems behave differently for the
emergence of quantum Darwinism and scrambling. For the single qubit system, although
no perfect redundant encoding appeared, the key features of quantum Darwinism still exist.
Additionally, this behavior coincides with relatively small but positive TMI. However, for
the two-qubit system, the “encoding” environment appears, and there is no redundant
encoding of the system information; at the same time, TMI is negative, which means the
information scrambling emerges. This can be explained as follows. When the TMI is
negative, the system information is predominantly nonlocally shared among the environ-
ment ancillas, such that local measurement just on a small fraction of the environment
cannot acquire the information of the system, leading to the loss of the quantum Darwinism
feature. In contrast, when TMI is positive, more information is shared among individual
environment subsystems. Thus, a measurement on a small fraction of the environment
can have access to almost the same amount of information about the system, leading to
the emergence of quantum Darwinism. Finally. we believe our work might shed some
light on the mechanism of quantum Darwinism and stimulate more involved works in
this direction.
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Abstract: In this article, we introduce a quasiprobability distribution of work that is based on the
Wigner function. This proposal rests on the idea that the work conducted on an isolated system
can be coherently measured by coupling the system to a quantum measurement apparatus. In this
way, a quasiprobability distribution of work can be defined in terms of the Wigner function of the
apparatus. This quasidistribution contains the information of the work statistics and also holds a
clear operational definition that can be directly measured in a real experiment. Moreover, it is shown
that the presence of quantum coherence in the energy eigenbasis is related with the appearance of
features related to non-classicality in the Wigner function such as negativity and interference fringes.
On the other hand, from this quasiprobability distribution, it is straightforward to obtain the standard
two-point measurement probability distribution of work and also the difference in average energy
for initial states with coherences.

Keywords: quantum thermodynamics; work statistics; quantum coherence

1. Introduction

The notion of work is one of the most basic and fundamental concepts in physics,
particularly in thermodynamics. During the last decades, several attempts have been made
to obtain the work statistics for non-equilibrium thermodynamic transformations in the
quantum regime. These definitions were motivated by the idea of extending classical fluc-
tuation theorems [1–5] to quantum operations. In order to describe the thermodynamics of
general non-equilibrium quantum processes, it is necessary to provide a general definition
of work valid for any quantum system and process. However, this task presents serious
difficulties. This is due to the fact that many concepts belonging to the classical definition of
work cannot be directly translated to quantum mechanics. For example, the basic definition
of the work that a force performs on a particle along a trajectory cannot be used in quantum
mechanics because of the lack of a ubiquitous meaning of trajectories in the theory, although
recently a definition of quantum work was made by considering Bohmian trajectories [6].
A great advancement came in the area with the definition of the two-point measurement
protocol (TPM) to define work in driven isolated quantum systems [3,4,7–9]. This definition
is based on the simple observation that, for an isolated system, work is a random variable
associated to the difference in energy along the process. Thus, in order to determine this
random value. one should make an energy measurement at the beginning and another at
the end of the process. This definition is not only straightforward in an operational sense,
but it also recovers the results of the fluctuation theorems for quantum systems [3–5,7,8,10]
and was verified experimentally in different platforms [11–16].

However, there is a caveat with the TPM when one considers initial states that have
coherences in the energy basis. This is because the first energy measurement destroys these
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coherences, and therefore the TPM scheme is insensitive to quantum coherence between
different energy subspaces. This leads to undesirable consequences, for instance, related
with the fact that the average work performed in the process is different from the change
in the average energy of the system. Moreover, it has been shown that it is impossible
to define a probability distribution of work that satisfies at the same time the fluctuation
theorems and whose mean value of work equals the average energy change for states with
coherences [17]. This has led the community to consider different approaches to generalize
the work distribution [6,18–20], including some proposals for quasiprobability distributions
of work [21–32].

In this article, we propose a distribution based on the Wigner function. This definition
relies on the fact that the work probability distribution can also be coherently measured by
coupling the system to a quantum apparatus and making a single measurement over the
apparatus, i.e., a single-measurement protocol (SM) [13,33,34]. In this way, the final state of
the apparatus contains the information about the work distribution and one can define a
quasiprobability distribution [35]. This approach provides a clear operational definition
with an immediate experimental implementation. In addition, the Wigner function is
represented using coordinates that have an intuitive interpretation in terms of time and
energy associated with the work. Moreover, it can be shown that the presence of quantum
coherence is related with the appearance of features related to non-classicality in the Wigner
function, such as negativity and interference fringes. On the other hand, for coherence-
free states, this definition agrees with the standard two-point measurement probability
distribution of work.

The paper is organized as follows. In Section 2, we briefly discuss the two-point
measurement scheme and the single-measurement protocol. In Section 3, we introduce
the quasiprobability distribution of work based on the Wigner function, showing how it
works for initial states of the system with and without coherence. In Section 4, we discuss
experimental implementations, and we end with discussions and conclusion in Section 5.

2. Work Statistics

We are interested in the work distribution for isolated quantum systems that are
subjected to an external driving. In this way, the external work can be associated to the
energy change of the system. The typical scenario consists of a system S that starts in a
given initial state, ρS , and is subjected to an external driving, represented by a unitary
evolution U . The driving is such that it changes the Hamiltonian from an initial H to a final
one H̃, such that

H = ∑
n

EnΠn, H̃ = ∑
m

ẼmΠ̃m, (1)

where Πn (Π̃m) are the projectors on each energy subspace of the initial (final) Hamiltonian.
In this case, what we know is that the average change of energy in the system is

∆E = tr
[

H̃ U ρS U †
]
− tr[H ρS ], (2)

where U ρS U † is the final state after the driving. Clearly, it would be desirable that the
average work obtained from the corresponding probability distribution equals this average
energy change. This requisite is equivalent to asking that the first law of thermodynamics
for mean values is satisfied for an isolated system. However, it can be shown that, if one
imposes that the statistics of work is consistent with the standard fluctuation theorems, the
distribution of work should be defined by the two-point measurement protocol [3,4,7,8]. In
this case, although the resulting work average coincides with the mean energy difference
for initial stationary states (i.e., diagonal in the initial energy eigenbasis), it is different for
initial states with coherences.
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2.1. The Two-Point Measurement Protocol

The two-point measurement protocol allows us to define a probability distribution of
work consistent with fluctuation theorems. In order to do so, one should define a stochastic
work value for each realization of the given driving protocol. This is conducted in terms
of the difference of two energy values that are obtained by making two projective energy
measurements: one at the beginning, and the other one at the end of the driving. In this
way, the corresponding probability distribution can be written as

PTPM(w) = ∑
n,m

pn pm|n δ
(
w− (Ẽm − En)

)
, (3)

where pn is the probability of obtain En in the first energy measurement, and pm|n is
the conditional probability of obtaining Ẽm at the end given that En was obtained at the
beginning. Therefore, if the initial state is already diagonal in the energy eigenbasis, the
first measurement does not modify the state, and it is straightforward to verify that the
mean value of work equals the average energy difference. Indeed, from (3), we have that,
in general, the mean value of work is

〈w〉 =
∫

dw PTPM(w) w = ∑
n,m

pn pm|n
(
Ẽm − En

)

= ∑
n,m

tr
[
Π̃m U Πn ρS Πn U †

](
Ẽm − En

)

= tr
[

H̃ U ρ̄S U †
]
− tr[H ρ̄S ], (4)

where ρ̄S = ∑n ΠnρSΠn is the dephased initial state. This state is obtained by removing
all the coherences between different energy subspaces of the initial Hamiltonian, and it is
equivalent to the state resulting the following asymptotic temporal average

ρ̄S = lim
T→∞

1
T

∫ T/2

−T/2
dτ e−

i
h̄ HτρS e

i
h̄ Hτ . (5)

Therefore, unless the initial state is diagonal in the basis of the initial Hamiltonian, the work
average given by the TPM is different from the difference of average energy of the system.
In fact, if the initial state is diagonal in this basis, then ρS can be interpreted as a ‘classical’
probability distribution over the different energies. In that case, the first measurement is
not invasive, in the sense that it only ‘reveals’ the value of the energy in each realization of
the experiment. On the other hand, for an initial state with coherences, the initial energy is
not well defined and this interpretation is not straightforward.

2.2. The Single-Measurement Protocol

Another method for assessing the work probability distribution was introduced in [33].
The method is based on the idea that the work measurement can be described in terms of a
generalized measurement (POVM). That is, by coupling the system to an ancilla, which is
finally subjected to a ‘single measurement’ (SM). In this way, it can be shown that one can
obtain the same probability distribution provided the ancilla is properly initialized.

Let us now describe briefly the general method that is summarized in the circuit of
Figure 1. Initially, the system is in the state ρS and there is an auxiliary system (ancilla) A
whose state is described terms of a continuous degree of freedom. In the ancilla’s space, one
can consider two canonically conjugated operators,WA and TA, such that [WA, TA] = ih̄.
Thus, the evolution contains two coherent interactions between S and A: one before,
eiH⊗TA/h̄, and another, e−iH̃⊗TA/h̄, at the end of the driving. Each interaction can be viewed
either as a coherent translation in the variable w of the ancilla in an amount that depends on
the energy of the system or, conversely, as a coherent time-translation (free evolution) of the
system whose time interval is proportional to the variable τ of the ancilla. Therefore, one
can immediately associate the variables w and τ to energy (work) and time, respectively.
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This analogy between the variables of the ancilla with work and time will become clearer
after analyzing some examples of our proposed distribution.

Figure 1. Circuit that describes the single-measurement protocol from which the work probability
distribution can be obtained.

Following the protocol of the circuit, if the initial state of A is ρA, then at time t f after
both interactions with the system, its reduced state is

ρA(t f ) = ∑
n,n′ ,m

tr
[
Π̃mUΠnρSΠn′U †

]

×e−iwnmTA/h̄ρAeiwn′mTA/h̄, (6)

where wnm = Ẽm − En are the different work values. The SM protocol finishes by perform-
ing a projective measurement of the observableWA. In this case, for highly localized initial
pure states ofA, the resulting probability distribution is equivalent to the work distribution
of the TPM protocol [33]. Notably, within this formulation, one can associate work to an
observable that is acting over the ancillary system. Of course, work is not an observable
acting on the system’s space [4].

It is important to stress at this point that the entangling interaction between system
and apparatus establishes a coherent record of the different values of work. Therefore, the
reduced state of the ancilla contains information not only about the probability distribution
given by the TPM, but also about the initial state of the system. At the end, the type of
measurement that is conducted over the ancilla determines which information is extracted
from the protocol. It is also interesting to note that this type of interaction appears in a very
related task: the work extraction from a quantum system. This can be modeled by adding
an interaction between the system and an auxiliary system that acts as a battery in which
work is stored [36–38]. In general, the battery can be thought of as a continuous variable
system, an ideal weight, with a Hamiltonian like the operatorWA. The work extraction
process consists on some unitary evolution on the joint system (where the driving on the
system is included) that can change the system Hamiltonian from H to H̃. The extracted
work, in this way, is stored in the battery. There are a few conditions that should be imposed
in this framework in order to ensure that the weight does not provide any thermodynamical
resource to the work extraction process [37], one of them is of course energy conservation.
It has been shown in [37] that the unitary operations that satisfy these conditions are of
the form eiH⊗TA/h̄(U ⊗ IA)e−iH̃⊗TA/h̄ where U is the driving of the system. Therefore, it
is straightforward to see that these are the same operations (up to a sign) used in the SM
protocol for measuring work. Thus, there is also a clear operational interpretation of the
state of the ancilla as the state of a battery where work is stored.

3. The Wigner Distribution of Work

In the following, we will define a generalized work distribution. The general idea
is inspired by the SM protocol. As we just mentioned, the state of the ancilla after the
interaction not only holds information about work, but also about the coherences present
in the initial state. In order to extract such information, we will evaluate their Wigner
function [39,40], PW . The Wigner function is a quasiprobability distribution that is used to
represent quantum states in phase space. This is a real-valued function that, unlike their
classical counterparts, can be negative for generic quantum states. This property has been
widely used as an indicator of quantumness in different contexts, for instance in the study
of the quantum-classical transition [41,42].
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In our case, we will define it for the final state of the ancilla and in terms of the
conjugate variables w and τ as

PW(w, τ) =
1

2πh̄

∫ ∞

−∞
dy
〈

w +
y
2

∣∣∣ρA(t f )
∣∣∣w− y

2

〉
e−iτy/h̄

=
1

2πh̄ ∑
n,n′ ,m

tr
[
Π̃mUΠnρSΠn′U †

] ∫ ∞

−∞
dy
〈

w +
y
2
− wnm

∣∣∣ρA
∣∣∣w− y

2
− wn′m

〉
e−iτy/h̄ (7)

This expression is valid for a generic initial state of the ancilla. In order to evaluate
it, we will assume that the initial state of the ancilla is a coherent Gaussian state. This
assumption not only will allow us to easily perform analytical calculations, but is also
an appropriate choice for the description of typical experimental situations. Moreover,
Gaussian states are classical, in the sense that they have a positive Wigner function. This
guarantees that any negativity appearing in the Wigner function of the ancilla comes
exclusively from their interaction with the system. Thus, we consider ρA = |0, σ〉〈0, σ| as a
coherent Gaussian state with zero mean and variance σ2 inWA (and hence zero mean and
variance h̄2

2σ2 in TA). After replacing this in Equation (7) (see Appendix A) and using that
ΠnρSeiτEn/h̄ = ΠneiτH/h̄ρS , we obtain an expression for the quasidistribution of work for
a generic process

PW(w, τ) = ∑
n,n′ ,m

tr
[
Π̃mUΠnρS (−τ)Πn′U †

]

× N
(

w
∣∣∣∣

wnm + wn′m
2

, σ

)
N
(

τ

∣∣∣∣ 0,
h̄√
2σ

)
, (8)

where ρS (−τ) is the state obtained after performing a free evolution of the initial state of
the system for a time −τ, and N (w | µ, σ) is a normal probability density in w with mean µ
and variance σ2 (analogously for τ). The fact that the evolved state of the system appears
in the distribution is a consequence of quantum coherence. If the initial state has quantum
coherence in the energy basis then it is not a steady state, and it will evolve with its free
Hamiltonian; therefore, it becomes important the amount of time τ that passes between the
preparation of the state and the beginning of the work measurement protocol. From this
expression, we can appreciate again the operational interpretation of the variables w and τ
that characterize the state of the ancilla.

In the following, we will introduce some notation that will be useful to simplify
forthcoming expressions. First, let us recall that the distribution PTPM(w) does not take into
account any coherence between the different energy subspaces of H in the initial state ρS .
Therefore, we can associate this probability distribution to the dephased state ρ̄S . It would
then be convenient to define the probability distribution PN (w|σ) that is the convolution of
PTPM(w) with a normal distribution with zero mean and variance σ2

PN (w|σ) =
∫ ∞

−∞
du PTPM(w− u)N (u | 0, σ) (9)

= ∑
n,m

tr
[
Π̃mUΠnρSΠnU †

]
N (w |wnm, σ).

Notice that PN (w|σ) is simply the TPM distribution, Equation (3), with the Dirac deltas
replaced by a normal distribution with the corresponding mean values of work and variance
σ2. Thus, for a highly localized normal distribution, it satisfies PN (w|σ) −−→

σ→0
PTPM(w).

In order to illustrate the effect of initial coherences, let us consider Equation (8), and
split it into diagonal (n = n′) and non-diagonal (n 6= n′) contributions

PW(w, τ) = PN (w|σ)N
(

τ

∣∣∣∣ 0,
h̄√
2σ

)
+ P(c)

W (w, τ). (10)
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The non-diagonal one corresponds to the contribution of the so-called initial coherences
and it is easy to see that

P(c)
W (w, τ) = ∑

n 6=n′ ,m
tr
[
Π̃mUΠnρS (−τ)Πn′U †

]
(11)

× N
(

w
∣∣∣∣

wnm + wn′m
2

, σ

)
N
(

τ

∣∣∣∣ 0,
h̄√
2σ

)
.

3.1. Quasidistribution for Initial Dephased States

When the initial state of the system is diagonal in the energy basis (ΠnρSΠn′ = 0 for
n 6= n′), then P(c)

W (w, τ) = 0 and the Wigner function is just

PW(w, τ) = PN (w|σ)N
(

τ

∣∣∣∣ 0,
h̄√
2σ

)
, (12)

that is, it is proportional to the convoluted TPM distribution for every value of τ. Moreover,
if we calculate the marginal PW(w),

PW(w) =
∫ ∞

−∞
dτ PW(w, τ) = PN (w|σ), (13)

we recover the probability distribution that would be obtained if one measures the observ-
ableWA. This expression reflects a characteristic property of the Wigner function: The
partial integration provides the probability distribution corresponding to the other variable.
Therefore, for initial states without coherences in the initial energy eigenbasis, PW(w) is
exactly PN (w|σ). If, in addition, σ � (wnm − wn′m′), ∀n, n′, m, m′, then we recover the
probability distribution of work given by the TPM protocol.

In Figure 2b, upper panel, we show the distribution PW(w, τ) for a two-level system S
without initial coherences. In the lower panel, we show the marginal of the distribution
in w, PW(w), and compare it with the discrete probabilities associated to the TPM. Notice
that the area under each Gaussian in the marginal is equal to the corresponding probability
in the TPM protocol. We can further see that it effectively reproduces the ideal TPM
distribution. On the other hand, in Figure 2a, we show the distribution of work obtained
for the same system but using an ancilla that has an initial state with a standard deviation
five times smaller. One can easily note that this case is much closer to the ideal projective
measurement regime. In this case, the Wigner function is invariant under translations in τ,
as expected, since the initial state of the system commutes with the initial Hamiltonian. In
Figure 2c, we show the distribution for a standard deviation even bigger than the one in
Figure 2b. As we can see, while the position of the peaks matches the correct work values,
there is a significant overlap between the different Gaussians.

3.2. Effects of Quantum Coherences

Let us now consider a system with initial coherences. From Equation (10), we can
notice that, in this case, the Wigner function also has Gaussian peaks on each work value
wnm, just as it happens for the dephased state. However, there are some additional terms
centered around the average of two work values with different initial energy, (wnm +
wn′m)/2. These terms are the ones that hold the non-trivial dependence on the variable
τ and, as we will see, they can be negative. This can be easily seen from the following
argument. If we look at Equation (10), we can see that

∫ ∞
−∞ dτ dw PW(w, τ) = 1, and, in

addition, also the integral over the phase space of the first term is equal to one, as it is
the Wigner function of the initial dephased state. Therefore, the integral of the second
term must be zero. In order for it to be so, some of the terms in the sum must be negative.
In these terms, besides the global Gaussian modulation, the variable τ appears as a time
evolution of the state.
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The fact that time appears explicitly only for initial states with coherences has a clear
interpretation. If the initial state ρS is diagonal, then it is a steady state of the initial
Hamiltonian, and the state is the same for every instant in time before the driving is applied.
On the other hand, if ρS has coherences, the state evolves due to the free evolution induced
by the initial Hamiltonian. This time, of course, is irrelevant at the moment of performing
the first projecting energy measurement for the TPM distribution. However, it appears in
our approach due to the fact that we are performing coherent operations between system
and ancilla. Notably, one can also observe that the mean energy difference Equation (2)
is not invariant under initial time translations for states with coherences. Thus, given a
reference state ρS , the calculated distribution contains, in principle, information about every
initial state that is unitarily connected with ρS by the initial Hamiltonian. Nevertheless,
the amplitude of the Wigner function decays exponentially to zero when τ → ±∞ due to
the Gaussian modulation, putting in practice some cut-off to the maximum time for which
such information can be obtained. At the same time, given the complementary nature of
the variables work w and time τ, when localizing the Gaussian in w, we are delocalizing it
in τ. We will come back to this issue when we consider the marginals of the distribution.

We have already shown that, if the initial state does not have coherence in the energy
basis, the resulting quasidistribution of work function is positive, because the diagonal
terms in Equation (10) are all positive. Therefore, if the distribution PW(w, τ) has some
negativities, it is a signature of the presence of coherences in the initial state. This can
be clearly seen in the upper panel of Figure 3, where the quasiprobability distribution of
work PW(w, τ) of a two-level system is plotted. The Hamiltonians, drivings, and ancilla
parameters are identical to those of Figure 2. Moreover, in both cases, the initial state of
the system has the same probability distribution in the energy basis. The only difference
between Figures 2 and 3 is that, in the latter, the initial state has coherence between the
two energy levels. Comparing both figures, we can notice that we effectively have the
same Gaussian distributions over the same work values. The key difference lies in the fact
that, for the initial coherent state, the quasidistribution displays additional oscillations that
become negative. This interference fringes indicate the presence of non-classicality in the
Wigner function and in the initial state of the system.

Figure 2. Wigner function of work for a two-level system using a Gaussian ancilla. The initial
Hamiltonian is H = Eσ+σ−, with σ± the Pauli creation and annihilation operators. The unitary
driving is given by U = (

√
2I+ iσx + iσz)/2 and the final Hamiltonian is H̃ = 2Eσ+σ−. The initial

state of the system is ρS = (I+ σz/4)/2 and the variance of the initial Gaussian packets of the ancilla
are (a) σ = 0.02E, (b) σ = 0.1E, and (c) σ = 0.35E. The upper panel shows the distribution PW(w, τ)

of Equation (10) based on the Wigner function. In the lower panel, we show the marginal of w,
given by Equation (13), along with the discrete probabilities p(w) corresponding to the usual TPM
distribution.

143



Entropy 2023, 25, 1439

Figure 3. Wigner function for work of a two-level system using a Gaussian ancilla with with variance
(a) σ = 0.02E, (b) σ = 0.1E and (c) σ = 0.35E. The parameters used are the same as in Figure 2, except
that now the initial density matrix has non-diagonal elements, ρS = (I+ σx/2 + σy/2 + σz/4)/2.
The upper panel shows the distribution PW(w, τ) Equation (10) based on the Wigner function. We
notice now, because of of the initial coherences, the appearance of negative values in the distribution.
The lower panel shows the marginal of w, given by Equation (13), and it is compared to the work
values and respective discrete probabilities p(w) that appear in the usual TPM distribution.

In the lower panel of Figure 3, we show the marginal probability distribution for
w. Comparing them with Figure 2, we can notice that the marginal distributions are
equivalent. In Figure 3, we also show the work distribution for the same system but
using an initial state of the ancilla A with different standard deviations. In the case of
the smaller standard deviation (corresponding to an ideal projective measurement), we
can see that the marginal probability recovers that of the TPM distribution. Notably, in
the case of a bigger standard deviation, the interference between different Gaussian peaks
modifies the distribution of w, and there are corrections due to coherences, as shown in
Equation (A2). In this limit, the marginal distribution may not even coincide with that of the
corresponding dephased state. This behavior is similar to what happen when one makes a
weak measurement [43]. To understand when it is possible to observe these differences,
lets note that, when the marginal for w is calculated from Equation (10), the diagonal terms
give exactly the convoluted distribution PN (w|σ). For the non-diagonal contributions, we
have time-averages of the form

∫ ∞

−∞
dτ ρS (−τ)N

(
τ

∣∣∣∣ 0,
h̄√
2σ

)
. (14)

This operation is similar to a dephasing map on the energy basis, but there is a significant
difference since this average is weighted with a normal distribution with variance h̄2/(2σ2)
centered in the origin. The bigger the variance of the Gaussian (and therefore the smaller
σ), more values of τ enter in the time-average. Therefore, in the limit of small σ, we
expect the non-diagonal terms to average to zero. Hence, one can show that, if σ �
(En − En′)/2, ∀n, n′, independent of the initial state,

PW(w) =
∫ ∞

−∞
dτ PW(w, τ)

≈ PN (w|σ). (15)

Thus, the marginal of the quasiprobability distribution reproduces the TPM distribution.
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3.3. Calculation of Mean Values

Given the formalism associated to the Wigner function [40], one can easily obtain aver-
age values from this quasidistribution. In fact, using the Wigner–Weyl representation [40]
of an operator A acting on the ancillary space,

A(w, τ) =
∫ ∞

−∞
dy
〈

w +
y
2

∣∣∣A
∣∣∣w− y

2

〉
e−iτy/h̄, (16)

their mean value is just

tr
[
A ρA(t f )

]
=
∫ ∞

−∞
dτ
∫ ∞

−∞
dw PW(w, τ) A(w, τ). (17)

For instance, the mean value of work is just the mean value of the operatorWA, and it is
obtained by integrating the function w over the phase space

〈w〉 ≡ tr
[
WA ρA(t f )

]

=
∫ ∞

−∞
dτ
∫ ∞

−∞
dw PW(w, τ) w. (18)

The other typical average that is calculated in the context of fluctuation theorems, where the
system is initially in thermal equilibrium at inverse temperature β, is

〈
e−βw〉. This is easily

conducted by integration of the function e−βw. In all cases, the calculated mean values
depend on the initial state of the ancilla. As it can be easily proven, for any observable of
the type f (WA), in the limit of σ → 0, their averages converge to the values associated
with the TPM distribution.

3.4. Energy Difference in the Presence of Coherences

Finally, we will show another interesting property of the work quasidistribution we
have defined. As previously discussed, unless the initial state of the system is diagonal
in the energy eigenbasis, the difference in mean energy and the mean value of work
(Equations (2) and (4)) do not coincide. Thus, the TPM distribution does not provide any
information about the initial coherences. Notably, as we will show, this information is also
contained in the quasiprobability distribution.

In order to do so, let us consider the average in phase space of the function gτ0(w, τ) =
w δ(τ − τ0) (see Appendix A). Using the Wigner–Weyl transform [40], it corresponds to the
expectation value of the operator Ĝp0 = (WA|τ0〉〈τ0|+ |τ0〉〈τ0|WA)/2 measured over the
ancilla. It can be easily shown that this average, which is equivalent to the integral of the
function w weighed by the Wigner function along an horizontal line at τ0, is proportional to

∫ ∞

−∞
dτ
∫ ∞

−∞
dw PW(w, τ)gτ0(w, τ) ∝ ∆Eτ0 , (19)

where ∆Eτ0 = tr
[
H̃UρS (−τ0)U †] − tr[HρS (−τ0)] is the mean energy difference for a

situation where the driving U is turned on at time −τ0, and the proportionality constant is
just equal to the Gaussian modulation at τ0, N

(
τ0

∣∣∣ 0, h̄√
2σ

)
(see Appendix A). Therefore,

when τ0 = 0, this is just proportional to the ‘initial’ energy difference ∆E in Equation (2).
As we have shown, from this quasiprobability distribution, we can calculate not only the
energy difference corresponding to the actual initial state, but also for the set of states ρS (τ),
τ ∈ R. This set can be viewed as different ‘initial times’ at which the driving is turned on
starting from a reference state ρS at time zero. This is so because this set of initial states is
connected with ρS by a free Hamiltonian evolution.

Interestingly, for a Gaussian initial state of the ancilla, one obtains the correct value
∆E independent of their initial variance σ. However, since there is a Gaussian modulation
centered around τ0 = 0 (the proportionality constant), the error in its determination
increases as one localizes the initial state of the ancilla in the variable w. However, if one
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reduces the value of σ, the estimation of PTPM(w) becomes worse. Hence, one can again
appreciate in this case the complementary nature of the variables w and τ.

4. Possible Experimental Implementations

For any proposal of a generalized work distribution to be of practical interest, it should
be experimentally accessible and measurable. Here, we discuss how the Wigner work
distribution can be measured. The measurement of the quasiprobability distribution that
we propose requires two fundamental ingredients: (i) coherent control of two degrees of
freedom of system and ancilla in order to implement the interactions of the SM protocol;
(ii) being able to measure the Wigner function of the ancilla. In particular, implementing
the SM requires the ability of performing translations of the ancilla conditioned on the
energy of the degree of freedom on which the work is performed. There is a great variety of
systems where this sort of interaction can be implemented, and an experimental realization
of the SM protocol has been realized using cold atoms [13]. However, it is not clear how one
can implement the measurement of the Wigner function in such platform. Nevertheless,
there are systems where both requirements are, in principle, satisfied, and in what follows
we will briefly describe two of them.

The first example is given by superconducting qubits coupled to a cavity, e.g., circuit
quantum electrodynamics (cQED) [44]. Here, the qubit circuit can be coupled to a wave-
guide that acts as a microwave cavity where coherent states or states with a well defined
number of photons can be stored [45]. For instance, in Ref. [46], they generate coherent
displacements of the state of the cavity depending on the state of the qubit. This interaction
is exactly what is needed for implementing the protocol where the qubit acts as the system
and the cavity as the ancilla. On the other hand, in a different coupling regime between
qubit and cavity, this same scheme has been used to measure the Wigner function of the
state of the field in the cavity [47].

The second possible platform are trapped ions. In this case, ions are trapped in
an electric potential such that the motion degrees of freedom of the ion are subjected to
an effective harmonic oscillator potential [48]. At the same time, using the interactions
between the electronic degree of freedom and the position of the ion, it is possible to
generate coherent, squeezed, and Fock states of the oscillator [48]. In particular, in different
experiments [49,50], it has been shown that one can apply forces on the ion depending on
its electronic state, and in this way, displacements in phase space depending on the qubit
state can be coherently implemented. Again, this is the interaction needed to perform the
protocol. The Wigner function of the motion degree of freedom of trapped ions has been
successfully measured [51].

5. Conclusions

In this work, we introduced a generalization of the probability distribution of work
based on the Wigner function. The starting point is the single-measurement protocol
proposed in [33], where an ancilla is coupled to the system whose work one wants to
measure in order to keep a coherent record of all possible work values. Following this
idea, we define the Wigner function of the final state of the ancilla. This quasiprobability
distribution contains all the information regarding both work and coherence in the initial
state of the system. In fact, initial quantum coherence in the system results in negativities
in the quasiprobability distribution of work, a clear signature of non-classicality. In this
case, we can also recover the mean value of energy, which is different from the average
work for states with coherences. Moreover, we show that, from this quasiprobability
distribution, one can easily recover the standard TPM distribution simply by integrating
over the time variable. In addition, we show that, given that the average work and other
quantities of interest can be obtained as the mean value of an operator acting on the ancillary
space, it is easy to calculate mean values using the formalism of the Wigner function. The
quasiprobability distribution here defined has certain similarities with the one proposed
in [22,23,52]. The way in which the distribution is defined there is also inspired by the SM
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scheme [53] and requires the preparation of a coherent superposition of the ancilla between
two momentum eigenstates, |p〉+ |−p〉, together with the implementation of an interaction
analogous to that of the SM. At the end of the protocol, the relative phase between these
states is measured and a quasiprobability distribution that contains information about
work and coherence is obtained [53]. In contrast, our proposal has a clear operational
interpretation and direct experimental application, as it is simply the Wigner function of the
final state of the measurement apparatus. Moreover, our protocol not only contains all the
information of Refs. [22,23,52], but for coherent initial states, it has additional information
on the dependence of the time variable, τ. From a practical point of view, our protocol does
not need ideal (non-physical) states and it is easy to adapt to any initial state of the ancilla.
Here, we have just developed the case of Gaussian states given that they are easy to treat
analytically and are typically appropriate to model experimental conditions. However,
this whole analysis can be repeated for any initial state. We hope that this approach to the
work distribution can shed some light to elucidate the effects of quantum coherences in
thermodynamic transformations.
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Appendix A. Quasiprobability Distribution for Gaussian States

We start with the general expression in Equation (7) for the Wigner function and replace
the initial state of the ancilla with a coherent (squeezed) Gaussian state ρA = |0, σ〉〈0, σ|
centered in the origin of coordinates of the phase space and with variance σ2 inWA and
h̄2

2σ2 in TA. Then, we obtain

PW(w, τ) =
1

2πh̄ ∑
n,n′ ,m

tr
[
Π̃mUΠnρSΠn′U †

]
×

× 1√
2πσ

∫ ∞

−∞
dy exp

[
−
(
w + y

2 − wnm
)2

4σ2

]
exp

[
−
(
w− y

2 − wn′m
)2

4σ2

]
e−iτy/h̄

=
1

2πh̄ ∑
n,n′ ,m

tr
[
Π̃mUΠnρSΠn′U †

]
exp


−

(
w− wnm+wn′m

2

)2

2σ2


×

× 1√
2πσ

∫ ∞

−∞
dy exp

[
− (y− (wnm − wn′m))

2

2σ2

]
e−iτy/h̄

= ∑
n,n′ ,m

tr
[
Π̃mUΠnρSΠn′U †

]
N
(

w
∣∣∣∣

wnm + wn′m
2

, σ

)
N
(

τ

∣∣∣∣ 0,
h̄√
2σ

)
eiτ(En−En′ )/h̄, (A1)

Now, let us calculate the marginal of Equation (A1) in order to see that it gives us the
convoluted probability distribution of work of Equation (9). First, we split the function into
diagonal and non-diagonal terms as in Equation (10), and then integrate each of them:
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PW(w) =
∫ ∞

−∞
dτ PW(w, τ)

= PN (w|σ)
∫ ∞

−∞
dτN

(
τ

∣∣∣∣ 0,
h̄√
2σ

)

+ ∑
n 6=n′ ,m

tr
[
Π̃mUΠnρSΠn′U †

]
N
(

w
∣∣∣∣

wnm + wn′m
2

, σ

) ∫ ∞

−∞
dτ eiτ(En−En′ )/h̄N

(
τ

∣∣∣∣ 0,
h̄√
2σ

)

= PN (w|σ) + ∑
n 6=n′ ,m

tr
[
Π̃mUΠnρSΠn′U †

]
N
(

w
∣∣∣∣

wnm + wn′m
2

, σ

)
e−

(En−En′ )
2

4σ2 . (A2)

Thus, if σ� (En − En′)/2, meaning that the dispersion is much smaller than all the energy
gaps of the initial Hamiltonian, then the non-diagonal terms become exponentially small
and we have

PW(w) =
∫ ∞

−∞
dτ PW(w, τ) ≈ PN (w|σ), if σ� En − En′

2
∀n, n′. (A3)

Finally, let us consider the mean value of the gτ0(w, τ) = wδ(τ − τ0); this is equivalent
to an average (weighted by the Wigner function) of work variable w at a given fixed time
τ = τ0:
∫ ∞

−∞
dτ
∫ ∞

−∞
dw PW(w, τ)gτ0(w, τ) =

∫ ∞

−∞
dw PW(w, τ0)w

= N
(

τ0

∣∣∣∣ 0,
h̄√
2σ

)
∑

n,n′ ,m
tr
[
Π̃mUΠnρS (−τ0)Πn′U †

] ∫ ∞

−∞
dwN

(
w
∣∣∣∣

wnm + wn′m
2

, σ

)
w

= N
(

τ0

∣∣∣∣ 0,
h̄√
2σ

)
∑

n,n′ ,m
tr
[
Π̃mUΠnρS (−τ0)Πn′U †

](wnm + wn′m
2

)

= N
(

τ0

∣∣∣∣ 0,
h̄√
2σ

)
∑

n,n′ ,m
tr
[
Π̃mUΠnρS (−τ0)Πn′U †

]1
2
(
2Ẽm − En − En′

)

= N
(

τ0

∣∣∣∣ 0,
h̄√
2σ

)(
tr
[

H̃ UρS (−τ0)U †
]
− tr[HρS (−τ0)]

)

≡ N
(

τ0

∣∣∣∣ 0,
h̄√
2σ

)
∆Eτ0

That is, this integral is proportional to the mean energy difference for an initial state,
which may have coherences, when the driving is turned on at time −τ0. Thus, for τ0 = 0, it
is the usual mean energy difference ∆E of (2).
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Abstract: Shortcuts to adiabaticity (STA) are relevant in the context of quantum systems, particularly
regarding their control when they are subjected to time-dependent external conditions. In this paper,
we investigate the completion of a nonadiabatic evolution into a shortcut to adiabaticity for a quantum
field confined within a one-dimensional cavity containing two movable mirrors. Expanding upon
our prior research, we characterize the field’s state using two Moore functions that enables us to
apply reverse engineering techniques in constructing the STA. Regardless of the initial evolution, we
achieve a smooth extension of the Moore functions that implements the STA. This extension facilitates
the computation of the mirrors’ trajectories based on the aforementioned functions. Additionally, we
draw attention to the existence of a comparable problem within nonrelativistic quantum mechanics.

Keywords: shortcuts to adiabaticity; optomechanical cavity; quantum thermodynamics

1. Introduction

Quantum thermodynamics constitutes a burgeoning research field that explores the
interplay between thermodynamic principles and quantum systems [1]. By merging the
foundational tenets of quantum mechanics with classical thermodynamics, it seeks to
unravel the intricacies of thermal phenomena manifested at the microscopic scale. Within
this insight, quantum thermal machines have emerged as pioneering devices capable of
harnessing quantum effects to execute thermodynamic operations such as work extraction
from heat reservoirs and refrigeration. Operating in the quantum regime, these machines
exploit the distinctive attributes of quantum coherence and entanglement, thus surpassing
the limitations imposed by their classical counterparts. However, to this end, it is crucial
to isolate these systems from the interaction with their surroundings in order to maintain
quantum correlation or even cool atoms to absolute zero.

Quantum open systems investigate the dynamics and interactions of quantum sys-
tems under the influence of an environment, accounting the reasons for which it is often
challenging to isolate or completely control the quantum system [2]. These interactions
introduce complexities that can lead to undesired effects, such as decoherence, dissipation,
and errors. A comprehensive understanding and characterizing of the open dynamics of
a system is essential for controlling it effectively and minimizing sources of errors. This
knowledge allows for the design of strategies to manipulate and engineer quantum systems
while mitigating the impact of unwanted interactions. In quantum thermodynamics, where
precision and accuracy are of utmost importance, controlling and reducing errors is critical
to achieving reliable and efficient operations.

Quantum machines play a crucial role in quantum thermodynamics by enabling the
manipulation and control of quantum states and energy exchanges at the microscopic
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level [3–5]. They serve as experimental platforms for studying fundamental aspects of
quantum thermodynamics. Most of the research in this area has been conducted on
qubits [3] or harmonic oscillators [4] subjected to different thermodynamic cycles. In [5], a
thermal machine using a quantum field subjected to an Otto cycle, implemented with a
superconducting circuit (consisting of a transmission line terminated by a superconducting
quantum interference device), has been considered. The performance of this machine has
been studied when acting as both a heat engine and a refrigerator. It has been shown that
in a nonadiabatic regime, the efficiency of the quantum cycle is affected by the dynamical
Casimir effect (DCE) [6–10], which induces a kind of quantum friction that diminishes the
efficiency. Superconducting qubits, the building blocks of circuit QED systems, provide
long coherence times and high-fidelity operations and therefore offer a versatile platform
for implementing thermodynamic protocols and studying quantum heat engines and
refrigerators [11].

In some cases of discrete stroke quantum machines, such as a quantum harmonic
oscillator or a quantum field undergoing an Otto cycle, it has been shown that the efficiency
of the resulting machine is maximum for adiabatic (i.e., infinitely slow) driving [5,12]. The
problem is that these conditions imply a slow evolution that can be impractical and ineffi-
cient in terms of time. Furthermore, it can lead to the loss of efficiency of a heat engine. In
this scenario, a shortcut to adiabaticity (STA) appears as a promising technique to overcome
the efficiency loss associated with finite-time operations and achieve results comparable
to adiabatic processes. Adiabatic shortcuts is a technique that allows a system to evolve
rapidly between two adiabatic states without violating the adiabatic constraints. In general,
this means that for an adiabatic shortcut, no new excitations will be generated in the final
state; however, it is worth noting that some STA methods, such as transitionless quantum
driving [13,14], also ensure that nonadiabatic excitations are suppressed even at interme-
diate times. Other methods for implementing shortcuts to adiabaticity include the use of
invariants [15], fast forward techniques [16], optimal protocols [17], fast quasiadiabatic
(FAQUAD), etc. [18].

STA has been considered from a theoretical and/or an experimental point of view for
different physical systems: trapped ions [19], cold atoms [20], ultracold Fermi gases [21],
Bose–Einstein condensates in atom chips [22], spin systems [23], etc. STA has been also
proposed to relieve the trade-off of efficiency and power [24–26], both in single-particle
quantum heat engines (QHEs) [27] and in many-particle QHEs [28–30].

In a previous work [31], we explored the possibility of applying STA in quantum
field theory. Particularly, we showed how to implement an STA for a massless scalar
field inside a cavity with a moving wall in (1 + 1) dimensions. The approach is based
on the already known solution to the problem by exploiting the conformal symmetry.
The shortcuts take place whenever the solution matches the adiabatic Wentzel–Kramers–
Brillouin (WKB) solution [32] and there is no DCE. In [33], we generalized the results
of a quantum scalar field in a one-dimensional optomechanical cavity to two moving
mirrors. We showed that given the trajectories for the left and right mirrors, it is possible
to find an STA ruled by the effective trajectories of the mirrors. When implemented in
finite time, these trajectories result in the same state as if the original ones had been
evolved adiabatically. This protocol has the advantage that it can be easily implemented
experimentally using either an optomechanical cavity or superconducting circuits, as it
does not require additional exotic potentials. Moreover, the effective trajectory can be
computed from the original one quite simply, paving the way for more efficient quantum
field thermal machines.

In this context, herein, we find a general approach to complete an STA in the optome-
chanical cavity. By completing an STA, we refer to the following scenario: let us consider
the system initially in its ground state; then, subject it to a time-dependent, nonadiabatic
transformation. As a result of this transformation, the system transitions to an excited state.
The arising question is if it is feasible to carry out a subsequent transformation in a manner
that leads the system back to its ground state. If such a possibility exists, we refer to it as an
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STA completion. This completion provides an additional tool for the control of quantum
systems.

The paper is organized as follows. In Section 2, we review the main results for the
quantization of a massless scalar field in a cavity with two moving boundaries. The
excitation of the system can be described in terms of the so-called Moore’s functions [6,34],
which are the main tools to construct the STA for the field. Before discussing the STA
completion for this system, and as a warm-up, in Section 3, we describe a simple analogy
using a quantum harmonic oscillator with time-dependent frequency. We see that there
is a simple way to unfold the evolution and construct an STA by an inverse engineering
method based on a smooth continuation of the so-called Ermakov function [35]. The
striking similarity between the Ermakov and Moore functions is used in Section 4 to
construct the STA completion in the optomechanical cavity. We show that there is a general
procedure to build up STA completions and that in some particular cases, the protocol is
extremely simple and shows time-inversion invariance. Section 5 contains the conclusions
of our work.

2. The Optomechanical Cavity

The system we consider is a scalar field, Φ(x, t), inside a one-dimensional cavity
delimited by a moving mirror at each end whose positions are given by L(t) and R(t),
respectively (see Figure 1). The evolution of the field is determined by the wave equation
inside the cavity

(∂2
x − ∂2

t )Φ(x, t) = 0, (1)

and Dirichlet boundary conditions on each mirror

Φ(L(t), t) = Φ(R(t), t) = 0. (2)

𝐿(𝑡) 𝑅(𝑡)

Ф(𝑥, 𝑡)

𝑥

Figure 1. Schematics of the one-dimensional cavity with a scalar quantum field Φ(x, t) inside and
two moving mirrors with trajectories L(t) and R(t): The red and green curves illustrate two of the
infinite modes of the field in the cavity.

Here, and in the rest of the paper, we use units where c = h̄ = kB = 1.
It is known that the time evolution of the field is solved by expanding the field in

modes

Φ(x, t) =
∞

∑
k=1

[
akψk(x, t) + a†

k ψ∗k (x, t)
]
, (3)

where the modes are given by [34]

ψk(x, t) =
i√

4πk
[e−ikπG(t+x) + eikπF(t−x)]. (4)
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Here, F(z) and G(z) are functions determined by the so-called Moore’s equations

G(t + L(t))− F(t− L(t)) = 0 (5)

G(t + R(t))− F(t− R(t)) = 2. (6)

The functions F(z) and G(z) implement the conformal transformation

t̄ + x̄ = G(t + x) t̄− x̄ = F(t− x) (7)

such that, in the new coordinates, the left and right mirrors are static at x̄L = 0 and x̄R = 1.
In the particular case in which the left mirror is static at x = 0, we have G(t) = F(t) and a
single nontrivial Moore equation.

The description of the dynamics of the quantum field in the presence of moving
mirrors is therefore reduced to solving the Moore’s equations. Once this is achieved, the
renormalized energy density of the field can be obtained from [34]

〈Ttt(x, t)〉ren = fG(t + x) + fF(t− x), (8)

where

fG = − 1
24π

[
G′′′

G′
− 3

2

(
G′′

G′

)2
]
+

(G′)2

2

[
− π

24
+ Z(Td0)

]

fF = − 1
24π

[
F′′′

F′
− 3

2

(
F′′

F′

)2
]
+

(F′)2

2

[
− π

24
+ Z(Td0)

]
, (9)

and d0 = |R(0)− L(0)| is the initial length of the cavity. The above result is valid when the
state of the field is initially in a thermal state at temperature T and Z(Td0) is related to the
initial mean energy

Z(Td0) =
∞

∑
n=1

nπ

exp
(

nπ
Td0

)
− 1

. (10)

The expression for the renormalized energy–momentum tensor above can be obtained using
the standard approach based on point-splitting regularization (see for instance [36]). It can
also be derived using the conformal anomaly associated with the conformal transformation
Equation (7) [37]. In the rest of the paper, we consider the T = 0 case, in which the field is
initially in the vacuum state.

It is important to note that for a static cavity with L(t) = 0, R(t) = d0, the general
solution for F(z) and G(z) is

F(z) = G(z) =
(z− z0)

d0
+ p(t), (11)

where z0 is a constant, and p(t) is a 2d0-periodic function. However, a closer look at
Equation (8) shows that the renormalized energy density reduces to the vacuum energy
(the static Casimir energy density) if and only if p(t) = 0, in other words, if the Moore
functions are linear. Thus, it is the initial state of the cavity that determines this function, and
the phenomenon of particle creation appears when F(z) and G(z) are nonlinear functions.
The periodic function contains all the information of the excited state of the field.

2.1. STA for the Field

It is particularly challenging to find an STA for the quantum field in the cavity, since
the only parameters that we can control and that affect the time evolution of the field are
the positions of the left and right walls, L(t) and R(t), respectively. However, in previous
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papers [31,33], we have shown that this is indeed possible and can be achieved as follows.
First, we find the adiabatic Moore functions

Fad(t) =
∫

dt
1

Rref(t)− Lref(t)
+

1
2

Rref(t) + Lref(t)
Rref(t)− Lref(t)

(12)

Gad(t) =
∫

dt
1

Rref(t)− Lref(t)
− 1

2
Rref(t) + Lref(t)
Rref(t)− Lref(t)

. (13)

which correspond to the infinitely slow evolution of the field for reference trajectories
Lref(t) and Rref(t). Then, we look for effective trajectories Leff(t) and Reff(t) such that they
give rise to the adiabatic Moore functions previously found

Gad(t + Leff(t))− Fad(t− Leff(t)) = 0 (14)

Gad(t + Reff(t))− Fad(t− Reff(t)) = 2. (15)

The effective trajectories obtained produce an evolution of the field in finite time that at the
end replicates the adiabatic one for the reference trajectories; hence, they constitute an STA.

This protocol has the potential to dramatically improve the efficiency of a thermody-
namical cycle, but the energy cost of the shortcut should be taken into account [24–26,32].
Although there is no universal consensus on exactly how to measure this cost, one possible
metric in standard quantum mechanics is given by

〈δW〉 = 1
τ

∫ τ

0
[〈Heff(t)〉 − 〈Href(t)〉]dt, (16)

where Heff is the Hamiltonian that implements a shortcut to the adiabatic evolution for
a reference Hamiltonian Href, and protocols have a duration τ. However, in quantum
field theory, the reference and effective protocols have different durations, τref and τeff,
respectively, and so the previous measure should be adapted. The simplest possible
generalization of the energy cost to QFT would be

〈δW〉 = 1
τeff

∫ τeff

0

∫ Reff(t)

Leff(t)
〈Teff

tt 〉rendxdt− 1
τref

∫ τref

0

∫ Rref(t)

Lref(t)
〈Tref

tt 〉rendxdt, (17)

but further investigations are needed in order to understand whether this is in fact a faithful
measure.

We discuss STA completions for this system in Section 4. Before doing that, we analyze
the same problem in a simpler context that serves to illustrate the reverse engineering
method used to build the STA completions.

3. A Simple Analogue: The Ermakov Equation for the Harmonic Oscillator with
Time-Dependent Frequency

In this Section, we describe a simple analogue of the STA in QFT using a quantum
harmonic oscillator. As we see, the excitation of the harmonic oscillator caused by the time
dependence of the frequency can be described by the so-called Ermakov function. This
function exhibits a behavior similar to that of the Moore functions for the scalar field in the
optomechanical cavity.

The dynamics of a harmonic oscillator with a time-dependent frequency are given by

q̈ + ω2(t)q = 0 . (18)

The position operator q̂ can be written in terms of annihilation and creation operators (â
and â†) as

q̂(t) = q(t)â + q∗(t)â† , (19)
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where q(t) is a solution of Equation (18) with Wronskian given by

q̇q∗ − q̇∗q = i . (20)

The Wronskian condition implies that the solutions can be written in terms of a real function
W(t) as

q(t) =
1√

2W(t)
ei
∫ t W(t′)dt′ (21)

that satisfies the equation

ω2 = W2 +
1
2

(
Ẅ
W
− 3

2

(
Ẇ
W

)2)
, (22)

which is equivalent to Equation (18).
For a slowly varying function ω(t), we have W ' ω, and Equation (21) gives the

usual lowest-order WKB solution. Equation (22) can be used to obtain the higher-order
corrections by solving it recursively using an expansion in the number of derivatives of ω.
Alternatively, one can use an inverse engineering approach and think of Equation (21) as
the exact solution of the problem with a frequency ω2 given by Equation (22).

Assuming that the frequency tends to constants values ωin,out for t→ ±∞, and that
the oscillator is in the ground state |0in〉 for t→ −∞, in the case of a nonadiabatic evolution
the oscillator will be excited for t→ +∞, that is |〈0out|0in〉| 6= 1. The in and out basis are
the solutions of Equation (21) that satisfy

qin,out(t) −−−−→
t→±∞

1√
2ωin,out

e−iωin,outt . (23)

The Bogoliubov transformation that connects the in and out basis and in and out Fock
spaces, when nontrivial, is an indication of the excitation of the system due to the external
time dependence:

qout = α qin + β qin ∗

âout = α∗ âin − β∗ âin † . (24)

As is well known, and described in more detail below, the in vacuum can be written as a
squeezed state in terms of the out states.

A frequency ω(t) that leads to an evolution that does not produce an excitation of
the harmonic oscillator constitutes an STA. It is important to remark that the evolution at
intermediate times is in general nonadiabatic, but the system returns to the initial state
when the effective frequency becomes constant at t → +∞. The system is excited at
intermediate times and subsequently returns to its ground state.

3.1. The Lewis-Riesenfeld Approach and the Ermakov Equation

In the Lewis–Riesenfeld approach, the solutions to Equation (18) are written in terms
of the so-called Ermakov function ρ = 1/

√
W that satisfies the Ermakov equation

ρ̈ + ω2(t)ρ− 1
ρ3 = 0 , (25)

which is equivalent to Equation (22).
It is possible to show that within a temporal interval where ω = ω0 is constant, the

general solution of the Ermakov equation reads [38,39]

ρ2(t) =
1

ω0

[
cosh δ− sinh δ sin(2ω0t + ϕ)

]
, (26)
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where δ and ϕ are arbitrary constants. For δ = 0, we have the usual solution for the
harmonic oscillator with frequency ω0. If the frequency is ω0 for t < 0, time-dependent in
the interval 0 < t < τ, and then stops at ω1, for t < 0 we will have ρ2 = 1/ω0, and at the
end of the motion, for t > τ, ρ2 is given by Equation (26) with ω0 → ω1. The values of δ and
ϕ will depend on the whole temporal evolution of the frequency. In general, the oscillator
will end up in a squeezed state. In ref. [40], it has been shown that for the particular case
ω0 = ω1, different evolutions ω(t) may lead to the same Ermakov function for t > τ and
therefore to the same excited state. If the evolution is such that ρ is also constant for t > τ,
then we have an unexciting evolution.

One can use reverse engineering to find effective unexciting evolutions ω2
eff(t) by an

adequate choice of ρ2
ref = 1/ωref(t); indeed, assuming that ρ2

ref is constant both for t < 0
and t > τ, and plugging this "reference" Ermakov function into Equation (25), one can
obtain the effective evolution as

ω2
eff =

1
ρ4

ref
− ρ̈ref

ρref
. (27)

Note that for this effective evolution the function q(t) evolves as the adiabatic solution for
the reference frequency ωref in a finite time. The system may admit, or not, situations where
ω2

eff(t) < 0; so, one should choose ρref(t) appropriately in models where this is physically
unacceptable.

3.2. De-Excitation of the Harmonic Oscillator

Now, we address the following question: assume that the frequency is equal to ω−
for t < 0 and evolves from ω− to ω+ during the interval 0 < t < τ1 in such a way that the
evolution “generates particles”, that is, that the oscillator is in an excited state for t > τ1.
We denote by ωI(t) the function that interpolates between ω− and ω+. Is it possible to find
a subsequent time evolution of the frequency, ωII(t), in an interval t1 < t < τ2 such that
the final frequency is ω++ and that the final state of the oscillator is |0++〉? In other words,
we are looking for a complementary time-dependent function ωII(t) such that the joint
effective protocol

ωeff(t) =





ω−
ωI(t)
ω+

ωII(t)
ω++

t < 0
0 < t < τ1

τ1 < t < t1

t1 < t < t1 + τ2

t1 + τ2 < t

, (28)

converts an initially nonadiabatic evolution into an STA.
After the initial evolution (described by ωI(t)), one can prove that the initial vacuum

state becomes a squeezed state. That is, for τ1 < t < t1, we have [41]

|0−〉 = c0 ∑
n≥0

(− β∗

α
)n
√
(2n)!

2nn!
|2 n+〉 , (29)

where α and β are the coefficients of the Bogoliubov transformation. The mean occupation
number of the + states reads

〈0−|a†
+ a+|0−〉 = |β|2 . (30)

In order to unfold the evolution and generate the corresponding antisqueezing, one
could choose an adequate Ermakov function as follows: for t < τ1 , ρ(t) is determined
by ωI(t). It is an oscillating function for τ1 < t < t1. We can now consider a smooth
continuation of this function that starts at t1 and becomes constant ρ2(t) = 1/ω++ for
t > t1 + τ2. From the complete Ermakov function, one can determine the evolution of the
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“de-exciting frequency” ωII(t) in the interval t1 < t < t1 + τ2 that interpolates between ω+

and ω++. The combination of the two evolutions implements the STA.
When ω− = ω++, the second evolution ωII(t) can be chosen to be the time reversal of

the first evolution ωI(t). This symmetric trajectory always exists and can be constructed as
follows. After the first evolution, for t > τ1, the square of the Ermakov function is given by
Equation (26). At any time tn that corresponds to a maximum or minimum of this periodic
function, one can extend the Ermakov function symmetrically, that is ρII(t) = ρI(2tn − t)
for t > tn. From the Ermakov Equation (25), one can easily show that the whole evolution
of the frequency is time-symmetric around tn.

It is worth remarking that the temporal reverse of an adiabatic shortcut is also an
adiabatic shortcut, as can be easily checked using the Ermakov equation. We show a similar
property for the moving mirrors in the next section.

Finally, we point out that for a general state, the unfolding would not be possible, i.e.,
given an arbitrary state with the same |β|2, an unitary evolution will not lead to a vacuum
state. Note that a given value of |β|2 only gives the mean occupation number but does not
have the information about the full quantum state of the oscillator.

4. Completing an STA in the Optomechanical Cavity

In this section, we come back to the STA in the optomechanical cavity. We present
different alternatives for completing a given trajectory into an STA for the quantum field.
That is, we assume the cavity was initially in a vacuum state (zero temperature) at position
R− and has suffered a perturbation that moved the right wall according to the trajectory
RI(t) with an associated Moore function F(z). Our goal will be to find a second trajectory
RII(t) such that the joint trajectory Reff(t) has a Moore function that is linear at early and
late times, which will result in an adiabatic evolution of the field. We present different
strategies to achieve this based on the same ideas described in the previous section for the
quantum harmonic oscillator.

Before proceeding, we need to establish a magnitude to decide whether an STA has
been achieved and measure how far we are from one. Hence, we define the adiabaticity
coefficient

Q(t) :=
E(t)

Ead(t)
, (31)

where E(t) is the total energy in the cavity

E(t) =
∫ R(t)

L(t)
dx〈T00(x, t)〉ren, (32)

while the adiabatic energy is given by

Ead(t) = −
π

24d
, (33)

where d = |R(t)− L(t)| is the length of the cavity. We are assuming that the field is initially
in the vacuum state.

Once the effective trajectories that complete a shortcut and the associated Moore
functions are obtained, the energy and adiabaticity coefficients can then be calculated using
Equations (8) and (32).

4.1. Reverse Engineering

We now present a first method for completing a trajectory to be an adiabatic shortcut.
The method is theoretically quite simple and works for an arbitrary final position. Its
practical implementation is not so simple, and it involves three steps: the computation of the
Moore functions associated with the initial evolution, the extension of them smoothly into
linear functions, and the computation of the effective trajectory using inverse engineering.

158



Entropy 2023, 25, 1249

As mentioned, our goal here is to complete an adiabatic shortcut for a cavity that
was initially in a vacuum state and was perturbed by an arbitrary trajectory of one of
the mirrors that left it in an excited state. Because of the initial condition, we know that
the associated Moore function was a linear function before the motion started and, since
an STA is achieved by having a Moore function that is linear at early and late times, we
can theoretically complete an adiabatic shortcut by simply extending the Moore function
continuously to a linear function at late times and computing the associated effective
trajectory. Notice that this method for completing an STA is completely analogous to the
one previously presented for the harmonic oscillator.

In order to illustrate this strategy, let us consider an initial trajectory for the mirrors
given by

LI(t) = 0

RI(t) =





R−
f (t)
R+

t < 0
0 < t < τ

τ < t

, (34)

where f (t) is given by the following polynomial

f (t) = R−(1− εδ(t/τ))

δ(x) = 35x4 − 84x5 + 70x6 − 20x7, (35)

which verifies δ(0) = 0 and δ(1) = 1. The choice of the polynomial that defines δ(t) ensures
that RI(t) and its first three derivatives are continuous. This is needed to avoid spurious
divergences in the energy–momentum tensor (see Equation (9)).

Using this trajectory, we can compute the associated Moore function FI, which is
oscillating at late times due to the creation of photons, and extend it continuously into a
linear function Feff with any desired slope (which in turn determines the final position of
the boundary). Then, we can recover the corresponding trajectory of the mirror Reff(t) for
the extended function by solving Equation (6) (Figure 2).
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Figure 2. (a) Initial trajectory for the right mirror in magenta and its completion to an adiabatic
shortcut in blue. (b) Moore functions for the corresponding trajectories. The parameters employed
for the first trajectory are R− = 1, ε = 0.3 and τ = 1.

The resulting trajectory is a well-defined continuous function that starts at the final
position of the initial perturbation and ends at the position set by us through the slope of
the linear function at late times. The speed can be seen to be below the speed of light. We
can also check that the end-to-end trajectory constitutes a shortcut, since the adiabaticity
parameter Qeff starts and ends at 1 (Figure 3).
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The disadvantage of this method is that in order to erase the photons generated by
the initial motion, one needs to compute the Moore function of the field, then extend it
smoothly, and subsequently compute the trajectory that completes an adiabatic shortcut by
solving Moore’s equation.
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Figure 3. (a) Velocity for the initial trajectory of the mirror and for its completion to an adiabatic
shortcut in blue. (b) Adiabaticity parameters for the corresponding trajectories. The parameters
employed for the first trajectory are R− = 1, ε = 0.3 and τ = 1.

4.2. Short Pulses

In this section, we explore how to complete an STA using the idea of the previous
section, now applied to an arbitrary short pulse. In other words, we show how to erase the
photons generated by any brief motion of one of the cavity mirrors and reset the cavity to
its initial state.

We again consider an initial trajectory given by Equations (34) and (35) such that
τ ≤ R±. It can be seen that in this case, the derivative of the Moore function, F′I (z), has a
simple structure. This is given by an initial constant, 1/R−, followed by a pulse that starts
at z = R− and ends at z = τ + R+. From there, and up to z = 2R+, the function again
takes the value of the initial constant. This structure is repeated periodically with period
2R+ (Figure 4).

In order to show this, we consider the derivative of the Moore Equation (6)

F′I [t + R(t)][1 + ṘI(t)]− F′I [t− RI(t)][1− ṘI(t)] = 0, ∀t. (36)

Using the initial condition RI(t < 0) = R− and F′I (z < 0) = 1/R−, we have

F′I [t + RI(t)] =
1

R−
[1− ṘI(t)]
[1 + ṘI(t)]

=
1

R−
if t < 0 (37)

from which we conclude that the derivative of the Moore function is constant up to z < R−

F′I [z] =
1

R−
if z < R−. (38)

Additionally, we can use Equation (37) to show that if 0 < t < τ < R±, then t− R(t) < 0,
and we have

F′I [t + RI(t)] =
1

R−
[1− ṘI(t)]
[1 + ṘI(t)]

if 0 < t < τ. (39)

This equation sets the shape of F′I for R− < z = t + RI(t) < τ + R+. Lastly, once the
trajectory has stopped, we have

F′I [t + R+] = F′I [t− R+] if τ < t, (40)
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which relates the F′I at late times to its value at an earlier time. Indeed, we can rewrite

F′I [z] = F′I [z− 2R+] if τ + R+ < t + R+ = z, (41)

and this sets the 2R+ periodicity at late times. We can use this to find the value of the
derivative for z < R− + 2R+ using Equation (38) to find

F′I [z] =
1

R−
if τ + R+ < z < R− + 2R+, (42)

which establishes that the derivative of the Moore function is constant in that interval.
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Figure 4. Structure of the derivative of the Moore function for a brief pulse trajectory in dashed
magenta and the completion to an adiabatic shortcut in solid blue line.

From this structure, it is very easy to find an extension of the Moore function that is
linear at late times, taking advantage of the fact that the derivative of the Moore function is
constant in the interval τ + R+ < z < R− + 2R+. The natural extension is to complete the
derivative of the Moore function, assuming that is constant for t > R− + 2R+. Therefore,
Feff(z) = z/R− for z > R− + 2R+. The extended Moore function will give rise to a
trajectory Reff(t) that will coincide with RI(t) initially; then, the trajectory will be constant,
and finally, there will be an erasing trajectory RII(t) which will have to come back to R− to
satisfy the final slope of the Moore function.

This erasing trajectory will satisfy Equation (36)

1
R−

(
1 + ṘII(t)
1− ṘII(t)

)
= F′eff[t− RII(t)], if t > R− + R+ (43)

where we used the extension condition F′eff(t + Reff(t)) = 1/R− for z = t + Reff(t) >
R− + 2R+. Of course, this equation should be coupled with the condition that the erasing
trajectory begins where RI ended, i.e.,

RII(t = R+ + R−) = R+. (44)

The previous equation can be solved exactly in terms of the initial trajectory by taking

RII(t) = R+ − [RI(t− t1)− R−], if t1 < t < t1 + τ (45)

where t1 = R− + R+.
This can be seen by replacing in Equation (43)

1
R−

(
1− ṘI(t− (R− + R+))

1 + ṘI(t− (R− + R+))

)
= F′eff[t− (R− + R+) + RI(t− (R− + R+))], (46)

161



Entropy 2023, 25, 1249

which is satisfied because it is simply Equation (37) evaluated at 0 < t′ = t− (R− + R+) < τ.
It is worth mentioning a couple of generalizations that can be derived from the

previous result. The first one is that since the initial Moore function FI is 2R+-periodic,
it can be extended to a linear function at zn = R− + 2nR+ for any natural n, which
corresponds to applying the erasing trajectory RII(t) at tn = R− + (2n− 1)R+. Therefore,
so far, we have shown that any given initial trajectory RI(t) with a small enough duration
(τ < R±) can be completed to an adiabatic shortcut by following the protocol

Reff(t) =





R−
RI(t)
R+

RII(t)
R−

t < 0
0 < t < τ

τ < t < tn

tn < t < tn + τ

tn + τ < t

, (47)

with RII(t) set by Equation (45).
A second generalization that can also illustrate the mechanism behind shortcut com-

pletion for short pulses is allowing the erasing trajectory to be executed by the left mir-
ror. In this case, since initially the left mirror is at rest, we have L(0 < t < τ) = 0.
Equations (5) and (6) then imply that FI = GI and

FI(t + RI(t))− FI(t− RI(t)) = 2 . (48)

Therefore, the derivative of F satisfies Equation (37), and we can thus extend it smoothly in
the same manner as before.

However, now the erasing trajectory has a static right mirror, RII(t) = R+, and a
nontrivial trajectory for the left mirror, LII(t), to be determined by the Moore equations

Geff(t + LII(t))− Feff(t− LII(t)) = 0 (49)

Geff(t + R−)− Feff(t− R−) = 2. (50)

The second equation implies Geff(t) = 2 + Feff(t− 2R−) which, by replacing in the
first one and taking the time derivative, leads to

F′eff(t + LII(t)− 2R−) =
1

R−
[1− L̇II(t)]
[1 + L̇II(t)]

. (51)

This equation determines the erasing trajectory for the left mirror and can be solved
by taking

LII(t) = R(t− tn)− R−, tn < t < tn + τ (52)

where tn = 2nR+ + R− for any natural number n. This can be seen simply by replacing it
in the previous equation and comparing again with Equation (37).

In order to illustrate these results, we consider an initial trajectory given by
Equation (34) with

f (t) = R− cos
[

A sin2(ωt)
]
, (53)

where A and ω are fixed parameters. As in the previous example, this choice ensures
the continuity of RI(t) and its first derivatives. In Figure 5, we can see that by following
the protocol given by Equation (47), i.e., executing the trajectory RII at the precise time
t1 = 2R−, the derivative Moore function remains constant, thereby erasing the photons
generated by the pulse RI and producing an adiabatic shortcut.
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Figure 5. (a) Trajectory for the initial velocity of the mirror in blue and for its completion to an
adiabatic shortcut in magenta. (b) Derivative of the Moore function for the corresponding trajectories.
The parameters employed for the first trajectory are R− = R+ = 1, A = 0.5 and ω = 2π/τ = 2π/1.5.

To have a better understanding of how this is actually achieved, we can look at the
energy density inside the cavity in Figure 6. There, we can observe that a pulse of energy
is emitted, it then reflects off the left mirror and comes back to the right mirror precisely
when the erasing trajectory RII begins and reabsorbs it by moving in the opposite direction
of the photons propagation. This mechanism can also be seen in the case of two moving
mirrors. Once again, we see that the destructive interference necessary to erase the initially
generated photons requires that during the second trajectory, the mirror should move in
a direction opposite to the propagation of the pulse at the precise time when the pulse
reaches that boundary (see Equation (52)). Therefore, one would expect that the adiabaticity
parameter and thus the final state of the cavity would be highly dependent on the time
tn. This is indeed the case, as can be seen in Figure 6, where although we have Q = 1 for
t = t1 = 2R−, t2 = 4R−, at intermediate times, Q deviates greatly from adiabaticity.

The advantage of this method over the previously presented is clear: for short pulses,
one does not need to compute the Moore function; it is enough to apply the erasing
trajectory for the right mirror RII (or LII for the left mirror) at any of the precise times tn.
This will annihilate the particles and execute an STA that will return the state of the cavity
to the ground state with the same initial length.
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Figure 6. (a) Energy density of the field inside the cavity for the effective trajectory composed of an
initial trajectory followed by an erasing trajectory at t1. (b) Adiabaticity parameter obtained when by
implementing the erasing trajectory Equation (45) at different times tn. Note that Q = 1 for t = t1

and t = t2. The parameters employed for the first trajectory are R− = R+ = 1, A = 0.5, ω = 2π/1.5,
t1 = 2R−.
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4.3. Time Inversion

In this section, we present a third method for completing STA by taking advantage
of a time-inversion symmetry of the system. As a byproduct of this approach, we show
that the time reversal of an STA is also an STA, which is a result that may be useful when
considering thermodynamic cycles.

First, we note that although the physical theory does not have time-inversion in-
variance due to the moving boundary condition, the theory in the conformal variables
Equation (7) is symmetric with respect to the time inversion t̄→ −t̄. It is simple to see that
this symmetry in the conformal variables generates a symmetry in the physical theory given
by the transformation t→ −t, i.e., a time reversal, and F(z)→ −G(−z), G(z)→ −F(−z).
We call this conformal time-reversal symmetry.

From this, we can establish two results. One is that even when a trajectory L(t), R(t)
is not an STA for the field, if there are constants τ, z̃, CF, CG such that the Moore functions
satisfy

F(z) = −G(−z + z̃) + CF z >> τ (54)

G(z) = −F(−z + z̃) + CG z >> τ, (55)

then there are times at which implementing L(t), R(t) followed by its temporal reverse
L(−t), R(−t), generates an STA. This is because, under these conditions, it is possible to
smoothly continue the Moore functions of the trajectories with those associated with their
temporal reverse. Since the former are initially linear, the latter must also be linear at late
times. Therefore, a smooth continuation of the first Moore function into the other generates
an STA formed by the trajectory followed by its temporal reversal.

In the case that L(t) = 0, we have F(z) = G(z), and the previous condition can be
expressed more simply as

F′(z) = F′(−z + z̃) z >> τ, (56)

meaning that the derivative of the Moore function at late times should be an even function
for some suitable choice of the origin. In fact, since the Moore function is R+-periodic if z̃
satisfies this condition, then z̃n = z̃ + 2nR+ also does, and so to complete a shortcut the
time-reversed trajectory has to be implemented at certain discrete times tn.

This method works only when the complete shortcut starts and ends at the same
position. However, it works for any initial evolution, i.e., it does not need to be a short
pulse. It can have any duration as long as the Moore function verifies the condition given
by Equation (54).

In order to check this result numerically, we consider the initial trajectories RI given by
Equations (34) and (35), and then we apply it to the cavity followed by the time-reversed
trajectory at times tn, carefully chosen so that the two Moore functions coincide to form a
longer trajectory Reff. As we can see in Figure 7, acting on the time-reverse trajectory at
discrete times, we manage to take the adiabaticity parameter Q from 0.6 back to 1, signaling
a successful adiabatic shortcut.

A second result that can be obtained from the conformal time-reversal symmetry is
that if the trajectories L(t), R(t) constitute an STA, then the time-reversed trajectories are
also an STA. To see that this is the case, note that the Moore functions of the original STA
are linear both at early and late times

F(z→ ±∞) =
z

R± − L±
+

1
2

R± + L±
R± − L±

(57)

G(z→ ±∞) =
z

R± − L±
− 1

2
R± + L±
R± − L±

. (58)
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Therefore, applying a conformal time-reversal transformation, we can conclude that the
time-reversed trajectories L(−t), R(−t) have reverse Moore functions given by

Frev(z→ ±∞) =
z

R∓ − L∓
+

1
2

R∓ + L∓
R∓ − L∓

(59)

Grev(z→ ±∞) =
z

R∓ − L∓
− 1

2
R∓ + L∓
R∓ − L∓

, (60)

and so these trajectories are also adiabatic shortcuts but with initial and final positions
exchanged. This property is particularly useful when considering thermodynamic cycles,
in which we need not only an STA for the position of the boundaries to change from L−, R−
to L+, R+ but also during a second stroke that returns the mirrors to their original positions.

0 2 4 6

t/R
-

0.7

0.75

0.8

0.85

0.9

0.95

1

x
/R

-

R
eff

1

R
eff

2

R
eff

3

R
I

(a)

0 1 2 3 4 5 6

t/R
-

0

0.5

1

1.5

Q
eff

1

Q
eff

2

Q
eff

3

Q
I

(b)

Figure 7. (a) First trajectory for the mirror in magenta and the effective trajectories Rn
eff using its

temporal reverse at different times tn in blue. (b) Adiabaticity parameters for the corresponding
trajectories. The parameters employed for the first trajectory are R− = 1, ε = 0.3 and τ = 1.

We can illustrate this numerically considering a reference trajectory given by
Equations (34) and (35) and use them to calculate the corresponding effective STA following
Section 2.1, Reff(t), which starts at ti and ends at tf. We then compute the temporal reverse
Rrev(t) = Reff(tf − t) and the adiabaticity coefficient Qrev. We can clearly see from Figure 8
that Qrev starts equal to 1, oscillates, and goes back to unity when the motion stops signaling
that the evolution was indeed an adiabatic shortcut.
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Figure 8. (a) Trajectories for the right mirror for an adiabatic shortcut in magenta and its temporal
reverse in blue. (b) Adiabaticity parameters for the adiabatic shortcut and its temporal reverse. The
parameters employed for the effective shortcut trajectory aew R− = 1, ε = 0.3 and τ = 1.
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As already mentioned, this property is also valid for a harmonic oscillator with time-
dependent frequency: the temporal reverse of an STA is also an STA.

5. Discussion

The fast manipulation of micromachines can result in excessive losses in the form
of quantum friction, which reduces its efficiency. Thus, finding an STA is of paramount
importance in quantum thermodynamics since, even after considering the energy cost
associated, STA-enhanced thermal machines have the potential for greatly enhanced ef-
ficiency.. It also allows for the design of rapid quantum gates, which makes it useful for
quantum information processing as well. Here, we propose an additional application of
an STA for state preparation. Once an initial state has been prepared, if a perturbation
of the parameters of the system change suddenly, it will greatly reduce the fidelity of the
desired state; however, knowing how they have been changed, we can complete this time
variation into an STA which, by definition, will restore the state of the system to the initial
one. This method can then allow for longer times between the preparation of a state and its
processing [42].

In this paper, we addressed the problem of how to transform an initially nonadiabatic
evolution into an STA, for a quantum field confined within a one-dimensional cavity
featuring two moving mirrors. As outlined in our previous studies, the state of the field
is determined by two Moore functions, F and G. In a time interval where the cavity
remains static, these functions can be expressed as the sum of a linear and a periodic
function. The presence of a nonzero periodic component indicates an excited state of the
field. By characterizing the field’s state using F and G, we can employ reverse engineering
techniques to construct an STA. Regardless of the initial evolution, it is possible to smoothly
extend the Moore functions to asymptotically linear functions, from which we can compute
the mirrors trajectories.

We identified an inspiring similarity between the Moore functions that describe the
state of the field in the one-dimensional cavity and the Ermakov function ρ that provides
a formal solution for the quantum harmonic oscillator with a time-dependent frequency.
Within a time interval of constant frequency, ρ2 can be expressed as the sum of a constant
and a periodic function. When the periodic component is nonzero, it describes an oscillator
in a squeezed state. The STA completion can be constructed by extending the Ermakov
function in such a manner that ρ tends to a constant as time approaches infinity.

We presented three different methods for completing an STA for the optomechanical
cavity. All of them are based on the fact that the Moore functions should be linear before
and after the perturbation in order for a trajectory of the mirrors to comprise an adiabatic
shortcut.

The first method, presented in Section 4.1, consists of three steps: (1) computing the
Moore functions, (2) extending them smoothly into a linear functions, and then (3) using
them to compute the trajectory using inverse engineering. This method is conceptually
simple, it can be used for any perturbation and executes an STA for any final position of the
mirror; however, the three steps require implementing precise measurements or demand
challenging computations.

The second method, described in Section 4.2, addresses these problems and solves
them in the case that the perturbation consists of a short pulse. In that case, the second
trajectory, which erases the excitations and restores the state of the system, can be given
explicitly in terms of the initial perturbation. This allows us to avoid the computation and
inversion of the Moore function entirely. The only restrictions are that perturbation time
must be short and the final length of the cavity should be the same as the initial one.

The third method, presented in Section 4.3, takes advantage of a symmetry of the
system to show that the time-reversed trajectory of the perturbation can be used to complete
an adiabatic shortcut if the derivative of the Moore function of the perturbation is even
for late times. In this case, the perturbation can have an arbitrary duration, but it is not
necessary to compute its Moore function to check the parity. Nonetheless, when comparing
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this method with the first one, we avoid extending it smoothly and inverting it to compute
the trajectory, which constitutes a great simplification.

With regard to the possible experimental implementation, it should be noted that the
dynamical Casimir effect has been effectively demonstrated in superconducting circuits
more than a decade ago [43]. In that case, a SQUID was used instead of a mechanical
moving mirror, which simulated a time-dependent boundary condition for the field. The
protocols presented here could be implemented in this type of setup by making use of two
SQUIDs at both ends of a superconducting cavity in a way similar to [44]. Additionally,
it was recently proposed to measure the dynamical Casimir effect due to true mechanical
motion by using film bulk acoustic resonators in the GHz spectral range [45], which could
also lead to an implementation of the schemes proposed here.

Further investigations should be conducted in order to establish how the different
methods discussed here to complete an STA can be adapted for other systems, as well as
how much they could improve the time delay between state preparation and processing
under experimental conditions.
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