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Preface

The global demand for seafood has reached unprecedented levels, driven by population growth,
increasing consumer awareness of the health benefits associated with fish consumption, and the
quest for sustainable protein sources. However, traditional nearshore aquaculture operations are
increasingly constrained by space limitations, environmental degradation, and regulatory pressures.
In this context, offshore aquaculture, which involves cultivating fish in deeper, open waters far
from coastlines, presents a promising frontier. This approach offers a sustainable solution to the
challenges faced by nearshore aquaculture, paving the way for large-scale production in open seas,
where conditions are often ideal for fish growth and where environmental impacts can be managed
more effectively.

The primary goal of New Techniques and Equipment in Large Offshore Aquaculture Platform is to
provide a comprehensive overview of the latest advancements in offshore aquaculture technology
and equipment, highlighting key innovations that are shaping the industry. The contributions
presented in this Special Issue stem from a collaborative effort by researchers, engineers, and industry
experts who are pioneering solutions to some of the most pressing challenges in the field. This
preface serves to contextualize the importance of these innovations, outline the structure of the Special
Issue, and provide readers with a glimpse into the transformative potential of far-reaching marine
aquaculture.

The Need for Offshore Aquaculture

The shift from nearshore to offshore aquaculture is a response to the limitations imposed by
traditional coastal aquaculture. Nearshore operations are heavily impacted by pollution, habitat
destruction, and overuse of limited space, which leads to conflicts with other marine users. As
global aquaculture production continues to rise, these issues have become more acute, prompting
the industry to explore sustainable alternatives. Offshore aquaculture enables production to scale
without encroaching on coastal ecosystems, allowing fish farms to be situated in cleaner, less
disturbed waters. The deeper waters of offshore locations also provide more stable conditions, with
fewer fluctuations in temperature, oxygen levels, and salinity compared to coastal environments.
These benefits, coupled with the opportunity to reduce the environmental footprint of aquaculture,
underscore the need for expanding into offshore territories.

Technological Innovations and Their Impact

The transition to offshore aquaculture, however, comes with significant challenges. Operating
in open seas requires technologies and equipment that can withstand harsh marine conditions,
such as high winds, strong currents, and large waves. This necessitates the development of
robust aquaculture platforms and mooring systems, advanced environmental control systems, and
innovative feeding and monitoring technologies. The contributions in this Special Issue address these
challenges head-on, offering solutions that are both practical and innovative.

The technological advancements covered in this Special Issue span several critical areas.
From the breeding of resilient fish species and the construction of large-scale platforms to the
implementation of precision feeding systems and Al-driven monitoring tools, each chapter delves
into a specific aspect of offshore aquaculture. The aim is to present a holistic view of how these
innovations work together to enable sustainable, productive, and economically viable aquaculture
operations.

Species Selection and Breeding Technologies

One of the foundational elements of successful offshore aquaculture is the selection and breeding



of fish species that can thrive in open-sea conditions. Species cultivated in offshore environments
must be resilient to challenges such as fluctuating water temperatures, strong currents, and high
salinity levels. This Special Issue explores various breeding programs and genetic research efforts
aimed at developing species with enhanced growth rates, disease resistance, and environmental
tolerance.

These advancements in species selection are crucial, as they allow aquaculture operations to
expand their range and adapt to the specific conditions of different offshore locations. Additionally,
breeding programs that focus on reducing the ecological impact of aquaculture species help to align
industry practices with broader sustainability goals, ensuring that the benefits of offshore aquaculture
extend beyond mere production efficiency.

Environmental Control Systems

Environmental control is a cornerstone of effective offshore aquaculture. Unlike nearshore farms,
where environmental conditions are more easily managed, offshore platforms face unpredictable and
sometimes extreme conditions. Maintaining optimal water quality, temperature, and oxygen levels
is essential to the health and growth of farmed fish. This Special Issue introduces cutting-edge
environmental control technologies, including sensor networks, automated feeding systems, and
real-time monitoring solutions.

These technologies allow operators to respond swiftly to changes in the marine environment,
adjusting conditions as needed to promote fish health and reduce waste. For instance, sensors
that continuously monitor parameters such as dissolved oxygen and nutrient levels enable precise
adjustments, ensuring that fish are kept in a stable environment. By leveraging data analytics and
machine learning, these systems provide a level of control that was previously unattainable, marking
a significant step forward in aquaculture management.

Platform Design and Structural Innovation

The structural design of offshore aquaculture platforms is another area of focus in this Special
Issue. Building platforms that can withstand the physical stresses of open-sea conditions is essential
for the long-term viability of offshore aquaculture. Engineers must consider factors such as wave
force, currents, and storm resilience when designing these structures. The platforms discussed in
this Special Issue include innovations such as rotatable net cages, which reduce biofouling and
improve water flow, and self-cleaning systems that enhance water quality while minimizing labor
requirements.

These advancements in platform design contribute to the sustainability and efficiency of offshore
aquaculture operations. By ensuring that platforms are durable and require minimal maintenance,
these designs reduce the overall cost and environmental impact of offshore aquaculture. This Special
Issue provides detailed insights into the engineering principles and testing methods used to create
these resilient structures, offering valuable guidance for future developments in platform design.

Feeding Technologies and Fish Health Management

Effective feeding strategies are critical to the success of offshore aquaculture, as feed costs
represent a substantial portion of operational expenses. Precision feeding systems, which use
real-time data from environmental sensors, have been developed to regulate feed distribution more
accurately. These systems ensure that fish receive the optimal amount of nutrients, minimizing waste
and reducing the environmental impact of aquaculture.

In addition to feeding technologies, this book examines advancements in fish health
management, including the use of diagnostic tools and monitoring systems to detect early signs
of disease and stress. By integrating data from various sources, such as water quality sensors and

fish behavior monitors, operators can make informed decisions that promote the health and welfare



of farmed fish. These innovations contribute to higher survival rates, faster growth, and improved
product quality, which are essential for the economic viability of offshore aquaculture.

Integration of Artificial Intelligence and Robotics

The role of artificial intelligence (AI) and robotics in offshore aquaculture is a transformative
development that is reshaping the industry. Al-driven systems enable real-time monitoring and
decision-making, allowing operators to optimize feeding schedules, monitor fish health, and predict
environmental changes. Robotics, meanwhile, is used to perform tasks such as cleaning cages and
inspecting equipment, reducing the need for manual labor in challenging offshore environments.

This Special Issue explores the integration of Al and robotics in aquaculture, providing examples
of how these technologies enhance operational efficiency and sustainability. For instance, Al-based
image analysis can be used to assess fish populations within cages, enabling precise feed allocation
and harvest planning. Bio-inspired robotic systems are also being developed to interact with fish in
ways that minimize stress, supporting animal welfare in aquaculture. These technologies represent
the future of offshore aquaculture, offering new possibilities for sustainable, large-scale production.

Case Studies and Practical Applications

In addition to theoretical insights and technological discussions, this Special Issue includes
practical case studies that demonstrate the application of new techniques and equipment in
real-world scenarios. Each case study provides an in-depth look at a specific aspect of offshore
aquaculture, from the design of a vacuum fish pump that minimizes fish damage to the development
of mooring systems that ensure platform stability. These case studies serve as valuable resources for
researchers, engineers, and industry practitioners, offering lessons learned and best practices that can
be applied to future projects.

The case studies also highlight the collaborative nature of innovation in aquaculture, showcasing
how researchers and industry professionals are working together to address common challenges. This
spirit of collaboration is essential to the continued advancement of offshore aquaculture, as it enables
the sharing of knowledge and the development of solutions that benefit the entire industry.

The Future of Offshore Aquaculture

As the demand for sustainable seafood continues to grow, the innovations presented in this
Special Issue will play an increasingly important role in meeting that demand. Offshore aquaculture
has the potential to become a cornerstone of global food security, providing a reliable source of
high-quality protein while minimizing environmental impact. The technologies and techniques
discussed in this Special Issue represent a significant step toward realizing this potential, offering
scalable solutions that can be adapted to diverse marine environments around the world.

However, the path forward is not without challenges. Issues such as regulatory hurdles,
environmental concerns, and the need for continued research into species selection and disease
management must be addressed to ensure the long-term success of offshore aquaculture. This Special
Issue aims to contribute to this ongoing effort by providing a comprehensive resource on the latest
advancements in the field. By fostering a deeper understanding of the technologies and practices that
underpin offshore aquaculture, it is our hope that this Special Issue will inspire further innovation
and support the sustainable growth of the industry.
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The expansion of far-reaching marine aquaculture represents a critical frontier for
the sustainable growth of global aquaculture [1-3]. This sector is becoming increasingly
important in the face of the space constraints, environmental degradation, and regulatory
restrictions that limit nearshore aquaculture. The development of advanced technologies
and innovative equipment has transformed the aquaculture landscape, enabling opera-
tions to be conducted in more challenging offshore environments [4,5]. This Special Issue
aims to showcase the latest advancements in far-reaching marine aquaculture technologies
and equipment, focusing on key areas such as aquaculture species, breeding technolo-
gies, environmental control systems, large-scale platform construction, and cutting-edge
aquacultural innovations. The collective results of these studies highlight the potential for
future research and expansion of these techniques to other regions and species, driving the
aquaculture industry towards more sustainable and productive practices.

A central theme in this Special Issue is the development of new species suitable
for far-reaching marine aquaculture and the associated farming techniques required to
optimize their growth and health in offshore environments. As aquaculture expands
into deeper waters, selecting and developing species that thrive under these conditions is
essential. This process requires targeted breeding programs, enhanced disease management
protocols, and optimized feeding strategies that account for the specific needs of species
in dynamic marine environments. The research presented here highlights the progress
made in cultivating these species, including improvements in breeding methodologies and
stress management, which are aimed at maximizing productivity while minimizing the
ecological impact. The selection of species that exhibit resilience to the unique challenges of
offshore aquaculture, such as fluctuating water temperatures, strong currents, and variable
salinity, is of particular importance.

Environmental control technologies form another cornerstone of far-reaching marine
aquaculture [6]. In offshore settings, maintaining optimal environmental conditions is
challenging due to the unpredictable nature of the marine environment. Parameters
such as water temperature, salinity, dissolved oxygen levels, and nutrient availability
must be carefully monitored and controlled to ensure the health and growth of farmed
species. Innovations in sensor technology, automated feeding systems, and real-time
environmental monitoring have significantly enhanced the stability of conditions in far-
reaching aquaculture environments. These technologies allow precise adjustments to be
made in response to environmental fluctuations, ensuring that aquaculture systems remain
efficient and productive. This section of the Special Issue delves into the integration of these
advanced systems, exploring their role in improving overall aquaculture management
and efficiency.

The structural design and construction of offshore aquaculture platforms have un-
dergone significant advancements to ensure the safety and sustainability of operations in
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open-sea environments. These platforms must be designed to withstand harsh marine
conditions, including strong currents, waves, and storms. Recent research has focused on
the dynamic motion characteristics of these platforms, particularly the interaction between
breeding tanks and wave forces. Optimizing platform stability, durability, and structural
integrity is crucial to the long-term success of offshore aquaculture. Innovative designs,
such as rotatable net cages and self-cleaning systems, have been developed to enhance
water quality and reduce the accumulation of biofouling, which can negatively affect both
fish health and operational efficiency. This section explores the latest developments in
platform design and their impact on aquaculture productivity and sustainability.

Feeding technologies and fish health management are also crucial to the success of
far-reaching marine aquaculture [7]. Precision feeding systems, which utilize real-time
data from environmental sensors, have been developed to facilitate more accurate feed
distribution, ensuring that fish receive the optimal amount of nutrients while minimizing
feed wastage and environmental impact. Additionally, significant progress has been made
in understanding the nutritional requirements of species farmed in offshore environments,
leading to the development of specialized feed formulations that enhance growth rates
and improve fish health. This Special Issue also covers studies on the physiology of
fish and their responses to environmental stressors, providing valuable insights into the
development of more resilient aquaculture systems capable of withstanding the challenges
of offshore farming.

The integration of emerging technologies, such as artificial intelligence (AI), machine
learning, and robotics, has revolutionized aquaculture management. Al-driven systems are
being used to monitor fish behavior, track health metrics, and optimize feeding regimens in
real time, improving both efficiency and sustainability. For instance, image sonar and deep-
learning models have been employed to estimate fish populations within cages, allowing
for more precise feed allocation and harvest planning. Bio-inspired robotic systems are also
being developed to interact with farmed fish, enabling more accurate assessments of their
welfare and behavior. These technological innovations enhance operational efficiency and
contribute to the sustainable management of offshore aquaculture ecosystems.

The advancements in far-reaching marine aquaculture technologies and equipment
presented in this Special Issue represent a major step forward in the development of
sustainable, large-scale offshore aquaculture. The research featured here spans a wide range
of topics, from species selection and environmental control to platform design and the
integration of cutting-edge technologies. Together, these studies provide a comprehensive
overview of the current state of far-reaching marine aquaculture and offer valuable insights
for future research and application. As the global demand for seafood continues to rise,
these innovations will play an increasingly important role in ensuring that aquaculture can
meet this demand in an environmentally responsible and economically viable manner. The
findings and technologies presented in this Special Issue are poised to shape the future
of aquaculture, promoting its expansion into new marine environments and species and
driving the industry towards a more sustainable and productive future.

In the first contribution to this Special Issue, Hong et al. present an innovative
approach to improving fish pump technology, which plays a crucial role in aquaculture,
particularly for deep-sea vessels and cage culture systems. Their research focuses on
enhancing the hydraulic performance of a newly designed vacuum fish pump while
minimizing damage to the fish during operation. Key aspects of this study include an in-
depth analysis of flow dynamics, fluid simulations of the pump body, and the flow channel
structure. The authors investigate the effects of variables such as inlet flow rate, pipeline
negative pressure, and the impact forces on the tank’s inner walls. Utilizing 167 calculation
models based on the Latin hypercube sampling method, they conduct multi-objective
optimization using the NSGA-II algorithm to identify optimal structural parameters for the
pump. The results indicate that, under the best conditions, the direction of incident water
flow is positioned near the upper end of the tank, which reduces the speed of the water—fish
mixture as it enters the tank, significantly reducing fish collision damage. The optimal flow
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velocity at the inlet was found to be approximately 2.5 m/s, with a consistent negative
pressure gradient between the tank and inlet pipeline. This design ensures effective fish
suction and lifting while also maintaining high survival rates and minimizing the physical
harm sustained by the fish. Hong et al.’s work significantly contributes to aquaculture
equipment design, providing insights into how hydraulic performance can be optimized
for safer and more efficient fish handling.

In their paper, Shen et al. address the persistent challenge of biofouling in aquacul-
ture net cages, which can negatively impact both structural integrity and fish growth. To
mitigate this, they propose a novel fixed aquaculture platform equipped with a rotatable
horizontal cylindrical cage to facilitate easier cleaning and maintenance. Using ANSYS
software, the team develop a numerical model to simulate the platform’s structural re-
sponse under various conditions, such as waves and currents at three typical attack angles.
They calculate the strain, acceleration, and displacement of the structure to evaluate its
hydrodynamic performance. The study reveals that as the wave height increases, so do
the strain, acceleration, and displacement of the cage, while the wave period has minimal
impact. The most unfavorable loading occurs when forces are applied perpendicular to the
long axis of the cage. Interestingly, while acceleration increases with water depth, the strain
response decreases. Furthermore, when the rotational constraint of the cylindrical cage is
released, the cage experiences higher acceleration compared to when it is fixed, though
the effect on structural strain and load is minimal. Shen et al.’s research offers valuable
insights into aquaculture platform design, highlighting how cage rotation and water depth
influence hydrodynamic responses and ultimately aiding in the development of safer, more
efficient aquaculture systems.

In their work, Liu et al. address the challenge of fish re-identification (re-ID) under
varying environmental and camera conditions, focusing on large yellow croaker. Tradi-
tional re-ID methods often struggle with domain distribution differences between fish
images captured in different culture settings, limiting the effectiveness of existing training
data. The authors propose a novel approach that combines CycleGAN (Cycle Generative
Adpversarial Network) with transfer learning to overcome these limitations. Their method
involves constructing two datasets: one from controllable environments and another from
actual farming conditions. The CycleGAN framework is employed to transform images
from the source domain to the target domain, enabling data amplification. They further
improve identity loss judgment using IDF (Identity Foreground Loss) and narrow the
distribution gap between domains with MMD (Maximum Mean Discrepancy). Transfer
learning is then applied to the expanded dataset to accurately identify large yellow croaker
across different conditions. The experimental results are highly promising, demonstrating
recognition accuracies of 96.9% in controlled environments and 94% in real farming condi-
tions. This approach enhances the reliability of fish identification across various settings
and lays the groundwork for future advancements in fish behavior tracking and phenotype
measurement, providing essential technical support for the development of intelligent
aquaculture systems.

In their manuscript, Tao et al. examine the critical impact of sloshing responses on
the design and operational efficiency of aquaculture vessels. Sloshing, the movement of
liquid inside a partially filled tank, significantly affects both the safety of culture equipment
and the overall efficiency of aquaculture operations. To analyze these dynamics, the
authors conducted experiments using a 1/50 scale model of a novel aquaculture vessel in a
controlled wave basin. They explored sloshing behavior under two wave directions—beam
and head waves—and two fill levels of 81.5% and 47.4%. The study investigated both
time-domain and frequency-domain characteristics of sloshing under regular and extreme
sea conditions. Their findings revealed that the sloshing response is primarily driven by
the wave frequency, with more pronounced effects under beam wave conditions than head
waves. The response was also stronger for a half load than a full load. The complexity of the
sloshing mechanism stems from the interaction between external waves, vessel motion, and
internal liquid movement. The results of irregular wave tests supported the conclusions of
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regular wave tests, but they also highlighted the presence of stronger nonlinearity and more
prominent higher natural modes, with greater amplitude. Tao et al.’s research offers crucial
insights into optimizing aquaculture vessel design by understanding sloshing behavior,
providing valuable data for enhancing operational safety and efficiency in dynamic marine
environments.

In their contribution, Wang et al. investigate the influence of different photoperiods on
the growth performance and physiological responses of juvenile scalloped spiny lobsters
(Panulirus homarus), a species that is of high economic value in aquaculture. Over 56 days,
the researchers exposed 90 lobsters to varying light-dark cycles (0L:24D, 6L:18D, 12L:12D,
18L:6D, 24L:0D) and carefully measured growth rates, digestive and immune enzyme activ-
ities, as well as antioxidant enzyme responses. The study found no significant differences in
survival rate, molting frequency, or meat yield among the different photoperiod treatments.
However, the 12L:12D photoperiod resulted in the highest weight gain rate (WGR) and
specific growth rate (SGR), indicating that this balanced light-dark cycle is optimal for
lobster growth. Under continuous darkness (0L:24D), pepsin activity remained elevated in
gastric tissues, while trypsin and chymotrypsin activities were highest in the hepatopan-
creas. Other key enzymes, such as x-amylase, lipase, and acid phosphatase, showed peak
activities under different light conditions, with optimal lipase activity recorded at 12L:12D
and the highest a-amylase activity at 18L:6D. In terms of antioxidant capacity, the study
showed that the total antioxidant capacity (T-AOC), catalase (CAT), and superoxide dismu-
tase (SOD) activities were highest under the 12L:12D photoperiod. Additionally, the highest
levels of glutathione peroxidase (GSH-Px) were observed under 18L:6D. Malondialdehyde
(MDA), an indicator of oxidative stress, peaked at 12L:12D. These results suggest that
the 12L:12D light—dark cycle is essential for achieving optimal growth and maintaining
physiological balance in juvenile scalloped spiny lobsters. Wang et al.’s findings offer
valuable guidance for optimizing lighting conditions in aquaculture settings to enhance
the growth and health of this species.

In their work, Pino et al. delve into the use of zebrafish (Danio rerio) as a model
organism for neurobehavioral research, particularly in the context of stress, fear, and
anxiety responses. Their research explores the effects of bio-inspired mini robotic fish,
designed with various components, on zebrafish behavior. The primary goal of the study
is to optimize robotic biomimicry to minimize stress and improve fish welfare, which
could have broader applications in aquaculture. While previous studies predominantly
focused on externally controlled fish models, Pino et al. introduce novel prototypes of
freely actuated swimming robots. These robots allow for more natural interactions between
the bio-inspired robots and the zebrafish. By analyzing the zebrafish’s behavioral responses,
the researchers identify specific robotic components that may induce anxiety in fish. These
findings not only enhance our understanding of zebrafish stress responses but also offer
valuable insights for designing future bio-inspired robotic systems in aquaculture, aiming
to minimize stress and ensure the welfare of aquatic species.

In their study, Wang et al. investigate the effects of acute seawater acidification on
the antioxidant defenses, metabolic performance, and liver histology of juvenile yellowfin
tuna (Thunnus albacares). The experiment exposes the tuna to a pH gradient ranging
from 8.1 to 6.6 over 48 h, simulating acidification stress. The results reveal that a pH
of 7.1 significantly disrupts the antioxidant and metabolic systems of the fish compared
to the control group. Specifically, at this pH level, notable increases are observed in
glutathione reductase (GR), total antioxidant capacity (T-AOC), lactate dehydrogenase
(LDH), hexokinase (HK), pyruvate kinase (PK), sodium—potassium ATPase (Na*K*-ATP),
and calcium-magnesium ATPase (Ca?*Mg?*-ATP). Despite these changes, levels of low-
density lipoprotein cholesterol (LDL-C), high-density lipoprotein cholesterol (HDL-C),
and triglycerides (TGs) remained relatively stable across all treatment groups. However,
the study also detected elevated transaminase levels at pH 7.1, indicating potential liver
damage corroborated by signs of liver tissue degeneration and hepatocyte vacuolation.
These findings suggest that acute acidification leads to a reduction in antioxidant capacity
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and a suppression of metabolic activity in juvenile yellowfin tuna, ultimately causing
oxidative damage. Wang et al.’s research provides critical insights into the physiological
responses of yellowfin tuna to seawater acidification, offering a foundational understanding
of the mechanisms behind acidification stress. The study also underscores the broader
implications for sustainable tuna farming in the face of changing ocean conditions.

Sun et al.’s work examines the impact of acute ammonia nitrogen (NH3-N) exposure
on the kidney’s antioxidant capacity, phosphatase activity, and related gene expression
in juvenile yellowfin tuna (Thunnus albacares). A total of 180 juvenile tuna are exposed to
varying NHj3-N concentrations (5 and 10 mg/L) for 6, 24, and 36 h, with natural seawater
(0 mg/L) serving as the control. The study measures the levels of malondialdehyde (MDA),
a marker of lipid peroxidation, and antioxidant enzymes such as superoxide dismutase
(SOD), catalase (CAT), glutathione peroxidase (GSH-PX), alkaline phosphatase (AKP), and
acid phosphatase (ACP) to evaluate changes in antioxidant activity and immune-related
phosphatase function in the trunk kidney. At 36 h, MDA, SOD, CAT, and GSH-PX levels
significantly increase in the 5 mg/L group compared to the control, with even higher
elevations in the 10 mg/L group after 24 and 36 h. Phosphatases, which play a key role
in immune responses, also show marked activity increases—AKP surges at 6 h, and ACP
rises significantly at 36 h in the 5 mg/L group. Using real-time fluorescence quantitative
PCR, the authors observe significant upregulation of antioxidant genes SOD2 and GPX1b
in the 5 mg/L group at 6 and 36 h, while similar upregulation is seen in the 10 mg/L group
at 36 h. Additionally, immune cytokine gene expression shows an increase in Interleukin
10 (IL-10) in the 5 mg/L group at 6 h, whereas Interleukin 6 receptor (IL-6r) expression
decreases. Both IL-10 and IL-6r levels were suppressed in the 10 mg/L group. The findings
suggest that low concentrations of NH3-N (around 5 mg/L) enhance antioxidant defenses,
phosphatase activity, and gene expression, while higher concentrations (10 mg/L) may
have a suppressive effect. In juvenile yellowfin tuna farming, managing NH3-N levels is
critical for health; at concentrations between 5 and 10 mg/L, stress exposure should be
limited to 24 h, whereas concentrations below 5 mg/L allow for extended exposure up to
36 h without adverse effects.

In their contribution to the Special Issue, Yang et al. investigate the effects of licorice
(Glycyrrhiza uralensis) as a feed additive on the growth performance and gene expression
of Asian seabass (Lates calcarifer), a species that holds significant economic importance in
China’s aquaculture industry. While licorice has been known for its immunological benefits
in aquaculture, its impact on growth has been less explored. This study aims to fill that
gap by evaluating the influence of various concentrations of licorice (0%, 1%, 3%, and 5%)
in artificial feed on the expression of growth-related genes over 56 days. The key growth-
related genes analyzed include growth hormone-releasing hormone (GHRH), growth
hormone (GH), growth hormone receptor (GHR), insulin-like growth factor 1 (IGF1), IGF2,
IGF2 receptor (IGF2R), and myostatins (MSTN1 and MSTN2). The results demonstrate
that diets supplemented with 3% and 5% licorice significantly improve survival rates and
weight gain in comparison to the control group. Notably, licorice supplementation enhances
the expression of GHR and IGF1 in the liver, while a 5% licorice diet downregulates IGF2
expression. As the licorice concentration increases, IGF2R and MSTN1 expression initially
decreases and then increases, while MSTN2 expression is inhibited. Moreover, licorice
supplementation significantly downregulates the expression of GH and GHRH. Yang etal.’s
findings suggest that the inclusion of licorice in the diet of Asian seabass, particularly at
optimal levels, can boost growth-related gene expression, thereby enhancing both the
weight gain rate and specific growth rate of the fish. This research offers valuable insights
into the potential of licorice as a feed additive to improve the survival and growth of Asian
seabass in aquaculture settings.

In their work, Zhu et al. propose an innovative method for accurately estimating
fish quantities in aquaculture cages using image sonar technology. To meet the challenges
of real-time fish counting in dynamic environments, the authors utilize forward-looking
image sonar combined with the YOLO target detection model, enhanced by an attention



J. Mar. Sci. Eng. 2024, 12,2119

mechanism and a backpropagation (BP) neural network. This integrated approach enables
continuous, automated estimation of fish numbers within cages. The research involves
conducting a quantitative experiment in the South China Sea to create a comprehensive
dataset for training both the YOLO model and the neural network. The improved YOLOv8
model achieves an average detection accuracy (mAP50) that is 3.81% higher than that
of the original algorithm. Additionally, the neural network’s accuracy in estimating fish
quantities reaches 84.63%, outperforming cubic polynomial fitting by 0.72%. Zhu et al.’s
work significantly advances aquaculture management, providing a precise method for
assessing fish quantities. This allows for more informed decision-making with regard
to feeding strategies and harvest planning, contributing to the overall efficiency and
sustainability of aquaculture operations.

In response to increasing limitations in coastal aquaculture environments and the
need for larger-scale operations, Zhang et al. explore the potential of deep-sea aquaculture
using large-scale aquaculture vessels. These vessels offer new opportunities for expanding
aquaculture into deeper waters, but their success requires the optimization of tank design
to ensure ideal fish growth conditions and effective removal of particulate matter. This
balance is essential for maximizing productivity and profitability in aquaculture vessels.
Zhang et al.’s study specifically investigates how the structural ratio of aquaculture tanks
impacts flow field characteristics and particulate removal efficiency. Using FLOW-3D
software (solver version: 11.2.0.16), they conduct numerical simulations on the flow field
of an 8000-ton aquaculture vessel at anchor. Their simulations evaluate the impact of the
corner ratio on key parameters such as flow velocity, turbulence intensity, tank utilization,
and particulate removal efficiency. The results indicate that tanks with corner structures
exhibit better overall flow dynamics, including higher flow velocities, stronger turbulence,
and improved particulate discharge efficiency. However, the study also finds that further
increases do not significantly improve these flow characteristics once the corner length
exceeds one-third of the tank length. The findings provide a valuable reference for the
structural design and optimization of aquaculture tanks, contributing to the efficiency and
effectiveness of large-scale deep-sea aquaculture vessels.

In their paper, Hu et al. introduce a novel approach for accurately estimating the
distribution of Trachinotus ovatus in marine cages, leveraging omnidirectional scanning
sonar and deep-learning techniques. Their method provides precise fish location data
by segmenting the water into layers and applying clustering algorithms to analyze the
data from each layer. The process begins with omnidirectional scanning sonar, which
performs a spiral detection within the cages to capture fish image data. These images are
then labeled to construct a training dataset for an enhanced CS-YOLOv8s model. Once
trained, the CS-YOLOv8s model is employed to identify and locate fish in the images.
Next, the cage environment is divided into water layers, with depth intervals of 40 cm.
The DBSCAN clustering method is applied to the identification coordinates for each layer,
generating precise location data for fish at various depths. Finally, the data from all
layers are combined to form a comprehensive map of fish distribution within the cage.
The method is tested through extensive experimentation and accurately estimates the
distribution of Trachinotus ovatus, with results closely matching manual observations. Hu
et al.’s approach represents a significant advancement in using sonar and deep-learning
technology for aquaculture, providing a more efficient and automated method for managing
fish populations in marine cages.

In their work, Liu et al. address the challenges of deep-sea aquaculture, which offers
significant potential to alleviate the spatial and environmental pressures associated with
near-shore operations while producing higher-quality aquatic products. Despite China’s
relatively flat coastline, where aquaculture typically occurs in waters 30-50 m deep, the
frequent typhoons and adverse sea conditions make designing effective mooring systems
for deep-sea cages challenging. Liu et al.’s study investigates multiple fish cage configura-
tions, focusing on a 1 x 4 layout and a 2 x 2 layout, and proposes three distinct mooring
system design schemes. The researchers compare mooring line tension under different
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self-storage conditions, examining factors such as line accumulation and contact with the
steel structure on the leeward side. Furthermore, flexible net models are compared to rigid
net models to assess how net deformation influences cage movement and mooring line
tension. Liu et al. also analyze the dynamic response of the optimal mooring design under
irregular wave conditions, offering valuable insights into the safety and economical design
of mooring systems for multiple fish cages. Their findings provide essential guidance for
improving the reliability and resilience of deep-sea aquaculture systems, particularly in
regions prone to challenging sea conditions.

In the final contribution, Martzikos et al. explore the integration of renewable energy
sources with aquaculture on floating multi-use platforms, aiming to create sustainable
offshore infrastructure. From March 2021 to January 2022, a 1:15 scale prototype was tested
in Reggio Calabria, Italy, providing insights into the structures’ behavior under various
wave conditions. The study utilizes Artificial Neural Networks (ANNSs) to predict changes
in mooring loads at critical points, analyzing metocean data to evaluate different ANN
models and optimization techniques. The best predictive model achieves a Normalized
Root Mean Square Error (NRMSE) of 1.7-4.7%, demonstrating the effectiveness of ANNs in
forecasting offshore platform dynamics. This research underscores the potential of machine
learning for sustainable ocean system management, paving the way for advancements in
data-driven marine resource management.
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Abstract: The fish pump is an important piece of power equipment for aquaculture, especially for
deep-sea engineering vessels and cage culture. Fish pump research focuses on reducing fish body
damage, improving survival rates, and increasing fish lifting efficiency. The research object in this
paper is a new type of vacuum fish pump, with the aim of improving the hydraulic performance
of the vacuum fish pump and reducing the damage to the fish body. The dependent variables
include the dynamic change process of the flow state and flow field under diachronic conditions,
the fluid simulation analysis of the vacuum pump body and the flow channel structure, the inlet
flow rate of the fish pump, the negative pressure of the pipeline, and the impact force of the water
flow on the inner wall of the tank. The independent variables include the operating conditions of the
pump body and the fish pump. The Latin hypercube sampling method is used to extract 167 sets
of calculation models for the independent variables, and multi-objective optimization is performed
based on the NSGA-II algorithm for the hydrodynamic performance of the fish pump. On the basis
of ensuring the fish body damage rate, the structural parameters of the vacuum fish pump with
the optimal hydrodynamic performance under 167 sets of parameter values were obtained. The
optimized parameters were then entered into the solver again, and the results showed that, in the
optimal structural parameters under certain conditions, the direction of the incident water flow in
the vacuum fish pump tank is close to the upper end of the tank body, which will reduce the speed of
the fish-water mixed flow when entering the tank, thereby reducing the collision damage to the fish
body. Currently, the water flow velocity at the water inlet is about 2.5 m/s, and the negative pressure
value distribution gradient between the tank body and the water inlet pipeline is quite consistent,
which can achieve good fish suction and fish lifting effects.

Keywords: equipment aquaculture; fish lifting; vacuum fish pump; hydraulic characteristics; particle
swarm algorithm

1. Introduction

It is difficult for the traditional methods and catch-and-catch methods to meet the
actual needs of field operations with the development of the aquaculture industry, particu-
larly with the emergence of large-scale deep-water cages, deep-sea farming boats, and other
fish farming models [1]. Therefore, achieving the mechanization and automation of fish
captures as well as guaranteeing the catch’s survival and non-damage rate is an important
topic in the research field of fishery catch equipment [2]. The fish pump is becoming a
research hot spot for many domestic scholars as a key piece of equipment to improve the
mechanization level of aquaculture. There are various forms of fish pumps, including
vacuum pumps, centrifugal impeller pumps, jet pumps, etc. In-depth research has been
conducted, and the design and research process of the fish pump has been focused on
protecting the fish body from harm, increasing the fish body’s survival rate, and increasing
the fishing efficiency [3].
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The design and development of the fish pump needs to focus on solving the problems
of lossless fish body transmission, enhancing adaptability, improving intelligence levels,
and establishing continuous fishing systems for pelagic fisheries. Tian Changfeng [4], based
on the structural characteristics of single-channel pumps, summarized the design methods
of single-channel pumps through a large number of experimental studies and design
practices and analyzed the structure of single-channel pump impellers and the reasons
for their excellent non-clogging performance. They then proposed a new method for
improving the hydraulic design of single-channel pumps. Summerfelt [5] used 3D design
software to make a solid model of the fish pump and presented the local details, which laid
the foundation for the subsequent design and manufacture of the fish pump. Chu Shupo [6]
explored the effect of the volute structure on the performance of the fish pump, studied the
characteristics of the pump’s internal flow field, and analyzed the effect of the control law of
the vacuum outlet form on its performance. Ding Ziyang [7] and Zhang Liang [8] analyzed
the pressure and velocity distribution inside the fish as well as the trajectory of the trace in
the pump. Numerous scholars have also conducted extensive research on the analysis of the
hydrodynamic characteristics of structures. Dutta [9] used the open-source computational
fluid dynamics (CFD) modeling tool REEF3D to simulate the oscillatory flow, and the
CFD model solves the Reynolds—Averaged Navier-Stokes (RANS) equations in all three
dimensions. Further analysis was conducted using CFD to study the effect of blockage
ratio on the hydrodynamic characteristics of different oscillatory flow regimes. Dutta [10]
used three-dimensional simulations to investigate scour in combined wave-current flows
around rectangular piles with various aspect ratios. The simulation model solved the RANS
equations using the k-w turbulence model and included the Exner equation to compute
bed elevation changes. The model also used the level-set approach to accurately capture
the free surface and included a hydrodynamic module with a morphological module to
simulate the scour process.

The currently used fish pump has problems such as a high fish body damage rate, low
efficiency, a bulky body, and high energy consumption. This paper aims at improving the
hydrodynamic performance of the vacuum fish pump. CFD analysis entails performing
fluid simulation analysis on the vacuum pump body and flow channel structure as well
as conducting research on the working conditions of fish suction and analyzing the flow
field, pressure, speed, and numerical simulation parameters in the flow channel. The
dependent variables include the hydrodynamic performance of the fish pump and the
influence of fish body damage, the inlet flow velocity of the fish pump, the negative
pressure of the pipeline, and the impact force of the water flow on the inner wall of the
tank. The independent variables include the working environment of the pump body and
the fish pump. The structural form of the fish pump with the optimum performance is
obtained using the multi-objective optimization of the fish pump based on the particle
swarm optimization algorithm.

2. Overview of Design Scheme

Taking a vacuum fish pump as the research object, Figure 1 depicts the specific struc-
ture of this type of vacuum fish pump. The structure of the vacuum fish pump is mainly
composed of a power unit, a vacuum pump body, and connecting pipes. The vacuum
pump body is the basic unit of the fish-sucking pump structure, and it causes less harm to
the fish body when sucking fish [11]. The fluid simulation analysis of the vacuum pump
body and the flow channel structure is conducted using the standard turbulent flow model
and the Euler multiphase flow method. Additionally, the fish suction working condition
is studied, and the flow field, pressure, velocity, and numerical simulation parameters
in the flow channel are analyzed. Taking the impact on the hydrodynamic performance
of the vacuum fish pump, the inlet flow rate of the fish pump, the negative pressure of
the pipeline, and the impact force of the water flow on the inner wall of the tank as the
dependent variables, the tank volume, the diameter of the water inlet, and the exhaust
speed are selected. The diameter of the mouth, the height, and the angle of the pump body
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are taken as independent variables, and the multi-objective optimization of the fish pump
based on the particle swarm algorithm is used to analyze and obtain the optimal structure
of the fish pump.

Connecting pipe

Figure 1. Design scheme of a vacuum fish pump.

3. Basis of Theoretical Analysis

In this paper, we use the commercial computational fluid dynamics software ANSYS
fluent for finite element (FEM) analysis and calculation. The Eulerian multiphase model in
ANSYS Fluent allows for the modeling of multiple separate yet interconnected phases. The
phases can be liquids, gases, or solids in nearly any combination. In contrast to the discrete
phase model, each phase receives a Eulerian treatment. The number of secondary phases
in the Eulerian multiphase model is exclusively limited by memory needs and convergence
behavior. As long as sufficient memory is available, any number of secondary phases can
be modeled.

3.1. Volume Fraction Equation

The description of multiphase flow as interpenetrating continua incorporates the
concept of phasic volume fractions, denoted here by ;. Volume fractions represent the
space occupied by each phase, and the laws of conservation of mass and momentum are
satisfied by each phase individually. The derivation of the conservation equations can be
executed by ensemble averaging the local instantaneous balance for each of the phases or
by using the mixture theory approach. The volume of phase g, V; is defined by:

Vy= [ agdv 1
1= [, M
where:
n
Y ay=1 ()
q=1
The effective density of the phase g is:

P = 2qpq ©)

where pj is the physical density of phase g, &, is the volume fraction of phase q.
The volume fraction equation may be solved either through implicit or explicit time
discretization.

3.2. Conservation Equations

This section presents the general conservation equations from which the equations are
derived, followed by the solved equations.
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3.2.1. Conservation of Mass

The continuity equation for phase g is:
a n
5¢ (gPq) + V( (2904 ) Z titpg = igp) + Sq )

— .
where v, is the velocity of phase q and m, characterizes the mass transfer from the pth

q"" phase, and 111y characterizes the mass transfer from phase g to phase p, and you are

able to specify these mechanisms separately.

By default, the source term S, on the right-hand side of Equation (4) is zero, but it can
specify a constant or user-defined mass source for each phase. A similar term appears in
the momentum and enthalpy equations.

3.2.2. Conservation of Momentum

The momentum balance for phase g yields:

— — =
%(aqpq vg) + V(agog0vq04) = fzqup+VOTq + zxqpqg
N

+§](Rlﬂf1+m77‘7 pg — MapVgp) (5)

pa — — —
+(Pq + Flift,q + le,q + va,q + Ftd,q)

g th
where 74 is the "

. - . Lo
phase stress-strain tensor, v, is the interphase velocity, g is the
— — —
acceleration due to gravity, F is an external body force, Fyy 4 is a lift force, F 4 is a wall
— —

lubrication force, Fym, is a virtual mass force, and F tdg 1S @ turbulent dispersion force.
—

Ry is an interaction force between phases, and p is the pressure shared by all phases.

3.3. Equations Solved by ANSYS Fluent

The equations for fluid-fluid and granular multiphase flows, as solved by ANSYS
fluent, are presented here for the general case of an n-phase flow.

3.3.1. Continuity Equation

The volume fraction of each phase is calculated from a continuity equation:

1 0 !
P (at(”‘qpq)+v“qPq 9) Z Titpg — Titgp)) ©)

where p,q is the phase reference density, or the volume averaged density of the gt phase
in the solution domains. The solution of this equation for each secondary phase, along
with the condition that the volume fractions sum to one allows for the calculation of the
primary-phase volume fraction.

3.3.2. Fluid-Fluid Momentum Equations

The conservation of momentum for a fluid phase g is:
— - = = -
51 (29000 q) + V(agpqvg0g) = —agVp+VeTy+agpyg
L — — .= .=
+¥1 (Kpg(vp = 0g) + 1i1pg0pg = tigp0gp) — (7)
p; — — — —
+(Ff[ + Flift,q + le,q + va,q + Ftd,q)

— . . . = , .
Here g is the acceleration due to gravity and 7, is the " phase stress-strain tensor,
— — — —
Fg is an external body force, Fyf 4 is a lift force, Fy 4 is a wall lubrication force, Fymq is

12
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— —
a virtual mass force, and Fyq,4 is a turbulent dispersion force. R is an interaction force
between phases, and p is the pressure shared by all phases, Kj; is the momentum exchange
coefficient between phase p and phase .

3.4. Approximate Model Optimization Design Method

The Kriging model, second-order response surface methodology (RSM) model, and
radial basis Function (RBF) model are used to develop the surrogate model of the structural
parameters of the vacuum fish pump and the impact force on the bottom and two sides
of the tank body. The RBF model requires plenty of sample points since the prediction
accuracy and robustness of the second order RSM model are very poor for highly nonlinear
problems [12]. Furthermore, the optimization problem of a vacuum fish pump is often
highly nonlinear, and the number of sample points is very limited; thus, it is necessary or
even required to use a surrogate model that satisfies all these requirements [13]. Although
the Kriging model lacks transparency, its prediction accuracy and robustness are not
affected by changes in sample scale; hence, it was chosen to develop the surrogate model.

3.4.1. Kriging Model

The Kriging model is an unbiased estimation model with the smallest estimated
variance. It can be based on the dynamic structure of known data samples, fully consider
the relevant characteristics of variables within the value range and analyze the trends and
dynamics of known data samples. A good fit for nonlinear problems between the response
variable and the design variable [14,15]. The Kriging model includes both regression and a
nonparametric part.

v (X) = F(B, %)+ Z(X) ®

Among them: X is the training sample given by the approximate model; F (ﬁ, X) is
the regression model determined by the known function group about X, which can be
expressed as:

F(B, X) = Bufr (x1) + Brfr (x1)
+pufu (xu) = BT (X)
B is the regression coefficient; f; (x;) is the basis function determined in advance; 1

is the number of sample points of the training sample. Z(X) is a random process with a
mean of 0 and a variance of 02, and the covariance between two interpolation points is:

©)

Cov|[Z(x:), Z(x;)] = o*R[R(x;, xj)] (10)

where: 02 is the variance of the random process; R is a symmetric positive definite diagonal
matrix of order n x #; R(x;, ;) is the spatial correlation function of any two sampling
points x; and, x; among the k sample points.

3.4.2. Second-Order RSM Model

The response surface method is based on the design of experiments, and it uses a
specific display function to establish the relationship between the response parameter and
the variable. The polynomial model can be used to simulate the real functional relationship
in a relatively small area, thus simplifying the complex model [16]. In the actual application
process, because there are one or more inflection points in the polynomial response surface
approximation model of degree 3 or above that will interfere with the prediction results, the
second-order polynomial response surface model is often used in engineering applications,
and its function expression is [17]:

10 10
9(x)=PBo+ Y Bixi+ Y. Bixt 1 (11)
i=1

i=11
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Among them, the coefficients are calculated by the least square method:

B= (xT’ x) _1xTy = [B1, B2, - Bao] (12)

3.4.3. RBF Model

The radial basis function surrogate model is formed from a series of functions devel-
oped by the same method through linear weighted superposition [18], which is character-
ized by good flexibility, simple structure, and less calculation. The mathematical expression
of the radial basis function model is:

y= iwi¢<ri> =wle (13)

Among them, ¢ = ¢(r') = ¢(||x — x, )T is the basis function, and the prediction

accuracy obtained by different basis functions is different; w; = (wj, wo, . .. wn)T is the
weight coefficient.

3.5. NSGA-II Model

The vacuum fish pump optimization is a multi-objective optimization and multi-
attribute decision-making problem. In terms of vacuum fish pump design, the require-
ments for change in total pressure inside the tank body and change in flow rate at the
inlet conflict with each other. The inherent parallel mechanism and global optimization
characteristics of genetic algorithms have attracted the interest of researchers in the field of
multi-objective optimization. In 1993, Srinivas and Deb proposed a non-dominated sorting
genetic algorithm, which has since been widely used in solving numerous problems. How-
ever, NSGA has many shortcomings, which make it difficult to obtain satisfactory results
when dealing with high-dimensional, multimodal, and other problems. In 2000, Deb made
improvements to NSGA and obtained the NSGA-II Algorithm, which further improved the
computational speed and robustness of the algorithm. Therefore, the NSGA-II algorithm is
used to optimize the structure of a vacuum fish pump.

The basic flow of the NSGA-II algorithm is as follows [19]:

(1) Set the current evolutionary generation t = 0, randomly initialize the {-th generation
population Pt, sort all individuals according to the non-domination relationship, and
calculate the individual crowding distance.

(2) Select 0.5 N from Pt using the two-way league method to perform crossover and
mutation operations on individuals to generate a preserved population.

(3) Merge populations Pt and Qt to obtain merged population R¢t, and perform non-
dominated sorting on all individuals in population R¢, and calculate the individual crowd-
ing distance.

(4) Select N individuals from Rt according to the sorting results to generate a new
population R(t+1), t =t+1.

(5) Judge the relationship between t and Genyayx. If t > Genyax_max, then output Ry 4,
if t < Genyay, the algorithm returns to step (2) for cyclic execution.

4. Prototype Experiment

In order to validate the actual working performance of the design model of the vacuum
fish pump, a solid prototype of the fish pump was made at a ratio of 1:1, and several field
tests of the prototype were conducted in an aquaculture fish tank. The test plan and the
test instruments used are shown in Figure 2 below. An electromagnetic flow meter and a
pressure gauge are installed near the upper part of the water inlet of the vacuum fish pump
to measure the actual flow and pressure of the water inlet. The lifting platform installed
at the bottom and the crane changed the suction height and angle of the fish pump for
multiple tests.
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Figure 2. Experimental setup and scheme.

The main design parameters of the vacuum fish pump are shown in Table 1.

Table 1. Fish pump prototype test model parameters.

Structural Parameters Value Structural Parameters Value
Fish outlet diameter/mm 95 Tank ex?aus.t speed 04-18
(m?/min)
Air suction port diameter/mm 88 Pump body material 316L Stainless steel
Vacuum pump inlet .
diameter/mm 75 gross weight/kg 80

The data obtained from the test are shown in Table 2 below. According to the test
results, the water suction height and angle of the vacuum fish pump will directly affect the
negative pressure and water absorption performance of the fish pump, and according to
experience, the main body of the fish pump. The structure will also have a great impact on
its working performance [20]. Therefore, a number of parameters that have a greater impact
on the fish pump (water absorption height, angle, volume of the pump body, diameter of
the water inlet, and diameter of the exhaust port) were selected as self-contained parameters
below. As independent variables, consider the flow velocity at the water inlet, the negative
pressure value, the impact force of the inner wall of the tank, etc. Additionally, the Latin
hypercube sampling method is used to select 167 sets of calculation models, wherein
117 sets of calculation models are selected to develop a Surrogate model, and 50 sets of
calculation models are selected to verify the effectiveness of the Kriging model. Finally,
multi-objective parameter optimization based on the particle swarm optimization algorithm
is used to obtain the optimal structure of the vacuum fish pump.

Table 2. Test data of fish pump prototype.

Test Tank Placement  Angle Negative Pressure Change Value Time Interval
Number Height (mm) ©) (Kpa)
1 780 0 —0.8-(—23.9) 12:56:45-12:59:05
2 870 5 —0.8-(—22.9) 13:00:34-13:02:29
3 970 10 —1.1-(-24.1) 13:08:23-13:10:24
4 1760 10 —0.9-(—29.6) 13:39:23-13:41:16
5 1700 5 —0.8-(—29.9) 13:43:03-13:45:13

5. Hydrodynamic Characteristics Analysis and Performance Optimization of Vacuum
Fish Pump

5.1. Calculation Instance
5.1.1. The Finite Element Model of the Device

In this paper, we use the commercial computational fluid dynamics software ANSYS
FEM analysis and calculation and compute 12 core parallel calculations on a single server.
The geometric modeling of the vacuum fish pump is executed using 3D modeling software.
Structures such as brackets and flanges are simplified in order to facilitate calculation and
simulation. When performing CFD simulation analysis, the SST implicit turbulence model
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and Euler multiphase flow model are used to set the water inlet of the pump as a pressure
inlet and the initial gauge pressure. Set the exhaust port as the mass flow outlet, and set
the inner mesh surface of the pump body as the wall boundary. Table 3 summarizes the
fluid domain’s boundary conditions, and Figure 3 shows the finite element model derived
after processing.

Table 3. Fluid domain’s boundary conditions.

Physical Boundaries of the

Domain Boundary Conditions
The fluid domain is a mixed region of air and water, and the
Fluid domain volume fraction of the water domain is defined as “0”
during initialization
Inlet Pressure inlet(Set the volume fraction of the water inlet to 0)
Outlet Mass flow outlet (air-0.021 kg/s (20 °C, 101.3 Kpa))
Tank wall surface-Main wall
Wall boundary Tank bottom wall surface-Bottom wall

Other wall surfaces—Wall

Main wall

Bottom v
wall Pressure inlet

Figure 3. Flow field analysis finite element model.

The grid division of the computational domain is shown in Figure 4. The grid is
divided into the form of a structured grid. The grid independence test is performed to
determine the specific grid size. Three grid sizes of 0.05 m, 0.03 m, and 0.01 m were selected
for numerical simulation. By comparing the calculation results of the three grid sizes, it can
be seen that the average calculation error of the 0.03 m grid size relative to the 0.01 m grid
size is 4.18%. The average calculation error of the 0.05 m grid size relative to the 0.01 mm
grid size is 2.64%. Considering the calculation accuracy and calculation time cost, the main
grid size is proposed to be 0.01 m, with a 0.002 m grid size selected for local grid refinement
at the stress-concentrated parts. The number of grid cells is 85,285.

Figure 4. Model mesh division.

5.1.2. Calculation Model Reliability Analysis

The negative pressure value of the water inlet of the vacuum pump in the experimental
results above is compared with the value obtained by the calculation simulation, as shown
in Figure 5, in order to verify the accuracy and reliability of the CFD calculation model.
It can be seen from the figure that the error between the CFD simulation results and the
experimental results is 8-12%. The error might be caused by a difference in the layout of
the water inlet pipe between the actual experiment and the installation of the measuring
instrument. The error is within the acceptable range [21]. The study findings reveal that
the accuracy and reliability of the numerical calculation model have been verified.
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Figure 5. Comparison of experimental values and CFD simulation values.

5.2. Analysis of Hydrodynamic Characteristics of Fish Pump

The internal flow field characteristics have varied performances at different time
points due to the mutual influence between the change of the vacuum degree in the tank
of the vacuum fish pump and the negative pressure in the tank, the flow velocity, and the
impact force of the tank wall. Therefore, it is necessary to analyze the dynamic change
process of the flow state and flow field of the vacuum fish pump under different duration
conditions through calculation and simulation [22]. The simulation model with the same
structural parameters, operating height, and angle as the test prototype model is selected
for calculation and analysis. Figures 6-8 below show the internal flow state, flow field
velocity, and pressure distribution cloud diagrams of the vacuum fish pump simulation
model in three time periods (1's,3 s, and 5 s).

Phase2 Voume Phase2 Voume Fracion
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Figure 6. Instantaneous flow state distribution inside the fish pump. (a) 1s (b) 3s(c)5s.
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Figure 7. Instantaneous flow velocity distribution inside the fish pump. (a) 1s (b) 3s(c) 5s.

17



J. Mar. Sci. Eng. 2023, 11,1361

Pressure
Vowme Rendering 1
257810104

369410104
480910004
592410004

7,040 10404
Pal

(@)1s

179710405
117110008
546210.04

79051003

-7.04310004 Pa)
ol »

(b)3s (c)5s

Figure 8. Instantaneous pressure distribution inside the fish pump. (a) 1s (b) 3 s (c) 5s.

Figures 6-8 shows that when the vacuum fish pump operates for 1 second, a huge
negative pressure is generated at the moment when the tank is exhausted. At this time, the
negative pressure value of the suction port is about —24 Kpa in the vacuum tank, while
the pressure in the body is about —45 Kpa higher than that of the water inlet. As a result,
the water flow at the water inlet enters the tank quickly. The direction of the flow velocity
entering the tank is approximately parallel to the wall of the tank body, and the incident
water flow has a velocity of about 5.2 m/s. When the vacuum fish pump is set to 4 s, the
negative pressure value of the tank body tends to be stable, the water flow velocity at the
water inlet gradually decreases to about 3.6 m/s, and the direction of the flow velocity
entering the tank body gradually approaches the tank wall surface. When the vacuum fish
pump is set to 5 s, the negative pressure value of the tank gradually decreases, as does the
uniformity of the pressure value distribution in the water intake pipe, resulting in a drop
in water flow velocity at the water inlet to about 2.9 m/s. At this time, the flow state of the
water entering the tank is relatively dispersed, and the tail flow of the inlet water produces
a secondary backflow during the contact and process with the bottom of the tank.

5.3. Performance Optimization of Fish Pump Based on NSGA-II

From the previous discussion, it can be seen that, there is a mutual influence between
the negative pressure value inside the vacuum fish pump, the water inlet flow rate, and
the impact force of the tank wall under different time durations. The water inlet flow rate
and negative pressure value will be beneficial to the enhancement of the fish lifting ability
of the fish pump. However, a high-water inlet flow rate and negative pressure value will
cause the direction of the jet flow in the tank to be close to the bottom surface of the tank,
which will increase the fish pump’s lifting ability. The impact force of the fish-water mixed
flow, when it enters the vacuum fish pump, will cause greater damage to the fish body, and
the excessively high-water inlet flow rate will also increase the collision probability of the
fish body when it enters the pipeline, also causing damage to the fish body. This results in
an increased damage rate. Therefore, it is necessary to optimize the structural parameters
of the vacuum fish pump under the premise of ensuring a low fish body damage rate.

An NSGA-II multi-objective parameter optimization was performed using the im-
pact force value of fish body collision, negative pressure value, water inlet flow rate, the
impact force of pool bottom and side wall as dependent variables, and exhaust velocity,
pump placement angle, the height of exhaust port diameter, and water inlet diameter as
independent variables.

First, the Latin hypercube sampling method is used to sample the independent vari-
ables. Table 4 below shows the range of values. Figure 9 shows part of the data obtained
by sampling, and a total of 167 sets of calculation parameters were extracted (Chen Xiao-
long, 2020).

Table 5 below shows a subset of the data obtained after sampling the independent
variables using the Latin hypercube sampling method. A total of 167 sets of calculation
parameters were extracted. The data was then entered into Ansys-Fluent for parameter
batch modeling and ultimately into the vacuum fish pump calculation model for solution
iterations to obtain the dependent variable’s solution results.
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Table 4. Latin hypercube sampling value.

Design Argument Range Value
1 Inlet radius 25-100 mm
2 Outlet radius 15-80 mm
3 Inlet height 300-2000 mm
4 Tank volume 0.12-1.26 m®
5 Initial negative pressure Standard atmosphere (101.3 Kpa)
6 Tank exhaust velocity 0.4-1.8 m®/min (20 °C, 101.3 Kpa)
7 Tank placement Angle (—15°-15°)

Phase2 Volume Fraction Velocity Pressure.
Voume Renderig 1 Volume Rendering 1 Volume Rendering 1
100010400 53861000 -1.86010103

750010-01 40401000 B 39831003

o \ ot
— 2633100 8087100

13471000 9 814010103
250010-01

00001000 -1.02310104
000010000 L) P

(a) Fluid distribution (b) Velocity distribution (c) pressure distribution

Figure 9. The instantaneous flow state and flow field distribution inside the optimized fish pump.
(a) Fluid distribution (b) Velocity distribution (c) pressure distribution.

Table 5. A subset of the data from the Latin hypercube sampling.

P1-Inlet P2-Outlet P3-Tank Height P4-Tank Degree = P5-Mass Flow
Diameter (mm)  Diameter (mm) (mm) ) of Inlet (kg s—1)
54 44 0 0 0.039
59.6 69.16666667 —218.5185185 11.11111111 0.03612963
51.4 78.7962963 1103.703704 1111111111 0.021203704
70.83333333 59.53703704 —155.5555556 0 0.038425926
375 71.57407407 474.0740741 5.555555556 0.032685185
98.61111111 76.38888889 1040.740741 14.44444444 0.012018519
56.94444444 33.05555556 788.8888889 13.33333333 0.026944444
84.72222222 47.5 348.1481481 7.777777778 0.015462963
76.38888889 54.72222222 1292.592593 —1.111111111 0.013166667
90.27777778 21.01851852 222.2222222 —2.222222222 0.029240741
95.83333333 61.94444444 662.962963 —3.333333333 0.030388889
79.16666667 28.24074074 537.037037 4.444444444 0.017759259
48.61111111 42.68518519 1355.555556 —7.777777778 0.018907407
29.16666667 18.61111111 600 —4.444444444 0.028092593
93.05555556 35.46296296 1166.666667 —5.555555556 0.034981481
68.05555556 40.27777778 977.7777778 3.333333333 0.0235
62.5 23.42592593 —29.62962963 10 0.008574074
87.5 25.83333333 1229.62963 —8.888888889 0.037277778
34.72222222 57.12962963 96.2962963 —6.666666667 0.022351852
65.27777778 49.90740741 914.8148148 —14.44444444 0.024648148
81.94444444 64.35185185 —92.59259259 —10 0.014314815
54.16666667 16.2037037 285.1851852 12.22222222 0.033833333
45.83333333 30.64814815 725.9259259 —13.33333333 0.01087037
73.61111111 52.31481481 159.2592593 —12.22222222 0.016611111
43.05555556 45.09259259 411.1111111 2.222222222 0.025796296
26.38888889 66.75925926 1418.518519 6.666666667 0.031537037
31.94444444 37.87037037 851.8518519 8.888888889 0.009722222

This paper uses RSM, Kriging, and RBF to construct the surrogate model by entering
the dependent variable solution results from 167 data sets into the surrogate model. The
Kriging algorithm with the highest convergence accuracy is selected by comparing the
iterative results of various surrogate models. Table 6 below shows the comparisons of the
root mean square for different surrogate models.
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The multi-objective parameter optimization based on NSGA-II is then performed after
developing the surrogate model. Table 7 below shows the final parameter optimization results.

Table 6. The comparisons of root mean square of different surrogate models.

Item
Impact Force on Pressure on the Pressure on the Change in Total Change in Flow
Model the Bottom and Bottom Surface of Walls on Both Pressure inside Rate atgthe Inlet v
Two Sides of the  the Tank Body pb  Sides of the Tank  the Tank Body tp [m/s2]
Tank Body f [N] [Kpal Body ps [Kpal [Kpa/s]
Kriging 0.180 0.178 0.178 0.178 0.177
RSM 0.218 0.733 0.697 0.786 0.220
RBF 0.076 8.787 8.772 8.807 0.230
Table 7. Parameter optimization results of particle circle algorithm.
Structure Parameters of Vacuum Fish Pump Optimal Solution of the Argument
Inlet radius/mm 68.347
Outlet radius/mm 40.025
Inlet height/mm 966.05
Tank placement Angle/° 3.474
Tank exhaust velocity m3/min 1.093 (20 °C, 101.3 KPa)

Bring the optimal structural parameters of the vacuum fish pump obtained above into
the fluent solver once again, then use post-processing to obtain the internal flow field and
flow state distribution diagram of the fish pump with a time duration of 3 s, as shown
in Figure 9 below. The volume fraction distribution, internal velocity distribution, and
pressure distribution of the vacuum fish pump optimization model under the condition
of 3 s duration are shown in the figure from left to right. It can be clearly seen from the
figure that the direction of the incident water flow in the vacuum fish pump tank is close to
the upper end of the tank body, which will reduce the speed of the fish-water mixed flow
when entering the tank, thereby reducing the collision damage to the fish body. At this
time, the water flow velocity at the water inlet is about 2.5 m/s, and the negative pressure
value distribution gradient between the tank body and the water inlet pipeline is relatively
uniform, which can achieve good fish suction and fish lifting effects.

6. Conclusions

Taking a vacuum fish pump as the research object, the fluid simulation analysis of
the tank and channel construction of the vacuum fish pump was carried out using the
combination of CFD and NSGA-II, and the effect of vacuum suction was analyzed. The
hydrodynamic performance of the fish pump and multiple structural parameter variables
of fish damage were optimized, and the following main conclusions were obtained:

(1) Several prototype experiments were carried out to assess the actual working
performance of the design model of the vacuum fish pump. The experimental values were
compared with the CFD calculation model, which proved the accuracy and reliability of
the calculation model.

(2) The dynamic change process of the flow state and flow field of the vacuum fish
pump was analyzed under different chronological conditions through calculation and
simulation. There is a mutual influence relationship between the impact forces on the
tank wall and the internal flow field characteristics, which have different performances at
different time points.

(3) The structural parameters of the vacuum fish pump, including exhaust velocity,
tank placement angle, height, exhaust port diameter, and water inlet diameter, were
selected. The impact force is the dependent variable. Latin hypercube sampling is utilized
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to sample the independent variable in conjunction with the impact force value of the fish
body collision damage, and a multi-objective parameter optimization based on the NSGA-II
algorithm is performed. The structural parameters of the vacuum fish pump are optimized
under the premise of ensuring the fish body damage rate and the structural parameters
of the vacuum fish pump with the optimal hydrodynamic performance under 167 sets
of parameter values are obtained, and the optimized parameters are substituted into the
solver again. The results show that, under the condition of optimal structural parameters,
the direction of the incident water flow in the vacuum fish pump tank is close to the upper
end of the tank body, which reduces the speed of the fish-water mixed flow when entering
the tank, thereby reducing the fish body collision damage. When the water flow velocity at
the water inlet is about 2.5 m/s, the negative pressure value distribution gradient between
the tank body and the water inlet pipeline is relatively uniform, allowing for good fish
suction and a fish lifting effect.
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Abstract: Biofouling on net cages adversely affects structural safety and the growth of aquacultural fish.
Therefore, a novel fixed aquaculture platform with a rotatable horizontal cylindrical cage is proposed in
this study, which is convenient for the cleaning of biofouling. Based on ANSYS, the numerical model
of the fixed aquaculture platform was established. The response results of the strain, acceleration, and
displacement of the structure under the combined action of waves and currents at three typical attack
angles were calculated. The effects of water depth and cage rotation on the hydrodynamic response of
the structure are discussed. The results show that the strain, acceleration, and displacement of the cage
increase with the increase in wave height; however, the change with the wave period is not obvious.
The direction perpendicular to the long axis of the cage is the most unfavorable load direction. The
acceleration of each position increases with the increase in water depth; however, the strain response
has the opposite trend. When the rotation constraint of the horizontal cylindrical cage is released, the
acceleration of the cage is larger than that when the cage is fixed. The rotation of the cage has a tiny
effect on the structural strain and load acting on the structure.

Keywords: fixed aquaculture platform; hydrodynamic response; attack angle; rotating cage; finite
element method

1. Introduction

The development of offshore mariculture cannot be separated from the support of
large-scale aquaculture facilities and equipment. The seabed of China’s Bohai Sea, Yellow
Sea, and East China Sea is basically located on the continental shelf, and the water depth of
most of the sea areas that can be developed and utilized is within 50 m. Considering the
particularity of the sea environment, the applicable water depth for offshore aquaculture
facilities in China should not be too deep. Therefore, a fixed aquaculture platform is very
suitable for China’s industrial needs. Fixed aquaculture platforms have strong resistance to
wind and waves, large aquaculture water volume, and are easy to integrate with automatic
and intelligent equipment. These platforms have been rapidly developed and applied
in China in recent years. In addition, biofouling is a major industrial problem facing
aquaculture [1]. When fouling organisms attach to the net, this leads to a low exchange
rate for water inside aquaculture facilities and a sharp increase in external environmental
loads [2-5], which will directly affect the quality of cultured fish and the structural safety of
facilities. However, the main structure of the aquaculture platform is located underwater,
and the biofouling attached to the structure is difficult to remove. Biofouling, such as the
accumulation of shellfish, hydroids, and marine mollusks, leads to unwanted organisms
attaching themselves to aquaculture nets and can multiply quickly, causing a universal
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problem for aquaculture nets. Biofouling can impair water exchange and increase the risk of
disease in farmed fish. In addition, biofouling can significantly increase the hydrodynamic
load on the net. Anti-biofouling technology mainly adopts ultrasonic cleaning and high-
pressure water cleaning methods. Ultrasonic cleaning, which has low labor costs and high
efficiency, requires the use of professional equipment. However, the professional equipment
is generally expensive, and some technical problems have not been solved. High-pressure
water jet cleaning is a mainly manual operation, and the cost is relatively low. However,
it is inefficient and has limited performance when operating underwater. If shore-based
cleaning operations are desired, the biofouled net needs to be replaced and moved onshore,
which will increase the cost of the cleaning process and incur additional labor costs. In view
of this, this study proposes a fixed aquaculture platform with a cylindrical cage that can
rotate around the horizontal axis. The structure can rotate the nets above the water surface
and then clean with high-pressure water jets, which greatly improves cleaning efficiency
and reduces costs (Figure 1).

Figure 1. Sketch of the fixed aquaculture platform with a horizontal cylindrical cage.

There are many studies about the dynamic characteristics of different forms of fixed
offshore engineering structures under marine environmental loads [6-10]. Different from
the traditional marine engineering structure, the emerging aquaculture cage platform
structure is more complex. In particular, the existence of the net system further aggravates
the interaction between the wave current and the cage structure. At present, many scholars
have used various means to research net cages from the aspect of flow fields [11-15],
wave field distribution [16-18], and dynamic response [19-26]. However, most of the
above studies are aimed at the hydrodynamic characteristics of floating cages. In terms of
recent studies, Kim et al. [22] studied the hydrodynamic response of a submersible abalone
aquaculture cage under environmental load. Zhao et al. [27] conducted an experimental
study of the hydrodynamic characteristics of a column-stabilized fish cage combined with
the finite element method and the least squares method. Zhao et al. [28] then numerically
investigated nonlinear wave loads on a trestle-netting enclosure aquaculture facility using
a finite element model based on stream function wave theory.

In summary, the existing research on fixed aquaculture facilities is still limited. There-
fore, in this study, the hydrodynamic characteristics of the proposed fixed aquaculture
platform were investigated. The effects of parameters such as attack angle and draft state
on the hydrodynamic response were explored. On this basis, the influence of cage rotation
was also calculated. The main purpose of the numerical simulations conducted for cages
without rotation constraints was to find out the influence of cage rotation on the hydrody-
namic response of the structure. The simulation results can provide technical support for
the selection of materials and the design of structures. It is expected to provide a reference
for engineering applications.
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2. Numerical Method

The main components of the fixed aquaculture platform are the frame and the nets.
They can be treated as cylinders of different diameters. The ratio of the diameter of the
cylinder (D) to wave length (L) satisfies D/L < 0.2. Therefore, the load on the structure can
be calculated using a Morison equation in combined waves and currents [29].

2.1. Governing Equation

The governing equation is as follows [30]:

(M]{a} +[CH} + [K]{it} = {f}, M
where [M] represents the mass matrix; {u} represents the acceleration vector; [C] represents

the damping matrix; {1} represents the velocity vector; [K] represents the stiffness matrix;
{u} represents the displacement vector; and { f} represents the load vector.

{f} is given by [31]:

U} = pA{6} +pCaA {6 — i} + 2pCoDelo — il {o — i}, @

where p is the density of water, A represents the cross-sectional area of the component,
C, represents the added mass coefficient, o represents the acceleration of water particles,
Cp represents the drag coefficient, v represents the velocity of water particles, and D, is
the diameter of the component. In ANSYS, when waves and currents act together, the
parameter KCRC can be used to determine the calculation method of a water particle’s
velocity.

The inertia coefficient is Cpy = C; + 1; thus, Equation (2) is equivalent to the
following equation:

{f} = pCaA{—ii} + pCmA{ v}+§pCDDe|vfu}{vfu}. (3)

Thus, the governing equation is as follows:
M){ii} + [Cl{u} + [K|{u} = pCaA{—ii} + pCMmA{ 0} + EPCDDe‘U —ul{o—u}. @
Moving the first term from the right to the left in the above equation, the final expression is
M+ M,){ii} + [Cl{u} + [K][{u} = pCmA{ ¥} + EpCDDE|v —il{o—u}, (5)

where M, = pC,A.
The fifth-order Stokes wave theory [32] is adopted in the numerical simulation. The 7,
vx, and vz values are given by

m= % Zi:l An cos[n(kx — wt)], ©
vx = CZi:l nAy cosh[nk(z + d)] cos[n(kx — wt)], 7
b7 = Y,y nusinh[nk(z + )] sinfu(kx —~ wt)), N

where 77 represents the free surface, vx represents the velocity component along the
X direction, and v represents the velocity component along the Z direction.

According to the above equations, the force of the structure can be calculated, and the
displacement, acceleration, and strain can thus be solved.

2.2. Finite Element Model

The numerical model of the structure is simulated by pipe element members with
PIPE20 and PIPE59. The PIPE59 element can be used to simulate members with wave and
current loads. The element can consider axial torsion, bending, tension, and compression
deformation, which is suitable for nonlinear large strain problems. Therefore, the structure
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above the mud surface is simulated by PIPE59. The PIPE20 element has the functions
of tension, compression, torsion, and bending and can be used to simulate the pile-soil
interaction [33]. Thus, PIPE20 is used to simulate the structure below the mud surface. The
component dimensions of the fixed aquaculture platform model are shown in Table 1. The
three views of the fixed aquaculture platform are shown in Figure 2. Pipe_1 is the pile
foundation, Pipe_2 is the central rotating shaft, Pipe_3 is the transverse support of the net
cage, Pipe_4 is the longitudinal support of the net cage, Pipe_5 is the radial support of the
net cage, Pipe_6 is the oblique brace of the tower, Pipe_7 is the supporting rod of the tower,
and Pipe_8 is the bearing column.

Table 1. Size of the model structure.

Component Le(rl;g)th Outside Diameter (m)  Inner Diameter (m)  Quantity
Pipe_1 12 2 1.9 8
Pipe_2 108 2.5 2.38 1
Pipe_3 100 1 0.94 8
Pipe_4 7.67 1 0.94 48
Pipe_5 10 1 0.94 48
Pipe_6 30 2 19 4
Pipe_7 16.89 1 0.94 8
Pipe_8 11 2 1.9 8

Pipe_2
~—Pipe_4
| Pipe_s
\ \Pipe 6
AR
i Pipe_8
(a) (b)
A= =1 EEE fEEEEEEREEe |
K i i A \
X i i | i SR <
R f i o J i HN
& = e = I i

(c)

Figure 2. Three-view drawing of the fixed aquaculture platform. (a). Main view. (b). Lateral view.
(c). Top view.

The material of the net was polyamide, and PIPE59 was used for simulations. Polyamide
has the advantage of high wear resistance. Compared with steel nets, polyamide nets have the
advantages of low cost and light weight. In the simulation, the gravity similarity criterion and
the model calculation method of variable scale were used. Additionally, the mesh grouping
method was adopted to improve calculation speed. The twine diameter was 2 mm, the length
of mesh bars was 20 mm, and the net solidity ratio was S,, = 0.2.

The numerical model of the fixed aquaculture platform was established using ANSYS.
Grid convergence was studied to improve calculation efficiency and ensure calculation accu-
racy. The grid of the structure is given in Figure 3. The origin of the coordinate system is on
the water surface. The direction of the X axis is perpendicular to the axis of the cylindrical
cage on the horizontal plane. The direction of the Y axis is parallel to the axis of the cylindrical
cage on the horizontal plane. The Z axis is perpendicular to the water surface.
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Figure 3. Finite element model of the fixed aquaculture platform with a horizontal cylindrical cage.

2.3. Load Conditions

The water depth of the fixed aquaculture platform was 33 m, and the load was set to
the combined action of waves and currents. The prevailing part of the fixed aquaculture
platform was located below the water surface. Thus, the wind load had a tiny effect on the
hydrodynamic response of the structure and was not considered. The upper velocity was
set to 1.93 m/s, the middle velocity was 1.47 m/s, and the bottom velocity was 0.96 m/s.
Wave height ranged from 3 to 9 m, the wave period ranged from 9.3 to 12.4 s, and the wave
was defined as a Stokes fifth-order wave (see Table 2). The hydrodynamic responses of the
fixed aquaculture platform at attack angles of 0°, 45°, and 90° were studied. As shown in
Figure 3, the attack angle refers to the angle with the X axis.

Table 2. Marine environmental load conditions.

Case Wave Height Wave Period Velocity Attack Angle
No. H (m) T (s) (m/s) ©)

Al 3 9.3 0

A2 3 10.8 0

A3 3 124 Upper velocity 1.93 m/s 0

A4 6 124 Middle velocity 1.47 m/s 0

A5 9 124 Bottom velocity 0.96 m/s 0

A6 3 12.4 45

A7 3 12.4 90

3. Experimental Verification

The accuracy of the numerical method was verified through an experiment. The ex-
periment was carried out in the flume of the State Key Laboratory of Coastal and Offshore
Engineering at Dalian University of Technology. The flume is 22 m long, 0.8 m wide, and
0.8 m high. The water depth was 0.4 m. The experimental diagram is shown in Figure 4a. The
net cage was 0.4 m in diameter and 0.3 m in height, and the frame member was 0.01 m in
diameter. The top of the cage was 0.07 m above the water surface. The length of the mesh bar
was 12.5 mm, the twine diameter was 2 mm, and net solidity was 0.32. The diameter of the
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monopile was 0.05 m and the height was 0.64 m, with both ends connected to load cells. The
force acting on the structure under wave conditions or current conditions was measured. The
force acting on the structure is the sum of results measured by load cells.

(@) (b)

Figure 4. Experimental diagram of the monopile net cage and the numerical model. (a). The experimental
diagram. (b). The numerical model.

3.1. Verification of Current Load

Figure 5 compares the force acting on the model in terms of values obtained from
experimental and numerical methods under current load, and the velocity ranges from
0.1 m/s to 0.5 m/s. With the increase in flow velocity, the force on the structure increases
significantly. The force on the structure at 0.5 m/s can reach about 15 times that at 0.1 m/s.
The results of the experiment and numerical simulation are basically consistent. The results
show that the accuracy of the numerical method meets the requirements.

18

—=&— Measurements
15F —e— Simulations

Force (N)

O 1 1 1 1 1
0.1 0.2 0.3 0.4 0.5

Velocity (m/s)

Figure 5. The force acting on the model under current load.

3.2. Verification of Wave Load

Figure 6 compares the experimental and numerical results under wave load. The
range of wave height was 0.04 m~0.12 m and the period was 1.3 s. The force acting on
the structure increased nonlinearly with the increase in wave height. The trend of the
numerical simulation results is consistent with the experimental results, and the maximum
error is 5%. It shows that the numerical method used in this paper has high reliability and
accuracy and can thus accurately simulate the net cage.
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Figure 6. The force acting on the model under wave load.

4. Numerical Results

This section provides the simulation results of the fixed aquaculture platform. The
measuring points of strain, acceleration, and displacement are given in Figure 7.

2
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Figure 7. The measuring points of strain, acceleration, and displacement.

4.1. Strain Responses

When the attack angle was 0°, the strain results of the four representative positions
(S1, S3, 513, S15) were as shown in Figures 8 and 9.

When T = 12.4 s, the strain peaks of the three representative positions (S1, S2, S3)
increase significantly with the increase in wave height (see Figure 10a). When H = 3 m
and the period increases from 9.3 s to 12.4 s, the strain peaks at the three representative
positions are almost unchanged (Figure 10b).

The phase difference of strain at the top of the net cage is obvious (Figure 11a).
However, the phase difference of strain at the bottom of the net cage is not significant
(Figure 11b). As the measuring point approaches the middle of the cage, the strain response
peak decreases gradually.
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Figure 8. Strain curves with different wave heights (T = 12.4 s). (a). Strain curve of S1. (b). Strain curve
of S3. (c). Strain curve of S13. (d). Strain curve of S15.
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Figure 9. Strain curves with different wave periods (H = 3m). (a). Strain curve of S1. (b). Strain curve
of S3. (c). Strain curve of S13. (d). Strain curve of S15.
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Figure 10. Strain peak of measuring points S1, S2, and S3 with a 0° attack angle. (a). The peak value
varies with wave height. (b). The peak value varies with wave period.
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Figure 11. Time history curves of strain for the measuring points (H =3 m, T = 12.4 s). (a). S1, S2, and S3.
(b). S13,S14, and S15.

The strain curves of measuring points S1, S2, and S3 at the top of the cage and
measuring points 513, S14, and S15 at the bottom with different attack angles are shown in
Figure 12. When the angle of attack is 45°, the peak strain values of measuring points S1
and S2 at the top of the cage and the corresponding measuring points S13 and S14 at the
bottom differ little, while the peak strain values of measuring point S3 at the top of the cage
are smaller than the corresponding measuring point S15 at the bottom. When the angle
of attack is 90°, the strain peak values of S1 and S2 at the top of the cage are significantly
larger than those of S13 and S14 at the bottom, while the strain peak values of S3 at the top
of the cage are similar to those of S15 at the bottom.
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Figure 12. Comparison of strain at different attack angles (H =3 m, T = 12.4 s). (a). Comparison of
strain curves at S1, S2, and S3 at attack angles of 45° (left) and 90° (right). (b). Comparison of strain
curves at S13, S14, and S15 at attack angles of 45° (left) and 90° (right).

4.2. Acceleration Responses

Acceleration monitoring of the fixed aquaculture platform is very important for struc-
tural safety evaluation. The acceleration curves of measuring points J1, J4, J7, J10, and
J13 distributed from the highest position of the cage to the lowest position of the cage
were compared (see Figure 13). Under this condition, the acceleration response of the cage
initially decreases and then increases from top to bottom.

Representative measuring points J1, J2, and J3 at the upper part of the cage were
selected to draw the curves for peak values of acceleration response (see Figure 14). When
the period is constant, the wave height has an obvious effect on the peak acceleration.

However, the peak acceleration of the measuring points has no obvious change with
increases in the period.
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The frequency spectrum curves at measuring points J1, J3, J13, and J15 were also
compared (see Figure 15). The spectral peak frequency of structural acceleration response
is about 0.7 Hz. The frequency domain curves of J1 and J13 are basically consistent.

The acceleration curves of J1 and J3 at other attack angles were then compared
(see Figure 16). When the attack angle is 45°, the peak acceleration of J1 is less than ]3.
When the attack angle is 90°, there is little difference between the peak values of the
two measuring points.
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Figure 13. Time history curves of acceleration at J1, J4,]7,J10, and J13 (H=3m, T = 12.4s).
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Figure 14. Comparison of peak acceleration at measuring points J1, J2, and J3. (a). Peak acceleration
when T =124 s. (b). Peak acceleration when H = 3 m.
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Figure 15. Comparison of acceleration frequency domain responses atJ1, J3, J13, and J15. (a). Measuring
points J1 and J3. (b). Measuring points J13 and J15.
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Figure 16. Time history curves of acceleration for J1 and J3 at different attack angles (H = 3 m,
T =12.4s). (a). Comparison of time history curves for J1 at attack angles of 45° (left) and 90° (right).
(b). Comparison of time history curves for J3 at attack angles of 45° (left) and 90° (right).

4.3. Displacement Responses

Taking H =3 m, T = 12.4 s as an example, the change in displacement response along the
height was compared, and measuring points U1, U13, and U17 on the cage and measuring
points U16, U20, and U21 on the oblique brace were selected. On the net cage, displacement
decreases with the increase in height (Figure 17). However, the peak displacement of the
measuring point located in the middle of the oblique brace is the largest.
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Figure 17. Comparison of displacement time history curves. (a). Measuring points U1, U13, and U17.
(b). Measuring points U16, U20, and U21.

The peak displacement response is less affected by wave period (see Figure 18a). When
the period is 12.4 s, it increases linearly with the change in wave height (see Figure 18b).
With the change in wave height, the displacement of U1 and U13 increases slightly, while
that of measuring points U3 and U15 increases significantly.
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The structural displacement curves at different attack angles were compared (Figure 19).
The displacement responses of the fixed aquaculture platform are quite different at different
attack angles.
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Figure 19. Curves of displacement for Ul and U3 under different attack angles (H =3 m, T =12.4s).
(a). Comparison of time history curves of U1 at attack angles of 45° (left) and 90° (right). (b). Comparison
of time history curves of U3 at attack angles of 45° (left) and 90° (right).

5. Discussion
5.1. The Influence of Attack Angle on the Dynamic Response of the Structure

The attack angle has a significant influence on the displacement of each position
(Figure 20). The displacement of each measuring point of the fixed culture platform is
the largest under load in the direction of 0°. The displacement values are smaller under
90° and 45° attack angles and are similar. Most of the members of the fixed aquaculture
platform are perpendicular to the load direction at 0°, and the projection area of the net on
the plane perpendicular to the load direction is larger than other attack angles, resulting in
larger displacement of the structure. At other attack angles, the acting area of the structure
is reduced and the displacement is smaller.
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Figure 20. Displacement peak curves of measuring points under different attack angles. (a). U1, U2,
and U3. (b). U13, U14, and U15. (c). U13, U14, and U15.

The peak acceleration of the measuring points on the cage is of an order of magnitude
equal to the negative quadratic power of 10. The acceleration values reach the maximum at
0° (Figure 21). This is because the major axis of the cage is along the Y axis, and the force
area is the largest when the attack angle is 0°. The acceleration responses of most points
are very small and almost equal at 90°. Because the force area of the cage is the smallest at
90°, the peak acceleration is the smallest. On the other hand, the acceleration responses at
measuring points J1 and J13, which are located at the end of the cage, first decrease and
then increase with the increase in attack angle and reach the minimum value when the
attack angle is 45°. Therefore, it can be considered that the attack angle of 0° is the most
unfavorable direction of load for acceleration.
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Figure 21. Acceleration peak curves of measuring points under different attack angles. (a). Measuring
points J1, J4,]7,]10, and J13. (b). Measuring points J3, J6, J9, J12, and J15. (c). Measuring points J16,
J17,]18, and J19. (d). Measuring points J16, J20, and J21.
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The variation curves of the peak strain at each position at different attack angles are
shown in Figure 22. The maximum strain response measuring point is 510 at the attack
angle of 0°, S4 at the attack angle of 45°, and S1 at the attack angle of 90°. These measuring
points are all at the end of the net cage. Because the force is transferred to both ends, the
bending moments at the end are greater and the stress and strain values are also larger.
The strain response peak value at each point generally decreases with the increase in attack
angle. This is because, when the attack angle is 0°, most of the members of the fixed
aquaculture platform are perpendicular to the load direction, and the force area is larger
than other attack angles, resulting in larger strain.
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Figure 22. Strain peak curves of measuring points under different attack angles. (a). Measuring
points S1, 54, S7, S10, and S13. (b). Measuring points S3, S6, S9, S12, and S15. (c). Measuring points
513, 514, and S15. (d). Measuring points 516, 517, 518, S19, and S24.

5.2. The Influence of Water Depth on the Dynamic Response of the Structure

The water level is also an important factor affecting the hydrodynamic response. The
extreme water level does great damage to the structure and can cause serious economic
losses. Various water levels are designed according to the hydrological data, as shown in
Table 3.

Table 3. Different water levels.

Water Level No. Water Level Value (m)
A Extremely high water level 41.73
B Designed high water level 39.04
C Normal water level 33.64
D Designed low water level 30.14
E Extremely low water level 28.52
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Under the extremely high water level, the acceleration values are very small. The
acceleration values of measuring points J16 and J17 show little difference at each water
level. The acceleration values decrease with the increase in water level (Figure 23). This is
because more parts of the structure are submerged into the water, and the influence of water
damping thus becomes greater, leading to reduced acceleration values. The acceleration
of measuring point J24 is obviously larger than other positions at the central axis of the
cage because measuring point 24 is located in the middle of the cage where there is no
diagonal bar around it to provide support; thus, its peak acceleration is larger. Along the
circumferential direction of the net cage, the peak acceleration of J3 is largest and that of
J9 is smallest. Variation in the peak acceleration of ]9 with water level is the smallest. At
different water levels, the shape of the acceleration frequency spectrum curves is basically
the same, and they all have multiple peaks (Figure 24). The frequency corresponding to the
maximum peak is about 3 Hz.
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Figure 23. Comparison curves of peak acceleration at different water levels. (a). Measuring points J3,
J6,]19,]J12, and J15. (b). Measuring points J16, J17, J18, J19, and J24.
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Figure 24. Frequency spectrum curves for J16.

According to Figure 25, the displacement peak values of measuring points U1, U3, U4,
and U6 located in the upper part of the cage decrease at first, increase, and then decrease
with the increase in water depth. This is because the load only acts on the lower part of
the structure at an extremely low water level, and the peak displacement decreases due to
the action of water damping when the water level rises. When the water level reaches the
designed high water level, the wave load mainly acts on the upper part of the cage and the
flow velocity at the water surface is the largest, with the displacement of the measuring
point thus reaching the maximum value. When the water level reaches the extremely high
water level, the structure is completely submerged in water and the effect of damping
is significant, and displacement thus becomes smaller. The displacement peak values of
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measuring points U10 and U13 at the end of the cage decrease with the increase in water
depth. The displacement peak values of measuring points U7, U9, U12, and U15 increase
at first and then decrease with the increase in water level.
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Figure 25. Comparison curves of peak displacement in relation to height under different water levels.
(a). Measuring points U1, U4, U7, U10, and U13. (b). Measuring points U3, U6, U9, U12, and U15.

For the outer frame of the net cage, the strain values decrease with the increase in
water level (Figure 26a—c). For the central axis of the net cage, the strain response values
also decrease with the increase in water depth (Figure 26d).
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Figure 26. Comparison curves of peak strain response in relation to longitudinal measuring points.
(a). Measuring points S1, S2, and S3. (b). Measuring points 57, S8, and S9. (c). Measuring points S13,
514, and S15. (d). Measuring points S16, 517, S18, 519, and S24.

In addition, the strain response peak values at measuring points S1, S7, and S13 are
much larger than those in the middle of the outer frame of the cage. On the central axis of
the cage, the strain response peak value decreases and then increases from the end to the
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middle position, and the strain response peak value at S18 is the smallest. This is because
S16 is the junction of the cage’s central axis and the oblique brace of the tower, while S17 is
the junction of the cage’s central axis and the radial support of the net cage, both of which
are places of stress concentration; thus, the strain is larger.

5.3. The Influence of Cage Rotation on the Dynamic Response of the Structure

When cleaning nets in traditional cages, it is necessary to clean manually or after the
net has been dismantled, which is time-consuming and laborious. For the fixed aquaculture
platform proposed in this paper, the cage can be rotated around the horizontal axis. With
rotation of the cage, underwater nets and frames leak out of the water surface to remove
biofouling. When the cage rotates, its hydrodynamic response is more complex.

In this part of the numerical simulation, the side support of the structure was removed
and only the net cage was calculated. The cage rotates under the action of the environmental
load after releasing the rotation constraint around the Y axis.

Whether the cage is fixed or the cage is rotated, the peak acceleration response increases
gradually from the end of the cage to the middle of the cage. When the cage is fixed, the peak
acceleration changes indistinctly. When the cage rotates, the peak acceleration response of
J17,]18, and J19 also changes indistinctly; however, the acceleration of J24 increases greatly
(Figure 27). The peak acceleration response of measuring points J17, J18, and J19 is more
than 40% higher when the cage is rotated than when the cage is fixed. At ]J24, the peak
acceleration response is 93% higher when the cage is rotated than when the cage is fixed.

Under the two conditions, the acceleration of J24 is transformed using a Fourier
transform, and the shape of the curve is basically the same. The frequency corresponding
to the peak value is about 0.7 Hz. However, when the cage is rotated, the peak value
of the acceleration spectrum curve increases by 25% compared to when the cage is fixed
(Figure 28).

Whether the cage is fixed or the cage is rotated, the displacement increases gradually
from the end to the middle of the cage. The difference in displacement response is small
between the two conditions (Figure 29). The structural frame is made of steel, and the
weight of nets cannot be ignored. Therefore, the weight of the structure is very large. In
addition, when the cage rotates in water, the water resistance is also significant. Thus,
values of displacement at measuring points change indistinctively compared with those
without rotation.

Whether the cage is rotated or fixed, the strain response peak value at the measuring
point from the end of the cage to the middle decreases at first and then increases, and the
strain response peak value is the minimum at measurement point S18. The strain response
peak value of each position when the cage is rotating is slightly larger than that when the
cage is fixed (Figure 30).

The forces acting on the cage when the cage rotated were compared with those when
the cage was fixed (Figure 31). The rotation of the cage has a tiny influence on the force.
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Figure 27. Comparison curve of peak acceleration response.
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(b). The force component along the Y direction. (c). The force component along the Z direction.

The biofouling on nets often jams the mesh and has many adverse effects on the
cultured fish and the safety of facilities. It is recommended to pay attention to regular
monitoring of biofouling and ensure timely cleaning to avoid extremely unfavorable
conditions for aquaculture production. In addition, materials with antifouling properties
should be preferred for nets. For the main structure, antifouling treatment should be carried
out to ensure the safety of the cage. Due to the diversity of biofouling in the ocean, any
antifouling measures are unlikely to completely eliminate the phenomenon of biofouling.
Cleaning biofouling is still a necessary measure in aquaculture production. Therefore, this
study proposes a fixed aquaculture platform with a horizontal cylindrical cage which can
rotate the net below the water surface into the air, making cleaning more convenient. It
can reduce the costs of cleaning biofouling. In addition, compared with the hydrodynamic
response of the cage when it is fixed, we find that rotation of the cage driven by waves and
currents does not significantly change the load acting on the structure or structural strain.

6. Conclusions

In this study, a novel fixed aquaculture platform is presented in which the net cage can
rotate around the horizontal axis to aid in the cleaning of biofouling. The hydrodynamic
characteristics of the aquaculture platform were studied numerically. The finite element
model of both the structural frame and net were established. The results of strain, acceleration,
and displacement under the combined actions of waves and currents at three typical attack
angles were calculated. The effects of attack angle, water level, and cage rotation on the
hydrodynamic response were discussed. The main conclusions are summarized as follows:

(1)  The strain, acceleration, and displacement results of the structure increase with the
increase in wave height; however, the change with wave period is not obvious. The
acceleration of the structure decreases at first and then increases with the decrease in
height. Displacement at the net cage decreases with the increase in height. The strain
decreases gradually from the ends of the net cage to the middle of the net cage.
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(2) The hydrodynamic response results of the structure are the largest when the attack
angle is 0°. Thus, 0° is the most disadvantageous angle to the structure.

(3) The acceleration of each measuring point of the structure increases with the increase in
water depth. The largest value of displacement is mostly distributed in the designed
low water level and the designed high water level. For the strain response, most of
the peak values decrease with the increase in water level, and the strain is largest at
the extremely low water level.

(4) When the cage rotates, the acceleration of the cage is larger than when the cage is fixed.
However, values of displacement, strain, and the force acting on the cage change
indistinctively compared with those without rotation.

This fixed aquaculture platform makes it easier to clean biofouling, and the rotation of
the cage does not pose a greater challenge to the safety of the structure. Therefore, this type
of structure is more favorable and worth popularizing. There are many aspects that can be
further studied about this fixed aquaculture platform, such as the influence of the structure’s
size and the form of support on the hydrodynamic response of the structure. It is expected to
provide a reference for structural design and the formulation of regulatory requirements.
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Abstract: Variable-condition fish recognition is a type of cross-scene and cross-camera fish re-identification
(re-ID) technology. Due to the difference in the domain distribution of fish images collected under
different culture conditions, the available training data cannot be effectively used for the new iden-
tification method. To solve these problems, we proposed a new method for identifying large yellow
croaker based on the CycleGAN (cycle generative adversarial network) and transfer learning. This
method constructs source sample sets and target sample sets by acquiring large yellow croaker im-
ages in controllable scenes and actual farming conditions, respectively. The CycleGAN was used as
the basic framework for image transformation from the source domain to the target domain to real-
ize data amplification in the target domain. In particular, IDF (identity foreground loss) was used
to optimize identity loss judgment criteria, and MMD (maximum mean discrepancy) was used to
narrow the distribution between the source domain and target domain. Finally, transfer learning
was carried out with the expanded samples to realize the identification of large yellow croaker un-
der varying conditions. The experimental results showed that the proposed method achieved good
identification results in both the controlled scene and the actual culture scene, with an average recog-
nition accuracy of 96.9% and 94%, respectively. These provide effective technical support for the next
steps in fish behavior tracking and phenotype measurement.

Keywords: fish recognition; CycleGAN; foreground mask loss; maximum mean discrepancy;
transfer learning

1. Introduction

The large yellow croaker (Larimichthys crocea) is marine migratory fish of the Pacific
Northwest [1]. In recent years, due to its high economic value, large yellow croaker has be-
come one of the most commercially valuable marine fishery species in China’s aquaculture
production [2]. Accurate identification of large yellow croaker under variable conditions
is of great significance to improve the ability of the high-throughput detection of fish phe-
notypes in genetic breeding and aquaculture production [3]. Affected by differences in
sampling methods [4,5], illumination [6], and the farming environment [7,8], the images
obtained in different farming scenarios have different a domain distribution, which limits
the effect of data interoperability and increases the difficulty associated with the industrial
application of identification technology. In recent years, with the development of transfer
learning [9,10] and person re-ID [11,12], a possible solution for the accurate identification
of fish targets under variable working conditions has been provided.

With the progress of information technology such as artificial intelligence and deep
learning, the identification technology of production objects, diseases, and behaviors in
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the agricultural field has been continuously developed and has been widely used in differ-
ent fields of the industry [13,14]. However, compared with static objects such as rice and
plants [15,16], and large land-based animals such as cattle and sheep [17,18], the develop-
ment of underwater freestyle moving-target recognition technology is slow, and relevant
studies have mostly focused on application scenarios where specific working conditions
and training data are easy to obtain [19]. To solve this problem, transfer learning technol-
ogy has been introduced into the field of fish identification. For example, Zhang et al. [6]
proposed a transfer learning method based on a residual network to realize unconstrained
swimming fish identification. Yuan et al. [20] used a metric learning network based on
a residual structure to realize 5-way, 15-shot fish target recognition, and the recognition
accuracy was higher than 90%. The method based on small samples and transfer learning
can effectively improve the accuracy of fish identification. However, the application of this
method has certain limitations when targeting unconstrained swimming fish under obvi-
ous actual farming conditions with relatively different backgrounds and postures. This
is mainly due to: (1) the variation in sampling device and scene leading to a difference in
domain distribution between the target domain and source domain, which results in the in-
effective use of available training data in the new recognition domain; and (2) the change
in fish swimming posture leading to the dispersion of target features, and a single data
source cannot cover all feature spaces, which reduces the adaptability of the algorithm to
different features.

Re-identification (Re-ID) is a technology that unifies images from different source do-
mains into the feature space of the target domain through image domain-to-domain con-
version to achieve data enhancement. It is mainly used to solve the limitations of super-
vised methods in the application of real scenes, and has made significant progress in the
field of pedestrian re-identification. For example, Wang et al. [21] used attribute features
to transfer the model to an unlabeled dataset; Deng et al. [22] embedded a twin network
into the CycleGAN [23] to realize image transmission from the source domain to the target
domain. Ye et al. proposed RACE (robust anchor embedding) [24] and DGM (dynamic
graph co-matching) [25] to solve the video-based unsupervised person re-identification
problem. Tang et al. [26] used the CycleGAN and MMD methods to strengthen the reten-
tion of pedestrian identity information and narrow the distribution of the domain.

Inspired by this image domain transfer method, we proposed a large yellow croaker
recognition method based on cyclic adversarial networks and transfer learning. In this
study, large yellow croaker images were collected as source samples in controlled scenes
in a specific environment to provide basic image samples for fish recognition in different
scenes. The large yellow croaker in the scene to be identified was collected as the target
domain sample. The CycleGAN was adopted as the basic model for the transfer from the
source domain to the target domain. The foreground mask self-evaluation method [27] was
used to optimize the evaluation effect of the model’s identity loss. MMD was introduced as
the loss function to improve the model’s ability to adapt to the distribution of pull and push
domains. Then, the expanded sample was used for transfer learning to reduce the influence
of uneven distribution of transfer learning sample data on the recognition accuracy, and
realize the recognition of a free-swimming large yellow croaker. Finally, the ablation test
and comparison test were used to verify the effectiveness of the proposed method.

2. Proposed Method
2.1. Method Overview

In this study, the ReID method was mainly used to unify the style of fish images ob-
tained from different scenes, increase the number of target samples to be identified in the
application scene and improve the adaptability of the algorithm. Therefore, in order to
preserve identity information and extract the distribution between different domains, we
embedded a foreground mask loss and a MMD layer in the CycleGAN to enable image
domain-to-domain transfer. In addition, transfer learning has been shown to have advan-
tages in feature reuse, but due to the uneven distribution of pre-trained samples, the perfor-
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mance of the models varies significantly in different recognition tasks. Therefore, in order
to increase the recognition ability of the fish features of the transfer learning pre-trained
model, we optimized the knowledge transfer process by expanding the fish dataset. The
overall framework of the proposed method is shown in Table 1.

Table 1. The results of fish ablation test to source and target. We evaluated the source and target
with protocol recall, specificity and mAP (%).

Target to Source Source to Target

Method Recall ~ Specificity mAP Recall  Specificity mAP
No Transfer 52 86 56.2 242 90.9 57.6
Direct Transfer 47.5 100 73.8 30.3 100 65.2
CycleGAN 57.5 100 78.8 18.2 97.5 61.7
CycleGAN + IDF 60 100 80 12.1 97.5 58.9
CycleGAN + MMD 65 95 81 243 100 65.8

CycleGAN + IDF + MMD 77.5 100 88.7 69.5 97.5 85

As shown in Figure 1, in our algorithm, source domains (specific breeding scenarios)
and target domains (ship farming scenarios) were input into the CycleGAN to generate
false target domains and false source domains. In a large-scale water mass, due to the
relatively sparse spatial distribution of fish, it is easy to obtain background images with-
out fish, and common foreground extraction algorithms can segment the foreground and
background more accurately. Therefore, in the conversion process, using the difference
in foreground image changes to calculate identity loss, the false source domain identity
information could be pulled to the target domain identity information. At the same time,
the distribution of the false target domain will be pulled towards the target domain. After
the translation was completed, the tagged fish source domain image was transferred to the
target domain image to realize the expansion of the fish sample set in the culture scene. Fi-
nally, the transfer model was trained with the expanded data to further improve the target
recognition accuracy.

2.2. CycleGAN-Based Translation

The CycleGAN is an image transformation model based on the generative adversar-
ial network(s), which consists of two pairs of generators and discriminators. G is the map-
ping function from the source domain to the target domain, and Gisthe mapping function
from the target domain to the source domain. Dg and Dy are style discriminators for the
source and target domains, respectively. S and T represent the source and destination
domains, respectively. The CycleGAN mainly realizes the image conversion of two differ-
ent domains by minimizing the loss function, so as to realize the multi-modal conversion
between domains. The objective function consists of three parts: adversarial loss, cycle
consistency loss and identity loss. The purpose of the adversarial loss function is to make
the generated image indistinguishable from the real image of the target domain. The ad-
versarial loss is used to maximize the probability of the discriminator to output the image
to the generator, which is used to improve the quality of the converted image and make it
more realistic. Applying adversarial loss to the two mapping functions, the objectives are
expressed as:

LcaNG, D1, S, T = Etwpdamf[logDT(t)]"_ (1)
Ev-py,sllog(1— DrGs)]
EGANGr D, T,S = ]EsNPdnfaS [ZOgDT(S)]+
]EtNPdnmt [log(l - Dsét) ]

where s and t are the source domain image and the target domain image, respectively.
Since the full diversity of the target domain cannot be captured using adversarial loss alone,

@
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the generator may produce a limited or repetitive output, and the correct mapping from
a single input s to the desired output ¢ cannot be guaranteed. Therefore, the CycleGAN
uses cycle consistency loss so that the learned mapping function has periodic consistency.
The cycle consistency loss improves the generator’s ability to generate images that retain
the original image by minimizing the difference between the original input image and the
cyclic production image, thereby improving the accuracy of image conversion. The cycle
consistency loss is expressed as:

Lcycclé = IESdims[UC(G(s)) —SHJ-F (3)
]EtNPdamt “lG(G(t)) - l‘||1]
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Figure 1. The framework for our method. There were two components of our method (i.e., a data
transfer layer and a knowledge transfer layer). The data transfer part was mainly used to achieve
sample expansion in the target domain, including CycleGAN, IDF, and maximum mean discrepancy.
CycleGAN was mainly used to transfer images from the source domain to the target domain. IDF
restricts CycleGAN to retaining fish identity information during the transfer process. The maximum
mean discrepancy was used to narrow the distribution between the source and destination domains
during transmission. Knowledge transfer was mainly used to improve the ability of the model to
recognize the characteristics of fish, and the amplified data were mainly used to increase the effect
of the transfer model on knowledge transfer.

2.3. Identity Foreground Loss

As part of the CycleGAN loss function, the identity loss forces the generator to not
change the characteristics of the input image, but to maintain its own characteristics. The
CycleGAN identity loss only uses global characteristics to count identity loss, and does not
consider the impact of background noise on identity information, which leads to the mis-
generation of identity during style transfer. However, under actual farming conditions,
phenomena such as light absorption, scattering and diffraction caused by water turbidity
reduce the feature difference between foreground fish and background noise in the image.
This results in unclear identification of the fish after style conversion, which increases the
risk of misidentification. To solve this problem and ensure the correct identification of
fish as much as possible, we introduced the foreground constraint into the identity loss to
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evaluate the changes in fish before and after migration. Due to the large volume of aqua-
culture water and the relatively dispersed distribution of fish under actual farming con-
ditions, the background difference method could be easily used to obtain fish foreground
images [27]. Therefore, the fish foreground images were used as the constraint conditions,
and Formula (4) was used to calculate the loss of fish identity information.

Lipr = Esp,,,s[II(G(s) —s) © M(s)],]

+Ei et [ (G(£) = £) O M(#)]] @)

where M(s) and M(t) represent the foreground mask of the fish image with a specific pose,
and © represents the same or logical operation.

2.4. Maximum Mean Discrepancy

For large yellow croaker images collected under different working conditions, the Cy-
cleGAN only transferred the background style of each image from the source domain to
the target domain, ignoring the intra-domain distribution differences. The distribution
difference provides different reference features for target recognition, which is very im-
portant in the task of target recognition with variable characteristics. Maximum mean
discrepancy is mainly used to evaluate whether the distribution of two datasets is similar,
and in the field of style transfer, it is mainly used to minimize the distribution difference
between two networks. Therefore, the maximum mean discrepancy was used to measure
the distribution difference between different sampling scenarios to solve the problem of
fish sample enhancement.

[T

1 m 1 m 2 m,n
Emo = | 1y i K)oy i () = i Ksity) | )

where k is the kernel function, m and n are the number of samples in the source and target
domains, respectively, and i and j represent the coordinates of samples in specific domains.
As is shown in Formula (6), the Gaussian kernel function was chosen in this paper to cal-
culate the inner product between feature graphs.

K(s,o') = exp(— i /”> Q)

2.5. Full Objective Function

By combining the CycleGAN, foreground mask loss and maximum mean discrepancy,
we could achieve the full objective of CGAN-TM as:

L =L;anG,Dr,S, T+ LoanG,Ds, T,S + MLeycG, G+ MaLipr + A3Lymp ()

The Ay and A3 control the weights of foreground mask loss and maximum mean dis-
crepancy during the translation process, respectively. Detailed analysis of the parameter
sensitivity is presented in Section 4.7.

2.6. Transfer Learning

According to the actual farming conditions, it is difficult to construct a sufficient field
sample set according to the change in the farming environment, so the identification of
large yellow croaker becomes a small-sample recognition situation. In order to simplify the
complexity of the model integration application, this study adopted VGG-16 as the basic
transfer learning framework, and used the CIFAR-10 dataset (open dataset, 10 categories,
60,000 images) to pre-train the model. The new training samples composed of the original
small-sample data and the migrated data were used to optimize the pre-trained model
parameters, and the optimized model was used to realize fish target recognition.
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3. Experiments
3.1. Datasets and Evaluation Protocol

In order to evaluate the effectiveness of the method proposed in this paper, we con-
structed two image sample datasets: source domain and target domain. The source do-
main samples were collected in a recirculating aquaculture system with a controlled sam-
pling environment, and the target domain samples were collected in an actual farming
environment on an aquaculture ship. We took the source domain and the target domain
as the identification scenes and verified each one.

Source area image: A total of 360 large yellow croakers with different specifications
were placed in the temporary rearing tank. An underwater camera was used and the un-
derwater depth of the camera was 40 cm. The camera was parallel to the water’s surface
during sampling, and the sampling was continuous for 24 h. A total of 600 images of large
yellow croakers in different swimming states were selected to construct a source sample
set, including 480 large yellow croaker images for training and 120 images for testing.

Target area image: We selected the “Guoxin 1” aquaculture ship, No. 1 warehouse,
to collect the actual farmed fish images. The warehouse is 15 m deep and 8 m in diameter,
with a total of approximately 10,000 large yellow croakers. In order to avoid the impact
of fish and the influence of circulating water during sampling, a sliding rail was used to
conduct continuous sampling at a depth of 4 m underwater for 1 h. A total of 300 images
of large yellow croakers were obtained, of which 240 images were used for training and
the remaining 60 images were used for testing.

We used VGG-16 as the core framework to verify the effect of fish image transfer and
the effectiveness of transfer learning in different domains. We used recall, specificity and
the mean average precision (mAP) to evaluate the performance of data transfer on the
source domain and target domain. Meanwhile, we selected the recall and mean average
precision (mAP) to evaluate transfer learning effects.

3.2. Implementation Details

Our method was implemented using the Pytorch framework. For the CycleGAN, we
used foreground mask loss instead of the identity loss function. We calculate the MMD
losses using five Gaussian cores with different o values (0.25, 0.5, 1, 2, 4) and trained them
with the CycleGAN. In Equation (7), A1, A2 and A3 were setas 10, 5 and (0.6, 0.8), respectively.

In order to reduce the complexity of the model framework, VGG-16, which is con-
sistent with the CycleGAN, was selected as the transfer learning backbone network and
pre-trained on the CIFAR-10 dataset. We used SGD to optimize the model, and the SGD
momentum parameter set to 0.9, the weight attenuation parameter was set to 0.0005, and
the learning rate was set to 0.0002. In the transfer learning stage, the original data, the gen-
erated fake data and the amplified data were used for transfer learning. Due to the small
number of model parameters, freezing specific convolution layers had no obvious effect
on reducing the training time, so all weight parameters were updated for transfer learning.
We set the learning rate of the full connection layer to 0.01, the output dimensions to 2, the
batch_size to 16, and the epoch to 60.

The GPU used was RTX A5000, the system used was Windows10, and the Pytorch
version used was 1.0. Several randomly selected generated images are shown in Figure 2.
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Figure 2. Source domain and target domain ablation test images. From left to right: input, Cy-
cleGAN, CycleGAN+ maximum mean discrepancy, CycleGAN+ foreground mask loss, CycleGAN+
maximum mean discrepancy + foreground mask loss (our complete method).
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4. Evaluation

The main goal of fish data domain transfer was to expand the training samples, while
the goal of transfer learning was to improve the fish recognition rate of a specific sample
number. In order to verify the validity of this algorithm, we verified the effect of domain
transfer from the source domain to the target domain, and from the target domain to the
source domain.

4.1. Performance of Direct Transfer

Due to the insufficient number of samples, the model demonstrated poor performance
in the source domain and the target domain. As is shown in Table 1, the recall rate of
52% and 24.24% and the mAP of 56.17% and 57.58%, in the source domain and the target
domain, respectively, were achieved. However, in order to expand the number of samples,
the performance of the model was slightly improved when the source domain and the
target domain were directly migrated. For example, the recall rate of the data migrated
to the target domain was 30.3%. Furthermore, due to the poor quality of the data in the
target domain, the recall rate decreased by 4.5% after direct transfer to the source domain,
and the performance decreased significantly. The main reason for this was that the source
domain and target domain samples were collected under different settings, resulting in
different domain distributions.

4.2. Effectiveness of the CycleGAN

As the source and target datasets are often collected in different environments, the
CycleGAN is able to efficiently generate images with similar styles of datasets. Therefore,
we used the CycleGAN to transfer the source domain and target domain image styles to
each other, obtain fake source and fake target data. We combined the fake data with the
original training data for training. As is shown in Table 1, after adding pseudo-training
samples, the recall rate and mAP value of the model in the source domain increased by
10% and 5%, respectively. However, the model recall dropped to 18.2 percent in the target
domain, and mAP dropped to 61.65 percent. This was mainly due to the poor quality of the
target domain samples and the unsupervised transmission process of the CycleGAN, so
the generated images contained a lot of noise and did not take into account the distribution
of different datasets.

4.3. Necessity of Identity Foreground Loss

In order to enhance the transfer effect of fish feature information, we introduced iden-
tity foreground loss (IDF) into the CycleGAN. As is shown in Figure 2, by supervising the
process of identity transfer, IDF reduces the interference of similar background features
on the foreground transfer and eliminates the noise in the process of image generation.
Finally, it improves the performance of the transfer model in the task of fish sample ex-
pansion. As is shown in Table 1, CycleGAN + IDF can increase the source domain recall
rate to 60% and the mAP value to 80%. However, the target domain recall rate dropped
to 12.1 percent and the mAP value dropped to 58.9 percent. As can be seen from Figure 2,
due to the poor image quality of the target domain, the difference between the foreground
and background was reduced. However, the CycleGAN + IDF was only concerned with
the image difference between two different domains, but did not take into account the
image difference between a specific domain, which reduced the transfer effect from the
source domain to the target domain, resulting in an obvious loss of fish features in the
generated images.

4.4. Importance of Maximum Mean Discrepancy

We embedded the MMD into the CycleGAN with IDF, trying to narrow the distri-
bution by reducing the maximum mean discrepancy between the foreground in different
domains. As can be seen from Table 1, the recall rate and mAP value of the model in-
creased to 65% and 81%, respectively, after the transfer of the target domain to the source
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domain. Furthermore, the increase was 24.25% and 65.75%, respectively, after the transfer
of the source domain to the target domain. The results show that embedding MMD loss
in the CycleGAN can successfully minimize the distribution differences between different
foreground samples, which makes fish target feature extraction more efficient in different
datasets. However, it can be seen from Figure 2 that the image generated by adding only
MMD loss function for low-quality image data transfer still had local identity feature loss.

4.5. Practicability of Our Method

We verified the practicability of the proposed method by migrating from the source
domain to the target domain and from the target domain to the source domain. Obviously,
with the CycleGAN, IDF, MMD, the recall rate and mAP accuracy of the final identification
results were the highest, reaching 77.5%, 88.75%, 69.5%, and 84.95%, respectively. These
results increased by 30%, 15%, 39.2%, and 19.8%, respectively, compared with direct trans-
fer. Since only 300 samples of the target set were selected, the results further prove the
practicability of the proposed method in terms of its practical application.

4.6. Parameter Sensitivity

In this study, three parameters, A1, A, and A3, control the relative importance of three
target losses. We evaluated their influence on the mutual transfer between the source and
target domains. A is the original parameter in the CycleGAN, and parameter 10 has been
proved to be the optimal choice in the literature [23,26]. In this study, the foreground
mask loss was used to optimize the identity loss function in the CycleGAN, so A, could
learn from the original parameters. A3 is a key parameter controlling MMD loss weight,
so this section mainly compared the sensitivity of A, and A3; the comparison results are
shown in Tables 2 and 3. It is clear that both the foreground identity loss and MMD loss
have been proven to be effective compared to the case of A, =0 and A3 =0. From Table 3, we
can see that foreground identity loss was positive when the target domain was transferred
to the source domain. However, due to the poor image quality of the target domain, the
features of the target to be recognized were not obvious. When the image was transferred
from the source domain to the target domain, the transfer effect was poor. As can be seen
from Table 4, when the weight was small, MMD loss had a significant impact on the recog-
nition effect, and when the weight was large, the recognition effect changed slowly with
the weight. Therefore, for different datasets, the values of A, and A3 should be carefully
selected due to the difference in data quality and domain distribution.

Table 2. The recall and mAP (%) results of different A, values on source and target. A; and Az and
are fixed at 10 and 0, respectively.

Target to Source Source to Target
Az Recall mAP Recall mAP
0 57.5 78.75 18.2 61.65
2.5 58.5 79.5 12 58.8
5 60 80 12.1 58.9
7.5 58.75 78.3 11.6 58.3
10 58 70.75 11.2 58.1

Table 3. The recall and mAP (%) results of different A3 values on source and target. A; and A; and
are fixed at 10 and 5, respectively.

Target to Source Source to Target
As Recall mAP Recall mAP
0 60 80 12.1 58.9
0.2 65.3 84 30.3 65.2
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Table 3. Cont.

Target to Source Source to Target
As Recall mAP Recall mAP
0.4 70.5 85.5 54.2 773
0.6 775 88.7 60.1 80.9
0.8 77 88.4 69.5 85
1 76 88.1 69.2 84.8

Table 4. Comparison with the state-of-the-art unsupervised methods for source and target. Recall
and mAP(%) were selected as the metric protocols. First results are annotated by bold type.

Target to Source Source to Target
Methods
Recall mAP Recall mAP
PTGAN [27] 60 80 12.1 58.9
CamStyle [28] 71.79 80.3 33.12 70.62
StarGAN [29] 82.05 88.39 24.03 66.95
Our Method 77.5 88.7 69.5 85

4.7. Comparison with State-of-the-Art Methods

We compared the proposed method with state-of-the-art methods, including inter-
domain comparative transfer [27] and multi-domain joint transfer [28,29], etc. The exper-
imental results are shown in Table 4. PTGAN (person transfer generative adversarial net-
work) mainly considers domain differences between datasets without considering identity
information loss caused by intra-domain deformation. This is similar to the method of only
considering IDF loss function in the ablation experiment in this study, resulting in poor
performance. CamStyle (camera style) uses label smooth regularization (LSR) to reduce
the overfitting risk caused by noisy generated samples, and achieves a good effect in the
target domain. However, since the loss of identity difference is not considered, the feature
loss of transfer samples seriously reduces the performance of source domain recognition.
StarGAN uses the mask vector to optimize the feature differences in different datasets
and improve the algorithm’s transfer effect among features. However, in the field of un-
derwater free-swimming fish recognition, especially the transfer learning when the fea-
tures of acquired fish images are seriously lost, the algorithm’s transfer recognition effect
is poor. In the target domain, recall and mAP were 24.03% and 66.95%, respectively. After
the destination domain was transferred to the source domain, the mAP reached 88.39%.
Compared with the above methods, this study preserved the identity information in the
transmission process by introducing IDF loss, thus eliminating the background noise to
a certain extent. Meanwhile, the MMD layer was adopted to learn the distribution of un-
labeled datasets, thus successfully reducing the distribution difference between different
foreground samples.

4.8. Effectiveness of Transfer Learning

From Table 5, we can see that the recognition accuracy of the original data was higher
than that of the fake data, and the recognition accuracy of the amplified data was the high-
est, with recall reaching 96.5% and 87%, respectively. Overall, the recognition accuracy of
fish in the source domain was higher than that in the target domain. On the whole, the fish
identification accuracy in the source area was higher than that in the target area. This was
mainly due to the low image quality of the target domain, resulting in more loss of iden-
tity information during data migration. By comparing the overall recognition accuracy
and fish recognition accuracy, we found that, although the recall of false source domain
data was low, the mAP value was high. This proves that the background recognition rate
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was high. It was further demonstrated that data migration effectively distinguished be-
tween background and foreground features. On the whole, the transfer learning method
effectively improved the target recognition accuracy. The recognition accuracy after the
amplification of the source domain and the target domain reached 96.9% and 94%, re-
spectively, which reflects the effectiveness of the combination of data amplification and
transfer learning.

Table 5. The results of transfer learning test to source and target. We evaluated the source and target
with protocol recall and mAP(%).

Training Data Recall mAP

Source 80.3 89.6

F (Target) 36.4 443

Source + F (Target) 96.5 96.9
Target 79.2 85

F (Source) 31.8 70.3
Target + F (Source) 87 94

5. Conclusions

In this paper, we proposed an improved CycleGAN and transfer learning method
to recognize the large yellow croaker (Larimichthys crocea) in a factory ship farming scene.
There are still many problems associated with a variable scene recognition task (e.g., the
distribution of different datasets cannot be pulled closer during the translation process and
a large number of learning samples are difficult to obtain under production conditions).
To solve the first problem, we introduced the foreground ID loss and maximum mean dis-
crepancy into the CycleGAN framework. Meanwhile, to enhance the practicality of the
technology, we used transfer learning to improve recognition accuracy. We conducted ex-
tensive experiments and the results have validated the effectiveness of our method. When
compared with state-of-the-art methods, the improved CycleGAN method can achieve
competitive performance with a simple framework, and the final test results show that
the data amplification method of domain transfer can improve the recognition accuracy of
small-sample transfer learning.
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Abstract: The sloshing response is crucial to the design and operation of aquaculture vessels and
affects the safety of the culture equipment and the efficiency of the culture operation. A 1/50 scaled
model was utilized to investigate the coupled sloshing response characteristics of a novel aquaculture
vessel in a wave basin. Two wave directions (beam and head wave) and two filling levels (81.5% and
47.4%) are taken into account. The time-domain and frequency-domain characteristics of the sloshing
response under the linear regular wave and extreme operational sea state were investigated using
regular wave tests and irregular wave tests, respectively. The sloshing mechanism in the aquaculture
tanks is complicated, due to the coupling effect between external waves, ship motion, and internal
sloshing. In linear regular waves, the wave frequency mode dominates the sloshing response, which
is larger under beam wave conditions than under head wave conditions and larger under half load
conditions than full load conditions. The irregular wave test results confirmed the regular wave test
conclusions, but the sloshing response has stronger nonlinearity, higher natural modes appeared, and
the amplitude of the higher natural modes is also relatively larger.

Keywords: aquaculture vessel; model test; sloshing; coupling effect; higher natural mode; regular
wave; irregular wave

1. Introduction

With wild fish catches already approaching their maximum and human demand
for mariculture increasing [1], mariculture production has more than doubled in the last
20 years and is predicted to more than double again in the next 30 years [2]. New farming
techniques are needed to achieve sustainable aquaculture development. Researchers have
proposed various forms of offshore aquaculture equipment concepts, including improved
versions of traditional net pens [3], offshore closed aquaculture systems [4], ship-like
structures [5], as well as integration on multi-purpose platforms [6], and energy production
units. In these concepts, offshore closed aquaculture systems can improve the culture
efficiency by controlling the culture environment (water temperature, NOx, etc.), isolating
parasites and reducing environmental impacts through excreta and bait residue filtering.
A novel form of farm vessel for deep-sea aquaculture with numerous closed aquaculture
tanks is being developed and promoted by Chinese researchers [7]. The vessel has a total
aquaculture volume of 100,000 m? and is able to sail autonomously to adapt to the harsher
sea environment.

In harsh seas, violent sloshing responses may occur in the aquaculture tanks of aqua-
culture vessels. Severe sloshing will affect the cultural operations in the tanks, as well as
the fish’s growth and survival. In comparison to ordinary liquid cargo ships, aquaculture
vessels must pay more attention to the sloshing problem, and there is minimal literature
on the subject. The sloshing problem is a classical issue in the fields of both land and
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sea liquid transport shipping, storage, and aerospace, and it has been intensively and
extensively studied by a large number of scholars [8]. The study of the sloshing problem
is mainly based on the theoretical method based on the potential flow theory [9], the ex-
perimental method based on the scaled model [10,11], and the numerical method based
on RANS [12,13], MPS [14,15], and SPH [16], etc. For the aquaculture vessel with closed
tanks, the coupling effect of hull motion and sloshing as well as the sloshing suppression
methods are of qualitative concern.

The theoretical analysis of the problem of the coupled action of hull motion and
sloshing is mostly solved by separating the internal and external domains, in which the
external domain of the hull is solved by the linear potential flow theory, and the internal
liquid tank domain is dealt with by two methods: one is based on the viscous method of
calculating the sloshing loads based on the viscous method such as the linear potential
flow method [17-19], the multimodal method [20], the finite difference method [21], and
the fourth-order Runge-Kutta method [22], and the other one is based on the viscous
method [23-25]. With the development of computer technology and computational fluid
dynamics, scholars have widely adopted the RANS method to calculate the sloshing in the
liquid tanks and the coupling between the hull’s motion and the liquid tanks [26,27]. For
experimental studies, Zhao et al. [28] investigated the response of a single liquid tank under
the white noise wave. Kim et al. [29] and Zhao et al. [30] conducted tests on ships with two
tanks arranged fore and aft, and Igbadumbhe et al. [31] and Li et al. [32] investigated the
coupled motions and the sloshing response of an FPSO and an aquaculture vessel with left
and right double rows of tank arrangements.

Although the sloshing effect can be used on the anti-roll tanks [33] and tuned liquid
damper [34] to improve the motion performance, the sloshing effect is more noteworthy
for its adverse effects on the free surface’s stability and the impact load on the structure. To
suppress the sloshing response, scholars have designed various methods to decrease the
free surface area or utilize obstacles to dissipate the kinetic energy of inner water [35], such
as arranging trusses and protruding structures on the bulkhead [36], or fitting fixed [37] or
floating [38,39] horizontal or vertical structures inside the tanks. These sloshing suppression
methods are widely used on conventional vessels, but these protruding structures may
affect fishing operations and even cause potential fish damage. Considering the suitability
for fishing, some scholars have explored the sloshing suppression method in aquaculture
vessels. Cui et al. [40] studied the sloshing response of an aquaculture tank with an inclined
top using a numerical simulation, and Gao et al. [41] investigated the sloshing effect of
arranging intermittent vertical cylinders and continuous vertical flat plates on the top of the
tank and the effect on the velocity field. Wiegerink et al. [42] designed an annular sloshing
suppression structure with a rectangular cross-section for a cylindrical closed aquaculture
platform and validated its suppression effect by experimental and numerical methods.

This paper focuses on analyzing the sloshing response of a novel aquaculture vessel
using the experimental method, and it is structured as follows. In Section 2, the model test
scheme and the calibration of the sensors are described. In Section 3, the frequency-domain
sloshing response characteristics under linear regular waves are investigated. The wave
frequency mode and higher natural mode of the sloshing response are identified, and the
effects of the position of the aquaculture tank and the walkway on the sloshing response are
analyzed. In Section 4, the complex sloshing response under extreme operating conditions
is analyzed based on irregular wave tests.

2. Vessel Description and Experimental Setup

The design operation area of the aquaculture vessel is the Yellow Sea and South China
Sea of China, and the design operation depth is 100 m-500 m. The aquaculture vessel
is designed to extract deep water and maintain the proper flow speed and temperature
in the tanks by the recirculating water systems for the culture of Atlantic salmon and
pseudosciaena crocea. The aquaculture vessel has a two-propeller propulsion system
that allows it to cruise autonomously or relocate during typhoons. To investigate the
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hydrodynamic and sloshing performance of the aquaculture vessel, model tests at a scale
(A) of 1:50 were carried out.

2.1. Description of the Vessel

The aquaculture vessel is arranged in a double row of tanks, with longitudinal and
transverse bulkheads separating the hull into several near-square aquaculture tanks. The
side view of the main hull is shown in Figure 1. Aquaculture tanks No.1 to No.14 (in
Figure 1) are standard tanks with an aquaculture volume of 5300 m3, and No.15 to No.18
are non-standard tanks. Compared with the conventional liquid carriers, the aquaculture
vessel has more aquaculture tanks, the longitudinal and transverse dimensions of the
aquaculture tanks are close to each other, and small equipment cabins are arranged at
the transverse and longitudinal intervals of the aquaculture tanks. Economically, the
construction cost of an aquaculture vessel is close to that of a conventional liquid cargo
vessel of the same displacement. The main particulars of the vessel are presented in Table 1.

No.1-2

No.3-4 No.5-6 No.7-8 No0.9-10 No.11-12 No.13-14 No.15-16 0.17—18| /

Figure 1. Side view of the aquaculture vessel.

Table 1. Main particulars of the aquaculture vessel.

b s | Value
esignation igna Unit
& & m Full Scale Model
Length overall Loa m 258.20 5.164
Length between perpendiculars Lpp m 250.56 5.011
Breadth B m 44.00 0.880
Depth D m 22.80 0.456

The aquaculture vessel consists of two typical loading conditions, full load and half
load, which correspond to a filling level (water depth/tank height) of 81.5% and 47.4% in
the aquaculture tanks, respectively. Since sufficient space needs to be retained in the upper
part of the aquaculture tanks for personnel operations, the design full load condition of
the aquaculture vessel has a lower filling level than that defined for a conventional liquid
cargo vessel (95% or more). The mass and moment of inertia parameters of the vessel for
the two filling levels are shown in Table 2.

Table 2. Mass and moment of inertia parameters [43].

Full Load Half Load
Desi . . .
esignation Signal Unit Full Model Full Model
Scale Scale

Draft d m 14.00 0.28 10.80 0.216
Displacement A t 138,971 1.085 105326  0.822
Center of gravity above BL Ve m 11.78 0.236 10.34 0.207
Center of gravity from AP Leg m 125.31 2.506 126.01 2.520
Roll radius of gyration kxx m 13.68 0.274 14.39 0.288
Pitch radius of gyration kyy m 61.53 1.231 64.84 1.297
Yaw radius of gyration kzz m 62.33 1.247 65.63 1.313

The aquaculture tanks have chamfers on the bottom and side walls, and the vertical
walls are fitted with walkways to enable personnel culture operation inside the tanks.
The transverse section of the vessel at a standard aquaculture tank is shown in Figure 2.
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The standard tanks have a width of 19.0 m, a length of 17.84 m, and a water depth of
16.74 m for the full load condition and 9.74 m for the half load condition, respectively.
The depth-to-length ratio (i1/]) of the aquaculture tank, i.e., the ratio of the water depth
(h) to the length in the sloshing direction (I), is an important factor affecting the sloshing
characteristics. For transverse sloshing, the 1/l was 0.51 and 0.89 for full load and half load
conditions, respectively; for longitudinal sloshing, it was 0.55 and 0.95 for full load and
half load conditions.

44.0m
| 19.0m 2.0m

2.0m 19.0m |

22.8m

Full Load

14.0m

Half load g
o~
=

Figure 2. Transverse section of the aquaculture vessel at a standard aquaculture tank.

2.2. Facility and Test Model

Model tests were performed in the Special Vehicle Research Institute at the AVIC
(Aviation Industry Corporation) of China. The basin has an overall length of 60 m, width
of 60 m, and depth of 5 m. The wave generators are capable of making waves with
wavelengths ranging from 0.5 m to 15 m, wave heights between 0.05 m and 0.5 m, and
maximum significant wave heights of 0.3 m for long-crested irregular waves. The main
body of the aquaculture vessel model is composed of multi-layer board and fiber reinforced
plastics, and the internal aquaculture tanks are made of 6 mm thick plexiglass. The
aquaculture vessel model and inner tankers are shown in Figures 3 and 4. The support
structure is specially designed to maintain the counterweight block in the test, and the
position of the counterweight unit can be precisely modulated by screws. The model
geometric tolerances and mass distribution have been verified in the previous work [43],
which satisfies the requirements of the ITTC Recommended Procedures and Guidelines [44].

Figure 3. Aquaculture vessel model in the basin.
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Figure 4. Aquaculture tank model.

Four horizontal mooring cables consisting of soft springs and thin wire ropes were
used to prevent the model from drifting off. The stiffness of the spring is 88 N/m, and the
pre-tension is 45 N. The cable does not slacken during testing, and the natural period of the
surge and sway motion caused by the mooring cables is much larger than the natural period
of the wave frequency motion (heave, roll, and pitch). A single anchor chain mooring is
used for the aquaculture vessel during the aquaculture operation, which has instability
in beam wave conditions. To study the extreme sloshing response of the aquaculture
vessel under the beam wave, the same mooring arrangement is still used for the irregular
wave test.

2.3. Sensor Arrangement and Calibration

In the model test, a set of gyroscope units was installed at the hull’s center of gravity to
measure the roll and pitch motion; a mini camera was installed in the open space at the stern
of the hull to record the sloshing phenomenon of the aft aquaculture tanks (No.1 and No.2);
and 10 wave gauges (WG) were set up at multiple aquaculture tanks to measure the wave
elevation in the typical position. The arrangement of the camera and all the sensors is
shown in Figure 5.

WG3

Y
WG2 WG4 WG6 WG8
B Mini Camera @ Wave Gauge O Gyroscope

Figure 5. Arrangement of the camera and all the sensors.

The wave gauge WG1-WG3 arrangement at the hull stern is shown in Figure 6. The
still free surface of the aquaculture tank under full load conditions was at the lower edge
of the inclined brace plate of the walkway. To reduce the impact of the walkway on the
sensors, the capacitance filaments of the wave gauges were placed at a specific distance
from the walkway’s outer edge, and all wave gauges were placed at a distance (d; in
Figure 6) of 3.5 cm from the tank walls they were closest to. Therefore, at full scale, the
distances from WG1 and WG2 to the center of the aquaculture tank are 7.75 m and 6.67 m,
respectively. Tank No.1 in the stern, as well as Nos. 7 and 8 in the amidships, does not
install the walkway and aims to evaluate the sloshing response unaffected by the walkway.
WG is situated in the center of the aquaculture tank’s sidewall and mainly measures the
pure transverse sloshing response; the remaining WGs are located at the aquaculture tanks’
corners and can measure both longitudinal and transverse sloshing responses.
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Fore Walkway

d

WG3 WG2

No.1 No.2 WG e

Figure 6. Arrangement of WG1-WGS3 at the hull stern.

The wave gauge has a range of 50 cm and a sampling frequency of 100 Hz, with an
accuracy of 0.15%. Before the model test, the acquisition unit and gyroscope system are
calibrated at a special testing institution. The gyroscope system is sampled at 1.25 kHz. The
camera records at a frame rate of 60 fps and 4 K resolution. The parameters and accuracy
of the main sensors are summarized in Table 3.

Table 3. Parameters and accuracy of main sensors.

Instrument Sensor Type Measuring Range Accuracy
Data acquisition unit PCM-006 0-5V 0.01V
Gyroscope IMU610H —90°-90° 0.05°
Wave gauge YWH200-D 50cm 0.15%
Electronic hanging scale OCS-3T 2000 kg 0.5kg
Electronic platform scale MTC002C 100 kg 0.01 kg

3. Sloshing Response under Regular Waves

When a regular wave test is used for the study, the wave parameters should consider
the coupling effect between the external wave, hull motion, and internal sloshing. In this
chapter, the parameters of the regular waves (Section 3.1) are first determined considering
the aquaculture tanks’ natural sloshing properties, as well as the motion performance of
the vessel and the basin’s wave-making capacity. Following that, the sloshing response
under the beam wave and head wave is studied. Due to the significant difference in the
magnitude of the sloshing response for the two wave headings, the beam wave condition
(Section 3.2) and the head wave condition (Section 3.3) are investigated independently.

3.1. Regular Wave Parameters

If the chamfers on the bottom and sides of the aquaculture tank are neglected and the
tank can be considered as a cuboid, then its #-th natural period of sloshing response can be
given by the formula

- /nmgtanh(nmh/1) /1

where T}, is the n-th natural period, g is the gravity acceleration, & is the water depth, and
I is the width of the tank, respectively. The first four natural frequencies and periods of
transverse and longitudinal sloshing at full scale are shown in Table 4. The n-th natural
frequencies of transverse and longitudinal sloshing are denoted as f1, and f1,,, and the
n-th natural period of transverse and longitudinal sloshing are denoted as T, and Ty,
respectively. It can be seen that the first four natural periods of the sloshing range from
239s5t04.95s.

1,23, ... 1)
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Table 4. Theoretical natural frequencies and periods of sloshing in full scale.

Mode Load Transverse Sloshing Longitudinal Sloshing
Order n Condition Frequency fr, (Hz) Period Ty, (s) Frequency f1, (Hz) Period Ty, (s)
1 Full load 0.202 4.953 0.209 4.794
Half load 0.195 5.134 0.203 4.938

5 Full load 0.287 3.489 0.296 3.380
Half load 0.286 3.494 0.296 3.384
Full load

3 Half load 0.351 2.848 0.362 2.760
Full load

4 Half load 0.405 2.467 0.418 2.390

The wavelength range of the regular wave should be at least 0.5 Lpp, to 2.0 Lyp, and the
wave steepness should be around 1/50, according to the ITTC method [45]. The minimum
wave height of the wavemaker for regular waves is 0.05 m. If the wave period is close to
the sloshing natural period, the wave steepness must be less than 1/15, and the wavemaker
cannot generate continuous waves with a specified period and wave height. Combining
factors such as the basin’s wave-making capacity and model scale, the wave height of the
regular wave was finally chosen as 50 mm, the wavelength range was 2 m—-10.125 m, the
wavelength to vessel length ratio was 0.4-2.025, and the corresponding wave period was
8 518 s at full scale. The wave parameters of the regular wave test are shown in Table 5.

Table 5. Wave parameters of regular wave model test.

Model. Full Scale

Allpp  Hidy
Hpy (m) Am (m) Tm (s) /\s (m) Ts (s)

2.000 1131 100.00 8.0 0.400 1/40
3.125 1.414 156.30 100 0.625 1/63
3.781 1.556 189.06 11.0 0.756 1/76
4500 1.697 225.00 12.0 0.900 1/90
4883 1.768 244.14 125 0.977 1/98
0.05 5.281 1.838 264.06 13.0 1.056 1/106
6.125 1.980 306.25 14.0 1.225 1/123
7.031 2121 35156 15.0 1.406 1/141
8.000 2263 400.00 160 1.600 1/160
10.125 2,546 506.25 180 2.025 1/203

3.2. Beam Wave Condition

Since the vessel has multiple aquaculture tanks, the time history and spectral analyses
of the sloshing response at typical locations were first performed, and then, the effects of
location and walkways on localized sloshing were evaluated by considering the differences
between the in-vessel and in-tank locations.

3.2.1. Time and Frequency Domain Response

Based on the Froude scaling law [46], the conversion relations for the main physical
quantities are shown in Table 6. The subscripts s and m denote the full scale and model
scale, respectively.

Table 6. Froude scaling law for the involved physical quantities.

Physical Quantity Model Full Scale
Time tm ts = tmVA
Wave period Tm Ty = TmVA
Frequency fm fs = fm/VA
Sloshing amplitude Cm (s =0Cm A
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Sloshing (m)

The wave gauge WGI1 mainly measures transverse sloshing and is less affected by
longitudinal sloshing, so the data of WG1 was chosen as a typical sloshing response to
analyze. The time history and response spectrum of the sloshing response at WG1 in the
full load condition under beam waves is shown in Figure 7. The incident wave frequency
(fw) is shown in Figure 7b as a red background region, and the first natural frequency (fr1)
of transverse sloshing is shown as a gray background region. When the wave period is less
than 14 s, the sloshing response time history is nearly sinusoidal, and the sloshing response
is dominated by the wave frequency response. However, when the wave period is greater
than or equal to 14 s, the sloshing response shows a specific higher natural mode, and the
higher natural mode is mainly caused by the first natural mode. The truncation of the
data has some effect on the peak position of the spectrum, combined with the wave period
uncertainty during the model test, resulting in the peak period in the sloshing spectrum
deviating from the theoretical value.
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Figure 7. Sloshing time history and response spectrum under full load and regular beam wave
condition. (a) Sloshing time history; (b) Response spectrum.

For data processing, the initial steady-state interval was intercepted for the sloshing
responses of all wave gauges, and band-pass filtering was used to extract the sloshing
responses corresponding to the different modes. The wave-frequency mode of the sloshing
has a truncation frequency of 0.9-1.1 fyy, and similarly, the first natural mode cutoff ranges
from 0.9 to 1.1 f11. The sloshing RAO is defined as the ratio of the sloshing amplitude to the
wave height (Hy,) of the external incident wave. The sloshing RAOs of the wave frequency
mode and the first natural mode of all wave gauges under the full load condition at beam
sea are shown in Figure 8. The roll natural period at the full load condition is around 12.2 s.
According to Figure 8a, the sloshing RAO of wave frequency mode reaches its maximum
value when the wave period is close to the roll natural period. There are certain variances
in the sloshing response at different wave gauges, and to represent the discretization of
the sloshing RAOs in various wave gauges, the dimensionless standard deviation of the
sloshing RAOs (denote as ¢(RAO)) is defined as the ratio of the RAOs’ standard deviation
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0.8

to their mean value for all wave gauges. When the wave period is smaller than 15 s, the
(RAO) is smaller than 6%, and when the wave period is greater than or equal to 15 s,
it ranges from 13.5% to 22.5%. Overall, when the wave period is close to the roll natural
period, the (RAO) is minimized; from another perspective, the larger the sloshing RAO,
the smaller its dimensionless dispersion. In Section 3.2.2, more details of the variations in
sloshing response among the wave gauges are investigated.

o
=2}
|

Sloshing RAO (m/m)
S
~

o
38
1

0.0

0.10
° WGl - WG2 s WGl ° WG2
° WG3 - WG4 = WG3 - WG4
° WG5S WGo 0.08 1 - WG5 WG6
© WG7 o WGS \E ° WG7 o WGS8
° WG9 - WGI10 g = WG9 - WGI0
% = 0.06 1
z 2y S %
= <+ 2 0.04-
3 = + =+
= o = 7 o ° o:
« . 173] % “ E @ %
0.02 4 - @ ? .
* _
. . T T . ; . r 'S,E 0.00 — T T T T T T T T T
10 11 12 125 13 14 15 16 18 8§ 10 11 12 125 13 14 15 16 18
Period (m) Period (s)

(@) (b)

Figure 8. Sloshing RAOs under full load and beam wave condition. (a) Wave frequency mode;
(b) First natural mode.

The first natural mode of the sloshing RAO has a smaller amplitude near the roll
natural period (12 s-13 s). In particular, when the wave period is 10 s, the wave period is
about twice the first natural period, and a larger first natural mode is excited. The ratio
of the first natural mode to the wave frequency mode increases as the wave period shifts
away from the roll natural period.

The time history and response spectrum of the sloshing response at WG1 in the half
load condition under beam waves are shown in Figure 9. As can be seen from Figure 9a,
the sloshing responses for all wave periods, except for wave periods of 8 s and 12 s, exhibit
a distinct multi-frequency superposition mode, which can be confirmed by the sloshing
response spectrum in Figure 9b. For all wave periods, the sloshing response showed a
certain doubling frequency mode (2fw), especially at wave periods of 15 s-18 s, the ratio
of the doubling frequency mode (2fw) to the wave frequency (fy) mode increased from
0.5 to 0.9. When the wave period is 10 s, it triggers a significant first natural frequency
(fT1) mode, with an amplitude approximately twice that of the wave frequency mode. The
first natural mode of the sloshing response is progressively larger than the wave frequency
mode when the period is greater than or equal to 13 s.

The sloshing RAOs of the wave frequency mode and the first natural mode of all
wave gauges under the half load condition at beam sea are shown in Figure 10. The roll
natural period in the half load condition is around 11.6 s. From Figure 10a, it can be seen
that the sloshing RAO of the wave frequency mode in the half load condition is maximum
when the wave period is close to the roll natural period, which is similar to that of the full
load condition. There is a certain variation in the sloshing RAO at different wave gauges,
specifically, the 5-(RAO) is less than 11% for wave periods shorter than 15 s, and 21.2-24.7%
for wave periods of 15s to 18 s.
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Figure 9. Sloshing response and response spectrum under half load and regular beam wave condition.
(a) Sloshing time history; (b) Response spectrum.
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Figure 10. Sloshing RAO under half load and beam wave condition. (a) Wave frequency mode;
(b) First natural mode.

Figure 10b shows that the first natural mode with a wave period of 10 s is significant
compared with other wave periods in the half load condition. The mean value of the first
natural mode is close to 1.9 times that of the wave frequency mode, and close to 3 times
at some wave gauges, which mainly resulted from the wave period being close to 2 times
the first natural period. Except for wave periods around 10 s, both the first natural mode
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1.0

(f11) and the doubling frequency mode (2fyy) are larger under long-period waves (Ts > 15 s)
and their amplitudes are bigger than the wave frequency mode for some wave periods.
Comparatively, for the beam wave condition, the wave frequency mode, the first natural
mode, and the doubling frequency mode are larger in the half load condition than those in
the full load condition.

3.2.2. The Effect of Tank Position and Walkway

Due to the various distances from each aquaculture tank to the center of the vessel,
the acceleration of each tank varies somewhat, which may result in different sloshing
responses in different aquaculture tanks. Furthermore, the aquaculture tanks are fitted with
walkways, which can affect the free surface shape within the tank. In this section, the effect
of the aquaculture tanks’ location in the vessel and the location within the aquaculture tank
on the sloshing are specifically investigated.

The vessel has a double-row arrangement of aquaculture tanks, with different lon-
gitudinal and transverse positions of the tanks in the hull. Figure 11 shows the sloshing
response of the wave gauges at typical locations under full load conditions with a wave
period of 12 s, and walkways are installed in all the aquaculture tanks where the wave
gauges are installed. In particular, Figure 11a shows the sloshing response of three wave
gauges (WG2, WG6, and WGS) at different longitudinal positions, and Figure 11b shows the
sloshing response of wave gauges (WG8 and WG9) at different transverse positions. The
sloshing amplitudes of WG2, WG6, and WG8 are 1.30 m, 1.28 m, and 1.36 m, respectively,
and the relative difference at WG2 and WGS8 is 6.2%. The sloshing amplitudes of WG8 and
WG9 were 1.36 m and 1.39 m, respectively, with a relative difference of 2.2%.
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Figure 11. Sloshing response at different locations under full load condition. (a) Different longitudinal
positions; (b) Different transverse positions.

Figure 12 shows the sloshing response of WG at the center of the side walkway and
WG?2 at the walkway connection in the tank No.2. The sloshing response amplitude of
WGT1 is 14.6% larger than that of WG2, and in addition, WG1 has a localized peak just
before the maximum, which is caused by the reflective effect of the inclined brace plate of
the walkway.
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Figure 12. Sloshing response at different locations within the tank.

In general, the sloshing response of WGL is about 15% larger than the other wave
gauges in the beam wave condition, based on an analysis of the amplitudes of all the wave
gauges. Meanwhile, the distribution of the sloshing amplitude at different wave height
gauges shows a certain randomness, and the difference in sloshing response between the
other wave gauges (WG2-WGI10) is less than 10%.

3.3. Head Wave Condition

WG2 is located in the tank No.2 where the walkway is installed, and its longitudinal
sloshing is representative; therefore, the sloshing response of WG2 is analyzed under head
wave conditions. The time history and response spectrum of the sloshing response at WG2
in the full load condition under head waves are shown in Figure 13.

In the head wave condition, the sloshing response is dominated by the wave frequency
mode for both loading conditions. As shown in Figure 13, the doubling frequency mode
exists (2fw) when the wave period is 12 s-13 s for the full load condition, and the first
natural mode occurs when the wave period is large (Ts = 15 s-18 s). From Figure 14, it
can be found that a significant doubling frequency mode (2fw) occurs in the half load
condition, with periods of 10 s-12.5 s, while the first natural mode occurs at periods of
16 s-18 s. In contrast, for the same regular wave excitation, the sloshing amplitude in the
head wave condition is smaller than that of the beam wave condition, and its nonlinearity
is weaker likewise.

The sloshing RAOs of the wave frequency mode in the full load and half load con-
ditions under the heading wave condition are shown in Figure 15. Since WG1 mainly
measures the transverse sloshing, the sloshing response of this wave gauge is not analyzed
in the head wave condition. Furthermore, several wave gauge data were removed since the
sloshing amplitude in some wave periods was smaller than 1 mm, which causes challenges
to the measurement and data processing. It can be seen that the sloshing RAO of the wave
frequency mode for the full and half load conditions shows a maximum at the wave period
of 11 s-13 s. The peak sloshing RAO in the head wave condition does not occur in the range
of the pitch natural period. The sloshing response measured at the different wave gauges
was relatively dispersive, with a ¢(RAO) of 31-47%, of which the dispersion was slightly
larger for the half load condition than for the full load condition. In the regular wave tests,
the longitudinal sloshing response in the head wave condition is at a small level, and its
amplitude is about 1/10 of that of the corresponding beam wave condition, so the sloshing
response at different tanks in the head wave condition was not analyzed specifically.
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Figure 13. Sloshing response and response spectrum under full load and regular head wave condition.
(a) Sloshing response; (b) Response spectrum.
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Figure 14. Sloshing response and response spectrum under half load and regular head wave condition.
(a) Sloshing response; (b) Response spectrum.
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Figure 15. Wave frequency sloshing RAO under head wave condition. (a) Full load; (b) Half load.

4. Sloshing Response under Irregular Waves

The previous section investigated the response characteristics of the aquaculture
vessel under the excitation of linear regular waves with a specific period range, whereas the
waves encountered during the actual operation are extremely irregular, and this chapter
investigates the sloshing response of the aquaculture vessel under the designed extreme
operating sea conditions. Similar to the regular wave response study, this chapter considers
two typical loading conditions, full and half load, and two typical wave directions, beam
and heading sea.

4.1. Irregular Wave Condition

The design limit operating sea state of the aquaculture vessels is a significant wave
height (H;3) of 5.8 m, with a peak period (T}) of 12 s. The wave spectrum is selected as
the JONSWAP spectrum [47].

HZ —4 N w-wp
5(w) = (10287 In(7)) -~ Laop exp (‘i (%) ) AR e)
where wp = 271/ Ty, is the angular spectral peak frequency, 7 is the non-dimensional peak
0.07 for w < wp

0.09 for w > wp "

To minimize the effect of wave reflection in a single long-duration irregular wave
test, multiple short-duration tests with different random seed numbers were re-ran, which
makes the total effective duration of the irregular wave longer than 3 h at full scale. The
irregular wave was calibrated before the test, and the significant wave height varied from
the design value by a maximum of 2.5%, with a maximum variation of the spectral peak
period of 6.56%.

Since there are large differences in the amplitude and nonlinearity of the sloshing
response under the beam and head seas, the sloshing response of the two wave directions
is analyzed independently.

shape parameter, ¢ is the spectral width parameter, and o = {

4.2. Beam Wave Condition

The sloshing time history and response spectrum of wave gauges WG1-WG3 at the
stern of the aquaculture vessel under full load are shown in Figure 16. The maximum and
minimum sloshing amplitude of WG1 are 1.72 m and —1.66 m, respectively, and the range
of the sloshing response (deviation between maximum and minimum) is 3.38 m, which is
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larger than 2.90 m of WG2 and 3.15 m of WG3. In the extreme operational sea state, the
sloshing response was dominated by the wave frequency mode, but a significant first to
third natural mode appeared. The amplitude of first natural mode is about 1/3 of the wave
frequency mode, and for high natural modes, the amplitude of the modes decreases as the
order of the natural modes increases.

0.10 .f\,\' fT| fyz fT] /('14
—T— WG1
- wa2
0.08 4 I wWG3
£ 0.06
L
9
£
£0.04
<
0.02 )
ik
L L L L L L L 0.00 : | e "-'I’._ h\-»all"/\m_,...-
0 200 400 600 800 1000 1200 1400 1600 00 o1 02 03 04 05
Time (s) Frequency (Hz)
() (b)

Figure 16. Sloshing response and response spectrum under full load and irregular beam wave
condition. (a) Sloshing response; (b) Response spectrum.

The typical free surface of the No.1 aquaculture tank without a walkway under the
beam wave and full load condition is shown in Figure 17, and the upwelling process at the
walkway connection of the tank No.2 is shown in Figure 18. The free surface in tank No.1
showed a large elevation at the side bulkheads, and the free surface was nearly in a planar
state. In this condition, the sloshing response can be considered as a quasi-static adjustment
process of the static water surface in the tank in response to the hull’s heeling. Figure 18
demonstrates a typical upwelling and receding process at the walkway connection. The
superposition of transverse and longitudinal sloshing at the side chamfer of the tank walls
and a narrowed angled walkway support plate can cause greater wave upwelling. Both
transverse and longitudinal sloshing are superimposed at the corners of the aquaculture
tanks, and the narrowing of the upper part of the two adjacent walkways accelerates the
upwelling, with jets appearing in the upper gaps (Figure 18IV,V). For the entire test, free
liquid level observations revealed that there was no impact on the roofs of the aquaculture
tank Nos.1-2.
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Figure 17. Free surface of tank No.1. Red line: transient free surface at the tank wall.
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Figure 18. Upwelling process at the walkway connection of tank No.2. The black line is the end of
the walkway and the red line is the transient free surface at the tank wall. The free surface begins at
the design waterline (I), gradually rises to the top of the walkway (II-III), further causing a localized
upsurging swell at the walkway connection (IV-V), and then stays briefly on the walkway (VI-VII)
and finally begins to fall (VIII-IX).

The sloshing time history and response spectrum of WG1-WG3 under the half load
and beam wave condition are shown in Figure 19. The maximum and minimum sloshing
amplitude of WG1 are 2.27 m and —2.35 m, respectively, and the range of the sloshing
response is 4.62 m, which is larger than 4.18 m of WG2 and 3.66 m of WG3. Significant
higher natural modes were observed in the aquaculture tank at the half load condition,
particularly the amplitude of first and second natural modes (f1 and f1,) were close to the
wave frequency mode, and this large second natural mode was not found in the regular
wave test. Since the sloshing response in this state is relatively violent, the sloshing is
presented as a three-dimensional (3D) pattern, which further leads to notable first and
second natural modes (f1; and f,) of longitudinal sloshing of WG2 and WG3 as well. On
the other hand, in the regular wave test, the doubling frequency mode can be observed for
a specific period range of waves, but it is not significant in the irregular response spectrum.
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Figure 19. Sloshing response and response spectrum under half load and irregular beam irregular
wave condition. (a) Sloshing response; (b) Response spectrum.
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When comparing the spectrum of the starting stable stage and the later stage of
the sloshing response in the regular wave test, it was found that the later stage sloshing
response showed a higher natural mode, and the amplitude of the higher natural mode was
also larger than that of the starting stable stage. The duration of a single regular wave test
is about 45 s-80 s, while a single irregular wave test is about 300 s, which is much longer
than that of a regular wave test. On the other hand, the wave height of the irregular wave
test is also much larger than that of the regular wave, so the irregular wave test is more
likely to evolve to higher natural modes, and the higher natural modes are also excited for
a sufficient time, and the amplitude will also increase.

By observing the waveshape in the irregular wave test, it is found that at the start
stage when the vessel just encountered the wave, the sloshing response is dominated by
the wave frequency mode and first natural mode, and with the growth of the encounter
time, the second natural mode appeared, and finally, mixed higher natural modes appeared
and formed the 3D standing waves, and the typical evolution of the free surface is shown
in Figure 20.

Figure 20. Typical evolution of the free surface under half load and beam wave condition. (a) First
natural mode; (b) Second natural mode; (c) 3D standing waves. Red lines: the still water line; Yellow
lines: the transient free surface at the tank wall.

4.3. Head Wave Condition

The sloshing time history and response spectrum of wave gauges WG1-WG3 under
the half load and beam wave condition are shown in Figure 21. WG3 has the largest sloshing
amplitude with maximum and minimum values of 0.17 m and —0.25 m, respectively. The
sloshing amplitude of WG2 is slightly smaller than WG3, whereas the sloshing amplitude
of WGI is much smaller than the other two wave gauges. The wave frequency mode
dominates the longitudinal sloshing in the full load condition, and the amplitude of the
first natural mode of WG2 and WG3 is around 1/4 that of the wave frequency mode.

The sloshing time history and response spectrum of WG1-WG3 under the half load
and head wave condition are shown in Figure 22. WG2 has the largest sloshing amplitude
with maximum and minimum values of 0.22 m and —0.25 m, respectively. The sloshing
amplitude of WG3 is slightly smaller than WG2. Similar to the full load condition, the
wave frequency mode dominates the longitudinal sloshing in the half load condition. The
sloshing response spectrum has a significant first natural frequency of the longitudinal
sloshing (f1.1) of WG2 and WGS3. The first and second natural modes (f1; and f}) in the
half load condition are bigger than those in the full load condition.
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Typical free liquid surface shapes for the full and half load conditions are shown in
Figure 23, where the free surface is plate-like for the full load condition and a weaker first
natural mode appears on the half load condition.

(b)

(a)
Figure 23. Typical free surface shape under head wave condition. (a) Full load; (b) Half load.
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5. Conclusions

The sloshing response of an aquaculture vessel coupled with external waves is inves-

tigated in this study using the experimental method, with two typical filling levels and
two wave directions. The frequency domain response characteristics of the sloshing under
linear regular waves are analyzed in the regular wave test, and the statistical and frequency
domain characteristics of the aquaculture tanks under the limiting sea state are investigated
in the irregular wave test. The main conclusions are as follows:

1.

In regular wave conditions, the sloshing response is dominated by the wave frequency
mode on the whole, except for the case of the wave period of 10 s under the beam
wave and half load condition. For the beam wave condition, the wave frequency
sloshing has a maximum value when the wave period is close to the roll natural period,
meanwhile, the peak of wave frequency sloshing mode in the half load condition is
slightly larger than that in the full load condition. For the heading wave condition,
the wave frequency sloshing mode is larger when the wave period is about 10 s to
13 s, and at this time, the wave frequency sloshing mode of the half load condition
is close to that of the full load condition. The double-row tank arrangement of the
vessel can reduce the breadth of the aquaculture tank, so that the first natural period
of the tank deviates from the roll and pitch natural period of the hull, and the first
resonance phenomenon can be better avoided. This arrangement concept is a useful
scheme for the design of similar aquaculture equipment.

In regular wave conditions, with a wave period of 10 s, there is a significant first natu-
ral mode since the wave period is almost twice the first natural period. Particularly
in the beam wave and half load condition, the amplitude of the first natural mode is
around three times the wave frequency mode. In the extreme operational sea state,
two times the first natural period is in the main energy range of the irregular waves,
which likewise causes a more significant first natural response.

In the extreme sea state, the sloshing amplitude in the beam wave condition is about
7-10 times that of the head wave condition at the same filling level. The sloshing
amplitude in the half load condition is 1.4 and 1.15 times that of the full load state for
the beam wave and head wave condition, respectively. Therefore, a half load condition
should be avoided during the culture operation, and in addition, the designer can
enlarge the designed water depth in the aquaculture tank to increase the filling level.
Green water occurred on the roof of the walkway in the beam wave conditions but
did not impact the roof of the aquaculture tanks. In this case, personnel should not
be allowed to enter the tank for culture operations, while the designer needs to pay
attention to the impact loads of the walkway. Complex 3D standing waves with first
and second natural modes of transverse and longitudinal sloshing were observed
under the beam wave and half load conditions. Operationally, aquaculture vessels
should choose an appropriate mooring scheme or sail autonomously away from
typhoons to avoid harsh beam seas.

The nonlinearity of the sloshing response is much stronger in the extreme sea state
than in the regular wave at the same filling level and wave direction, and the sloshing
response in the extreme sea state has higher natural modes, particularly a significant
fourth natural mode in beam wave and half load conditions. The proportion of higher
natural modes to wave frequency modes has increased as well. This is owing to the
irregular wave test having a long duration, which is more likely to trigger higher
natural modes, and the higher natural modes evolved over enough time to increase in
amplitude.

In the present study, the sloshing response was studied using the experimental method,

as a comparison, the numerical simulations are also being studied, which will be reported
later separately. Furthermore, the impact loads caused by sloshing and the flow pattern of
the aquaculture tanks are being investigated, both of which are important for the design of
the aquaculture vessels.
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Abstract: This study aimed to elucidate the effects of different photoperiods (0 L:24 D, 6 L:18 D,
12 L:12 D, 18 L:6 D, 24 L:0 D, “Light (L) and Dark (D)”) on the growth performance and physiological
responses of the juvenile scalloped spiny lobster (Panulirus homarus). Over a period of 56 days,
parameters such as growth rate, digestive enzyme, immune enzyme, and antioxidant enzyme were
meticulously evaluated in 90 lobsters subjected to these varying light conditions. The present study
found no significant differences in survival rate (SR), molting frequency (MF), and meat yield pro-
duction (MYP) among the various photoperiod treatments (p > 0.05). Notably, the highest weight
gain rate (WGR) and specific growth rate (SGR) were observed under a 12 L:12 D photoperiod. In
the continuous dark phase (0 L:24 D), pepsin (PEP) activity remained high in gastric tissues, while
trypsin (TRYP) and chymotrypsin (CHT) activities reached the highest in hepatopancreas tissues. The
a-amylase (AMS) activity in the hepatopancreas was most elevated under 18 L:6 D, and the optimal
lipase (LPS) activity was recorded under 12 L:12 D. The activity of acid phosphatase (ACP) in the
hepatopancreas was highest in the absence of light (0 L:24 D), whereas the activities of alkaline phos-
phatase (AKP) and lysozyme (LZM) were most effective under the 12 L:12 D photoperiod. The total
antioxidant capacity (T-AOC), along with catalase (CAT) and superoxide dismutase (SOD) activities
of the hepatopancreas reached the highest at 12 L:12 D. The highest activity of glutathione peroxidase
(GSH-Px) was seen under 18 L:6 D. The concentration of malondialdehyde (MDA), a marker of
oxidative stress, was found to be highest under 12 L:12 D. Consequently, this specific photoperiod
is essential for achieving optimal growth and maintaining appropriate physiological balance in the
scalloped spiny lobster during aquaculture. These findings provide a foundational guideline for
establishing the lighting environment in the farming of the juvenile scalloped spiny lobster.

Keywords: lobster Panulirus homarus; photoperiod; growth rate; digestive enzymes; non-specific immunity

1. Introduction

The scalloped spiny lobster (Panulirus homarus Linnaeus, 1878), a large warm-water
crustacean, inhabits tropical and subtropical coasts [1]. Its distribution and aquaculture
are primarily concentrated in the Indo-West Pacific region [2,3]. Recognized as one of the
most valuable seafood products [4], the scalloped spiny lobster is highly sought after in
international markets due to its exquisite taste and rich nutritional profile [5]. However,
with the development of fishery, the natural resources of lobsters have decreased dramati-
cally [4-11]. In order to meet the market demand, larvae are captured from the wild and
reared artificially [6-11]. Current research on this species encompasses a range of topics,
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including breeding practices [6], nutritional analysis [7], capture techniques [8,9], resource
assessment [9-11], habitat studies [12], physiological characteristics [13-15], disease man-
agement [16,17], and genomics [18-20]. Despite these advancements, the impact of lighting
conditions on scalloped spiny lobsters remains relatively underexplored. Presently, there is
a notable gap in standardized breeding protocols that account for light conditions.

Light serves as a critical ecological factor within aquatic ecosystems [21]. It exerts a
profound influence on various physiological processes and feeding behaviors in aquatic
animals [22], modulating growth performance and developmental stages [23-25]. No-
tably, light impacts the growth and development of diverse species, including fish [26,27],
shrimp [28], crabs [29], other crustaceans [22], and turtles [30], along with various physio-
logical responses. As a pivotal environmental element, light is instrumental in regulating
the circadian rhythms of these organisms [31]. Light possesses three fundamental char-
acteristics: intensity, spectrum (or light quality), and photoperiod [21]. Among these, the
photoperiod is particularly crucial for managing biological rhythms in aquatic life [32].
The diverse array of life on Earth is profoundly influenced by the varying light conditions
resulting from the planet’s rotation around the Sun [32,33]. To cope with these consistent
changes, terrestrial and aquatic organisms have developed intricate internal circadian
rhythm systems [33]. Consequently, the photoperiod is recognized as a critical environmen-
tal cue impacting these biological rhythms [21]. In crustaceans, the photoperiod can directly
or indirectly affect the circadian system, influencing growth, molting, and reproductive
processes [34,35]. Optimizing photoperiods in aquaculture can enhance the growth and
development rates of aquatic animals, thereby potentially shortening their production
cycles [36].

Extensive research illustrates the impact of the photoperiod on vital activities and
physiological responses in various aquatic species. In eastern rock lobsters (Sagmariasus
verreauxi), longer photoperiods (18 L:6 D and 24 L:0 D) significantly improved survival
and growth rates during larval metamorphosis [37]. Photoperiods of 6 L:18 D, 12 L:12 D,
and 18 L:6 D have been shown to promote early larval growth, molting, and feeding in
spiny lobsters (Jasus edwardsii) [38]. In juvenile goldfish (Carassius auratus), a light dura-
tion exceeding 16 h enhanced fat formation, lipolysis, and fatty acid oxidation [33]. Long
photoperiods (16 L:8 D) induced stress in blunt snout bream (Megalobrama amblycephala),
increasing plasma cortisol levels and causing oxidative stress [39]. Similarly, long photope-
riods (18 L:6 D) significantly elevated plasma gonadotropins in greater amberjack (Seriola
dumerili) [40] and affected osmoregulation and hepatic energy metabolism in cultured
olive flounder (Paralichthys olivaceus), triggering stress responses [41]. Shorter photope-
riods (2 L:22 D and 4 L:20 D) enhanced innate immune and antioxidant responses in
white leg shrimp (Penaeus vannamei), reducing mortality in adult white leg shrimp [34].
Continuous darkness (0 L:24 D) was found to increase reproductive efficiency and sperm
production in male narrow-clawed crayfish (Pontastacus leptodactylus) [42] and to elevate
molt frequency and growth rate in juvenile mud crabs (Scylla paramamosain) [29]. Persian
sturgeon (Acipenser persicus) exhibited the lowest stress levels in a no-light environment
(0 L:24 D) [43]. These findings underscore the importance of the photoperiod in influencing
the growth and behavior of aquatic animals. Adjusting the photoperiod in aquacultural
settings may offer a means to shorten production cycles and enhance overall production
efficiency. However, the specific effects of the photoperiod on the growth, development,
and physiology of the scalloped spiny lobster remain to be fully determined.

Altered photoperiods have been shown to significantly influence the functioning of
digestive and non-specific immune enzymes in aquatic animals. Several studies have
suggested that external environmental factors, including light, can modulate the activity
of digestive enzymes, which are critical indicators of digestive performance in aquatic
species [22]. For instance, a 13 L:11 D photoperiod significantly alters the activities of pepsin
(PEP), lipase (LPS), x-amylase (AMS), trypsin (TRYP), and chymotrypsin (CHT) in the
tiger shrimp (Macrobrachium tenellum) [44]. Total darkness (0 L:24 D) has been reported to
maximize LPS and AMS activities in the fairy shrimp (Branchinecta orientalis) [45,46], while
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a prolonged photoperiod (18 L:6 D) affects LPS and TRYP activities in spotted sea bass
(Lateolabrax maculatus) [23]. Similarly, the highest TRYP and LPS activities in the Chinese
soft-shell turtle were observed in complete darkness (0 L:24 D) [30].

Key barrier enzymes like alkaline phosphatase (AKP), acid phosphatase (ACP), and
lysozyme (LZM), which protect aquatic animals from pathogenic bacteria, are widely dis-
tributed in their organs and tissues, serving as vital indicators of immune levels [47-49].
LZM can release hydrolytic enzymes that break down pathogens, thus playing an immune
defense role [48-50]. ACP can catalyze the hydrolysis of organophosphorus; participate
in phagocytosis, nodules, and envelope formation; regulate the activity of immune cells;
help the immune system to better recognize and remove foreign substances; and maintain
health [47,49]. The role of AKP in the immune system is mainly reflected in promoting
the activation and proliferation of immune cells and enhancing the intercellular immune
response [47]. It can enhance immunity by promoting the activity of immune cells, helping
cells to recognize and resist [47,50,51]. Optimal ACP and LZM activities were recorded in
freshwater shrimp (Macrobrachium rosenbergii) under complete darkness [50] and in tiger
puffer (Takifugu rubripes) larvae under a long photoperiod (16 L:8 D) [51]. In brown frogs
(Rana dybowskii), the best LZM activity was noted under light-free conditions [52]. The ac-
tivity level of total antioxidant capacity (T-AOC) reflects the aquatic organisms’ antioxidant
enzymes and non-enzymatic antioxidants, crucial for stress resistance and overall health
and growth [53]. Reactive oxygen species (ROS) overproduction can impair physiological
functions and cause oxidative damage to essential biomolecules [39]. Enzymes like super-
oxide dismutase (SOD), catalase (CAT), and glutathione peroxidase (GSH-Px) form the
core of the organism’s antioxidant system, scavenging ROS and playing a pivotal role in
their elimination [54]. Malondialdehyde (MDA), a marker of ROS levels and a byproduct
of lipid peroxidation, can indicate cellular and tissue damage [35]. In white leg shrimp,
MDA levels increased with longer light durations [35], while blunt snout bream exhibited
higher SOD, CAT, and GSH activities with light durations exceeding 12 h [39]. Additionally,
abalones showed a gradual increase in T-AOC, SOD, GSH-Px activity, and GSH contents
with increasing light duration [55]. These findings underscore the significance of the pho-
toperiod in determining the activities of digestive and immune enzymes in aquatic animals.
Regulating the photoperiod can, thus, enhance digestive and immune functions in these
species. However, the specific impacts of the photoperiod on the digestive, immunological,
and antioxidant enzymes in the scalloped spiny lobster remain to be elucidated.

The primary objective of this study was to examine the physiological responses of the
scalloped spiny lobster to various photoperiods (0 L:24 D, 6 L:18 D, 12 1.:12 D, 18 L:6 D,
24 1:0 D). Specifically, the research focused on assessing the impact of these photoperiods
on the lobster’s digestive performance, immune function, and antioxidant capacity. The
outcomes of this study aim to establish an optimal photoperiod for the scalloped spiny
lobster aquaculture. This would not only contribute to formulating a standardized system
for regulating light duration in lobster farming but also optimize the production cycle and
enhance the economic efficiency of this valuable seafood resource.

2. Materials and Methods
2.1. Experimental Materials

Scallop spiny lobsters are lobsters that have been farmed for six months after being
caught in the wild. The experiment was conducted in the circulating water system of
an indoor factory in Lingshui Experimental Station, Sanya Tropical Fisheries Research
Institute (Sanya, China). For the experiment, ninety healthy lobsters of uniform size
were selected, each averaging a weight of 171.28 & 23.12 g. Initially, six samples were
randomly placed in fifteen 15-L fiberglass canisters for a week of domestication under
experimental photoperiodic conditions. Feeding was conducted every evening at 18:00
using the satiation method, where 8 to 12% of the lobsters” body mass in chilled crab bait
was provided. Subsequently, at approximately 8:00 am the following day, tank maintenance
involved cleaning the bottom of the tanks to remove residual feed and feces.
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2.2. Experimental Design

The scalloped spiny lobsters were accurately weighed and allocated into fifteen 15-L
experimental tanks, part of a recirculating water system. Each treatment group consisted
of three replicates, with six lobsters per replicate. The experiment utilized natural seawa-
ter, which was sedimented, sand-filtered, and continuously aerated for 24 h. To ensure
optimal water quality, a daily 100% water change was implemented. Monitored water
quality parameters included the following: temperature between 28 and 32 °C, salinity
from 28 to 32%., pH levels ranging from 7.5 to 8.5, dissolved oxygen concentration of at
least 7.0 mg/L, ammonia nitrogen concentration below 0.02 mg/L, and nitrite levels not
exceeding 0.02 mg/L. Based on previous studies [21,56], five photoperiod groups were
established: 24 L:0 D, 18 L:6 D, 12 L:12 D, 6 L:18 D, and 0 L:24 D (L: light, D: dark). Pho-
toperiods were controlled using a programmable timer (Gongniu Group Co., Ltd., Ningbo,
China). The experiment spanned 56 days, with a maintained light intensity of 100 Ix and a
spectrum range of white light (A = 400-770 nm) (Opple Lighting Co., Ltd., Shanghai, China).
Shade cloths were employed to achieve total darkness in each experimental group, with
lights scheduled to turn on daily at 6:30 am.

2.3. Calculation of Growth Performance

Growth indicators such as weight gain rate (WGR), specific growth rate (SGR), sur-
vival rate (SR), molting frequency (MF), hepatopancreatic index (HSI), and meat yield
production (MYP) of the scalloped spiny lobster were measured and calculated using the
following equations:

WGR = (W — Wy) /W x 100%
SGR = (InW; — InWj)/t x 100%
SR = Nf/Ni x 100%

MF = (N /Ng) x 100%
HSI = (Wg/Wp) x 100%
MYP = (Wg/Wy) x 100%

where WGR is weight gain rate (%), SGR is specific growth rate (%/d), SR is survival rate
(%), MF is molting frequency (%), HSI is hepatopancreas index (%), and MYP is meat yield
production (%). Wy is the initial body mass of the experimental lobster (g), Wy is the final
body mass of the experimental lobster (g), t is the experimental time (d), N is the initial
number of experimental lobsters (only), N;j is the final number of experimental lobsters
(only), Ny, is the number of molted experimental lobsters in a single bucket (only), N is the
total number of experimental lobsters in a single bucket (only), Wy is the net meat weight
(g), and W is the final body mass of the experimental lobster (g).

2.4. Sample Collection and Processing

At the end of the experiment, lobsters were anesthetized in an ice bath for two minutes.
Before dissection, their body surfaces were carefully dried using absorbent paper. The
dissection was conducted using sterilized tools and performed in a consistently cold
environment to preserve tissue integrity. Appropriate amounts of lobster stomach and
hepatopancreas tissues were collected in 2 mL freezing tubes, frozen in liquid nitrogen,
and stored at —80 °C in a refrigerator. To minimize sampling error, samples from each
treatment group were stored separately, and then samples with different duplicates from
the same treatment group were mixed and extracted.

For tissue analysis, a 10% homogenized tissue solution was prepared. Specified
amounts of tissue samples were weighed and added to a pre-cooled homogenization
medium, followed by thorough grinding. The resulting tissue homogenate was then
transferred to a high-speed centrifuge, maintained at 4 °C, and centrifuged at 3500 rpm for
10 min. Post-centrifugation, the supernatant of the homogenized tissue was collected and
stored at —80 °C for subsequent analysis.

Prior to enzyme activity assays, the supernatant was diluted to the optimal concen-
tration as per the requirements of each specific enzyme assay. Enzyme activities were
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then quantitatively determined according to the standardized procedures provided in the
respective assay Kkits.

2.5. Determination of Indicators of Enzyme Activity

All biochemical assays were conducted using kits provided by the Nanjing Jiancheng
Institute of Biological Engineering (Nanjing, China), strictly following the manufacturer’s
instructions. For the analysis of digestive enzymes and related indicators, gastric tissues
were specifically harvested to measure PEP activity and total protein (TP) content. Similarly,
hepatopancreatic tissues were collected for a comprehensive assessment of various enzymes
and biochemical markers. These included LPS, AMS, TRYP, and CHT activities, alongside
assays for ACP, AKP, and LZM activities. Additionally, key oxidative stress markers and
antioxidant enzymes were quantified in hepatopancreas, including MDA content, SOD,
CAT, GSH-Px, and T-AOC. Concurrently, protein TP was also performed on these samples.

The protein content was determined using the Coomassie Brilliant Blue method with
bovine serum protein as the standard used in the protein quantitative kit (Catalog No.
A045-4, Nanjing, China), incubated at 37 °C for 30 min at 562 nm wavelength, and the
protein concentration was measured using microplate colorimetry. A PEP detection kit
(catalog No. A080-1-1, Nanjing, China) was used to determine the activity of PEP in animal
tissue samples. PEP can hydrolyze protein to produce phenol-containing amino acids, and
phenol reagents can be reduced to blue substances by phenol-containing amino acids. The
absorbance value at the zero setting point of distilled water at a 37 °C water bath for 20 min
was determined via colorimetry. The unit of activity is defined as follows: 1 ug tyrosine
generated by decomposing protein per milligram at 37 °C per minute is equivalent to 1 unit
of enzyme activity (U/mgprot). A TRYP assay kit (Catalog No. A080-2-2, Nanjing, China)
was used to determine the activity of TRYP in the animal tissue samples. TRYP can catalyze
the hydrolysis of the ester chain of ethyl arginine and increase its absorbance at 253 nm. The
activity of the enzyme can be calculated according to the change in absorbance. The activity
unit was defined as follows: under the condition of pH 8.0, 37 °C, the absorbance change of
0.003 per minute by TRYP contained in each milliliter of serum (pulp) is an enzyme activity
unit (U/mgprot). The AMS assay kit (catalog No. C016-1-1, Nanjing, China) was used
to determine the activity of AMS in animal tissue samples. AMS can hydrolyze starch to
produce glucose, maltose, and dextrin. When the concentration of a substrate was known
and excessive, iodine solution was added to combine with unhydrolyzed starch to form
a blue complex. The amount of hydrolyzed starch was calculated according to the depth
of blue, so as to calculate the activity of AMS. The unit of activity was defined as follows:
each milligram of protein in the tissue reacted with the substrate at 37 °C for 30 min,
and hydrolyzed 10 mg of starch was defined as 1 unit of amylase activity (U/mgprot).
A CHT assay kit (Catalog No. A080-3-1, Nanjing, China) was used to determine CHT
activity in animal tissue samples. Using casein as a substrate, CHT hydrolyzed protein to
produce phenol-containing amino acids, phenol reagents were reduced to blue substances
by phenol-containing amino acids, and CHT activity was determined via colorimetry. The
unit of activity was defined as follows: 1ug amino acid generated by decomposing protein
per milligram at 37 °C per minute was equivalent to 1 unit of enzyme activity (U/mgprot).
The activity of LPS in animal tissue samples was determined with an LPS detection kit
(catalog No. A054-2-1, Nanjing, China). 1, 2-o-dilaurin-racemic glycerol-3-valerate-(6-
methylhalide) ester +H,O—1, 2-o-dilaurin-racemic glycerol + valerate-(6-methylhalide)
ester, valerate-(6-methylhalide) ester—valerate + 6-methylhalide (color development), at
580 nm wavelength. The activity of LPS was determined according to the production rate of
the red product. The activity unit was defined as follows: at 37 °C, each gram of hiprotein
reacted with the substrate in this reaction system for 1 min, and each consumption of
1 pmol of the substrate was an enzyme activity unit (U/gprot).

An ACP assay kit (Catalog No. A060-2-2, Nanjing, China) was used to determine the
activity of ACP in the animal tissue samples. ACP decomposes disodium phenyl phosphate
to produce free phenol and phosphoric acid. Phenol reacts with 4-amino-antipyrine in
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alkaline solution to oxidize red quinone derivatives by potassium ferricyanide. The activity
of enzyme was measured according to the red intensity. The unit of activity was defined
as follows: 100 mL of serum or liquid at 37 °C with the matrix for 30 min to produce
1 mg of phenol as 1 Gold unit/mgprot. An AKP assay kit (Catalog No. A059-2-2, Nanjing,
China) was used to determine AKP activity in the animal tissue samples. AKP decomposed
phenylene disodium phosphate to produce free phenol and phosphoric acid. Phenol
reacted with 4-amino-antipyrine in alkaline solution to oxidize red quinone derivatives by
potassium ferricyanide. The activity of enzyme was measured according to the red intensity.
The activity unit was defined as one Gold unit/mgprot for 1 mg of phenol produced per
gram of hiprotein interacting with the matrix at 37 °C for 15 min. The LZM assay kit
(Catalog No. A050-1-1, Nanjing, China) was used to determine the activity of LZM in
the animal tissue samples. LZM can hydrolyze peptidoglycan on the cell wall of bacteria,
resulting in bacterial lysation with decreased concentration and increased transmittance, so
the content of LZM was estimated according to the change in transmittance. The activity
unit was defined as follows: accurate water bath for 15 min per milliliter of liquid at 37 °C,
ice water bath for 3 min below 0 °C, removed tube-by-tube, poured into the light diameter
of a 1 cm colorimetric dish, at a 530 nm wavelength, double steaming water regulation
light transmission rate of 100%, and the colorimetric determination of the light value of
each tube is a unit of vitality (U/mL).

A T-AOC assay kit (Catalog No. A015-1, Nanjing, China) was used to determine the
activity of T-AOC in the animal tissue samples. Under the action of appropriate oxidants,
ABTS is oxidized to green ABTS*, and in the presence of antioxidants, the production
of ABTS* is inhibited. The T-AOC of the samples was determined by measuring the
absorbance of ABTS" at 405 nm. The activity unit was defined as follows: reaction at
room temperature for 6 min, wavelength of 405 nm, and absorbance (OD) value of the
reaction system could be directly used as T-AOC activity unit (mM). A CAT test kit (Catalog
No.:A007-1-1, Nanjing, China) was used to determine the activity of CAT in the animal
tissue samples. The decomposition reaction of HyO, by CAT could be quickly stopped by
adding ammonium molybdate. The remaining H,O, reacted with ammonium molybdate
to produce a light-yellow complex. The activity of CAT was calculated by measuring its
change at 405 nm. The unit is defined as the decomposition of 1 umol of H,O, per milligram
of histone per second as one unit of activity (U/gHb). The GSH-Px activity in the tissues
was measured with a GSH-Px determination kit (Catalog No. A005-1, Nanjing, China).
The GSH-Px activity was expressed by the consumption rate of GSH in the enzymatic
reaction, while the more stable yellow substance formed by GSH and dithiodinitrobenzoic
acid was determined through colorimetry to calculate the GSH-Px activity. Through the
colorimetric method, a 1 cm optical path cuvette was used at a 412 nm wavelength, the
distilled water was adjusted to zero, the absorbance value was measured, and its activity
was calculated. The activity unit U indicates that the GSH concentration in the reaction
system is reduced by 1% per milligram of protein per minute by deducting a non-enzymatic
reaction in pmol-L~!. The SOD test kit (Catalog No. A001-3, Nanjing, China) was used to
measure the activity of the SOD in the animal tissue samples. The activity of the SOD was
determined using the xanthine oxidase method. The absorbance value was measured at
the wavelength of 550 nm through colorimetry to calculate its activity. The activity unit
was defined as follows: when the SOD inhibition rate reached 50% per milligram of tissue
protein in 1 mL of the reaction solution, the corresponding amount of SOD was 1 SOD
activity unit (U-mgprot—!). The MDA determination kit (Catalog No. A003-1, Nanjing,
China) was used to measure the content of MDA in the animal tissues. The MDA was
condensed with thiobarbituric acid to form a red substance, and MDA was determined
through colorimetry at 532 nm. All samples were processed in triplicate.

2.6. Data Analysis

All collected data underwent a normality test to confirm their distribution patterns.
Subsequent statistical analyses were conducted using one-way ANOVA, followed by
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Duncan’s multiple range test to identify significant differences among the groups. The
levels of significance were set at p < 0.05 for significant differences and p < 0.01 for highly
significant differences. These analyses were performed using the SPSS 26.0 (SPSS, Chicago,
IL, USA) statistical software package. For data presentation, all values were expressed
as mean *+ standard deviation (mean + SD). Graphical representations of the data were
generated using Origin 2022 (OriginLab Corporation, Northampton, MA, USA) software.

3. Results
3.1. Growth Performance

According to the data in Table 1 and the ANOVA results in Table 2, the WGR and SGR
were significantly higher in lobsters exposed to a 12 h light and 12 h dark cycle (12 L:12 D)
compared to those under 6 L:18 D and continuous darkness (0 L:24 D) conditions. While
longer photoperiods (24 L:0 D and 18 L:6 D) facilitated faster growth than shorter ones
(6 L:18 D and 0 L:24 D), the differences between these longer photoperiod groups were not
statistically significant. Notably, the HSI was significantly greater in the 6 L:18 D group
than in other experimental conditions. However, the photoperiod did not significantly
influence (p > 0.05) the SR, MF, and MYP of the scalloped spiny lobsters, as detailed in
Table 1.

Table 1. Influence of photoperiod on growth performance of Panulirus homarus.

Group WGR (%) SGR (%/d) SR (%) MEF (%) HSI (%) MYP (%)
MLOD  2509+480% od0xoor®  000F B 349£019° BUE117
BL6D 23214536 037008  000F BOS sat0:2d 232416
2LI2D  32244435°  050+£006°  00F O 348£019° 2416080
6L1SD 1979224 03240030 00F 00 4090230 23764052
0L24D  21.51+£296° 0354 0.04" mggg + n;;;f 348 +£026° 2460+ 171

Note: Different lowercase values within the same column are significant (p < 0.05). WGR is weight gain rate (%),
SGR is specific growth rate (%/d), SR is survival rate (%), MF is molting frequency (%), HSI is hepatopancreas
index (%), MYP is meat yield production (%).

Table 2. The ANOVA results of WGR, SGR, SR, MF, his, and MYP.

Item df MS F p
WGR (%) 4 69.73 2.75 0.09
SGR (%/d) 4 0.01 2.71 0.09
SR (%) 4 0.00
MF (%) 4 0.09 0.40 0.80
HSI (%) 4 0.24 3.33 0.06
MYP (%) 4 1.08 0.46 0.77

3.2. Digestive Properties

According to the results of the variance analysis shown in Figure 1 and Table 3, PEP activ-
ity was found to be significantly higher (p < 0.05) in the 0 L:24 D (10.71 & 0.56 U~mgprot*1), 6
L:18 D (9.49 + 0.56 U-mgprot 1), and 18 L:6 D (10.23 & 0.99 U-mgprot 1) photoperiod groups
compared to the 24 1.0 D (7.04 + 0.35 U-mgprot 1) and 12 L:12 D (7.47 + 0.43 U-mgprot 1)
groups, as shown in Figure 1A. Similarly, TRYP and CHT activities were significantly ele-
vated (p < 0.05) in the 0 L:24 D (1173.83 + 536.76 U-mgprot ! and 3.15 + 0.18 U-mgprot 1)
group relative to the other experimental groups, as depicted in Figure 1B,D, respectively.
For AMS activity, the highest levels were observed in the 24 L:0 D (11.70 4 2.15 U-mgprot 1)
and 18 1:6 D (13.86 + 2.77 U-mgprot~!) groups, significantly surpassing those in other
groups (p < 0.05), as indicated in Figure 1C. Additionally, LPS activity was significantly

85



J. Mar. Sci. Eng. 2024, 12, 389

PEP activity (U/mgprot)

higher (p <0.05) in the 0 L:24 D (0.70 & 0.09 U-gprot ') and 12 L:12 D (1.07 £ 0.18 U-gprot 1)

photoperiod groups compared to the rest, as illustrated in Figure 1E.
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Figure 1. Effect of photoperiod on digestive enzyme activities in scalloped spiny lobsters (n = 18).
Pepsin (A), trypsin (B), amylase (C), chymotrypsin (D), and lipase (E). Different superscripts letters
indicate statistically significant differences between treatments (p < 0.05).

Table 3. The ANOVA results of PEP, TRYP, AMS, CHT, and LPS.

Item df MS F p
PEP 4 8.12 14.11 0.00
TRYP 4 581,512.53 5.54 0.01
AMS 4 64.03 16.40 0.00
CHT 4 3.19 89.50 0.00
LPS 4 0.21 4.78 0.02

3.3. Immune Function

According to the results of variance analysis in Figure 2 and Table 4, ACP activity
showed no significant difference between the 0 L:24 D (0.16 + 0.02 gold unit-gprot—1)
and 12 L:12 D (0.12 = 0.02 gold unit-gprot—!) photoperiods (p > 0.05). However, its
activity was significantly higher in the 0 L:24 D photoperiods compared to 18 L:6 D
(0.10 £ 0.01 gold unit~gprot*1), 24 1:.0 D (0.12 £ 0.02 gold unit~gprot*1), and 6 L:18 D
(0.11 £ 0.02 gold unit-gprot 1) (p < 0.05), as shown in Figure 2A. In terms of AKP ac-
tivity, the levels of the 18 L:6 D group (0.04 & 0.00 gold unit-gprot~!) and 12 L:12 D
group (0.04 & 0.00 gold unit-gprot ~!) were significantly higher than other groups, as
shown in Figure 2B. For LZM activity, the 12 1:12 D (76.77 + 7.01 U-mL~!) and 6 L:18 D
(85.30 & 5.64 U-mL~1) groups had significantly higher activity compared to the 0 L:24 D
(584 £3.71 U-mL~1), 18 L:6 D (67.59 + 6.50 U-mL~!), and 24 L:0 D (64.96 & 1.61 U-mL 1)
groups (p < 0.05). However, there was no significant difference in LZM activity between
the 12 L:12 D and 6 L:18 D groups (p > 0.05), as indicated in Figure 2C.

3.4. Antioxidant Capacity

According to the results of the variance analysis shown in Figure 3 and Table 5, the ac-
tivities of SOD were significantly higher in the 24 L:0 D (15.69 4 1.91 U~mgprot*1), 18L:6 D
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(18.85 & 3.38 U-mgprot 1), and 12 L:12 D (17.87 = 3.67 U-mgprot 1) groups compared to
the 0 1L:24 D (8.12 + 2.17 U-mgprot ~1) group (p < 0.05). However, these SOD levels did not
show a significant difference from those in the 6 L:18 D group (p > 0.05), as illustrated in
Figure 3A. In terms of CAT activity, 18 L:6 D (0.01 4 0.00 U-gHb~!) was significantly lower
than other experimental groups (p < 0.05) (p < 0.05), as shown in Figure 3B. The GSH-Px
activity was significantly greater in the 18 L:6 D (404.20 & 13.70 activity unit) group com-
pared to all other experimental groups (p < 0.05), as depicted in Figure 3C. Additionally,
the T-AOC activity and MDA content were notably higher in the 12 L:12 D (0.12 4= 0.00 mM
and 2.02 + 0.10 nmol-mgprot 1) group than in the other groups (p < 0.05), as indicated in
Figure 3D,E, respectively.
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Figure 2. Effect of photoperiod on the immune enzyme activity of scalloped spiny lobsters (n = 18).
Acid phosphatase (A), alkaline phosphatase (B), lysozyme (C). Different superscripts letters indicate
statistically significant differences between treatments (p < 0.05).

Table 4. The results of ANOVA for ACP, AKP, and LZM.

Item df MS F p

ACP 4 0.00 3.43 0.05
AKP 4 0.00 8.99 0.00
LZM 4 332.992 7.96 0.00
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Figure 3. Effect of photoperiod on antioxidant capacity of scalloped spiny lobsters (n = 18). Su-
peroxide dismutase (A), peroxidase (B), glutathione peroxidase (C), total antioxidant capacity (D),
malondialdehyde (E). Different superscripts letters indicate statistically significant differences be-

tween treatments (p < 0.05).

Table 5. The results of ANOVA for T-AOC, CAT, GSH-Px, SOD, and MDA.

Item df MS F p
T-AOC 4 0.00 44.84 0.00
CAT 4 0.00 7.06 0.00
GSH-Px 4 23,296.86 260.06 0.00
SOD 4 54.40 4.81 0.02
MDA 4 0.37 16.70 0.00

4. Discussion
4.1. Effects of the Photoperiod on the Growth Performance of the Animals

In this study, the scalloped spiny lobster exhibited optimal WGR and SGR under
12 L:12 D. Although no significant difference was observed in WGR and SGR between
long (>12 L) and short (<12 L) photoperiods, lobsters under longer photoperiods showed
higher growth rates, suggesting that extended light periods may more effectively promote
growth in aquatic animals. This finding aligns with observations in other species, including
larval coconut crabs (Birgus latro) [57], mud crabs [21], narrow-clawed crayfish (Astacus lep-
todactylus) [46], blue swimming crab (Portunus pelagicus) [58], and juvenile winter flounder
(Pseudopleuronectes americanus) [59]. Contrarily, horsehair crab (Erimacrus isenbeckii) larvae
showed optimal survival and growth under continuous darkness (0 L:24 D) [60].

Similarly, short photoperiods have been found to enhance growth in other species,
such as the African catfish (Clarias gariepinus) [61], abalone (Haliotis discus hannai) [61,62],
and largemouth bass (Micropterus salmoides) [36], all of which displayed improved growth
rates under limited light conditions. These differences in photoperiod adaptation across
species may be attributed to their unique species characteristics and ecological behaviors.
Comparative analysis with other aquatic species such as spiny lobster [63], swimming crab
(Portunus trituberculatus) [64], spanner crab (Ranina ranina) [65], neotropical fish (Hoplias
intermedius) [66], and banded cichlid (Heros severus) [67] revealed similar optimal growth
under a 12 L:12 D photoperiod. This suggests the possibility of a universal optimal
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photoperiod for different species, likely influenced by their ecological habits. Consequently,
for scalloped spiny lobster aquaculture, 12 L:12 D is recommended to enhance growth
performance, shorten production cycles, and improve economic efficiency.

4.2. Effects on the Digestive Performance of Animals Due to the Photoperiod

In this study, the activities of PEP, TRYP, and CHT in scalloped spiny lobsters were
highest under continuous darkness (0 L:24 D). This finding suggests that scalloped spiny
lobsters are more efficient at protein digestion and absorption in a dark environment.
Conversely, LPS and AMS activities peaked in 12 L:12 D and 18 L:6 D light conditions,
respectively. This pattern indicates a shift from protein digestion to the utilization of stored
nutrients in the hepatopancreas after protein sources are consumed.

The observed differences in enzyme activities may be attributed to the unique ecolog-
ical and feeding habits of scalloped spiny lobsters. Being nocturnal marine crustaceans,
they predominantly feed at night [68] and exhibit a distinct behavior of burrowing and
hiding in coral crevices or reefs during the day [69]. Post feeding, the lobsters retreat
to their burrows, aiding in the digestion and absorption of proteins. In the absence of
daytime feeding, the stored nutrients in the hepatopancreas are utilized [70]. Consequently,
photoperiods exceeding 12 h appear to favor the breakdown of fats and starches. Previous
research indicates that specific photoperiods can stimulate or inhibit the activity of certain
digestive enzymes [71]. Thus, in aquacultural practices, adjusting the photoperiod can
be a strategic approach to facilitate the digestion and absorption of specific nutrients in
scalloped spiny lobsters.

4.3. Effects of Photoperiod on Animals’ Immune Function

In this study, ACP activity in scalloped spiny lobsters was found to be optimal under
continuous darkness (0 L:24 D). This suggests that ACP secretion is more favorable in
such light conditions, aligning with observations in freshwater shrimp [50]. In contrast,
the highest AKP activity in scalloped spiny lobsters was recorded under 12 L:12 D. This
difference implies distinct immune response mechanisms to photoperiods in the two types
of phosphatases.

The variation in phosphatase activities might be associated with the lobsters’ nocturnal
feeding behavior [5,68]. Post feeding at night, the lobsters generate energy, which, in turn,
could promote the production of these phosphatases, thereby enhancing their immune
function [47]. LZM activity reached its peak at 6 L:18 D, and an increase in LZM activity
was noted under photoperiods longer than 6 h (24 L:0 D, 18 L:6 D, 12 L:12 D, and 6 L:18 D).
This pattern indicates that light exposure positively influences LZM secretion in scalloped
spiny lobsters, a finding consistent with studies on tiger puffer [51].

The increased LZM activity under certain photoperiods might be indicative of a
photoperiod-induced innate immune response in scalloped spiny lobsters. Therefore, a
12 L:12 D photoperiod is recommended in aquacultural practices to boost their immune
function. Such immune enhancement, through the suppression of pathogenic bacteria,
could lead to heightened specific immunity in these organisms [72]. The results of this
study are in line with findings in white leg shrimp [34], freshwater prawn [50], and red
claw crayfish (Cherax quadricarinatus) [56], suggesting that an appropriate photoperiod
(12 L:12 D) can effectively improve the immune function of scalloped spiny lobsters.

4.4. Effect of Photoperiod on Animals” Antioxidant Capacity

In this study, T-AOC activity and MDA levels in scalloped spiny lobsters were ob-
served to be highest under 12 L:12 D. Similarly, the activities of SOD and CAT were also
elevated under these light conditions. These results indicate that the antioxidant capacity
of scalloped spiny lobsters is responsive to varying levels of oxidative stress in the external
environment. Under the 12 L:12 D photoperiod, the lobsters are likely exposed to external
stressors that generate a significant amount of ROS, potentially causing damage to the
organisms. MDA is a crucial biomarker for assessing ROS levels in aquatic animals [35], and
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the activity of T-AOC reflects the overall level of antioxidant enzymes and non-enzymatic
antioxidants in an organism, which are vital for combating oxidative stress [53]. Therefore,
the activities of T-AOC, SOD, and CAT may fluctuate in response to the changes in MDA
levels induced by external stressors. These findings align with research conducted on South
American white shrimp [35], bluntmouth bream [39], and abalone [55].

Interestingly, the GSH-Px activity in scalloped spiny lobsters was found to be optimal
under a longer photoperiod of 18 L:6 D. This may suggest that the antioxidant system of
the lobsters under excessively long or short photoperiods struggles to effectively scavenge
excess ROS, resulting in increased GSH-Px activity. In practical aquaculture settings,
adjusting the photoperiod could be a strategic measure to mitigate oxidative stress and
enhance the antioxidant capacity in scalloped spiny lobsters.

5. Conclusions

This study explored the impact of five different light-dark cycles (0 L:24 D, 6 L:18 D,
121:12 D, 18 L:6 D, and 24 L:0 D) on the growth and physiological aspects of scalloped spiny
lobsters. Notably, under a 12 L:12 D light—-dark cycle, the lobsters demonstrated optimal
growth performance, along with enhanced levels of digestive and immune enzymes,
and improved antioxidant capacity. These findings suggest that adopting a 12 L:12 D
lighting regimen could effectively boost the growth rate and shorten the production cycle in
scalloped spiny lobster aquaculture. This research provides valuable insights for creating an
ideal lighting environment, contributing significantly to the optimization and enhancement
of scalloped spiny lobster cultivation.
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Abstract: Zebrafish (Danio rerio) have emerged as a valuable animal model for neurobehavioral
research, particularly in the study of anxiety-related states. This article explores the use of conceptual
models to investigate stress, fear, and anxiety in zebrafish induced by bio-inspired mini-robotic fish
with different components and designs. The objective is to optimize robotic biomimicry and its
impact on fish welfare. Previous studies have focused on externally controlled fish models, whereas
this study introduces prototypes of freely actuated swimming robots to examine interactions between
a bio-inspired robot and individual zebrafish. By means of analysis of behavioral responses, certain
robotic components have been identified as potential causes of anxiety in fish, which have provided
insights that may be applicable to other species and future aquacultural robot designs.

Keywords: underwater robotics; fish robot; robot biomimicry

1. Introduction

The field of robotics and underwater design have directed their efforts at the devel-
opment of unmanned autonomous vehicles (UUVs) [1] to carry out actions that could
otherwise pose a risk to humans. This field can be directly applied to the aquaculture
environment, where the working atmosphere is demanding and, in many cases, the perfor-
mance of certain tasks may be challenging to human assets. Manual tasks such as cleaning,
inspecting, or repairing net cages can be detrimental to workers [2]; furthermore, there are
stricter regulations governing the time divers can spend underwater or the tasks they can
perform in order to protect worker conditions. In recent years, the aquaculture industry
has witnessed a growing trend towards robotization [3], where robots are employed to
carry out various tasks. This development aims to minimize the exposure of workers and
enhance the efficiency of farm production processes.

Currently, many projects are working on the development of remote-controlled un-
derwater robots which can be used in this and other environments [4]. One project that
has embraced this environment, and on which this study is based, is the ThinkInAzul
project [5], which aims, as one of its objectives, to approach sustainable smart precision
aquaculture by creating technology which improves inspection, maintenance, and repair
operations [6], and for which there is a need to design a mimetic robot that can perform
specific monitoring, inspecting, sensing, and sample-collecting tasks within the cages.

However, conventional underwater robots used to date can, in many cases, have an
impact on the environment, as well as being intrusive and stressful to marine life, due to
their aesthetic and /or mechanical characteristics [7,8].

In the last two decades, the emerging field of biomimetics has sought to explore the
design by copying the forms of living beings found in nature, as well as their movements
and forms of propulsion [9,10], in order to be friendlier and less invasive to the fauna of
the marine environment in which they operate. This has led to a surge of studies in the
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field of biomimetics focused on the development of bioinspired fish [11]. Most of these
studies have primarily concentrated on emulating fish propulsion systems and assessing
their efficiency [12-14]. Traditional propellers produce currents, consume more energy,
reduce propulsion efficiency, and are noisy and aggressive, while mimicking the swimming
propulsion mode of fish is more efficient, less noisy, and provides better robot performance
in terms of energy efficiency [15]. Additionally, in the context of aquaculture, keeping fish
healthy and stress-free increases production, breeding performance, and profitability [16].
It is therefore desirable that the robot used in fish farms is respectful of the fauna and as
non-invasive as possible. To optimize biomimicry and the design of underwater robots
operating in fish farms, it is essential to identify and test which robotic elements are the
main stressors and causes of disturbance.

To analyze the effects robotic disturbances may elicit on fish, it is imperative to under-
stand the defensive behaviors they exhibit in response to stimuli and situations perceived
as stressful threats. To date, controlled studies have been conducted to identify specific
responses and consistent behavioral patterns displayed by fish in stressful situations [17].
Such studies have involved the introduction of robotic stimuli in animal behavior research,
where bio-inspired fish prototypes were developed and tested to evaluate robot-fish inter-
actions [18,19]. Nevertheless, most of these investigations have utilized robotic platforms
and external mechanisms to generate the movement and trajectory of replicas. Although
some recent studies have explored the potential for bidirectional interactions between
robotic stimuli and live subjects in free-swimming contexts [20], such efforts have not
primarily focused on identifying the stress induced by specific robotic components. Several
studies have demonstrated the influence of color and/or pattern [21] on conspecific rela-
tionships, showing that fish species lack high visual acuity but have a remarkable ability to
discriminate contrast. Contrasting patterns may be important cues for social mimicry in
discriminating between conspecifics and predators. Animal size may also be an important
factor in social interaction with conspecifics and non-conspecifics. Studies focusing on
the influence of size have concluded that a larger size may result in the individual being
identified as a predator or rejected as a conspecific [22]. Physical parameters like sound
and light [23] can also be a source of interference, suggesting that the use of actuators
capable of disturbing their acoustic and/or vision channel could be another source of
stress. Finally, some studies have also focused on the robot swimming/movements using
actuators to control different fins and investigating the efficiency but also the acceptance of
these replicas within a group of individuals [24]. Therefore, it is crucial to understand how
social and environmental interactions are managed using the senses to achieve the mimicry
of bioinspired robots and assess their impact on fish behavior in aquaculture [25].

Therefore, to achieve the mimicry of bioinspired robots, it is crucial to understand how
social interactions among fish are dealt with and what specific responses they exhibit in
order to evaluate the impact that robots may cause. Such specific responses to challenging
situations to which they are exposed are generally classified as anxiety-like behaviors (ALB).
However, some researchers have suggested that it may be more appropriate to differentiate
between anxiety, fear, and panic based on the perceived immediacy of the threat [26]. When
fish perceive the risk as slight, they tend to display exploratory behavior. In situations
where risk is perceived as moderate, escape and avoidance behaviors are observed. On the
other hand, if fish perceive an imminent threat, they may respond with a defensive attack
or freezing [27]. Previous studies [28] have developed models that facilitate the study of
these specific behaviors and enable the identification and evaluation of various behavioral
variables or endpoints (see Table 1).

In the last decade, zebrafish (Danio rerio) have emerged as an important model
organism for behavioral studies [29]. Accordingly, such behavioral model species are used
to investigate the emotional effects, such as ALB, which bio-inspired fish robot prototypes
can induce on individual zebrafish behavior, and to identify specific robot components as
potential causes of ALB in fish.
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Table 1. Fish behavior models and evaluative measures for reactions.

Evaluation Measures for Determining the Presence of

Analytical Model Stress

Time in Bottom Zone
Total Path Length
Freeze Time

Fast Swimming

Conditioned Alarm Reaction

Time Until Visiting Aversive Zone

Inhibitory Avoidance
Time in Aversive Zone

Burst Swimming
Freeze

Bottom Dwell Time
Distance to Predator

Distance Between Fish and Object
Time Near the Object

Predator Response

Inspection of Novel Objects

All this previous knowledge, therefore, provides insights which enable us to optimize
efficiency in the design of robotic prototypes, while also increasing mimicry to reduce robot-
induced stress. These concerns are crucial for the development of robots intended to operate
in environments where coexistence with fish is required without compromising their well-
being. However, while some factors have been extensively studied in the literature, others
may warrant further investigation. Therefore, this article is focused on exploring the
implications related to stressors associated with the interaction between robots and fish.
This article specifically examines various small prototypes to assess how different factors
affect fish stress. It investigates the impact of the presence or absence of light, the movement
or lack of movement of a body, and the oscillatory or helical movement of a conspecific’s tail
using different types of actuators. Statistical tests were conducted, and various variables
were analyzed to determine the influence of these factors on fish stress so as to use them
specifically in bioinspired robotic design for use in real-world aquacultural practices.

2. Materials and Methods
2.1. Fish and Accommodation Conditions

Ten-month-old Tubingen (Tu) zebrafish (length 3-3.5 cm) were reared under standard
conditions in the facilities at the Instituto de Acuicultura de Torre la Sal. Naive animals
were acclimated to the behavioral testing room for at least 5 days and maintained at 28 °C
with 14 h light/10 h dark. All experiments were performed following the guidelines of the
Spanish (Royal Decree 53/2013) and the European Union Directive on the Protection of
Animals Used for Scientific Purposes (Directive 2010/63/EU). The protocols applied were
approved by IATS Ethics Committee (Register Number 09-0201) under the supervision of
the Secretary of State for Research, Development, and Innovation of the Spanish Government.

2.2. Robots Tested

Four different types of bio-inspired robotic replicas, based on the morphology of the
zebrafish, were used to classify the different types of actuators and electronic components
according to the stress they could generate (Figure 1). The aim was to obtain a size and
appearance (colors, line patterns and position of fins) as identical as possible to those of the
live individuals to be used in the study and to enable them to swim autonomously and
freely around the test area.
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Prototype
A

Prototype
B

Prototype
c

Prototype

Figure 1. Real images of the four prototypes used and their comparison in size and appearance with
a real zebrafish of the same size and aspect as those used in the tests.

The four prototypes were created from scratch and specifically designed for these tests
using Solidworks 2020 modeling software. The housing for the prototypes was produced
using a high clear ABS-like resin (Anycubic, Shenzhen, China) and an Elegoo Mars 3
(Elegoo, Shenzhen, China) printer through the process of rapid prototyping. This method
was selected due to the low water absorption properties of the resin [30], the possibility of
achieving smooth, non-porous surfaces, the ability to produce detailed models despite their
small size (tolerance of 0.3 mm) [31], and the quality and dimensional precision, which
allows for rigorous buoyancy calculations. Each prototype consists of two symmetrical
halves which are sealed together using ethyl cyanoacrylate glue, creating an internal cavity
where the electronics are placed (see Figure 2). To ensure waterproofing, this cavity was
coated with transparent acetic silicone, offering increased resistance to impacts, UV rays,
and prolonged exposure to water. The key features of each of the four prototypes are
as follows:

e  Prototype A is powered by a 0.3 g electromagnetic actuator (provided by Shuaichi, CN),
model DIY RC Aircraft, measuring 10 x 10 x 2 mm, with a resistance of 60 ohms, an
operating voltage of 3.7-4.2 V, and an operating current of 55 mAh, which is connected
to an acetate tail. This propulsion system generates a tail movement characterized by
oscillatory beats, the frequency of which can be adjusted in advance. Consequently,
changes in the robot’s speed and direction are achieved. The electronic system of this
prototype includes a rechargeable 2.7 V, 30 mAh lithium battery, model 450909, and a
mini-PCB (Figure 3a). The dimensions of this prototype are as follows: length—6.5 cm;
height—2 c¢m; and thickness—1.2 cm (Prototype A in Figure 1). Upon contact with
water, the circuit is automatically closed activating the prototype. However, it should
be noted that Prototype A only swims on the water’s surface and is unable to go
deeper than 2 cm below the surface level within the tank environment.

e  Prototype B is a replica of the previous model which also includes a red LED light
(Prototype B in Figure 1). This red LED is included in the mini-PCB commercially
acquired and flashes intermittently at the same frequency as the tail, from within the
housing, illuminating the entire body of the prototype. Given that the experiments
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are intended to be conducted at a maximum depth of 15 cm and a maximum distance
of 35 cm, and that the wavelength of the red LED can be seen by both the cameras
and individuals at these distances, this LED is used to simplify the composition of
the prototypes.

Prototype C is actuated by a planetary gear motor (provided by Zhaowei, CN), model
ZWPDO006006 to 420 rpm, with a weight of 1.6 g, a working torque of 40 g-cm, and a
stall torque of 90 g-cm. It measures 6 mm in diameter and 21 mm in length and is linked
to a 1.2 cm diameter propeller designed and manufactured following the same process
as the outer housings. This propulsion system offers continuous rotation resulting in
constant speed and advancement exclusively in the frontal direction. Additionally, the
electronic system includes a rechargeable 4.2 V lithium battery and a magnetic switch
that allows the system to be actuated by an external magnet which (Figure 3b), in
turn, serves as a counterweight to achieve neutral buoyancy. The prototype measures
5.5 cm long, 2 cm tall, and 1.2 em thick (Prototype C in Figure 1). This prototype can
submerge due to the thrust generated by the propeller.

Prototype D is identical to prototypes A and B, yet all electronic components were
removed, resulting in a motionless prototype that can only float or remain stationary
at the bottom, depending on its buoyancy (Prototype D in Figure 1). This model allows
us to study whether the effects generated by the movement, sounds, and waves of the
electronic components of the robots are significant and allows us to analyze whether
the presence of a foreign object in the tank, its aesthetics, or size are influential in
perceiving the prototypes as stressful.

PCB Enclosure parts Electromagnetic actuator

Tail

Battery

(b)

Figure 2. Manufacturing and construction of robotic prototypes: (a) stereolithography printing of
watertight housings for the prototypes; (b) parts and electronic components of prototypes A and B.
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(a) (b)

Figure 3. Electronic schematics of (a) Prototypes A and B; (b) Prototype C.

2.3. Behavioral Quantification

Individuals were tested in 6 L tanks measuring 27 cm x 22 cm x 15 cm (Aquaneering,

San Diego, CA, USA) (Figure 4a,b). The tanks were filled with 5.5 L of chlorine-free water
at the same temperature and pH as their home tank. The test lasted 7.5 min following a 60 s
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period of accommodation. The tests were carried out on four different days, maintaining
the same testing schedule from 9:00 a.m. to 1:00 p.m. to ensure similar conditions. The
activity of the fish was recorded using industrial digital cameras (IDS (UI-3240CP USB
3.0 uEye CP, IDS Imaging Development Systems GmbH, Obersulm, Germany) and/or
Basler (Basler acA1280-60gc GigE camera, Basler AG, Ahrensburg, Germany) equipped
with a high-quality monofocal lens (focal length 8 mm) programmed with a resolution
of 640 x 426 px and a frame rate of 25 fps. Trajectory tracking was performed using
EthoVision®XT v.17.0.1630 software (NoldusInc, Wageningen, The Netherlands).

Perimeter zone

I <=
)@3 Top zone [ | _ -
=z> <=
50%
(d)

(c)

13

Figure 4. Recording setup of the top (a) and frontal (b) planes and tracking of the individuals using
the AnimalTA software. Overhead (c) and frontal (d) views of the tank with the aversive zones
marked in green: perimeter area from the top view equivalent to the space between the tank edges
and its parallel projection at a distance of 2.5 cm; and top zone considered as the top half of the frontal
view of the tank.

Fish were recorded simultaneously using frontal and zenithal planes of the tank;
therefore, three-dimensional data were obtained. To analyze the natural bottom-dwelling
response, each arena was divided into two equal zones: top and bottom (Figure 4d). For
the zenithal plane, the arena was divided into two parts corresponding to the center and
the perimeter of the tank. The “perimeter” was denoted as the area between the tank
edges and its parallel projection at 2.5 cm (Figure 4c). Individual tracking and coordinates
were obtained using AnimalTA v.2.3.1 software (http://vchiara.eu/index.php/animalta,
accessed on 28 May 2024). Each prototype was tested against 7 naive fish. The locomotive
behaviors of 7 fish without any prototype were used as control.

For analysis, the vision software was programmed to extract the coordinates of both
individuals (the real fish and the robot), from which the degree of avoidance of the real
fish towards the robot was measured. Based on the behavioral patterns analyzed in the
literature [31], the following evaluation measurements calculated and examined included:
(i) the proportion of time spent by the fish in the top area of the tank; (ii) the number of visits
to top area; (iii) the proportion of time spent in the perimeter area (defined as a distance
of 2.5 cm from the tank’s edge); (iv) the distance between the robot and the fish; (v) the
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percentage of time the fish displayed freezing behavior; (vi) average velocity; (vii) tracking
distance; (viii) velocity deviation; and (ix) acceleration deviation. These measurements
were taken from the real fish in response to its interaction with the robotic fish.

2.4. Statistical Analysis

Data were analyzed parametrically using SPSS software (IBM SPSS Statistics, Version
29.0.1.1 (244)) at a 95% confidence level, with p < 0.05 indicating statistical significance.
For comparisons between groups, the one-way ANOVA method was used for parameters
that follow a normal distribution, considering “type of prototype” as a factor, and the
Kruskal-Wallis method was used for samples where the assumption of normality was
rejected. Furthermore, post hoc multiple comparisons tests were also used. OriginPro
software (Origin (Pro), Version 2022, OriginLab Corporation, Northampton, MA, USA) was
used to generate graphs illustrating the results obtained.

Initially, descriptive statistics (shown in the table in Section 3) were calculated for each
group and each evaluative measurement. To ensure correct analysis of the variables, a
normality test was performed to verify that the samples meet the normality requirement
using non-parametric tests. Variables that meet the normality criterion are analyzed using
one-way ANOVA to compare means between groups, while those that do not follow a
normal distribution are analyzed using the non-parametric Kruskal-Wallis test to compare
medians between groups. After conducting a one-way ANOVA on parameters exhibiting a
normal distribution, a test for homogeneity of variances is performed to ensure homoscedas-
ticity compliance and to conduct post hoc multiple comparisons, operating under a 95%
confidence level. The Tukey method is employed when equality of variances is assumed,
whereas the Games-Howell method is utilized when the null hypothesis is rejected.

3. Results

Initially, three parameters were evaluated, which included swimming speed, Euclidean
distance between the robot and fish, and latency of the analyzed individual’s position over
the entire tank area. Swimming speed was relatively low and constant when test animals
were exposed to prototypes A and D (Figure 5a,d), a swimming pattern consistent with
that of fish swimming alone (Figure 5e). In contrast, animals exposed to prototypes B and
C exhibited an erratic swimming pattern, with speeds eventually reaching peaks of up to
ten times their own baseline values (Figure 5b,c).

Prototype A (b) Prototype B (c) Prototype C
. 10 . 10
L <L s
£ £
A L6
>
G 4 ‘?, a
o o
Mg, p 2 s
0 0
0 100 200 300 400 500 0 100 200 300 400 500 [ 100 200 300 400 500
Time (s) Time (s) Time (s)
Prototype D (e) Fish alone

15

Velocity (cm/s)

200 300 400 500

g
g
g
o
g

Time (s) Time (s)

Figure 5. Reference velocities of how fish behaved when interacting with the different prototypes—
(a) A; (b) B; (c) C; (d) D—and (e) fish alone.

The response of fish confronted with prototypes A, B, and C (Figure 6) was somewhat
inconsistent as some of the tested animals exhibited freezing bouts either at the beginning
of the experiment (Figure 6a/d) or during the experiment (Figure 6b/e,c/f).
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Figure 6. Reference velocities of how fish behaved when interacting with the prototypes: (a) Prototype
A without freezing periods; (b) Prototype B without freezing periods; (c) Prototype C without freezing
periods; (d) Prototype A with freezing periods; (e) Prototype B with freezing periods; (f) Prototype C
with freezing periods.

The velocity was then plotted on the same graph alongside the Euclidean distance
between the fish and the robot for each time point. This was carried out in order to
analyze whether there was a direct relationship between the velocity of the fish and the
distance between the fish and the prototype. This can be observed in Figure 7, where
a representative case is shown for each of the evaluated prototypes. When the distance
between the robot and the individual remained constant, with fewer abrupt changes over
time, the fish also maintained a constant velocity. Conversely, when the distance fluctuates
more erratically, the speed also fluctuates, demonstrating that the variation in distance
between the animal and the prototype was related to the variation in the speed of the
fish. Not only does the speed decrease when the variation in distance is more constant
but also when the value of that interindividual distance is greater. Similarly, a decrease
in the distance between individuals results in an increase in the velocity of the fish, thus
suggesting an avoidance behavior.
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Figure 7. Relationship between velocity and Euclidean distance between the fish and the robot over
time for a representative case of each of the tested prototypes: (a) Prototype A; (b) Prototype B;
(c) Prototype C; and (d) Prototype D.
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In order to analyze the positioning of the fish in the tank according to the predefined
“top/bottom” and “perimetral” zones, heat maps were generated to visualize the time
fish spent in these different areas when confronted with each prototype. This allows a
visual comparison of the prototypes and facilitates the identification of freezing behavior,
exploratory activity, or areas where individuals spend more time.

Fish swimming alone showed a homogeneous distribution of the position of the
individual in the tank and a maximum density of 0.032 (Figure 8e). The distribution
is centered in the lower and middle region of the tank, with exploration towards the
upper half without reaching the surface of the water. The remaining graphs show a less-
uniform distribution compared to the fish alone, with higher densities and longer periods
of positioning near the bottom of the tank, indicating potential signs of stress and/or
disturbance caused by certain robotic prototypes (Figure 8a—d). However, for prototypes
A, C, and D (Figure 8a,c,d), individuals tended to visit the surface by swimming from the
sides of the tank rather than from the central area, whereas animals exposed to prototype
B exhibited a more evenly distributed pattern across the entire “top” region. Animals
exposed to prototype C spent only short periods at the top of the surface, suggesting
potential escape behaviors (Figure 8c).
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Figure 8. Representative density plots of the position of the fish from the frontal plane when
(a) exposed to Prototype A; (b) exposed to Prototype B; (c¢) exposed to Prototype C; (d) exposed to
Prototype D; and (e) alone. The color scale represents the cumulative time spent in each zone of
the tank.

Similarly, fish swimming alone exhibited a homogeneous distribution when observed
from the top (superior plane) in Figure 9. Fish swam primarily around the center of the
tank, suggesting an absence of anxiety-like behavior and/or stress (Figure 9e). When
fish are exposed to the prototypes, the distribution is less uniform; they remain longer in
peripheral areas and present freezing episodes (Figure 9a-d).

Following this, Table 2 displays the descriptive statistics for each variable, in addition
to normality and variance homoscedasticity studies. The variables that do not meet normal-
ity (top time proportion, number of visits to the surface, and velocity absolute deviation)
criteria were analyzed using non-parametric methods (Kruskal-Wallis).
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Figure 9. Density plots of the position of the live fish from the superior plane when (a) exposed to
Prototype A; (b) exposed to Prototype B; (c) exposed to Prototype C; (d) exposed to Prototype D; and
(e) alone.

Table 2. Descriptive statistics.

95% Confidence Interval for

Mean
Parameter Model Mean Std. Deviation =~ Lower Bound Upper Bound  Normality Sig. I‘-}orfmgenelfy o*f
ariances Sig.
A 30.51 18.37 13.52 47.51
Top time B 56.20 20.55 37.20 75.21
proportion C 28.92 30.08 3.77 54.06 0.005 0.23
D 22.67 29.93 —5.01 50.35
E 15.13 10.65 5.28 24.98
A 2.81 221 0.77 4.86
B 7.25 2.80 4.66 9.84
NP of visits to surface C 7.94 8.45 0.88 15.00 0.002 0.440
D 248 2.70 —0.02 4.98
E 5.33 4.43 123 9.43
A 12.83 8.43 5.04 20.63
Perimeter time B 24.48 11.70 13.66 35.30
proportion C 43.29 22.38 24.58 62.01 0.111 0.281
D 23.22 15.39 8.98 37.45
E 31.40 10.92 21.29 41.50
A 21.70 18.84 4.28 39.13
Freezing time B 6.88 14.45 —6.49 20.25
proportion C 10.96 15.70 —2.16 24.07 <0.001 0.373
D 12.52 28.67 —13.99 39.04
E 7.08 9.30 -1.53 15.69
A 275.34 160.96 126.48 424.2
Tracking B 418.24 140.34 288.45 548.03
average C 470.95 255.39 257.44 684.47 0.200 0.140
distance D 302.38 127.81 184.17 420.58
E 401.09 61.83 343.91 458.27
A 3.39 1.62 1.90 4.88
Velocity B 4.15 0.73 3.48 4.82
absolute C 4.69 2.84 2.32 7.06 0.019 0.005
deviation D 3.19 0.73 2.52 3.87
E 2.23 0.68 1.60 2.86
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Table 2. Cont.

95% Confidence Interval for

Mean
Parameter Model Mean Std. Deviation =~ Lower Bound Upper Bound  Normality Sig. Hmvogenel?y O,:f
Variances Sig.
A 100.41 69.72 35.93 164.90
Acceleration B 119.52 49.13 74.08 164.96
absolute C 69.46 26.26 47.51 91.41 0.056 0.020
deviation D 61.31 34.35 29.54 93.08
E 40.99 12.26 29.65 52.33
A 297 1.74 1.36 4.57
Veloci B 32 1.55 1.76 4.63
Averat}é C 497 29 2.55 7.39 0.200 0.047
8 D 3.55 1.84 1.85 5.26
E 442 0.93 3.56 5.28
* Based on mean.
The statistical analyses showed significant differences between the prototypes and the
fish alone for three of the parameters analyzed. These differences are indicated by asterisks
in the box-and-whisker plots in Figure 10.
Acmamn
100 ram Light 10 * 250
PMcloIr c *
80 ol 5 8 £ 200
g 2 3
£ eo| [ I . 2 150
g Zz 2
F 40 - * & 100
2 %I °
20 2 % T 5 é
0
D Fish 0 - 0
al:usne A B ¢ b aFI:)snhe A D aFI:)S:e
Prototype Prototype Prototype
(@ (b) ()

Figure 10. The diagrams display the distribution and central tendency of the numerical values
(through quartiles) obtained from each of the prototypes for (a) time on the surface; (b) velocity
deviation; (c) acceleration deviation. The asterisks indicate statistical significance between the
indicated prototype and the reference group (Fish alone).

Performing non-parametric tests on metrics with non-normal distributions, utilizing
the Kruskal-Wallis test with multiple pairwise comparisons, resulted in significant differ-
ences between the medians of prototype B and fish alone for the parameter “time in top”,
with a significance value of 0.028, as shown in Figure 10a.

The Kruskal-Wallis test with multiple pairwise comparisons showed differences
between the medians of prototypes B and C compared to fish alone for the parameter
“velocity deviation”. Such differences were observed to be statistically significant, with
significance values of 0.020 and 0.012, respectively, as depicted in Figure 10b.

However, when conducting a one-way ANOVA on parameters that exhibited a normal
distribution, significant differences between group means were obtained for the evaluative
measurement “acceleration deviation”. The F-statistic value was calculated to be 3.803
with a significance value of 0.013, indicating that there are indeed significant differences
between populations. Upon performing post hoc comparisons between groups, it was
determined that there are differences in absolute acceleration deviation between prototype
B and fish alone. The post hoc significance value for this comparison is reported to be 0.028
in Figure 10c.

105



J. Mar. Sci. Eng. 2024, 12,932

4. Discussion

Behavioral studies have often been conducted to identify social interactions between
conspecifics that promote the hierarchical allocation of individuals [32]. Such studies
have often examined interactions with live stimuli and have shown that factors such as
size and aesthetics play a crucial role in distinguishing leaders from predators [33,34]. In
addition, research suggests that the movement patterns of replicas influence behavior,
leading some researchers to use virtual representations or bio-inspired robotic replicas
with closed trajectories to control specific parameters [35]. In this study, bio-replicas were
meticulously designed to investigate the effects of light, noise, and propulsion mechanisms
on fish locomotor behavior. Unlike previous studies, which predominantly analyzed
fish behavior in a two-dimensional spatial plane with only two coordinates, this study
tracked fish position throughout all three axes, yielding results which are reflective of a
three-dimensional reality.

Parameters derived from existing behavioral models were employed to study fish
behavioral responses (Table 1). However, some of these models were based on live stimuli
without contact or on replicas with closed trajectories. Although this approach enhances
experiment reproducibility and controllability, it sacrifices biomimicry and fidelity to reality,
as noted by Spinello et al. [36]. Thus, the use of freely swimming robotic replicas in this
study brings the experimental conditions closer to real-world scenarios.

The presence of a stationary prototype (D) in the tank was found to be less stressful
compared to the presence of moving replicas, with fish perceiving D as a non-threatening
entity. Accordingly, fish exposed to D exhibited similar velocity parameters (i.e., low mean
velocity and animal deviation) to fish swimming alone.

The influence of the type of motion and the propulsion system of the replica was then
investigated by comparing prototypes A, B, and C with the fish swimming alone. Graphical
results suggested anxiety-like behaviors related to the interaction with B and C. However,
the mean velocity and deviation values were more alike between the fish swimming
alone and the electromagnetic-tailed prototype (A) than the propeller-driven prototype (C),
which exhibited velocity spikes of up to 10 m/s. Statistical analysis confirmed significant
differences in velocity and acceleration deviations between prototype C and fish swimming
alone. In addition, two recordings were terminated prematurely due to fish jumping out
of the tank in the presence of C, indicating an extreme escape response to a perceived
imminent threat. This is consistent with the expected anxiety-like response to this robotic
prototype, which can be attributed to the noisier motor and less natural, biomimetic motion
associated with the propeller [25].

The effect of light was also investigated by comparing the responses of the fish to
prototype A versus B, in comparison to the unstressed fish. Once more, the high velocities,
peaking at 10 cm/s and irregular burst swimming patterns, which were evident in the
light-presenting prototype (B), were indicative of anxiety /fear-like responses. Although the
electromagnetic prototype without light (A) also exhibited differences from the unstressed
fish swimming alone, including periods of freezing or less homogeneous tank positioning,
these differences were exacerbated when light was added. Statistical analysis revealed
significant differences between the light-presenting prototype and the fish alone, which
was characterized by increased acceleration and velocity dispersion, indicative of rapid,
erratic, burst-like swimming patterns associated with stress or anxiety.

In addition, prototypes B and C showed intermittent periods of freezing in some
recordings throughout the trial, thus indicating stress due to a perceived imminent threat,
further supporting previous observations. However, statistical support for this parameter
was lacking due to non-significant results. The relationship between fish speed changes
and robot-fish distance, as well as visual differences in fish tank positioning based on
robot exposure, were unable to be statistically supported due to non-significant results for
parameters such as “number of surface visits” or “time at perimeter”. While significance
was obtained for the “time at top” parameter for B, this contradicts interpretations based
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on velocities and accelerations, where surface latency would indicate non-stress. These
limitations hampered the conclusions of the study.

One limitation was the complexity introduced by the free-swimming nature of the
robots, which, while enhancing biomimicry and realism, also increased experimental
complexity due to random swimming trajectories, hindering exact repeatability and making
it difficult to determine whether the robot was approaching the fish or whether the fish
were habituating, perceiving the robot as less threatening and reducing inter-individual
distance. Similarly, the positioning of fish within defined tank zones, particularly for B,
raised concerns, with some authors [23] suggesting that zebrafish may move to the top of
the tank as a predator avoidance measure rather than an accommodation response. Another
limitation was the sample size, with 37 valid fish tested. Although this is within the typical
range for such studies [20] high variability and deviation were observed in each model, in
all likelihood due to individual fish personalities and different responses to stimuli, which,
in some cases, made it difficult to obtain statistically significant results. Therefore, further
expansion would be advisable for future work in order to reduce variability and to improve
the accuracy of the statistical analysis.

Finally, it is important to acknowledge a potential confounding factor related to stress,
arising from the discrepancy in size between the replicas and the real fish. The latter were
approximately twice the size of the replicas. It is known that fish consider size to be an
important factor; however, this inconsistency was necessary due to the limitations of the
low-cost electronic components available, which made it impossible to further reduce the
size of the replicas. To mitigate the impact of this, uniformity in size among all replicas was
sought. The fact that all replicas are of the same size and therefore share the same negative
implication allows us to exclude size as a differentiating factor upon comparison.

Furthermore, despite some prior demonstrations that fish are attracted to certain tail
movements or similar aesthetic patterns [37,38], this study also examined the implication
of the type of actuator used to generate such movement. Additionally, this was achieved
using the smallest possible replica, similar to the real fish in a context of free-swimming
replicas, which allows for a closer approximation of the results to the development of
bioinspired robots in a more realistic context.

Such results can be applied to the design of a robot intended for use in a real aquacul-
tural context, tailored to the specific application for which it is designed to be used. The
findings are particularly useful for tasks where the robot needs to maintain a close distance
to the fish, such as environmental monitoring within cages or behavioral monitoring of the
fish inhabiting them. In such cases, the design can be adjusted to avoid or reduce the use
of lighting as well as the use of thrusters or cease their activity when the robot is in close
proximity to the fish.

As a potential future study, it would be advisable to adapt the size of the prototypes
to that of the fish used. This adaptation could be achieved by incorporating larger fish
species into the study and creating prototypes at an appropriate scale. This approach
would allow for the study of situations and behaviors accurately resembling the real-
world applications which prompted this study by offering greater design flexibility for the
replicas and reducing the constraints imposed by the size limitations of the components.
Additionally, to mitigate data variance and increase statistical robustness, it would be
advisable to increase the sample size and re-evaluate the variables for which significant
results have not been obtained. Other potential lines of research derived from this study
could include exploring the implications of heat, and more specifically, the actuator noise or
the magnetic fields generated by electronic components. Finally, it would be interesting to
study at what distance the factors involved in stress cease to have a stressful effect and are
no longer perceived as a threat by the fish. This would enable us to design recommendations
adapted to specific tasks to be performed by the robot.
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5. Conclusions

This study highlights discernible differences in the behavioral response of fish to
different underwater robots, depending on the propulsion and lighting system. Stressful
behaviors were identified via significant differences between the variation in the speed
and acceleration of the fish when alone and in the presence of a robot with light or a robot
with propeller propulsion. No stressful behaviors were identified via significant differences
between the fish when alone or in the presence of an unilluminated, electromagnetically
propelled robot. These findings have direct implications for the design of underwater
robots to reduce fish stress; thus, for more effective robotic biomimicry, it is advisable to
avoid the use of propellers and noisy motors and to carefully consider or limit the use
of lights.
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Abstract: This study aimed to explore the impact of acute acidification on the antioxidant, metabolic
performance, and liver histology of juvenile yellowfin tuna. The experiment subjected juvenile
yellowfin tuna to a pH gradient environment of 8.1, 7.6, 7.1, and 6.6 for 48 h. The findings indicate
that a seawater pH of 7.1 significantly impacts the antioxidant and metabolic systems of the juvenile
yellowfin tuna in comparison to the control group. At pH 7.1, there were observed increases in
glutathione reductase (GR), total antioxidant capacity (T-AOC), lactate dehydrogenase (LDH), hexok-
inase (HK), pyruvate kinase (PK), sodium-potassium ATPase (Na*K*-ATP), and calcium-magnesium
ATPase (Ca**Mg?*-ATP). Conversely, low-density lipoprotein cholesterol (LDL-C), high-density
lipoprotein cholesterol (HDL-C), and triglycerides (TGs) were not significantly different across the
treatment groups. However, an increase in transaminases at pH 7.1 suggested potential liver damage,
which was further supported by observed structural liver tissue degeneration and hepatocyte vacuo-
lation. In conclusion, under conditions of acute acidification stress, there is a decrease in antioxidant
capacity and a suppression of metabolic levels in juvenile yellowfin tuna, leading to oxidative damage.
This study lays the foundation for an in-depth understanding of the response mechanisms of juvenile
yellowfin tuna in response to seawater acidification as well as healthy tuna farming in the broader
context of seawater acidification.

Keywords: environmental stress; antioxidant enzymes; metabolic enzymes; serum biochemistry
index; liver histology

1. Introduction

The pH in aquatic environments is one of the factors affecting the physiological and
biochemical functions of fish. Deviations from the optimal pH range directly impact
fish’s acid-base balance, respiratory function, circulation, and lipid accumulation [1-3]. In
recent years, there has been a growing concern for the aquatic environment, highlighting
the necessity to focus on the resilience and adaptability of marine species in low pH
conditions. However, several factors contribute to the instability of seawater pH. For
example, an increase in CO, concentration leads to a reduction in seawater pH, with
predictions suggesting a decrease of 0.7 pH units by the year 2300 [4]. Additionally, the
coastal regions of China, being low-lying, are more susceptible to changes in water body
pH due to extreme weather conditions such as typhoons and hurricanes. Human activities
also have a more severe impact on the water environment, sometimes even causing extreme
disturbances [5,6].
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Studies have shown that a decrease in environmental pH leads to an increase in levels
of reactive oxygen species (ROS). Antioxidant defenses play a crucial role in neutralizing
ROS and protecting fish from oxidative damage [7]. Long-term exposure to low pH environ-
ments can damage these antioxidant mechanisms, potentially weakening the fish’s ability
to effectively manage oxidative stress [8]. Additionally, acidic waters can lead to a decrease
in the pH of fish blood, thereby affecting the binding of hemoglobin to oxygen [9,10].
This impairment restricts oxygen transport, leading to hypoxia in fish. Symptoms include
reduced activity, significant declines in metabolic function, decreased appetite, digestive
issues, and stunted growth [11]. Ding Zhaokun et al. found that a reduction in water body
pH not only affects gene expression but also adversely impacts the energy, protein, lipid,
and nucleic acid metabolism of marine organisms [12]. Changes in external environmental
conditions can also cause shifts in fish osmotic pressure and serum ion levels, making blood
parameters a reliable indicator of fish health under environmental stress [13]. Petochi et al.
exposed European sea bass (Dicentrarchus labrax) to low pH environments and discovered
that their metabolic rates increased as the water’s pH decreased [14]. Md and colleagues
exposed juvenile catfish (Hexanematichthys sagor) to a low pH environment and analyzed
their blood for aspartate aminotransferase, alanine aminotransferase, alkaline phosphatase,
glucose, and cortisol. The results showed that exposure to a high-acidity environment can
damage the health of the fish, potentially leading to poor growth and reduced survival
rates [15]. Although adult fish exhibit a strong adaptability to changes in environmental
pH, their juveniles lack effective mechanisms for intracellular pH regulation, making them
particularly susceptible to early-life damage caused by acidification [16].

A decrease in water pH poses significant risks to marine ecosystems and threatens
the survival and reproductive capabilities of marine fish species [17,18]. The yellowfin
tuna, known for its high economic value, is an essential global fishery resource. By 2022,
the annual global catch of yellowfin tuna surpassed 1.4 million tons, making it the second
most extensively fished tuna species after the skipjack tuna [19]. Understanding how yel-
lowfin tuna manages oxidative stress through its antioxidant system becomes particularly
important. Studying the antioxidant and metabolic responses helps to better comprehend
the adaptation mechanisms of yellowfin tuna to acidic environments, which is crucial
for predicting their survival and reproduction in future marine conditions. Despite the
significance of these issues, research on how seawater acidification affects physiological
changes in yellowfin tuna juveniles is still limited. This study focuses on juvenile yellowfin
tuna as a model organism. Based on predictions from ocean models and experimental
results from Bromhead et al., it evaluates the impact of different levels of seawater acidity
on the antioxidant and metabolic performance, serum indicators, and liver histology of
yellowfin tuna [20,21]. The aim is to provide reference data for the stress response of marine
fish to seawater acidification.

2. Materials and Methods
2.1. Experimental Materials

The experimental fish were caught in the sea area near the Xincun port (18°22'31.9” N,
109°58'28.9" E). These fish were transported to the Lingshui Experimental Center of Sanya
Tropical Fisheries Research Institute (Sanya, China) for a week to acclimate and subsequent
acute acidification experiment. A total of 72 healthy juvenile yellowfin tuna of similar
size (mean length: 18.21 + 1.09 cm, mean weight: 307.49 + 49.38 g) were selected and
randomly placed into 12 circular fiberglass tanks (5000 L). To manipulate seawater pH
levels, solutions of 1.0 mmol-L~! NaOH and 1.0 mmol-L~! HCI [22,23] were used, setting
a control pH at 8.1 [24] and treatment pH levels at 6.6, 7.1, and 7.6 [25-28], with three
replications of each condition, and six fish were set up for each replication. The acidification
stress test lasted 48 h [29,30], during which time feeding was stopped and seawater acidity
was measured using a pH analyzer (Shenzhen Jingxin Microelectronics Co., Shenzhen,
China), which was used to monitor seawater pH every two hours to maintain fluctuations
within 0.1 pH units. During the temporary rearing and experimental period, 12 h of light
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and 12 h of darkness were maintained, the water temperature was kept at 22.5 £ 1 °C,
dissolved oxygen levels were maintained above 7.5 mg-L~!, nitrite nitrogen concentrations
were kept below 0.05 mg~L*1, and ammonia nitrogen concentrations were also maintained
below <0.05 mg-L~1.

2.2. Sample Collection and Processing

After 48 h of acidification stress, the fish were anesthetized with eugenol (Shangchi
Dental Material Co., Ltd., Changshu, China), six fish were removed from each bucket,
weighed on a scale (to the nearest 0.01 cm), measured for body length with calipers (to
the nearest 0.01 cm), and dissected according to the method of Rosseland et al. [31]. Blood
samples were drawn from the caudal vein of the fish and collected using a 2 mL syringe
precoated with 1% sodium heparin. Blood samples were centrifuged in a cryo-centrifuge
(XinAoYi Instrument Co., Ltd., Changsha, China) at 3000 r-min~ ! for 10 min, and the serum
was collected. The liver was quickly removed, rinsed with pre-cooled saline, blotted dry on
filter paper, and collected into a 2 mL sterile cryo-centrifuge tube. The serum and the liver
samples for enzyme activity determination were then stored at —80 degrees Celsius.

A total of 0.1~0.2 g of liver tissue was accurately weighed, 9 times volume of 0.9%
saline was added, it was mechanically homogenized under ice-water bath condition and
centrifuged at 3000 r-min~! for 10 min, and the supernatant was taken to determine the con-
tents of total protein (TP) content, total antioxidant capacity (T-AOC), glutathione reductase
(GR), lipid peroxidation (LPO), lactate dehydrogenase (LDH), hexokinase (HK), pyruvate
kinase (PK), sodium-potassium ATPase (Na*K*-ATP), and calcium-magnesium ATPase
(Ca?*Mg?*-ATP). The serum samples were used to determine alkaline phosphatase (AKP),
glutamine transaminase (GPT), glutamic oxaloacetic transaminase (GOT), high-density
lipoprotein cholesterol (HDL-C), low-density lipoprotein cholesterol (LDL-C), triglycerides
(TGs), total cholesterol (TCH), and glucose (GLU). All analyses were performed using kits
(Nanjing Jiancheng Bioengineering Institute, Nanjing, China). TP was detected using the
bicinchoninic acid assay (minimum detection limit: 20 pg-mL~1). T-AOC was detected
using the ABTS (2,2’-azino-bis (3-ethylbenzothiazoline-6-sulfonic acid)) radical cation
decolorization assay (minimum detection limit: 0.5 mmol). GR was detected using the glu-
tathione reductase activity assay (minimum detection limit: 0.1 w-L~!). LPO was detected
using the thiobarbituric acid reactive substances assay (minimum detection limit: Ouw-L—1.
LDH was detected using the lactate dehydrogenase activity assay (minimum detection
limit: 1 u-L~1). PK was detected using the pyruvate kinase-lactate dehydrogenase-coupled
assay (minimum detection limit: 1.3 w-L.=!). HK was detected using the hexokinase-
glucose-6-phosphate dehydrogenase-coupled assay (minimum detection limit: 2.3 wL™1).
Na*K*-ATP and Ca?*Mg?*-ATP were detected using the colorimetric method based on
inorganic phosphate detection (minimum detection limit: 0.0026 pmol-mL~1). GLU was
detected using the glucose oxidase method (minimum detection limit: 2.2 mmol-L~1). LDL-
C and HDL-C were detected using the double reagent direct method (minimum detection
limit: 0 mmol-L™"). TG was detected using the glycerol-3-phosphate oxidase-peroxidase
method (minimum detection limit: 0.2 mmol-L~1). TCH was detected using the cholesterol
oxidase-peroxidase method (minimum detection limit: 0 mmol-L~1). GOT and GPT were
detected using the Reitman-Frankel method (minimum detection limit: 0 p-L~!). AKP was
detected using the p-nitrophenyl phosphate method (minimum detection limit: 45 w-L~1).
Determination was carried out using a hybrid microplate reader (BioTek Instruments,
Winooski, VT, USA) and a UV-visible spectrophotometer (Shanghai Meppan Instruments
Co., Ltd., Shanghai, China) in strict accordance with the operating instructions. Each
sample was replicated three times, with negative control and positive control set up for
each determination.

Tissue sections were prepared with reference to Yancheva et al. [32]. Juvenile fish
livers were collected, preserved in 4% paraformaldehyde (BL 539A, Biosharp, Hefei, China),
and then embedded in paraffin. These prepared tissues were then sectioned into 4 um
thick cross sections utilizing a Leica rotary microtome (Leica Instruments Shanghai Co.,
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Ltd., Shanghai, China). The sections were stained with hematoxylin and eosin (H&E)
and permanently mounted with a neutral resin. Observations were made with a DMI8
fluorescence inverted microscope (Leica, Wetzlar, Germany), photographs were taken at
400 x magnification, and pictures were saved.

2.3. Statistical Analyses

Shapiro-Wilk test [33] was used to examine the normal distribution of the data. The
homogeneity of variance was assessed using the Levene test. One-way analysis of variance
(ANOVA) and Duncan’s test were employed to analyze the significance of differences
between the control group and the treatment group in liver and serum parameters. A
p-value of less than 0.05 was considered significant, while equal to or above this threshold
was considered insignificant. Data were analyzed using SPSS 25.0 software, expressed as
mean =+ standard deviation (Mean + SD), and displayed as bar charts using Origin 2022.

3. Results
3.1. Effect of Acute Acidification Stress on Antioxidant Parameters of Yellowfin Tuna Liver

The change in GR activity exhibited a general downward trend with the decrease in pH,
reaching its lowest at pH 7.6 (5.05 & 1.61p-gprot 1), which is significantly different from the
control group (p < 0.05, Figure 1a). Conversely, T-AOC displayed an upward trend with the
decrease in pH, peaking at pH 6.6 (0.84 = 0.19 mmol-gprot~!), though this did not significantly
differ from the control (p > 0.05, Figure 1b). The LPO concentration demonstrated an upward
trend with the decrease in pH, achieving its highest level at pH 7.6 (0.04 + 0.01 - gprotfl),
having a significant departure from the control (p < 0.05, Figure 1c).
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Figure 1. Effect of acute acidification stress on antioxidant parameters in juvenile yellowfin tuna
liver. The bar graph represents the mean + SD of the measurements taken at 48 h. (a) Glutathione
reductase (GR) activity (ANOVA, GR: F = 10.968, p < 0.05), (b) total antioxidant (T-AOC) capacity
(ANOVA, T-AOC: F = 2.396, p > 0.05), and (c) lipid peroxidation (LPO) (ANOVA, LPO: F = 10.714,
p < 0.05). Different letters on the columns indicate significant differences between groups (p < 0.05),
and the same letters indicate non-significant differences between groups (p > 0.05).

3.2. Effects of Acute Acidification Stress on Metabolic Parameters of Yellowfin Tuna in Liver and
Trunk Kidney

The activities of LDH, HK, and PK all peaked at pH 7.1 (LDH: 6.12 £ 0.24 - gprotfl,
HK: 2.26 £ 0.24 p-gprot !, and PK: 14.18 & 0.97 p-gprot !, Figure 2a—c). The LDH and
PK activities demonstrated an increasing trend, and a significant difference was observed
between the treatment groups and control groups at pH 7.1 (p < 0.05, Figure 2a,c). Na*K*-
ATPase activity showed irregular changes with decreasing seawater pH and was highest at
pH 7.1 (0.15 + 0.01 p-mgprot !, Figure 2d), and Caz*Mgz*-ATP activity was significantly
lower than that of the control group in all treatment groups and reached the lowest level at
pH 7.6 (0.06 & 0.00 p.~mgprot*1, Figure 2e), all of which were significantly different from
the control group (p < 0.05).
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Figure 2. Effect of acute acidification stress on metabolic enzymes in juvenile yellowfin tuna liver. The
bar graph represents the mean + SD of the measurements taken at 48 h. (a) Lactate dehydrogenase
(LDH) activity (ANOVA, LDH: F = 24.458, p < 0.05), (b) hexokinase (HK) activity (ANOVA, HK:
F =12.447, p < 0.05), (c) pyruvate kinase (PK) activity (ANOVA, PK: F = 28.622, p < 0.05), (d) sodium-
potassium ATPase (Na*K*-ATP) activity (ANOVA, Na*K*-ATP: F = 25.508, p < 0.05), and (e) calcium-
magnesium ATPase (CaZ*Mg?*-ATP) activity (ANOVA, Ca?>*Mg?*-ATP: F = 347.865, p < 0.05).
Different letters on the columns indicate significant differences between groups (p < 0.05), and the
same letters indicate non-significant differences between groups (p > 0.05).

3.3. Effect of Acute Acidification Stress of Yellowfin Tuna on Serum Indices

The GLU levels initially decreased, then increased, peaking at pH 6.6 (11.47 & 0.6 mmol-L 1),
marking a significant difference from the control group (p < 0.05, Figure 3a). The LDL-C
content showed an increasing trend and was highest at pH 6.6 (3.95 4+ 1.04 mmol-L 7!,
Figure 3b), and the HDL-C content was highest at pH 7.6 (15.64 4 3.00 mmol-L~?, Figure 3c)
with no significant difference (p > 0.05) compared with the control group. TG levels were
highest at pH 7.6 (0.97 £ 0.10 mmol-L1, Figure 3d) and TCH levels were highest at pH
6.6 (6.30 & 0.50 nmol-L !, Figure 3e) with no significant difference (p > 0.05) compared
with the control group. The GOT and GPT levels showed an increasing then decreasing
pattern, peaking at pH 7.1 (GOT: 63.83 4- 2.30 p-L ™!, GPT: 19.61 + 4.69 -1~ 1), with only
the GOT level showing a significant difference from the control group (p < 0.05, Figure 3f),
whereas the GPT level did not (p > 0.05, Figure 3g). The AKP activity displayed a tendency
to increase, reaching the maximum at pH 6.6 (1.37 + 0.08 Kim’s unit-mL 1), significantly
differing from the control group (p < 0.05, Figure 3h).
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Figure 3. Effect of acidification stress on serum indices of juvenile yellowfin tuna. The bar graph
represents the mean + SD of the measurements taken at 48 h. (a) Glucose (GLU) content (ANOVA,
GLU: F = 148.637, p < 0.05), (b) low-density lipoprotein cholesterol (LDL-C) content (ANOVA,
LDH-C: F = 3.385, p > 0.05), (c) high-density lipoprotein cholesterol (HDL-C) content (ANOVA,
HDH-C: F = 1.148, p > 0.05), (d) triglycerides (TGs) content (ANOVA, TG: F = 2.688, p > 0.05), (e) total
cholesterol (TCH) content (ANOVA, TCH: F = 1.209, p > 0.05), (f) glutamic oxaloacetic transaminase
(GOT) activity (ANOVA, GOT: F = 57.086, p < 0.05), (g) glutamine pyruvate transaminase (GPT)
activity (ANOVA, GPT: F = 4.197, p < 0.05), and (h) alkaline phosphatase (AKP) activity (ANOVA,
AKP: F =18.039, p < 0.05). Different letters on the columns indicate significant differences between
groups (p < 0.05), and the same letters indicate non-significant differences between groups (p > 0.05).

3.4. Effect of Acute Acidification Stress of Yellowfin Tuna on Liver Histology

In the control group and the pH 7.6 treatment group, hepatocytes displayed a homo-
geneous cytoplasm, distinct cell boundaries, and a compact arrangement, with normal
morphology. The distribution of sinusoidal spaces between hepatocytes was normal
(Figure 4a,b). In contrast, hepatocytes in the pH 7.1 treatment group were loosely arranged
(Figure 4c). pH 6.6-treated hepatocytes had blurred edges, reduced and displaced nuclei,
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enlarged sinusoidal spaces, and irregular rounded vacuoles, indicating the presence of fat
vacuoles (Figure 4d).

Figure 4. Effect of acute acidification stress of yellowfin tuna on liver histology (400x). (a) The pH
8.1 treatment group (control), (b) the pH 7.6 treatment group, (c) the pH 7.1 treatment group, and
(d) the pH 6.6 treatment group. Red arrows indicate hepatocyte nuclei; red circles indicate blurred
hepatocyte structures; yellow arrows indicate sinusoidal gaps; yellow circles indicate loss of nuclei;
green arrows indicate rounded vacuoles; green circles indicate abnormal cellular morphology; and
blue circles indicate nuclear excursions.

4. Discussion
4.1. Effects of Acute Acidification Stress on the Antioxidant Defense System of Yellowfin Tuna

When organisms encounter external stimuli, they often produce a substantial amount
of reactive oxygen species (ROS), leading to various oxidative damages like lipid peroxida-
tion and enzyme deactivation. This effect, known as oxidative stress, occurs if these ROS are
not efficiently neutralized [34]. Antioxidant enzymes, such as glutathione reductase (GR)
and total antioxidant capacity (T-AOC), play a pivotal role in combating oxidative damage
by neutralizing excess ROS and superoxide anion radicals (O, ") [34]. In our research, we
observed a reduction in GR activity across all experimental groups compared to controls,
aligning with findings in Antarctic fishes (Notothenia rossii and Notothenia coriiceps) exposed
to sewage [35]. The decline in GR activity in Antarctic fish was not explicitly explained
due to the unpredictable nature of antioxidant enzyme responses to complex contaminant
mixtures. Nevertheless, our study utilized natural seawater purified through sand filtration,
suggesting the reduced GR activity might stem from the antioxidant system’s failure to
efficiently clear accumulated ROS, leading to the impairment or breakdown of crucial
antioxidant enzymes. T-AOC represents a comprehensive measure of an organism’s overall
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antioxidant defense, covering both enzymatic and non-enzymatic systems [36]. Studies
have shown that fingerling black sea bream (Acanthopagrus schlegelii) exhibit an increase
in serum T-AOC levels under ammonia stress [37]. Similarly, our study detected elevated
T-AOC levels in the liver, indicating that organisms bolster their antioxidant defenses in re-
sponse to stressors like oxidative damage. Our findings elucidate the intricate relationship
between oxidative stress and antioxidant defense mechanisms in organisms, emphasizing
the critical role of a balanced antioxidant system in minimizing oxidative damage and
maintaining health under stressful conditions.

The fish oxidative stress system is not sufficient to scavenge all the oxygen radicals,
and the excess free radicals attack the polyunsaturated fatty acids in the biofilm, causing
lipid peroxidation and the production of lipid peroxidation [38]. Our study observed an
uptick in LPO activity across all experimental groups in comparison to the control group,
mirroring findings of rainbow trout [39] (Oncorhynchus mykiss) after heat stress in a similar
situation. This increase might be due to the accelerated respiratory rates in fish under
acidic stress, leading to heightened oxygen consumption and, consequently, an increase in
oxidative stress. This results in elevated levels of reactive oxygen radicals and, thereby, an
increase in LPO activity. The observed shifts in the rise in lipid peroxidation activity in our
study reflect the stress response and oxidative damage in fish subjected to acidic conditions.
Further research is essential to shed light on the mechanisms behind these responses and
their potential impact on fish health and welfare.

Blood biochemical markers are indicative of an organism’s metabolic status and the
health of its organs and tissues under environmental stress [40]. In our investigation, we
focused on serum alkaline phosphatase (AKP), acting as a non-specific phosphohydrolase
pivotal for protecting against the intrusion of external pathogens [13]. AKP is intricately
involved in the transfer and metabolism of phosphate groups, highlighting its critical role
among enzymes that regulate metabolism [41]. We observed an increase in AKP activity at
a pH of 6.6, mirroring the trend seen in Sagor catfish [14], suggesting that AKP activity may
increase with a sudden drop in seawater pH. This observation underscores the potential
impact of heightened seawater CO, concentrations on the metabolic frameworks of marine
fish. Such species appear to navigate environmental shifts by modulating the activity of key
metabolic enzymes within their systems, indicating a sophisticated adaptive mechanism to
environmental stressors. This adjustment in enzyme activity reflects a broader biological
strategy employed by marine organisms to maintain metabolic equilibrium in the face of
changing environmental conditions.

GOT (glutamate oxaloacetate transaminase) and GPT (glutamate pyruvate transami-
nase) are critical serum enzymes for assessing animal health, primarily found in cellular
mitochondria. Their activity levels serve as crucial indicators of hepatocyte integrity [42].
In our study, we monitored the serum activities of GOT and GPT, which are emblematic of
liver damage and have their main residency within the mitochondria of cells. We noted a
pattern where these enzyme levels initially increased before decreasing, reaching a zenith
at pH 7.1. Significantly, GOT levels were observed to be notably higher than those of
GPT, suggesting possible mitochondrial impairment within hepatocytes—a phenomenon
mirrored in fingerling black sea bream [37], yellowfin sea bream (Acanthopagrus latus), and
Asian sea bass (Lates calcarifer) [43] under ammonia nitrogen stress. This pattern suggests
that heightened acidity precipitates liver damage in fish, triggering an acute release of
these transaminases into the serum. Tuna, when exposed to acidic conditions, appear
to mitigate this effect by downregulating transaminase synthesis, thus diminishing the
levels of serum transaminases. This dynamic reflects a complex biological response to
environmental stressors, underscoring the delicate balance organisms maintain to preserve
physiological homeostasis under adverse conditions.

The liver, an indispensable organ for metabolic processes in fish, is charged with the
crucial functions of nutrient metabolism, detoxification of substances, and the breakdown
of medications and toxins. However, when there is a discord between the rate of hepatocyte
synthesis and their entry into systemic circulation, it can lead to hepatocyte vacuolar
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degeneration [44]. This condition was notably observed in juvenile blunt snout bream [45]
(Megalobrama amblycephala) under acute heat stress as well as in tilapia [46] (Oreochromis
niloticus) subjected to cyfluthrin exposure, highlighting a pronounced pathological response
of fish livers to acute stress from environmental factors.

In our study, the worsening of liver tissue structure with the increase in seawater pH,
characterized by hepatocyte reduction, vacuolation, and nuclear displacement, underscores
the escalating adverse effects of seawater acidification on juvenile yellowfin tuna. This is
corroborated by alterations in enzyme activities such as GOT and GPT. We propose that the
osmotic pressure imbalance in fish within a highly acidic environment (pH 7.1), coupled
with the heightened demand for nutrient uptake to sustain osmotic equilibrium and an
increased liver burden, contributes to these liver tissue changes. Nonetheless, vacuolar
degeneration represents a reversible form of injury, prompting a need for additional re-
search to determine the liver’s capacity to recuperate post-stress alleviation. This insight
into the liver’s adaptive and pathological responses to environmental stresses provides
a crucial understanding of fish physiology and health, offering a foundation for further
investigations into recovery mechanisms and resilience strategies in marine life.

4.2. Effects of Acute Acidification Stress on Metabolic Function of Yellowfin Tuna

The observed decrease in lactate dehydrogenase (LDH) activity in our study might
signal a diminished anaerobic capacity and a reduction in tissue glycolysis [47]. Notably,
juvenile yellowfin tuna showed an increasing trend in LDH activity with decreasing en-
vironmental pH. This pattern is consistent with findings in Mediterranean sea bream [3]
(Sparus aurata) and Sagor catfish [15] juveniles and large yellow croaker [48] (Larimichthys
crocen), pointing to the possibility that the environmental pH may drop below the optimal
range for juvenile tuna, leading to less movement and, consequently, lower rates of oxygen
consumption. This reduction in oxygen could prompt a shift from aerobic to anaerobic
respiration, as evidenced by the increased LDH activity. LDH plays a crucial role in anaero-
bic respiration, catalyzing the conversion of lactate to pyruvate and vice versa, depending
on oxygen availability. Thus, our findings imply that changes in environmental pH may
interfere with the aerobic metabolism of juvenile tuna, triggering an adaptive increase in
anaerobic respiration as reflected by the LDH activity. Further investigations are essential
to comprehend the full impact of these metabolic adjustments on the health and viability of
juvenile tuna under evolving environmental conditions.

Hexokinase (HK) and pyruvate kinase (PK) are critical enzymes in the glycolytic
pathway, essential for regulating blood glucose levels [49]. In our study, we found that
HK activity tended to increase and then decrease. However, similar to Mediterranean
sea bream [3], which exhibited heightened PK activity under environmental stress, our
study observed comparable changes. Furthermore, in the Pacific oyster [50] (Crassostrea
gigas), both HK and PK activities were found to increase in response to environmental
stress, suggesting that variations between species could account for these differences. These
findings imply that juvenile tuna may experience shifts in energy distribution patterns,
necessitating additional energy to cope with environmental alterations. Yet, the specific
mechanisms that regulate these changes remain to be thoroughly investigated and clarified.
While HK and PK play fundamental roles in glycolysis and energy metabolism, the distinct
responses seen in juvenile tuna under varying environmental conditions highlight the
intricacies of metabolic regulation. Further research is crucial to decipher the mechanisms
behind these adaptations and their potential effects on the health and sustainability of
juvenile tuna.

Na*K*-ATP and Ca?>*Mg?*-ATP play vital roles as key transmembrane proteins in
osmoregulation [51]. The functioning of these proteins often serves as a gauge for assessing
the health, metabolic efficiency, and osmoregulatory capabilities of the organism. Notably,
the ionic activity in Atlantic salmon smolts [52] (Salmo salar) declines with a decrease
in seawater pH. Similarly, juvenile European sea bass [53] exhibit an increase in Na*K*-
ATP activity in low-salt conditions, possibly as an adaptive response to mitigate ionic
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losses due to reduced salinity. In our research, a reduction in the activities of Na*K*-ATP
and Ca?*Mg?*-ATP was observed, potentially due to acidification stress affecting the cell
membrane’s permeability and, consequently, impairing osmoregulation in fish. These
observations indicate that alterations in the activities of Na*K*-ATP and Ca2*Mg?*-ATP
under acidic conditions could signify disruptions in osmoregulatory processes, under-
scoring the impact of environmental stressors on fish physiology. Further investigation is
necessary to fully understand the mechanisms behind these changes and their implications
for fish health and their ability to adapt to shifting aquatic environments.

Sugars, serving as the primary energy substrates, are metabolized into proteins and
fats, with triglycerides (TGs) playing a pivotal role in cellular structures as the main
form of energy storage [40]. Cholesterol, a precursor for steroid hormones and cellular
membranes, is essential for maintaining cell membrane integrity. Its functionality hinges
on the balance between low-density lipoprotein cholesterol (LDL-C) and high-density
lipoprotein cholesterol (HDL-C), where HDL-C facilitates the removal of cholesterol from
tissues to the liver for degradation, thus preserving cholesterol equilibrium [54]; conversely,
LDL-C distributes cholesterol from the liver to the body’s tissues [55]. Mediterranean
gilthead sea bream exposed to temperature stress exhibited a marked increase in blood
glucose (GLU) on the fifth day, with TG levels remaining unchanged from the control [56].
In our study, a trend of decreasing GLU levels was noted, with a significant rise at pH 6.6.
However, total cholesterol (TCH) and HDL-C remained unaffected. The heightened acidity
in seawater may trigger a stress response in fish, leading to the mobilization of hepatic
glucose into GLU to fulfill increased metabolic demands and maintain fat equilibrium.
The maintenance of TCH levels in tuna, despite acidification stress, could reflect a timely
adaptive modulation of LDL-C and HDL-C concentrations. The changes in this column
illustrate that under stressful conditions, the body prioritizes rapidly accessible energy
sources over those that are energy dense, such as lipids. Initially, the body uses glucose,
which mobilizes and utilizes energy more quickly, thus preserving lipid reserves in more
severe stressful situations [57]. Nonetheless, significant differences in LDL-C between pH
7.6 and 6.6 and TG levels between pH 7.6 and 7.1 suggest that oxidative stress leads to liver
metabolic disturbances under acidic conditions. Our observations underscore the intricate
metabolic adjustments in tuna when faced with acidic environments, highlighting shifts
in glucose metabolism and lipid regulation. Further studies are required to uncover the
precise mechanisms behind these adaptations and their consequences for the health and
environmental adaptability of fish.

5. Conclusions

In conclusion, juvenile yellowfin tuna exhibited stress responses to acute acidification,
showcasing significant differences in various biomarkers. The key impacts observed were
a reduction in antioxidant enzyme activity and a downturn in metabolic function. When
faced with highly acidic seawater conditions (pH 6.6), the juvenile yellowfin tuna adapted
by utilizing glucose to sustain their metabolism and ensure lipid stability, showing that
lipids were the least affected. Moreover, liver analyses revealed hepatocytopenia and
vacuolar degeneration, conditions that appeared to intensify with an increase in pH levels.
These findings underscore the importance of studying the physiological responses of marine
organisms to acidification, providing valuable insights into their adaptive mechanisms
and highlighting the potential ecological consequences of seawater acidification on tuna
populations. This study provides an experimental model to understand the effects of
reduced seawater pH on antioxidant, metabolic function, and organizational structure in
tuna. This is critical for the development of predictive models of marine biodiversity as
changes in the aquatic environment intensify.
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Abstract: This study investigated the effects of acute ammonia nitrogen (NH3-N) exposure on kidney
antioxidant ability and phosphatases and related gene expression in juvenile yellowfin tuna (Thunnus
albacares). The 180 juvenile yellowfin tuna (260.39 £ 55.99 g, 22.33 £ 2.28 cm) were exposed to
ammonia for 6, 24, and 36 h using natural seawater (0 mg/L) as a control and NH3-N at 5 and
10 mg/L. The lipid peroxidation byproduct malondialdehyde (MDA) and the levels of antioxidant
enzymes, such as superoxide dismutase (SOD), catalase (CAT), glutathione peroxidase (GSH-PX),
alkaline phosphatase (AKP), and acid phosphatase (ACP), were measured using the colorimetric
method in the trunk kidney to determine changes in antioxidant ability and phosphatase activity
of juvenile yellowfin tuna exposed to NH3-N. Results indicated that, at 36 h, MDA, SOD, CAT,
and GSH-PX levels rose in the 5 mg/L group versus the control. In the 10 mg/L group, MDA and
SOD, CAT, and GSH-PX activities significantly increased after 24 and 36 h exposure compared to
the control. Phosphatases play a pivotal role in the immune system. AKP activity significantly
increased at 6 h, and ACP activity markedly rose at 36 h in the 5 mg/L group versus the control.
Real-time fluorescence quantitative PCR was applied to detect alterations in the antioxidant genes
SOD2, CAT, and glutathione peroxidase 1b (GPX1b) and immune cytokines-related genes Interleukin
10 (IL-10) and Interleukin 6 receptor (IL-6r) expression in the head kidney in juvenile tuna. Relative
to the control, antioxidant gene expression in the 5 mg/L group significantly rose at 6 and 36 h,
and in the 10 mg/L group, SOD2 and GPX1b were significantly elevated at 36 h. Compared to the
control group, IL-10 expression in the 5 mg/L group significantly increased at 6 h, whereas IL-6r
expression decreased. In the 10 mg/L group, both IL-10 and IL-6r levels were observed to be lower.
Low ammonia nitrogen concentrations boost antioxidant defenses, phosphatase activities, and gene
expression levels, whereas higher levels may induce suppressive effects. In yellowfin tuna juvenile
farming, NH3-N concentration significantly affects the health of the juveniles. When the NH3-N
concentration is between 5-10 mg/L, the stress duration should be limited to 24 h; if the concentration
is below 5 mg/L, the stress duration can be extended to 36 h.

Keywords: NH3-N; head kidney; trunk kidney; antioxidant enzymes; immunological enzyme;
antioxidant genes; immune genes

1. Introduction

Ammonia nitrogen (NH3-N) represents a prevalent stressor within the aquaculture
environment, emerging as the final byproduct in the decomposition of nitrogenous wastes
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from a variety of sources, such as the excrement of aquatic creatures, the breakdown of
leftover feed, and the discharge from industrial and household wastewater processes [1]. In
fact, there are two forms of ammonia nitrogen: ionizated (NH4*) and non-ionizated (NH3),
with the latter being much more toxic and more likely to enter aquatic animals, causing
damage and even death to the organisms [2,3]. Elevated levels of ammonia nitrogen pose a
direct threat to the liver and kidney tissues of fish, leading to conditions such as congestion,
edema, hepatic coma, and, in severe cases, death [4]. Additionally, ammonia nitrogen
exposure can provoke neurological responses in fish, manifesting in abnormal behaviors
including reduced appetite, stunted growth, and diminished movement [5-7]. Therefore,
mitigating ammonia nitrogen pollution and optimizing aquaculture conditions are crucial
steps toward enhancing the efficiency of aquaculture practices.

When subjected to environmental stressors, fish respond by generating an excess of re-
active oxygen species (ROS), which leads to heightened levels of malondialdehyde (MDA),
a marker of oxidative stress. This escalation compromises their immune defenses and
can potentially lead to mortality. In response to such oxidative threats, fish mobilize their
antioxidant and immune systems for protection. The core components of the antioxidant
defense mechanism include enzymes such as superoxide dismutase (SOD), catalase (CAT),
and glutathione peroxidase (GSH-PX), which effectively neutralize ROS, safeguarding the
fish against oxidative harm [8]. Additionally, enzymes such as acid phosphatase (ACP)
and alkaline phosphatase (AKP), vital elements of the lysosomal system, play crucial roles
in bolstering the fish’s immune response [9]. Research findings reveal that the cuttlefish
(Sepia pharaonis) displays a decrease in the activities of SOD and CAT, coupled with an
elevation in MDA levels, when subjected to ammonia nitrogen stress [10]. Similarly, Pacific
white shrimp (Litopenaeus vannamei) exposed to ammonia stress show elevated activities
of AKP and ACP, highlighting the impact of environmental stress on marine organisms’
biochemical pathways [11].

In response to the stress induced by ammonia toxicity, fish can activate their antioxi-
dant defense mechanisms through the expression of specific antioxidant genes [12]. This
phenomenon has been observed in hybrid groupers (Epinephelus fuscoguttatus@ x E. lanceola-
tusd'), where genes responsible for SOD, CAT, and GSH-PX are significantly upregulated
under ammonia-nitrogen stress [13]. Ammonia stress not only influences inflammatory
cytokines in fish but also triggers inflammatory responses and tissue damage [14]. The
increase in pro-inflammatory cytokines, notably Interleukin 6 (IL-6) [15], triggers such
inflammatory responses. Conversely, a rise in the anti-inflammatory molecule, Interleukin
10 (IL-10), serves to mitigate these inflammatory processes [16]. Research into these cy-
tokines across different fish species, including Atlantic halibut (Hippoglossus hippoglossus L.),
orange-spotted grouper (Epinephelus coioides), Senegalese sole (Solea senegalensis), golden
pomfret (Trachinotus ovatus), Atlantic cod (Gadus morhua L.), and large-bellied seahorse
(Hippocampus abdominalis) [17-22], has provided insight into the nuanced interplay of en-
zyme activity, gene expression, and the resulting antioxidant and immune responses. This
comprehensive understanding aids in deciphering the complex biological responses of fish
to environmental stressors, particularly those related to ammonia exposure.

Yellowfin tuna (Thunnus albacares), a member of the Scombridae family within the
Scombroid suborder of the order Perciformes, thrives in warm tropical and subtropical
waters worldwide. Celebrated for its high protein and low fat content, yellowfin tuna
is a favored selection among seafood lovers [23]. The species is abundant in the South
China Sea, and advancements in aquaculture techniques, such as indoor recirculating water
systems and offshore deep-water net-pan farming, have been notably successful at the
Tropical Aquatic Research and Development Centre in Xincun Town, Lingshui County,
Hainan Province [24]. While yellowfin tuna aquaculture is also undertaken in regions such
as Mexico, Panama, and Indonesia, the industry faces challenges related to the insufficient
supply of wild fry [25]. Research on yellowfin tuna has covered various aspects, including
stock assessment, fisheries, reproductive biology, and genomics [26-30]. Despite these
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extensive studies, the physiological response of yellowfin tuna to ammonia and nitrogen
levels in artificial aquaculture environments remains largely unexplored.

The influence of ammonia nitrogen stress on the kidney health of marine fish, with
a particular focus on juvenile yellowfin tuna, remains an underexplored area of research.
This study seeks to examine the impact of short-term ammonia nitrogen exposure on
juvenile yellowfin tuna, specifically looking at the activity of antioxidant enzymes and
phosphatase, as well as antioxidant and immune-related gene expression. Our research
aims to shed light on how yellowfin tuna respond to changes in ammonia nitrogen levels
in their environment. The findings from this study are expected to inform improvements
in aquaculture methods for yellowfin tuna, whether in recirculating water systems or
cage cultures, by focusing on short-term adaptations. Through the development of well-
founded and efficient management approaches, we intend to counteract the negative effects
of ammonia nitrogen, thus promoting a more efficient and sustainable approach to the
aquaculture of yellowfin tuna.

2. Materials and Methods
2.1. Experimental Fish and Design

Juvenile yellowfin tuna were supplied by the Sanya Tropical Fisheries Research Insti-
tute located in Lingshui County, Hainan Province, China. These juveniles had an average
weight of 260.39 £ 55.99 g and measured an average length of 22.33 £ 2.28 cm. At the
experiment’s outset, 180 juvenile yellowfin tuna were transferred to an indoor recirculating
tank and evenly distributed across nine 5000-L recirculating water tanks, ensuring 20 fish
per tank for a week-long acclimation period. During this time, their diet consisted of
chilled mixed fish species, and the water quality was meticulously maintained at optimal
conditions for their growth: a temperature of 29 4 1°C, ammonia nitrogen levels under
0.01 mg/L, dissolved oxygen at 7.00 & 0.50 mg/L, a pH of 8.10, salinity at 32%o, and nitrite
levels below 0.01 mg/L.

Based on prior studies [31-33], 0 mg/L (natural seawater) was used as the control
group, the ammonia nitrogen concentration was set at 5 and 10 mg/L, respectively, and the
experiment was set up with three replicates, where analytically pure ammonium chloride
(NH4CI) (99.5% purity, Xilong Chemical Co., Ltd., Foshan, China) was added to seawater,
dissolved, and configured into a masterbatch of 10 g/L as the ammonia nitrogen source.
The relevant calculation formulas are as follows:

Supplementing ammonia nitrogen in terms of mass (mg) = The volume of water (L) x The
difference in ammonia nitrogen concentration (mg/L).

The molar quantity of ammonium chloride (mol) = Supplementing ammonia nitrogen in
terms of mass (mg) / The molar mass of ammonium chloride (g/mol). (The molar mass of
ammonium chloride is approximately 53.49 g/mol).

The mass of ammonium chloride (g) = The molar quantity of ammonium chloride (mol) x
The molar mass of ammonium chloride (g/mol).

The actual mass of ammonium chloride (g) = The mass of ammonium chloride (g)/0.995.

The fish were not fed for 24 h before and throughout the duration of the experiment.
Utilizing a portable water quality detector (Wuxi Oktan Biotechnology Co. Ltd., Wuxi,
China), the concentration of ammonia nitrogen is measured every two hours. Based on the
results, ammonia nitrogen is calculated and replenished in a timely manner to maintain
the required concentration according to the following formula. Three fish were randomly
selected from each tank at 6, 24, and 36 h into the experiment for further analysis.

2.2. Sample Collection

Following the administration of eugenol anesthesia to ensure humane handling, the
juvenile yellowfin tuna underwent measurement for body mass and length. Subsequently,
a precise dissection was performed to extract the head and trunk kidneys, which were
then meticulously placed into clearly labeled cryopreservation tubes. These samples were
immediately flash-frozen in liquid nitrogen to preserve their integrity. The following day,
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the samples were transferred to a —80 °C freezer, setting the stage for further detailed
analyses and determinations.

2.3. Measurement of Physiological Indicators

First, 0.1 to 0.2 g of trunk kidney tissue was weighed into a 2-milliliter centrifuge tube,
adhering to the reagent instructions. Then, 0.9% saline was added in a ratio of 1:9 (weight
in grams to volume in milliliters). Then, 2-3 steel balls were added. The homogenate
was then processed using a tissue homogenizer (Hangzhou Aosheng Instrument Co., Ltd.,
Hangzhou, China). Following homogenization, the mixture was centrifuged at 3500 rpm for
10 min at 4 °C using a centrifuge (Heraeus Corporation, Hanau, Germany). The supernatant
was then separated from the tissue pellet so it could be aspirated and dispensed as needed.
This supernatant was promptly stored at —80 °C in preparation for the measurement of
antioxidant enzyme activity. The evaluation of enzyme activity was conducted utilizing
the optical densities obtained with a hybrid microplate reader (BioTek Instruments, Inc.,
Winooski, VT, USA) and a spectrophotometer (Mepore Instruments, Shanghai, China),
ensuring accurate quantification of the enzymes.

The kit for the kidney test was purchased from the Nanjing Jiancheng Bioengineering
Institute, Nanjing, China. The MDA assay kit (catalog number A003-1) was employed to
quantify MDA, a byproduct of lipid peroxidation that reacts with thiobarbituric acid (TBA)
to produce a red compound with a peak absorbance at 532 nm, which was then recorded.
SOD activity was evaluated using a water-soluble tetrazolium salt (WST-1)-based method
(Catalogue No. A001-3). CAT activity was assessed through the ammonium molybdate
method, wherein the reaction between CAT and hydrogen peroxide (H,0O,) is halted by
ammonium molybdate. The remaining H,O, forms a yellow complex with ammonium
molybdate, the concentration of which is measured at 405 nm to determine CAT activity
(Catalogue No. A007-1). GSH-PX levels were determined by measuring the consumption
of reduced glutathione in the enzymatic reaction (Catalogue No. A005-1).

ACP (Catalogue No. A060-2) and AKP (Catalogue No. A059-2) activities were mea-
sured by their ability to hydrolyze disodium benzene phosphate, releasing free phenol. This
phenol reacts with potassium ferricyanide in an alkaline medium and 4-aminoantipyrine
to form a red quinone derivative. The intensity of the red color, indicative of enzyme
activity, was then quantitatively assessed, allowing for the precise determination of ACP
and AKP levels.

2.4. Expression of Antioxidant-Related and Immune-Related Genes

The head kidney was selected for the assessment of RNA gene relative expression.
RNA was extracted from head kidney samples using a Trizol reagent (Lanjieke Technology
Co., Ltd., Hefei, China) to isolate the total RNA. The integrity of the RNA was verified
through 1% agarose gel electrophoresis (Lanjieke Technology Co., Ltd.), ensuring the RNA
was not degraded. The concentration of the isolated RNA was quantified using a Nano-300
spectrophotometer (Ausheng Instrument Co., Ltd., Hangzhou, China), with the extraction
deemed successful if the optical density (OD) ratios at 260 nm to 280 nm fell within the
range of 1.8 to 2.0. Following RNA extraction, cDNA synthesis was carried out, as per
the protocol provided by the One-Step gDNA Removal and cDNA Synthesis SuperMix
kit (Quan’s Gold Biotechnology Limited, Beijing, China) [34], laying the groundwork for
subsequent gene expression analysis.

The gene sequences analyzed in this study of yellowfin tuna were obtained from the
unpublished transcriptome data collected by our research team. Primers for the study
were meticulously designed with the aid of Primer Premier 5 software (Premier Inc.,
Charlotte, NC, Canada), and their sequences are detailed in Table 1. These primers were
then synthesized by Sangyo Bioengineering Co., Ltd. (Shanghai, China). 3-actin [35] was
selected as the reference gene to ensure accurate gene expression analysis.
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Table 1. RT-PCR primer sequence.

Gene Acronym Primer sequences Mollification Size
Superoxide dismutase 2 SOD2 F CGGGACTTTGGTTCCTTCCA 128
P SOD2 R GCACAAGCAGCGATACGAAG
Catal CAT F CAGGCAACAACACCCCCA 122
atalase CAT R CCAGAAGTCCCACACCAT
. . GPX1b F GACCACCAGGGATTACAC
Glutathione peroxidase 1b GPXib R CGACGGACATACTTCAGA 150
Interleukin 6 " IL-6r F TTGTCAGTCATTTTGGCT 132
nierietin b receptor IL-6r R CTCTGGAGATGTTGGGGT
Interleukin 10 IL-10 F CAGCAAGATACCAACAAG 190
IL-10 R CGACAAGAGAACCAGGAC
B-actin B-actin F CGCCCTCGTTGTTGAC 170
B-actin R CCCTTTTGCTCTGTGCC

The SYBR Green RealUniversal Colour Fluorescence Quantification Kit (Beijing Tian-
gen Biochemical Technology Co., Ltd., Beijing, China) was employed for cDNA quan-
tification. The reaction mixture totaled 20 pL, comprising 10 uL of 2 x RealUniversal
PreMix, 0.6 pL forward primer (10 uM concentration), 0.6ul reverse primer (10um concen-
tration), 6.8 uL of RNase-free ddH,O, and 2 uL of the cDNA template (the cDNA contains
1000 nanograms.) [31,32]. Real-time PCR analyses were conducted using a fluorescence
quantitative PCR instrument (Langji Scientific Instruments Co., Ltd., Hangzhou, China),
with the specific parameters of the reaction outlined in Table 2. Relative expression levels
of the target genes were calculated employing the 2-AACt [36] method, allowing for the
precise quantification of gene expression changes.

Table 2. Fluorescence quantitative reaction procedure.

Stage Cycle Temperature Times Elements
permutability 1x 95 °C 15 min permutability
PCR reaction 40x 95 °C 10s denaturation

50-60 °C 20 annealing
(metallurgy)
72°C 20-32s extend

2.5. Statistical Analysis

The results of the treatment and control groups are presented as mean + standard
deviation (Mean + SD), with the difference value between the treatment and control groups
presented as the treatment-control mean. Subsequently, a one-way analysis of variance
(ANOVA) was conducted to evaluate the results of the treatment and control groups. Prior
to conducting the ANOVA, we performed a preliminary Chi-square test to check for normal
distribution and homogeneity of variances. In instances where significant differences were
identified (p < 0.05), Duncan’s multiple comparison test was employed to discern the
specific differences between groups. For visual representation, the experimental data were
graphically plotted using Origin 2022 software (2022 edition).

3. Results
3.1. Effect of Acute Ammonia Nitrogen Stress on the Antioxidant Ability of the Trunk Kidney of
Juvenile Yellowfin Tuna

Over time, both the 5 mg/L and 10 mg/L treatment groups exhibited an upward trend
in MDA concentration, with the most pronounced changes observed at the 36-h mark. Specifi-
cally, the 5 mg/L treatment group experienced an increase of 609.38 + 70.18 nmol/mgprot,
while the 10 mg/L treatment group saw an increase of 1003.97 + 6.45 nmol/mgprot
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(Figure 1a). In the 5 mg/L ammonia nitrogen treatment group, the MDA concentration
in the kidney of juvenile yellowfin tuna was significantly lower than that of the control
group at both the 6-h and 24-h time points (p = 0.001), yet it notably surpassed the control
group’s level at the 36-h mark (p = 0.001, Figure 1b). Within the 10 mg/L treatment group,
the MDA concentration was significantly reduced compared to the control group at the
6-h mark (p = 0.001), but it was significantly elevated at both the 24-h and 36-h time points
(p =0.001).

The SOD activity of both the 5 mg/L and 10 mg/L treatment groups exhibited an
upward trend over time, with the most significant increase observed at 36 h. Specifically,
the 5 mg/L treatment group saw an increase of 13.35 4= 0.86 U/mgprot, while the 10 mg/L
treatment group experienced an increase of 12.08 £ 0.72 U/mgprot (Figure 1c). In the
5 mg/L ammonia nitrogen treatment group, the SOD activity in juvenile yellowfin tuna
was significantly lower than that of the control group at both the 6-h and 24-h time points
(p = 0.001), but it notably surpassed the control group’s level at the 36-h mark (p = 0.001,
Figure 1d). Within the 10 mg/L treatment group, there was no significant difference in
SOD activity compared to the control group at the 6-h mark (p = 0.425), but at both the 24-h
and 36-h time points, the SOD activity in this group was significantly higher than that of
the control group (p = 0.001).
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Figure 1. Effect of acute ammonia nitrogen stress on the antioxidant ability in the trunk kidney
of juvenile yellowfin tuna (n = 9). (a) Difference value in malondialdehyde (MDA) concentration
(treatment-control), (b) MDA concentration in treatment and control groups, (c) difference value in
superoxide dismutase (SOD) activity (treatment-control), (d) SOD activity in treatment and control
groups, (e) difference value in catalase (CAT) activity (treatment-control), (f) CAT activity in treatment
and control groups, (g) difference value in glutathione peroxidase (GSH-PX) activity (treatment-
control), (h) GSH-PX activity in treatment and control groups. The difference value = treatment value
— control mean value. Different letters signify the significance of varying ammonia concentrations at
the same time point (p < 0.05).

The CAT activity within the experimental groups displayed a consistent upward trajec-
tory over time, with the most pronounced increase observed at the 36-h mark. Specifically,
the activity rose by 2203.90 4 4.21 U/mgprot in one group and by 11776.05 + 11.79 U/mgprot
in another (Figure 1e). In the 5 mg/L ammonia nitrogen treatment group, the CAT activity
in juvenile yellowfin tuna was significantly lower than that of the control group at both the
6-h and 24-h time points (p = 0.001), but it was notably higher at the 36-h mark (p = 0.001,
Figure 1f). Within the 10 mg/L treatment group, CAT activity was significantly elevated
above the control group levels throughout the 6 to 36-h period (p = 0.001).

The GSH-PX activity of the 5 mg/L treatment group exhibited an upward trend over
time, with the most significant increase observed at 36 h. The enzyme activity increased by
13,325.09 £ 141.68 units (Figure 1g). In the 5 mg/L ammonia nitrogen treatment group,
the GSH-PX activity in juvenile yellowfin tuna was significantly lower than that of the
control group at both the 6-h and 24-h time points (p = 0.001), yet it was notably higher
at the 36-h mark (p = 0.001, Figure 1h). The GSH-PX activity of the 10 mg/L treatment
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group showed an upward trend following a 24-h stress period, with the largest increase in
activity observed at 36 h, increasing by 14,030.91 £ 150.08 enzyme activity units. Within
the 10 mg/L treatment group, the GSH-PX activity was consistently elevated above the
control group levels throughout the 6- to 36-h period (p = 0.001).

3.2. Effect of Acute Ammonia Nitrogen Stress on the Activity of Phosphatase in the Trunk Kidney
of Juvenile Yellowfin Tuna

AKRP activity in the 5 mg/L treatment group showed a decreasing and then increasing
trend, with the greatest increase in AKP activity at 6 h, 0.063309434 + 0.02163058 King
units/gprot (Figure 2a). In the 5 mg/L ammonia nitrogen treatment group, AKP activity
was significantly increased at the 6-h mark compared to the control group (p = 0.007), while,
at the 24-h mark, it was found to be lower than the control level (p = 0.001). At the 36-h
mark, no significant difference was observed compared to the control group (p = 0.095,
Figure 2b). The AKP activity in the 10 mg/L treatment group exhibited a decreasing
trend over time, with the largest reduction observed at 36 h, amounting to a decrease of
0.01 £ 0.01 King unit/gprot. Conversely, in the 10 mg/L treatment group, no significant
differences were detected in AKP activity compared to the control group during the 6- to
36-h period (p =0.397 at 6 h, p = 0.934 at 24 h, and p = 0.225 at 36 h).
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Figure 2. Effect of acute ammonia nitrogen stress on the activity of phosphatase in the trunk kidney of
juvenile yellowfin tuna (1 = 9). (a) Difference value in alkaline phosphatase (AKP) activity (treatment-
control), (b) AKP activity in treatment and control groups, (c) difference value in acid phosphatase
(ACP) activity (treatment-control), (d) ACP activity in treatment and control groups. The difference
value = treatment value — control mean value. Different letters signify the significance of varying
ammonia concentrations at the same time point (p < 0.05).
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The ACP activity in both the 5 mg/L and 10 mg/L ammonia nitrogen treatment
groups exhibited a pattern of initial decline followed by an increase over time, with the
greatest decrease observed at 24 h. Specifically, the 5 mg/L group experienced a re-
duction of 0.041 + 0.01 King unit/gprot, while the 10 mg/L group saw a decrease of
0.01 £ 0.01 King unit/gprot (Figure 2c). In the 5 mg/L ammonia nitrogen treatment group,
ACP activity was significantly lower than that of the control group at both 6 and 24 h
(p = 0.001, Figure 2d), yet it was notably higher at 36 h (p = 0.011). For the 10 mg/L
treatment group, ACP activity was markedly elevated above the control levels at both 6
and 36 h (p = 0.001 at 6 h, p = 0.013 at 36 h), while, at 24 h, no significant difference was
observed compared to the control group (p = 0.083).

3.3. Effects of Acute Ammonia Nitrogen Stress on Antioxidant Genes in the Head Kidney of
Juvenile Yellowfin Tuna

In the 5 mg/L treatment group, the expression levels of SOD2 initially declined and
subsequently demonstrated an upward trajectory over the course of the study (Figure 3a).
In the 5 mg/L ammonia nitrogen treatment group, the relative expression of the SOD2
gene in juvenile yellowfin tuna was comparable to that of the control group at the 6-h
mark (p = 0.201, Figure 3b), but it significantly decreased at the 24-h mark (p = 0.001) and
then surpassed the control group’s level at the 36-h mark (p = 0.009). In the 10 mg/L
treatment group, the expression of SOD2 exhibited a consistent increase over the temporal
progression. In the 10 mg/L treatment group, the SOD2 gene expression showed no
significant difference from the control group at the 6-h mark (p = 0.206), was lower than the
control at the 24-h mark (p = 0.004), and finally significantly exceeded the control group at
the 36-h mark (p = 0.05).

The expression of the CAT gene in the 5 mg/L treatment group displayed a trend of
initial decrease followed by a subsequent increase over time (Figure 3c). In the 5 mg/L
ammonia nitrogen treatment group, the relative expression of the CAT gene in juvenile
yellowfin tuna showed no significant difference from the control group during the 6- to
36-h period (at 6 h, p =0.159; at 24 h, p = 0.189; at 36 h, p = 0.757; Figure 3d). In the 10 mg/L
treatment group, the expression of CAT exhibited a sustained upward trend over time.
Similarly, in the 10 mg/L ammonia nitrogen treatment group, the expression level of the
CAT gene did not significantly differ from the control group over the same 6 to 36-h period
(at6h, p=0.204; at 24 h, p = 0.56; at 36 h, p = 0.936).

== 0 mg/L [ ] 5 mg/L — 10 mg/L
a b

25+

2.0
0.5 -
0.0

a
0.5 U_J 0.5 1

a a
[EO

-1.0 r . : 0.0 .

6 24 36 6 24 36

ab

Difference value in SOD2 mRNA
SOD2 mRNA expression level

expression level (Treatment — Control)

stress time (h) stress time (h)

Figure 3. Cont.

132



J. Mar. Sci. Eng. 2024, 12,1009

Difference value in CAT mRNA
expression level (Treatment — Control)

Difference value in GPX1b mRNA
expression level (Treatment — Control)

-0.5 4

0.0

=% ¢

(SRS
A\

0.5

0.0

d
L L - 2
°
-
2204
=
.8
2
2
£ 154
x
L
|T| I <
> ab
&~ 1.04
£
= b a 3
&) 0.5 4 a
’ T L, .2
[
T T T 0.0 T T T
6 24 36 6 24 36
stress time (h) stress time (h)
f
2.5
r a
2.0+ l
2
=
2 a
2
o
5
= o a
I Ll <
o 1.0
£ d b
=
% b
0.5 4
o b
b
c
T T T 0.0 T T T
6 24 36 6 24 36
stress time (h) stress time (h)

Figure 3. Effects of acute ammonia nitrogen stress on antioxidant genes in the head kidney of juvenile
yellowfin tuna (n = 9). (a) Difference value in superoxide dismutase 2 (SOD2) mRNA expression level
(treatment-control), (b) SOD2 mRNA expression level in treatment and control groups, (c) difference
value in catalase (CAT) mRNA expression level (treatment-control), (d) CAT mRNA expression level
in treatment and control groups, (e) difference value in glutathione peroxidase 1b (GPX1b) mRNA
expression level (treatment-control), (f) GPX1b mRNA expression level in treatment and control
groups. The difference value = treatment value — control mean value. Different letters signify the
significance of varying ammonia concentrations at the same time point (p < 0.05).

In the 5 mg/L group, GPX1b gene expression decreased and then increased over time
(Figure 3e). In the 5 mg/L treatment group, the relative expression level of the GPX1b
gene in juvenile yellowfin tuna showed no significant difference from the control group
at both the 6-h and 24-h time points (at 6 h, p = 0.189, at 24 h, p = 0.712, Figure 3f), but it
was significantly elevated at the 36-h mark (p = 0.02). Expression of the GPX1b gene in the
10 mg/L treatment group showed an increasing trend with time. In the 10 mg/L treatment
group, the expression of the GPX1b gene was significantly lower than that of the control
group at the 6-h mark (p = 0.024), yet it was notably higher than the control group at both
the 24-h and 36-h time points (p = 0).
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3.4. Effects of Acute Ammonia Nitrogen Stress on Immune-Related Genes in the Head Kidney of
Juvenile Yellowfin Tuna

IL-10 showed a trend of first decreasing and then increasing over time in the treatment
group with a concentration of 5 mg/L (Figure 4a). In the 5 mg/L treatment group, the
relative expression level of the IL-10 gene in juvenile yellowfin tuna was significantly higher
than that of the control group at the 6-h mark (p = 0.001), but it was significantly lower at
the 24-h mark (p = 0.001). By 36 h, there was no significant difference in expression levels
compared to the control group (p = 0.944, Figure 4b). IL-10 demonstrated an increasing
trend over time in the treatment group with a concentration of 10 mg/L. In the 10 mg/L
treatment group, the IL-10 gene expression was significantly lower than the control group
at both the 6-h (p = 0.002) and 24-h (p = 0.001) time points, but by 36 h, there was no
significant difference from the control group (p = 0.955).
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Figure 4. Effects of acute ammonia nitrogen stress on immune-related genes in the head kidney of
juvenile yellowfin tuna (1 = 9). (a) Difference value in Interleukin 10 (IL-10) mRNA expression level
(treatment-control), (b) IL-10 mRNA expression level in treatment and control groups, (c) difference
value in Interleukin 6 receptor (IL-6r) mRNA expression level (treatment-control), (d) IL-6r gene
expression levels in treatment and control groups. The difference value = treatment value — control
mean value. Different letters signify the significance of varying ammonia concentrations at the same
time point (p < 0.05).
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In the experimental groups treated with 5 and 10 mg/L of ammonia nitrogen, the
expression of IL-6r exhibited an upward trend over time (Figure 4c). In the 5 mg/L
treatment group, the expression of the IL-6r gene in juvenile yellowfin tuna was significantly
lower than that of the control group at both the 6-h and 24-h time points (p = 0.001). By
36 h, there was no significant difference in expression levels compared to the control group
(p = 0.053, Figure 4d). In the 10 mg/L treatment group, the IL-6r gene expression remained
consistently lower than the control group from 6 h to 36 h (p = 0.001 at 6 and 24 h, p = 0.007
at 36 h).

4. Discussion

The kidneys serve as the primary detoxification and target organ for toxic sub-
stances [37]. In fish, the kidneys are situated on the ventral side, beneath the spine, and are
divided into the head kidney and the trunk kidney [38]. The trunk kidney, which acts as
the urinary organ, handles excretory functions [39]. Numerous studies have documented
the impact of harmful environmental conditions on fish kidneys. For instance, exposure to
ammonia nitrogen has been found to variably influence the activity of antioxidant enzymes
in the kidneys of both amberjack (Seriola dumerili) and medaka (Oryzias dancena) [39]. Addi-
tionally, exposure to cadmium has been shown to impair both the structure and function
of the kidneys in marine catfish (Arius arius) [39]. Ammonia nitrogen is a critical envi-
ronmental factor in aquaculture, with high concentrations leading to oxidative stress in
fish. This stress results in tissue damage and can severely impair fish growth, compromise
their health, or even cause mortality [40]. In an experiment involving yellowfin tuna,
changes were observed in the trunk kidney’s MDA concentration, and the activities of SOD,
GSH-PX, and CAT were monitored over time. These parameters all peaked at 36 h during
a5 mg/L ammonia nitrogen treatment. Similar trends were observed in Japanese seabass
(Lateolabrax japonicus) [41]. The initial increase in immune response at 6 and 24 h in the
5 mg/L treatment likely facilitated the clearance of a substantial amount of ROS, reducing
oxidative damage and consequently MDA production. This reduction might have led to
lower activities of SOD, CAT, and GSH-PX compared to the control. As stress duration
increased, the accumulation of ROS in the body heightened, causing more oxidative stress
and MDA production, which in turn induced an increase in antioxidant enzyme activities
due to the accumulation of H,O,. In bighead carp (Hypophthalmythys), low concentrations
of ammonia stress activate its antioxidant system, leading to a significant increase in the
activity of SOD and CAT. Conversely, high concentrations of ammonia stress cause damage
to the antioxidant system, thereby suppressing the activity of these enzymes [42]. Con-
versely, in this experiment with juvenile yellowfin tuna, the 10 mg/L ammonia nitrogen
treatment group exhibited significantly higher MDA concentrations and SOD, CAT, and
GSH-PX activities at 6 h and 24 h compared to the 5 mg/L group. The higher concentration
of ammonia nitrogen might have caused a gradual increase in ammonia accumulation
in the organisms over time, leading to lipid peroxidation, a rise in MDA concentrations,
and subsequent increases in SOD activity due to the production of large amounts of HyO,.
Concurrently, CAT activity decreased while GSH-PX activity rose at 36 h, which resulted in
inefficient clearance of H,O,, further exacerbating lipid peroxidation and increasing MDA
concentrations. These processes indicate more severe damage to the organisms as the MDA
concentration increases [43]. Moderate exposure to ammonia nitrogen appears to act as an
adaptive challenge, stimulating the antioxidant defense mechanisms of juvenile yellowfin
tuna and thereby enhancing their resistance to oxidative stress. During this process, the
antioxidant capacity of juvenile yellowfin tuna was significantly improved when exposed
to 5 mg/L of ammonia nitrogen for 36 h, or to 10 mg/L for 24 h. To minimize the impacts
of ammonia nitrogen concentration on their antioxidant capabilities, it is crucial to strictly
manage both the ammonia nitrogen levels and the duration of exposure.

ACP and AKP are critical enzymes for phosphate group transfer and transformation,
playing a key role in the metabolism associated with an animal’s defense mechanisms.
These enzymes facilitate the absorption and transfer of substances, forming a hydrolytic
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enzyme system to eliminate foreign materials and bolster the body’s defense [9,44]. In
juvenile barramundi (Lates calcarifer), ACP levels showed an increase from 24 to 72 h
under ammonia nitrogen stress [45], while plasma AKP levels in Hsu's ping-pong (Sebastes
schlegelii) increased initially and then decreased under similar stress conditions [46]. In this
study, AKP activity in the 5 mg/L treatment group was elevated at 6 h, and ACP activity
increased at 36 h, both compared to the control group. This may be due to the 5 mg/L
ammonia nitrogen concentration enhancing oxidative stress and non-specific immunity in
yellowfin tuna, leading to decreased MDA levels. The changes in AKP, related to metabolic
transport, suggest increased lipid metabolism and reduced lipid oxidation. Over time, the
prolonged stress leads to an excessive accumulation of ammonia nitrogen, diminishing the
metabolic activities and AKP activity in juvenile yellowfin tuna, resulting in lipid oxidation.
In response, antioxidant enzymes and various lysosomes, including ACP—an enzyme
predominant in lysosomes involved in phagocytic processes—activate to eliminate ROS,
thereby driving the increase in ACP concentration. In the context of alkalinity stress, both
ACP and AKRP activities first increased in low alkalinity conditions and then decreased,
whereas they increased significantly under high alkalinity stress [47]. In this study, the
10 mg/L ammonia nitrogen treatment group showed significantly lower AKP activity
compared to the 5 mg/L group at 6 h, while ACP activity was significantly higher in the
10 mg/L group at both 6 and 24 h. Ammonia nitrogen has a pronounced inhibitory effect
on the AKP activity in juvenile yellowfin tuna. However, at lower concentrations, ammonia
nitrogen exhibits a positive stimulatory effect on the ACP activity in these juvenile fish.
Conversely, when ammonia nitrogen levels rise to higher concentrations, it significantly
inhibits the ACP activity in the juvenile yellowfin tuna. This discovery underscores the
intricate influence of ammonia nitrogen levels on the phosphatase activity in juvenile
yellowfin tuna, offering a scientific basis for optimizing the aquaculture environment for
these species.

The head kidney in fish is a crucial hematopoietic tissue and a site for immune cell
differentiation and proliferation. In gilded snapper (Sparus aurata L.), researchers observed
a down-regulation of some immune genes in the kidney when exposed to highly polluted
marine sediments [36]. Sinha et al. reported stable SOD gene expressions but reduced
CAT gene expressions in the liver of European black bass (Dicentrarchus labrax) under
acute hypotonic stress [48]. Conversely, antioxidant genes such as SOD and CAT saw
increased expression in the liver of puffer fish (Takifugu obscurus) subjected to high- or
low-temperature stress for 1 h [49]. Ammonia stress is known to induce oxidative stress
in fish, altering the expression of genes related to antioxidants [50]. In this experiment,
the expression levels of antioxidant genes in the 5 mg/L ammonia-treated juvenile yel-
lowfin tuna were not significantly higher than the control at 6 h. This pattern suggests that
initial ammonia-induced oxidative stress prompted an upregulation of antioxidant genes
to bolster the organism’s antioxidant defenses and to efficiently remove excessive ROS,
thereby maintaining metabolic balance. As the stress duration increased, the yellowfin
tuna gradually adapted to the 5 mg/L ammonia concentration, but a notable increase in
ammonia accumulation at 36 h led to a renewed increase in antioxidant gene expression
to mitigate oxidative stress. In the 10 mg/L treatment group, the expression of GPX1b
increased at 36 h compared to the control group, possibly due to the higher ammonia con-
centration suppressing SOD2 and CAT expressions while enhancing the immune response,
leading to the overexpression of GPX1b. It is documented that the GPX1 gene is often
overexpressed in many cancers, influencing tumor cell proliferation, invasion, migration,
apoptosis, and immune responses, and is considered a tumor promoter [51]. The disparity
between gene expression and antioxidant enzyme activity might be attributed to additional
regulatory mechanisms, such as post-transcriptional and post-translational modifications,
which can lead to differences between gene expression levels and their corresponding
enzyme activities at the protein level [52]. Initially, low concentrations of ammonia nitrogen
elevated the relative expression levels of antioxidant genes in juvenile yellowfin tuna.
However, as the stress period extended, these levels began to decline. Conversely, high
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concentrations of ammonia nitrogen exerted varied impacts on the relative expressions of
these antioxidant genes.

IL-10, an anti-inflammatory cytokine, plays a crucial role in mitigating inflammation
and autoimmune disorders by counteracting pro-inflammatory factors [53]. In contrast,
IL-6r is a pro-inflammatory cytokine essential for promoting the expression of proteins
linked with acute inflammation [54]. Studies have indicated that catfish (Lophiosilurus
alexandri) exhibit significantly higher plasma IL-6r levels than the control group during
24 and 72 h of hypoxic stress [55]. Ammonia stress in fish can trigger an inflammatory
response, altering the expression of associated genes [14]. In this study, within the 5 mg/L
ammonia-treated group, IL-10 gene expression was up-regulated, while IL-6r gene expres-
sion was down-regulated at 6 h compared to the control group. This suggests that, early
in the stress response, oxidative stress induced inflammation in juvenile yellowfin tuna,
which led to an increase in IL-10 expression. This cytokine, by enhancing autoimmunity,
helps prevent excessive inflammatory reactions that could damage cells and tissues. Con-
sequently, IL-10 suppressed the expression of the pro-inflammatory cytokine IL-6r, thus
exerting a regulatory effect. At 36 h, there were no significant differences in IL-10 and
IL-6r levels between the ammonia nitrogen experimental group and the control group,
possibly reflecting the juvenile yellowfin tuna’s gradual adaptation to the ammonia nitro-
gen environment and the kidneys’ timely regulation of genes related to the inflammatory
response [56]. The interaction between IL-10 and IL-6r helped maintain a stable level that
mitigated the inflammatory effects of ammonia nitrogen on the kidneys. Initially, low
concentrations of ammonia nitrogen stimulated the expression of genes related to IL-10,
but as time progressed, this expression was suppressed, and ammonia nitrogen exerted an
inhibitory effect on IL-6r expression.

5. Conclusions

This study investigated the effects of acute ammonia nitrogen stress on the antiox-
idant ability and phosphatase activity in the trunk kidneys of juvenile yellowfin tuna,
as well as the expression of antioxidant and immune genes in the head kidney. The re-
sults showed that ammonia exposure enhanced the antioxidant ability of trunk kidneys
to varying degrees and inhibited phosphatase activity. Furthermore, ammonia nitrogen
exposure reduces the expression of antioxidant and immune genes in the head kidney.
These results suggest that the antioxidant system can effectively neutralize excess free
radicals and oxidative intermediates, thereby maintaining the dynamic balance of the intra-
cellular antioxidant system within the range of ammonia-nitrogen concentration changes.
However, the occurrence of oxidative stress and immune-inflammatory responses in the
head kidney influences the transcription levels of these genes. Based on these observations,
it is recommended that ammonia nitrogen levels be strictly controlled below 10 mg/L and
that the stress duration should not exceed 24 h. For ammonia nitrogen mass concentrations
below 5 mg/L, the stress duration should preferably be controlled within 36 h. This study
contributes to a better understanding of the physiological changes in yellowfin tuna under
ammonia nitrogen stress, establishing a foundation for subsequent artificial cultivation and
offering insights that can enhance the culture efficiency of yellowfin tuna.
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Abstract: The Asian seabass (Lates calcarifer) has high economic value and is the primary aquaculture
species in China. Licorice (Glycyrrhiza uralensis) as a feed additive has demonstrated significant
immunological benefits in aquaculture. However, its effects on the growth of aquatic animals are
largely unexplored. This study explored the influence of licorice on the level of growth-related
genes in Asian seabass by conducting an experiment using artificial feed with 0%, 1%, 3%, and 5%
licorice. The impact on growth performance and the expression of several genes, including growth
hormone-releasing hormone (GHRH), growth hormone (GH), growth hormone receptor (GHR),
insulin-like growth factor 1 (IGF1), IGF2, IGF2 receptor (IGF2R), myostatin 1 (MSTN1), and myostatin
2 (MSTN2), were studied over 56 d. According to the results, the 3% and 5% licorice-supplemented
diets significantly improved survival rates and weight gain compared to the control group. Licorice
affected the level of growth-associated genes in Asian seabass and significantly increased the levels
of GHR and IGF1 in the liver. However, a 5% licorice diet downregulated the expression of IGF2. As
the licorice content in the diet increased, the levels of IGF2R and MSTNT in the muscle tissue first
decreased and then increased, and licorice addition inhibited the MSTN2 expression. The inclusion
of licorice in the feed led to a significant downregulation of the GH and GHRH expression (p < 0.05).
In summary, adding a certain proportion of licorice to the diet can improve the survival rate of the
Asian seabass. Moreover, a proper proportion of licorice can increase the expression of related growth
genes of fish, effectively increasing their weight gain rate and specific growth rate.

Keywords: traditional Chinese herbs; plant source additive; growth performance; growth-related
genes; muscle growth-related genes

1. Introduction

The Asian seabass is a euryhaline fish found mainly in the Western Pacific, being
widely farmed in Australia [1]. Renowned for its taste, rapid growth, and large size, the
Asian seabass has a high economic value and is the primary aquaculture species in China [2].
Extensive studies were conducted on the dietary requirements of the Asian seabass, includ-
ing proteins, fats, carbohydrates, and minerals, as well as the need for additives such as
probiotics and antibiotics [3,4]. Studies have shown that some traditional Chinese herbs or
extracts, such as Allium sativum [5], Cissus quadrangularis [6], Mentha piperita [7], Polygonum
chinense [8], can improve the growth performance of Asian seabass. Traditional Chinese
herbs, which are rich in nutrients and medicinal components, are characterized by their
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abundance, multi-targeting properties, diverse pharmacological effects, low toxicity, and
minimal residues, making them ideal green additives for aquaculture feed [9-11]. These
additives promote growth, enhance immunity, reduce costs, and improve profitability [12].

Licorice, a traditional medicinal herb, contains various components, including triter-
pene saponins, flavonoids, alkaloids, polysaccharides, and amino acids [13-17]. Its pharma-
cological actions mainly involve antitumor, anti-arrhythmic, antispasmodic, and antitussive
effects, mediated by flavonoids; anti-inflammatory, antiviral, antitumor, and detoxifying
effects, mediated by glycyrrhizic acid; and immunomodulatory, antiviral, and antitumor
effects, mediated by polysaccharides [18-25]. Recently, licorice (Glycyrrhiza uralensis) has
been studied as a feed additive in aquaculture and has been shown to significantly improve
stress resistance, pathogen resistance, survival rate, and antioxidant capacity in fish [12,13].
For instance, adding fermented licorice to the feed of orange-spotted groupers (Epinephelus
coioides) can reduce liver tissue damage and enhance antioxidative capacity, thereby increas-
ing the survival rates under nitrite stress conditions [26]. In addition, licorice significantly
improved the stress resistance of goldfish (Carassius auratus) and enhanced the resistance to
Aeromonas hydrophila in goldfish and Chinese soft-shelled turtles (Pelodiscus sinensis) [20,27].
In terms of growth, licorice has a certain promotional effect on freshwater species such as
tilapia, sturgeon, grass carp, and koi carp [28-31]. Previous studies have found that licorice
can promote the growth of Asian seabass, but no further studies have been conducted [32].
In particular, whether licorice can really promote the expression of growth-related genes is
still unexplored.

In this study, juvenile Asian seabass were fed with feed additives containing licorice,
and then their growth performance was measured. The qrt-PCR method was used to study
the effects on the level of growth-related genes and muscle growth-related genes. The
present research aimed to reveal the mechanisms by which licorice influences the growth
of Asian seabass at the molecular level, providing a scientific basis for its application in the
aquaculture production of Asian seabass and acting as an important reference for the use
of traditional Chinese herbal resources.

2. Materials and Methods
2.1. Feed Formulation and Experimental Design

Fish and soybean meals were the main protein sources used. Fish oil and wheat flour
were the main fat and carbohydrate sources, respectively. A single-factor concentration
gradient method was employed to design four levels of licorice feed with mass fractions of
0%, 1%, 3%, and 5%. The basic feed without licorice served as a control group. According to
the nutritional requirements of Asian seabass [33], the experimental feeds were formulated
to have a protein level of 41% and a lipid level of 17%, with consistency maintained across
all experimental groups. The raw materials were ground and sieved through a 40-mesh
sieve, mixed thoroughly using a mixer, pelletized using a small pellet machine (pellet
diameter 2.0 mm), and stored at —20 °C for later use. The feed ingredients and nutritional
components are listed in Table 1.

2.2. Experimental Method

Juvenile Asian seabass were bred by the Sanya Tropical Fisheries Research Institute
Lingshui Experimental Center (Lingshui, Hainan, China). The fish weighed 13.93 +0.87 g
and had a length of 8.78 4= 0.39 cm. Three hundred and sixty healthy, active, and responsive
Asian seabass with smooth skin, no injuries, and good feeding behavior were randomly
classified into four experimental groups, with three replicates per gradient and 30 fish per
replicate. The feeding trial was conducted in flow-through seawater culture tanks (800 L)
at the Sanya Tropical Fisheries Research Institute Lingshui Experimental Center (Lingshui,
Hainan, China). During the experiment, the feeding behavior and mortality of the fish, as
well as the water quality were monitored and recorded. The key water quality parameters
were 26-29 °C, pH 7.3-7.8, and nitrite < 0.02 mg/L. Feeding was performed at 9:00 AM
and 3:00 PM every day, using a satiation feeding method until the fish stopped feeding.
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Approximately 1 h after feeding, the tanks were siphoned to remove feces and prevent
water pollution. The water was changed at 4:30 PM, with two-thirds of the water being
replaced. The experiment lasted for 56 d, after which the fish were weighed for calculated
growth performance.

Table 1. Feed formula and the list of ingredients.

Diets
Ingredients
& (é)::)tlrlgl Test Group Test Group Test Group
0% G.) 1% G.) B% G.) (5% G.)
Fish meal (Fm) 50 50 50 50
Wheat flour (Wf) 23 22 20 18
Soybean meal (Sm) 129 129 129 129
Vitamin premix (Vp) ) 0.5 0.5 0.5 0.5
Mineral premix (Mp) @ 0.5 0.5 0.5 0.5
Fish oil (Fo) 13 13 13 13
Glycyrrhiza meal (G. m) 0 1 3 5
Choline chloride (Cc) 0.1 0.1 0.1 0.1

Dry ingredients (%)

Crude protein (Cp) 41.44 41.31 41.06 40.81
Crude lipid (Cl) 17.53 17.51 17.46 17.41
Crude ash (Ca) 9.26 9.22 9.13 9.05

Total energy (Te) 20.28 20.12 19.79 19.46

Notes: (1) Vp: VA 900,000 IU, VB 320 mg, VB, 1090 mg, VB5 2000 mg, VB¢ 500 mg, VB1, 116 mg, VC 5000 mg,
VD 250,000 IU, VE 50 1U, VK3 60 IU, niacin 40 mg, folic acid 5 mg, phaseomannite 150 mg, calcium pantothenate
20 mg, biotin 0.2 mg. (2) Mp: MgSO,-7H,0 3.0 g-100 g ', KC1 0.7 g-100 g, K1 0.015 g-100 g !, ZnSO4-7H,0
0.14 g-100 g, MnSO4-4H,0 0.03 g-100 g~!, CuCl, 0.05 g-100 g~!, CoCl-6H,0 0.005 g-100 g~ !, FeSO4-7H,0
0.15 g-100 g’l, KH,PO4-HyO 45.0 g-100 g’l, CaCl, 28.0 g-100 g’l. The dietary energy was calculated as
protein (23.64 M]-kg’l), carbohydrate (17.15 MJ-kg ™), and lipid (39.54 M]-kg’l). Source of materials: fish meal
(Changsheng fishmeal factory, Cangzhou, China), wheat flour (Shandong developed face industry Co., Ltd.,
Dezhou, China), soybean meal (China Textile grain and oil Co., Ltd., Rizhao, China), vitamin premix (Henan
Fangmu Shanze biological technology Co., Ltd., Nanyang, China), mineral premix (Henan Fangmu Shanze
biological technology Co., Ltd., Nanyang, China), fish oil (Rongcheng City sea source fish oil aquatic products Co.,
Ltd., Rongcheng, China), glycyrrhiza meal (Longzhilin Medicine Store, Lingshui, China), Choline chloride (Taian
Havay Group Co., Ltd., Tai’an, China).

2.3. Experiment Sampling

At the end of the feeding trial, three fish were sampled from each tank (i.e., nine fish
per treatment) and placed in seawater containing 7 mg/L eugenol (provided by Changshu
Shangchi Dental Materials Co., Ltd., Changshu, China) for anesthesia. Once anesthetized,
the fish were quickly dissected to collect the brain tissue for GHRH and GH; the liver tissue
for GHR, IGF1, and IGF2; and the muscle tissue for IGF2R, myostatin 1 (MSTN1), and
Myosta2tin 2 (MSTN2). The tissues were then placed in cryogenic vials, flash-frozen, and
stored at —80 °C.

2.4. RNA Extraction

The stored tissues were ground, and the total RNA was extracted using the previous
method [34]. The concentration of the extracted RNA was detected using an ND 5000
micro-volume spectrophotometer (Beijing Baitake Biotechnology Co., Ltd., Beijing, China)
at 260 and 280 nm to analyze the RNA integrity and purity.

2.5. qrtPCR Experiment

The extracted RNA was used for cDNA synthesis based on the PrimeScript™ Mix
(Takara Bio Engineering Company) protocol and was then stored at —20 °C. The reaction
mix for reverse transcription included 2 uL. RT Master Mix. The conditions for the reverse
transcription reaction were 37 °C for half an hour, followed by 85 °C for 5 s. The growth-
related gene sequences of Asian seabass, including GHRH, GH, GHR, IGF1, IGF2, IGF2R,
MSTNI1, and MSTN2 were obtained from the NCBI database, and primers were designed
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with a reference gene as the control (Table 2). The qPCR was performed on an rt-PCR
device (Langji Scientific Company). The 20 pL reaction mix included 10 pL 2 x Real PreMix,
0.6 uL 10 uM primers, and 2 pL diluted cDNA. The PCR program was as follows: 95 °C for
15 min; 95 °C for 10's; 58 °C for 20 s; 72 °C for 30 s; 40 cycles. A melt curve was applied
to ensure the specificity of the products and the absence of primer—dimer formation. A
no-DNA template control was used to confirm the absence of contamination during PCR.

Table 2. Primer of growth-related genes in barramundi were used in gPCR.

Gene Classification ~ Gene Sample Sequence (5'-3') Amplicon Size (bp)  Accession No.
H R AACTCCCAGGTGTTGTTCAA s 50378
GHR R GOACGTGITGTTGACAGGOCE 206 XNL018702458
F: GTCTGTTCAGCCTCAGTCCA
R: CAAACAGGGTGATGGGGTA
B-actin F: AACCAAACGCCCAACAACT 11 XM_018667666

R: ATAACTGAAGCCATGCCAATG

Notes: Hormone-releasing hormone (GHRH), growth hormone (GH), growth hormone receptor (GHR), insulin-
like growth factor 1 (IGF1), insulin-like growth factor 2 (IGF2), IGF2 receptor (IGF2R), myostatin 1 (MSTN1), and
myostatin 2 (MSTN2). The PCR efficiency of the primers listed in the table has been verified to be 90-110%.

2.6. Calculation and Statistical Analysis

The calculation formulas of survival rate (SR), weight gain (WG), feed intake (FI), and
specific growth rate (SGR) are as follows:

SR (%) = 100 x number of fish at the end of the test/number of fish at the beginning of the test:

WG (g fish~!) = Wy — Wy
Fl(g fish~' d~1) = (feed consumed per tank/fish)/t

SGR (%/d) =100 x [(LnW¢ — LnW)]/t

W—final average weight (g); Wo—initial average weight (g); t—the number of days
the feeding text lasted.

The relative levels of gene mRNA were detected based on the approach, with
the B-actin as the reference gene for normalization. Experimental data were presented as
mean + SD. The SPSS 19.0 tool was applied for statistical treatment data. The Shapiro-Wilk
test was employed to check the data for normal distribution, and the Levene test was used
to assess the homogeneity of variance. Comparisons among the groups were conducted
using the ANOVA (LSD test), with a statistical level of 0.05.

2—AACt
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3. Results
3.1. Effects of Licorice in Feed on the Growth Performance of Asian Seabass

After adding different levels of licorice to the feed and feeding for 56 days, the survival
rate, weight gain rate, body-length growth rate, and specific growth rate of the seabass are
shown in Figure 1. The survival rate of the 3% and 5% licorice-supplemented diet group
was significantly higher than that of the control group (p < 0.05) (Figure 1A). The survival
rate reached the maximum in the 3% licorice-supplemented diet group, and the value was
(98.89 £ 1.93) %. The WG was significantly increased in all the licorice treatment groups
compared to the control group (p < 0.05) (Figure 1B). The FI was not significant among the
groups (p > 0.05) (Figure 1C). The SGR of the 5% licorice-supplemented diet group was
significantly higher than that of the control group (p < 0.05) (Figure 1D).

b b

Survival (%)
WG (g fish!)
>

w

1% 3% 5% 1% 3% 5%

Licorice content Licorice content

1% 3% 5% 1% 3% 5%

Licorice content Licorice content

Figure 1. Effects of licorice on survival rate and growth of Asian seabass. (A) survival, (B) weight
gain (WG), (C) feed intake (FI), (D) specific growth rate (SGR); means within rows with the same

superscript are not significantly different (p > 0.05), while the different letters mean significant
differences (p < 0.05).

3.2. Effects of Licorice on the Expression of Growth-Related Genes in the Asian Seabass Liver

As shown in Figure 2, adding licorice to the feed significantly affected the level of the
GHR and IGF genes in the livers of Asian seabass. According to the comparison result,
the relative expression level of the GHR gene in the liver increased significantly after the
addition of licorice (p < 0.05), and the influence of licorice on the GHR gene’s relative
expression level varied with its concentration, with the highest increase of 362% observed
in the 5% group, followed by the 1% group, and the lowest in the 3% group. The relative
expression level of the IGF1 gene in the livers of the experimental groups significantly
increased with the increase in licorice content in the feed (p < 0.05), with the 5% group
showing the max level of the IGF1 gene, which was 751% of the control group’s level. The
IGF2 gene level showed an initial increase, followed by a decrease with increasing licorice
content, with significant differences between the two groups (p < 0.05). The 1% group
had the highest level, followed by the 3% group, with both levels significantly increased
(p < 0.05). The IGF2 level in the 5% group was significantly lower (p < 0.05).
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Figure 2. The relative effect of licorice on the level of growth-related genes in the liver tissue. Note:
Different letters indicate significant differences. Subscripts 1, 2, and 3 represent GHR, IGF1, and IGF2,
respectively.

3.3. Effects of Licorice on Level of Muscle Growth-Related Genes in Asian Seabass

As indicated in Figure 3, licorice significantly affected the level of the muscle growth-
associated genes IGF2R, MSTN1, and MSTN?2 in Asian seabass. With an increase in the
licorice content in the feed, the expression level of the IGF2R gene initially decreased and
then increased; however, the expression levels of IGF2R in all experimental groups were
significantly lower than those in the other group (p < 0.05). Similar to the results of the
IGF2R gene, the MSTN1 gene level also initially decreased and then increased, with the
lowest level observed in the 1% group. The level increased in the 3% group and was
significantly higher compared to the other groups (p < 0.05) and continued to increase in
the 5% group, reaching 333% of that in the control group. The addition of licorice to the
feed caused a significant reduction in the MSTN2 gene level at all levels (p < 0.05).
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Figure 3. The relative effect of Glycyrrhiza uralensis on the level of growth-associated genes in the
muscle tissue. Note: Different letters indicate significant differences. Subscripts 1, 2, and 3 represent
IGF2R, MSTN1, and MSTN2, respectively.
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3.4. Effects of Licorice on Level of Growth-Related Genes in Brain Tissue of Asian Seabass

The influence of licorice on the level of the growth-related genes GH and GHRH in
the brain tissue of Asian seabass is illustrated in Figure 4. After adding licorice, the level
of GH decreased significantly (p < 0.05). The level of the GHRH gene exhibited a trend of
initially decreasing and then increasing with increasing licorice content. The lowest level
appeared in the 3% licorice group, followed by the 5% licorice group, with the highest
level observed in the 1% licorice group. However, the expression levels of GHRH in all
experimental groups were significantly lower than those in the control group (p < 0.05).
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Figure 4. The relative effect of Glycyrrhiza uralensis on the level of growth-associated genes in the
brain tissue. Note: The letters indicate significant differences. Subscripts 1 and 2 represent GH, and
GHRH, respectively.

4. Discussion

We found that adding a proper concentration of licorice in the feed significantly
promoted the expression of genes related to GHR, IGF1, and IGF2 in the liver of Asian
seabass. The growth of teleost fish is primarily adjusted by the GH/IGF system and other
endocrine factors. GH binds to GHR on the surface of target organs, stimulating the liver to
secrete IGF [35,36]. IGF binds to IGF receptors in target tissues, initiating a series of cellular
processes related to growth, such as cell proliferation and differentiation, leading to overall
growth [37]. In the present research, it was found that adding licorice to Asian seabass
feed significantly upregulated the level of GHR. The downstream genes of the GH/IGF
axis in the liver, IGF1, and IGF2 showed significant changes, confirming that GH can exert
biological effects through IGF1 and IGF?2 after binding to GHR [38]. When the addition of
licorice did not exceed 3%, the levels of IGF1 and IGF2 significantly increased, suggesting
that a 3% licorice addition could significantly promote processes related to cell growth. The
max level of IGF1 appeared in the 5% licorice group but the significant downregulation of
the IGF2 expression indicates that high levels of licorice in Asian seabass feed might affect
the functions related to IGF2.

In Nile tilapia (Oreochromis niloticus), GH is expressed only in the pituitary gland,
whereas GHR is expressed in various tissues and organs, including muscle, hypothalamus,
and thymus, with the highest expression in the liver, indicating that GH has multiple
physiological functions [39]. In teleosts, MSTN1 primarily inhibits muscle hyperplasia
but not hypertrophy, which is mainly achieved through the downregulation of MSTN2
expression [40]. This research showed the variable influence of licorice on MSTN1 expres-
sion, indicating the stages of rapid muscle hyperplasia in Asian seabass [41]. The lower
expression of MSTN1 and MSTN2 with 1% licorice suggests reduced inhibition of muscle
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hyperplasia and promotion of muscle hypertrophy, while the increased MSTN1 expression
with 3% and 5% licorice indicates an enhanced inhibition of muscle hyperplasia and the
promotion of muscle hypertrophy.

This study found that after adding licorice, the level of GH in the brain samples of
Asian seabass was downregulated, and the levels of GHR, IGF1, and IGF2 in the liver tissue
were upregulated, possibly due to a delayed regulatory effect of GH on the growth rate
and its negative feedback regulation with IGF1 [42]. The hypothalamus-secreted GHRH
physiologically regulates the generation and release of GH in the pituitary gland, which
is an important hormone for regulating fish growth, development, reproduction, and
immunity [43]. In the present research, the GHRH and GH expression was significantly
downregulated and did not show a linear relationship, which may be related to the multi-
factorial influence on GH secretion that maintains a dynamic balance between promoting
and inhibiting factors [44].

The beneficial effects of licorice may be attributed to glycyrice polysaccharides (GPS).
Dietary supplementation of GPS has been found to enhance growth performance, body size,
and the relative expression of the growth-related gene IGF-1 in broilers [45]. Furthermore,
it can improve serum and intestinal immune status, promote the expression of immune-
related genes in the spleen, and enhance broiler immunity. The optimal supplemental
concentration is 600 mg/kg [46,47]. In weaned piglets, GPS supplementation significantly
promotes the mRNA expression levels of the IGF-1 gene in the liver, as well as the IGF-1 and
IGF-2 genes in the dorsal longus muscle (p < 0.05) [48]. Additionally, the dietary addition
of GPS improves growth performance, reduces diarrhea rate, enhances humoral immunity,
promotes the related growth gene expression, and even exhibits a certain level of resistance
against PRRSV infection in piglets. Supplementation with 1000 mg/kg GPS alleviates
stress response, reduces diarrhea rate, and improves growth performance by enhancing the
intestinal mucosal barrier effect, immune function, and intestinal microflora structure in
weaned piglets [49]. Moreover, GPS exhibits inhibitory effects on the TLR4/MyD88/NF-xB
signaling pathway, thereby reducing the excessive expression of immune and inflamma-
tory, apoptosis, and tight junction protein genes induced by LPS in IPEC-]2 cells [50].
Additionally, they enhance the cell’s antioxidant capacity and decrease ROS accumulation
and the apoptosis rate, ultimately alleviating the inflammatory damage caused by LPS
in the IPEC-J2 cells. It also enhances antioxidant capacity, reduces ROS accumulation
and cell apoptosis rates, and mitigates inflammatory damage induced by LPS in IPEC-]2
cells. GPS serves as an effective immune enhancer to enhance the integrity of the intestinal
barrier [51]. The addition of licorice to animal feed can effectively stimulate the growth
of terrestrial animals such as chickens and pigs, as well as that of aquatic species such as
Asian seabass. Moreover, it exhibits immune-enhancing properties, thereby positioning
licorice as a promising feed additive with excellent application prospects.

5. Conclusions

In conclusion, the inclusion of licorice in the diet of Asian seabass significantly en-
hances growth performance and survival rates. Specifically, diets supplemented with 3%
and 5% licorice showed notable improvements in weight gain and survival compared to
the control group. Licorice supplementation positively influenced the expression of growth-
related genes, particularly increasing the GHR and IGF1 levels in the liver. However, higher
levels of licorice (5%) resulted in the downregulation of IGF2 expression and complex
effects on the IGF2R and MSTNI1 levels in the muscle tissue. Additionally, licorice inhibited
the expression of GH, GHRH, and MSTN2. These findings suggest that incorporating an
optimal proportion of licorice into the diet can effectively enhance the growth and health
of Asian seabass in aquaculture.
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Abstract: To address the highly demanding assessment of the quantity of fish in cages, a method for
estimating the fish quantity in cages based on image sonar is proposed. In this method, forward-
looking image sonar is employed for continuous detection in cages, and the YOLO target detection
model with attention mechanism as well as a BP neural network are combined to achieve a real-time
automatic estimation of fish quantity in cages. A quantitative experiment was conducted in the South
China Sea to render a database for training the YOLO model and neural network. The experimental
results show that the average detection accuracy mAPS50 of the improved YOLOVS is 3.81% higher
than that of the original algorithm. The accuracy of the neural network in fitting the fish quantity
reaches 84.63%, which is 0.72% better than cubic polynomial fitting. In conclusion, the accurate
assessment of the fish quantity in cages contributes to the scientific and intelligent management of
aquaculture and the rational formulation of feeding and fishing plans.

Keywords: cage fish; forward-looking image sonar; target recognition; quantity estimation

1. Introduction

As a major agricultural country in the world, the development of China’s agricultural
economy is related to the development of the national economy [1]. As an important
branch of aquaculture, fishery farming has always been an important pillar of China’s
agricultural economy. With the development of society, science, and technology, the level
of agricultural modernization has rapidly improved, and the intelligent development of
fish farming has accelerated. The monitoring and regulation of the breeding environment
and the decision making of feed feeding have gradually shifted from completely relying on
manual diagnosis, decision making, and adjustment to the mechanization and precision of
monitoring equipment, and then to the digitalization and intelligence of the system [2].

At present, fish farming in China varies between pond and cage cultures. Among
these, cage culture exhibits the highest level of intensification, with a myriad of issues
arising during fish farming [3]. Fish quantity monitoring, as an important part of cage
aquaculture production management, is of profound significance mainly in the following
three aspects: 1. Intelligent management of aquaculture, allowing aquaculture managers
to adjust the feeding amount and make fishery harvesting plans according to the fish
production; 2. Early warning of the safety of the fishnet and the breakage of the fishnet in
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the case of abnormal fish quantity, to repair it in time to reduce losses; 3. Facilitation of the
assessment of the financial assets of the catch, rendering necessary technical conditions for
achieving financial assets of fishery harvesting [4].

Given the above requirements, experts and scholars at home and abroad put forward
solutions based on different monitoring methods. Baumgartner et al. [5] observed fish in
artificial ponds and calculated the fish quantity and body length by software, concluding
that sonar was effective in observing fish activities and obtaining quantitative information.
Ding et al. [6] collected 59h underwater data by using ARIS sonar and completed the
automatic processing of a large number of acoustic data through an image processing
algorithm, including target extraction and counting. A remote cage monitoring system
that combines light and sound with motor rotation scanning was jointly developed by the
Massachusetts Institute of Technology and Woods Hole Oceanographic Institution, which
can identify individual fish well to achieve safe monitoring of fishnet [7]. However, its
high cost and the prolonged acoustic imaging time required by motor rotation detection
(compared to the standard imaging time of 3 min) cause the repeated detection of swimming
fish in cages, resulting in a large error in fish quantity estimation. Domestically, the Fishery
Machinery and Instrument Research Institute of the Chinese Academy of Fishery Sciences
developed a multi-angle cage monitor by optical means [8]. Because of the turbid sea
water in most coastal areas of our country, except Hainan, the instrument had been limited
by effectively observing a range of underwater targets and higher power consumption.
Given the limitation of the above optical monitoring technology in the actual condition
of cages, most of the domestic research has prioritized acoustic monitoring methods. The
Shanghai Acoustics Laboratory of the Chinese Academy of Science put forward the acoustic
warning tape method and the remote-operated vehicle patrol method, which were mainly
used for monitoring the size of netting and fish but were less able to obtain quantity data.
Xiamen University has successively developed acoustic monitoring systems based on the
vertical detection method and single-beam transducer motor-rotating horizontal scanning
method. The circular multi-beam scanning detection method had high requirements for
the estimation of fish swimming speed, and either the underestimation or overestimation
will lead to partial fish missed detection or repeated detection [9-11]. Yihan Feng et al. [12]
introduced an automated method for estimating fish abundance in sonar images based
on the modified MCNN (multi-column convolutional neural network), named FS-MCNN.
They also proposed the multi-dilation rate fusion loss, which improved the accuracy and
robustness of the model. This method improved the impact of low pixels in sonar images
and blurry edges of target objects in sonar images.

The target recognition technique was indispensable for locating and counting fish in
acoustic images. Since the R-CNN (Region with CNN Features) was put forward in 2014, the
target detection method based on deep learning has become the main technique, instead of
the traditional method [13]. Initially, the two-stage method was adopted for target detection
based on deep learning, that is, the detection process was explicitly divided into two stages:
candidate region selection and target region judgment, with a high detection accuracy but
slow detection speed. Later, in 2016, the one-stage target detection method represented by
YOLOV1 came into being. Instead of extracting candidate regions in advance, the method
directly predicted the category probability and position of the output target object, which
attracted more attention by greatly reducing the consumption of computing resources
and improving the detection speed [14]. The YOLO series of target detection methods,
along with the development of single-stage object detection, has been regarded as a typical
representative of the one-stage method. Ye Zhaobing et al. [15] proposed the YOLOv3-SPP
(Spatial Pyramid Pooling) underwater target detection algorithm to solve the problem of
missed detection and false detection caused by unclear images and the complex underwater
environment in underwater target detection. Chen Yuliang et al. [16] put forward a method
for detecting and identifying underwater biological targets in shallow water based on the
YOLOV3 network, aiming to overcome the low detection accuracy of underwater biological
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targets in a shallow sea caused by color distortion, rough image, local overexposure, and
large size difference in underwater images.

In response to the deficiencies of the aforementioned detection methods, this paper
proposes a method for estimating the quantity of fish in net cage farming based on forward-
looking imaging sonar. This method utilizes forward-looking sonar to generate acoustic
images of aquaculture net cages, employs a YOLOvVS8 neural network model with an
added attention mechanism to identify fish targets, and utilizes a BP neural network
to invert feature data to estimate the overall quantity of fish. Quantitative detection
experiments were conducted in constructed fish cages, with multiple sets of experimental
results showing that the average accuracy of fish quantity assessment reached 84.63%,
thereby validating the feasibility of this method. By using this method, fish farmers can
gain real-time insights into the quantity of fish inside net cages during the farming process,
enabling scientific aquaculture management and reducing farming risks.

2. Materials and Methods
2.1. Overall Process

On the whole, the adopted method is divided into three steps: Firstly, the image sonar
is fixed on one side of the cage and observed for more than 10 min, recording sonar data
and exporting it to video. Secondly, the improved YOLOv8 model is used to detect all the
frames of the current video, and there is only one detection category, namely fish, Thirdly,
the number of fish shoals detected in each frame of the video is sorted from the largest to
the smallest, and the actual quantity of fish in the cage is estimated by using the trained
neural network model according to the top 20 fish quantity. In the second step, the YOLOvS8
model needs to be trained with fish sonar image data, and the neural network in the third
step is trained by the mapping relationship between the previous observation data and the
actual quantity.

2.2. Introduction to Image Sonar

The ARIS1800 (Adaptive Resolution Imaging Sonar) sonar used in the present study
was introduced by Sound Metrics in 2012. When forward-looking sonar performs detection,
the transducer at its top emits ultrasonic waves in the forward direction, and subsequently,
the objects illuminated by these waves reflect them, forming echo signals. The sonar
receives these signals to generate acoustic images. Typically, dividing the detection beam
horizontally into multiple smaller fan-shaped beams can enhance imaging precision, with
the vertical angle of each beam group remaining unchanged. Table 1 below lists the specific
parameters of ARIS-1800 [17].

Table 1. Image sonar parameters of ARIS1800.

Item Low-Frequency Mode High-Frequency Mode
Operating frequency/MHz 1.1 1.8
Effective range/m 0.7-35 0.7-15
Resolution/mm 23 3
Maximum frame rate/second 3.5-15 frames
Field of view (FOV)/(°) 28 x 14
Size/cm 31 x 17 x 14

Figure 1 is a physical diagram of ARIS1800 sonar. In the process of acoustic image
generation, water reverberation, channel change, interference, and self-noise generated
by target activity are usually accompanied. The non-sequential emission of the ARIS
transducer elements can effectively reduce the influence of self-noise and crosstalk. As for
how the ARIS system works, the transducer actively emits sound waves in the field of view
according to the size of the reflected echo, thus forming acoustic images with different light
and dark characteristics. The acoustic image includes a bright area corresponding to the
bottom, a bright area representing the fish target, and a dark area corresponding to the
water background, as shown in Figure 2 [18].

154



J. Mar. Sci. Eng. 2024, 12, 1047

Figure 2. Schematic diagram of sonar fish detection.

2.3. Sonar Data Acquisition of Fish Quantity in Cages

The experimental data were measured in the sea area of Guishan Island, Zhuhai
City, Guangdong Province, China, in March 2023 (latitude and longitude: 113.84473 and
22.12571, respectively). Figure 3 shows the satellite image of the experimental sea area, and
Figure 4 shows the aerial image of the experimental base.

Figure 3. Satellite image of the experimental sea area.

Figure 4. Aerial image of the experimental base.

The cage used in this experiment is shown in Figure 5, with the width and height of
the fishnet being 6 x 3 x 4 m, respectively. During the experiment, iron blocks were tied to
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the four corners of the fishnet as counterweights to open the netting. The object of sonar
detection was a golden pomfret with a body length of about 15 cm, which was placed in
the experimental cage.

Figure 5. Experimental cage.

It can be seen from Figure 6 that the ARIS sonar is tied to a lifebuoy and floating in the
water, with the sonar probe placed at a depth ranging from 30 to 40 cm and a 45-degree
angle inclined to the left. The sonar was placed in the middle of the short side of the
netting, and the sonar signal covered as much water space as possible. Then, the sonar
was connected to a laptop computer, and the supporting software ARISFish (v2.6.3) was
used for data acquisition. The upper computer software ARISFish communicates with the
sonar device to receive and process the sonar-collected data. It then displays the real-time
processing results graphically. A high-frequency mode was used in the sonar, that is, the
frequency was 1.8 MHz, and the detection distance was set to just observe the netting on
the opposite side, which was about 4.6 m.

seawater — e

cage aquaculture area

Seo .
-~ LT -

—_— - —
——— — — — —

Figure 6. Schematic diagram of the sonar deployment.

The quantitative experiment was carried out with every 20 fish as the standard group,
and 20, 40, 60, and 80 golden pomfrets were put into the experimental cage in turn. Each
group of fish was continuously detected by sonar, and the data every 10 min were recorded
as an ARIS source file, which was saved in the computer for subsequent processing.

The sonar images of different groups of fish are presented in Figure 7, from which the
clear outlines of fish and netting were visible. The direction of the images was not the same
because the waves were constantly beating the sonar, causing the sonar probe to swing left
and right in a certain range. Meanwhile, only a 28° sonar opening angle made it impossible
for the sonar detection waves to cover the entire cage, that is, not every fish was visible,
which put forward higher requirements for the next estimation method.
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(a) (b)

(d)

Figure 7. Sonar images of different groups of fish. (a) Twenty fish; (b) forty fish; (c) sixty fish; and
(d) eighty fish.

(c)

3. Recognition Algorithm
3.1. Introduction to YOLO Algorithm

YOLO is a two-step target detection model based on a neural network. Firstly, the
input image is divided into S x S grids, and each grid generates B prediction frames, each
of which is represented by a corresponding feature vector, generally taking S =7 and B = 2.
The feature vector is composed of: the coordinates of the center point of the corresponding
prediction frame, the width and height of the prediction frame, and the confidence of the
existence of the object, and each grid will generate a classification prediction feature vector.
Finally, the prediction frame with high confidence and its classification are returned to the
original input image [19].

By adding the feature fusion method to the feature extraction network, the algorithm
adopts the backbone network of Darknet-53. The feature extraction network structure
of the YOLO model is shown in Figure 8. The network is a full convolution network,
which is trained and tested on the COCO dataset, and finally outputs a feature map of
size 13 x 13 x 255. After the feature map is input to the target detection layer 1, position
regression and classification regression are performed. Moreover, the feature map of the
last layer and the feature map of the middle layer are fused by the above sampling method
and input into the target detection layer 3 and the target detection layer 2, respectively,
to achieve position regression and classified regression on the feature maps of multiple
sizes [20].

416x416x3 208x208x32 104x104x64 52x52x128  26x26x256 13x13x255

a

— L

dlR Up-sampling y } Up-sampling

[Tareet E— 3] [ Target detection layer 2| {Target detection layer 1]
Figure 8. YOLO feature extraction network.

Considering the performance and stability of the model comprehensively, the YOLOVS
model was used for fish target detection in this study. YOLOVS directly transforms the
problem of fish detection into a regression problem. After a regression, not only the position
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coordinates of each fish group are generated, but also the probability of each candidate
region belonging to the category is obtained.

3.2. YOLO Algorithm Improvement

On the premise of satisfying real-time performance and high detection accuracy, a
target detection model based on an improved YOLOVS algorithm is proposed. Considering
that every fish is a small target in a sonar image, the core idea of the improved algorithm
is to improve the network’s perception ability of small target feature information [21].
Firstly, the CBAM (Convolutional Block Attention Module) [22] is improved by using the
attention mechanism, and the channel-space attention module CSAM is proposed, which
is lighter and can focus on the dimensional features of a small target space. The CSAM
is embedded after each convolution of the backbone network to extract features. Then, a
4-fold down-sampling process is added to the YOLOvS8 backbone network using 4-scale
detection. After the input image is down-sampled by 4 times, a large shallow feature map
is obtained. Because of the small receptive field, the feature map contains rich position
information to improve the detection effect of small targets [23].

CAM is the channel attention module in CBAM. It consists of two fully connected
layers to capture non-linear cross-channel interaction. However, the introduction of the fully
connected layer causes a large amount of computation. Even if the channel characteristics
are compressed, the parameter quantity is still proportional to the square of the number of
channels [24]. For a reduced computational burden, a one-dimensional convolution with
convolution kernel length k is used to achieve local cross-channel interaction by referring
to the idea of ECANet, aiming to extract the dependency between channels [25]. L-CAM
represents the improved lightweight channel attention module, and the convolution kernel
length k is calculated by Formula (1):

bC b
=|—+

k=9(C) ~ T3

@

odd

where C is the number of channels of the input characteristic map, and < and b are set to 2
and 1, respectively. “lb” means log-based binary.

SAM stands for the spatial attention module in CBAM. In this study, a new channel-
spatial attention structure CSAM was constructed by using the improved L-CAM and
SAM modules, as shown in Figure 9. Firstly, L-CAM and SAM were used to obtain the
channel attention weight Mc and spatial attention weight M, respectively. Then, the map
of attention M, and M, was extended to the size of RWV*H*C, W and H represent the width
and height of the image, respectively; and C represents the number of channels. The sum
of elements and sigmoid normalization were carried out to obtain the attention weight
matrix M based on the space and channel. The weight reflects the attention distribution
in the feature map so that the model can obtain more effective features in the more accurate
attention area, as shown in Formula (2):

Mes = sigmoid (M, + Ms) (2)

Ix1xC
CAM ——§——— WxHxC

R SURPA

wxrxc | SAMT WxH*C
Ms Jan)
Input feature u Output feature Fes

Figure 9. CSAM module.
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Finally, the mixed attention weight matrix M. was multiplied with the input feature
map F element by element and added to the original input feature map to obtain a refined
feature map F;, which was calculated as shown in Formula (3):

Fis=F+F® Mg 3)

The attention mechanism tells the model where to concentrate more calculations and
improve the expressive force of the region of interest [26]. The idea of CSAM was to
obtain attention weight matrices M. and M from the input feature map F along the spatial
dimension and the channel dimension, respectively, to improve the effective flow of feature
information in the network. This module emphasizes paying attention to meaningful
features, focusing on important features and suppressing invalid features in the two dimen-
sions of channel and space. For small targets, a single feature region gains more weight and
contain more effective targets. The model will place a much higher premium on learning
the features of this region to extract features better with limited computing resources.

3.3. Experimental Analysis
3.3.1. Dataset Making

One hundred sonar images of fish schools were intercepted from experimental data
and processed by the MakeSense online data labeling website. There was only one labeling
category, namely fish. After the completion of all labeling, the label file was exported, and
each sonar image corresponded to a text file with the same name to record the labeling
results. The labeled datasets were divided into two categories by random numbers, with
80 images as the training sets and 20 as the test sets.

3.3.2. Experimental Environment

The Windows 10 system was used in the experiment, with NVIDIA GeForce RTX 3070
(8 GB) as the GPU and Intel i9-12900H as the processor. The experimental environment was
python3.9.13, pytorch1.13.1, and cudall.7.

3.3.3. Evaluation Indicators

For the detection performance, the average precision (mAP), parameter quantity
(Params), calculation quantity (GFLOPs), and speed (FPS) were used as evaluation in-
dexes [27]. In the process of calculating mAP, it was necessary to calculate the average
accuracy (AP) first, which represents the average accuracy of a category in the dataset. The
calculation process is shown in Formula (4). Then, the AP values of different categories
were averaged to obtain a mAP, and the calculation process was shown in Formula (5):

1

AP = /0 p(r)dr 4)
1 N

mAP = Ni; AP, )

where P represents the precision ratio, that is, the ratio of the correct result of model
recognition among all the recognized results; r represents the recall ratio, that is, the ratio
of the correct results of model recognition to the results that need to be recognized in the
dataset; N represents the number of categories of samples, and N =1 in this study.

3.3.4. Training Process

When training the detection network model, the number of iterations was set to 300,
the weight attenuation coefficient to 0.0005, the initial learning rate to 0.01, the learning
rate momentum to 0.937, and the batch size to 16. As shown in Figures 10 and 11, the
model triggered “Early Stopping” to stop training after 120 iterations, at which time the
loss decreased to 0.6 and the mAP50 reached 73.02%.
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Figure 10. Training process (loss).
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Figure 11. Training process (mAP50).

3.3.5. Ablation Experiments

To verify the effectiveness of the channel-space attention mechanism CSAM proposed
in this paper, different modules were added to the YOLOVS detection algorithm under the
same experimental conditions, and the influence of each module on the performance of the
detection algorithm was evaluated. The results are shown in Table 2. In the added attention
module, CSAM improved the accuracy of the detection algorithm the most, which was
3.81 percentage points, while CSAM also ensured fewer parameters, less computation, and
the real-time performance of the algorithm.

Table 2. Comparative results of the ablation experiments.

Models Params/10° FLOPs/10° mAP50/% FPS
YOLOVS 25.90 78.9 69.21 18.87
YOLOvV8+CBAM 32.07 104.6 71.92 6.58
YOLOv8+CSAM(Ours) 27.20 96.5 73.02 9.72

3.3.6. Comparative Test

To verify the superiority of the improved detection algorithm, three mainstream
detection algorithms were selected for comparative experiments, as shown in Table 3. When
the input sizes were all set to 640 x 640 pixels, the detection accuracy of the improved
detection algorithm in this paper was better than other algorithms based on ensuring
real-time detection. Compared to the Faster RCNN, mAP50 increased by 18.06 percentage
points, while Params and FLOPs decreased by 1.59 x 108 and 8.56 x 1017, respectively.
Compared to YOLOVS5, the mAP50 of this algorithm increased by 8.24%. On the whole, the
improved detection algorithm added the attention module CSAM to the backbone network,
which improved the feature extraction ability of small targets and made the model better in
detecting fish sonar images.

Table 3. Comparative experimental results of the different detection algorithms.

Models Size/Pixel Params/10° FLOPs/10° mAP50/% FPS

Faster RCNN 640 x 640 186.3 182.1 54.96 2.00
SDD 640 x 640 23.8 188.0 53.00 2.86
YOLOv5 640 x 640 7.2 16.5 64.78 18.01
YOLOvV8+CSAM(Ours) 640 x 640 27.2 96.5 73.02 9.72
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3.3.7. Comparison of the Detection Images

A comparison between the algorithm in this paper and YOLOVS in detecting fish
sonar images without an attention mechanism is presented in Figure 12. Figure 12a—c
show our algorithm and Figure 12d—f show YOLOVS in this paper. The upper and lower
parts correspond to the same frame image. It can be seen that the model can distinguish
the fish from the netting, and the detected fish was selected by the red identification box.
By comparing Figure 12a and Figure 12d, it can be observed that the algorithm in this
paper has detected the leftmost small fish, but YOLOvVS has not, and instead mislabeled the
rightmost blackfish. Comparing with Figure 12b and Figure 12e, it can also be observed
that the algorithm in this paper recognized one more small fish than the original algorithm.
Figure 12c turns on the label and confidence display, and it can be seen that the average
confidence of fish identification was higher than 80%, which shows that the neural network
model can identify fish well.

4
fish 0.82

fish fsh' 0.93
fish C R3¢h 0.77fish 0.82
fish 0.87 fish 0.92
fish 0.92h 0.86
fish 0.88
fish 0.93
fish .20 fish 0.83
fish 0.91

Figure 12. Comparison of detection images. (a—c) our algorithm; (d—f) YOLOVS.
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4. Data Fitting
4.1. Introduction to the BP Neural Network

In this study, the estimation of the detected fish quantity to the actual quantity was a
nonlinear mapping problem. Neural networks boast strong applicability in dealing with
nonlinear mapping and are considered an effective method of data fitting and widely
used [28].

The BP (back propagation) neural network is a widely used algorithm at present. The
training steps are: initializing the weights and thresholds of each layer, inputting sample
data in the input layer, and finally outputting the results in the output layer after calculation
in the hidden layer. In the process of the forward transmission of each layer, the current
layer only affects the adjacent next layer. If the results of the output layer do not meet the
expected output value, the error with the expected value will be propagated back to the
network, so that the error function will decrease along the negative gradient direction [29].

The BP neural network includes one input layer, one or more hidden layers, and one
output layer. The basic topological structure of the BP neural network (taking one hidden
layer as an example) is shown in Figure 13.

Output layer

Hidden layer

Input layer

Figure 13. Topology of the neural network.

In neurons, the input acts on another function after a series of weighted summations,
and this function is the activation function here. The function of the activation function
in a neural network is to transform multiple linear inputs into nonlinear relationships, to
achieve the mapping function from linear to nonlinear. The definition of a sigmoid function
is shown in Formula (6) [30].

Sigmoid(x) =

1+e* ©)
4.2. Experimental Analysis
4.2.1. Training Data

To automatically obtain the fish quantity in the cage, human subjective factors and
manual intervention should be minimized. In this paper, all the images collected by sonar
were selected for target recognition and detection. Sonar data were divided into four
groups: 20 fish, 40 fish, 60 fish, and 80 fish, and each group had 10 continuous detection
videos with a frame rate of 15 frames per second. Seven videos from each group were
randomly selected as the fitting data, and the remaining three were used as detection data.
These 40 sonar videos were detected by this algorithm, and the identification data of each
frame was saved as a text file.

Each 10-minute video had nearly 10,000 images. If all such vast data were used for
fitting, it would not only be a vast amount of calculation but also make it difficult for the
algorithm to learn the key features of the data. Considering that the goal is to obtain the fish
quantity in the cage, and there was a certain mapping relationship between the quantity of
fish in the detection image and the actual quantity, the amount of fish detected in a single
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Serial No.
Actual quantity
Quantity detected 1
Quantity detected 2
Quantity detected 3
Quantity detected 4
Quantity detected 5
Quantity detected 6
Quantity detected 7
Quantity detected 8
Quantity detected 9
Quantity detected 10
Quantity detected 11
Quantity detected 12
Quantity detected 13
Quantity detected 14
Quantity detected 15
Quantity detected 16
Quantity detected 17
Quantity detected 18
Quantity detected 19
Quantity detected 20
Quantity detected 21
Quantity detected 22
Quantity detected 23
Quantity detected 24
Quantity detected 25
Quantity detected 26
Quantity detected 27
Quantity detected 28
Quantity detected 29
Quantity detected 30

frame in each video was sorted from large to small in this paper, taking the top 30 fish
quantity detected. The statistical results are shown in Figure 14.

2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21
20 20 20 20 20 20 40 40 40 40 40 40 40 60 60 60 60 60 60 60
13 13 15 14 12 14 18 19 18 20 19 18 20 16 17 20 24 23 27 20
12 13 13 14 12 13 18 18 18 20 19 18 20 15 17 20 20 22 27 19
12 12 12 13 11 12 17 18 18 20 18 18 19 15 16 19 20 22 25 19
1 12 11 12 11 12 17 17 18 19 18 18 19 15 16 17 19 22 24 19
11 11 11 12 11 12 17 17 18 19 18 18 19 15 16 17 19 20 24 19
11 11 11 11 11 12 17 17 18 19 17 18 19 15 16 17 19 20 24 18
11 11 11 11 11 11 17 17 18 18 17 18 19 15 16 17 19 19 24 18
11 11 11 11 10 11 16 17 18 18 17 18 19 15 16 17 18 19 24 18
100 11 11 11 10 11 16 17 18 18 17 17 19 14 16 17 18 19 24 18
100 11 11 11 10 11 16 17 18 18 17 17 18 14 16 17 18 19 24 18
100 11 11 11 10 11 16 16 17 18 17 17 18 14 16 16 18 19 23 17
100 11 11 11 10 11 16 16 17 18 17 17 18 14 15 16 17 19 23 17
100 10 11 11 9 11 16 16 17 18 17 17 18 14 15 16 17 19 23 17

100 10 11 11 9 10 16 16 17 18 16 17 18 14 15 16 17 18 23 17
100 10 11 11 9 10 16 16 17 18 16 16 18 14 15 16 17 18 23 17
9 10 11 11 9 10 16 16 17 18 16 16 17 14 15 16 17 18 23 17
9 10 11 11 9 10 16 16 17 18 16 16 17 14 15 16 17 18 23 17
9 10 11 11 9 10 16 16 17 18 16 16 17 13 15 16 17 18 23 16
9 10 10 11 9 10 16 16 17 18 16 16 17 13 15 16 17 18 22 16
9 10 10 10 9 10 15 16 17 17 16 16 17 13 15 16 17 18 22 16
9 10 10 10 9 10 15 16 17 17 16 16 17 13 15 16 17 18 22 16
9 10 10 10 9 9 15 16 17 17 16 16 17 13 15 16 17 18 22 16
9 10 10 10 9 9 15 16 17 17 16 16 17 13 15 16 17 18 22 16
9 10 10 10 9 9 15 16 16 17 16 16 17 13 15 15 17 18 22 16
9 10 10 10 9 9 15 16 16 17 16 15 17 13 15 15 17 18 22 16
9 10 10 10 9 9 15 16 16 17 16 15 17 13 15 15 17 17 22 16
9 10 10 10 9 9 15 16 16 17 16 15 17 13 15 15 17 17 22 16
9 10 10 10 9 9 15 16 16 17 16 15 17 13 15 15 17 17 22 15
9 10 10 10 9 9 15 15 16 17 16 15 17 13 15 15 17 17 22 15
9 10 10 10 9 9 15 15 16 17 15 15 17 13 15 15 17 17 22 15

Figure 14. Statistical diagram of the maximum quantity detected.

4.2.2. Evaluation Indicators

In the process of neural network training, the error between the predicted or fitted
data and the measured data can be expressed by the MSE (mean square error), as shown in

Formula (7):
n

o\ 2
MSE = EZ(Yi -Y;) (7)
i=1
In Equation (7), “n” represents the data quantity, “Y;” represents the measured data,
and “Y;” represents the predicted or fitted data based on the neural network model.

4.2.3. Training Process

The top 10, top 20, and top 30 fish abundance detected were input into the network for
training, and the fitting target was the corresponding actual quantity. After comparative
experiments, the best effect parameters were the top 20 fish quantity detected in fitting,
and the best number of neurons in the hidden layer was 30. Bayesian regularization was
used for training. There were 28 groups of data, 85% of which were randomly selected as
training data and the remaining 15% as test data.

Based on the above parameters, the neural network was trained, and the training
results are shown in Figures 15 and 16. Figure 15 shows the change in the sample mean
square error. After 45 training operations, the MSE of the training group produced the best
result, with a value of 85.1716. Figure 16 shows the prediction errors of the training group
and the test group, in which the vast majority of sample errors were between —12 and 12,
with positive numbers indicating that the prediction was greater than the actual quantity
and negative numbers indicating that the prediction was lower than the actual quantity.
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The 45th training generated the best training result with a value of 85.1716
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Figure 15. The sample mean square error.
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Figure 16. Prediction error of the training group and the test group.

The learning results of the BP neural network are shown in Figure 17. The regression
results of the training group, the test group, and all data, that is, the fitting degree between
the output value and the target value, are shown in these three small graphs. As it can be
seen from the figure, most of the data are concentrated near the diagonal, and some data
are far away, and the fitting results are all above 0.82, indicating that the fitting effect is

relatively good.
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80 g 80 80
O Original data O Original data O Original data
Fitting Fitting Fitting -
70 Output value = target value g 70 Output value = target value 70 Output value = target value

@
S
Y
3
@
S

Output value
@

3
Output value
o
3
O
e}
Output value
o
3

N
S

IS

S
IS
S

©
S

20
20 30 40 50 60 70 80 20 40 60 80 20 30 40 50 60 70 80

Target value Target value Target value
Figure 17. Regression results of the BP neural network model.

4.2.4. Fitting Test

The BP neural network was used to estimate the top 20 fish quantity of the three
tests in each group of test data, and the fitting results are shown in Table 4. Error
number = total fitting quantity-actual quantity, error percentage = absolute value of error
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quantity/actual quantity; the average error was the average of all error percentages and
average accuracy = 1 — average error.

Table 4. The statistical results of the method in this paper on the test dataset.

Maximum

Serial No Actual Quantity Fitting Total Error Error Precision
Quantity Detected Quantity Quantity Percentage/% Percentage/%

1 12 17.68 —2.32 11.60 88.4
2 20 14 26.63 6.63 33.13 66.87
3 13 24.48 4.48 22.40 77.6
4 19 4491 491 12.27 87.73
5 40 16 35.59 —4.41 11.02 88.98
6 17 37.87 -2.13 5.34 94.66
7 22 52.56 —7.44 12.40 87.6
8 60 23 68.46 8.49 14.10 85.9
9 22 60.99 0.99 1.66 98.34
10 21 74.42 —5.78 6.97 93.03
11 80 13 58.00 —22.00 27.50 72.5
12 18 59.19 —20.81 26.01 73.99

Average 15.37 84.63

It can be seen from Table 4 that the algorithm in this paper had a high accuracy in
fitting the sonar image data of 20, 40, and 60 groups and achieved a single-digit error.
However, when fitting the sonar data of 80 fish, the error was large, and the quantity
sequence detected was small, resulting in a large error of about 27%. The manual inspection
of the detection videos with serial numbers 11 and 12 showed that there were few fish in
the sonar images. It was speculated that the sonar probe shook badly during this period
due to heavy sea waves, and the swimming trajectory of the fish was different from the
usual one; so, the data detected by the sonar did not reflect the real situation in the cage.
The solution can be to observe in multiple periods, obtain multiple groups of sonar image
data and carry out target recognition and detection, eliminate detection sequences with
too large data differences, and then estimate by a neural network. The obtained data were
more objective and more realistic after averaging.

4.2.5. Data Fitting and Comparison

The commonly used data fitting methods are linear fitting and polynomial fitting.
Because they can only deal with one-to-one mapping relationships, it is necessary to extract
key data from the detection sequence [31]. In this paper, the quantity of fish detected in
a single image in each video was sorted from large to small, and the maximum quantity
of fish detected, the average of the top 10 fish quantity, and the average of the top 20 fish
quantity were statistically analyzed.

The training data and neural network fitting were the same. Firstly, linear fitting and
cubic polynomial fitting were carried out for these three statistical data, and the results are
shown in Figure 18. The upper left corner of each small graph shows the fitting formula
and fitting coefficient R?, which reflect the overall accuracy of the model, that is, the fitting
degree. The closer its value is to 1 shows that the model accurately reflects the changes
in the observed data, and the better the reliability of the data. It can be seen from the
figure that the R2 of cubic polynomial fitting is greater than the corresponding linear fitting,
and the fitting results of the average of the top 10 fish quantity in the two fitting methods
are better than those of the maximum quantity of detected and the average of the top
20 fish quantity.
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Figure 18. Comparison of the data fitting results. (a) Linear fitting; (b) cubic polynomial fitting.

When the polynomial fitting was performed on the average of the top 10 fish quantity,
the fitting results of the quadratic, cubic, and quartic polynomials are compared as shown in
Figure 19. It can be seen that the best fitting result of the quartic polynomial was R? = 0.8387,
but the highest term was too high, which leads to a better effect on sample data, but the
effect of test data will decline, that is, there will be over-fitting. Generally, the highest term
was not higher than three times when the polynomial fitting was used.
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Figure 19. Comparison of the fitting results of higher order polynomials. (a) Quadratic polynomial;
(b) cubic polynomial; and (c) quartic polynomial.

To sum up, the cubic polynomial was selected to fit the fish quantity in the comparison
test, and the equation is shown in Formula (8):

y = —0.0262x> 4 1.3648x% — 18.273x + 91.322 (8)

where x was the average of the top 10 fish abundance detected, y was the estimated fish
quantity in the cage, and R? of the equation was 0.8135, which can be understood as the
theoretical accuracy of data fitting as about 81.35%.

Formula (8) was used to estimate the average of the top 10 fish quantity of the three
tests in each group of test data, and the fitting results are shown in Table 5. It can be seen that
the average accuracy is 83.58%, which is lower than the 84.63% of neural network fitting.
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Table 5. The statistical results of high-order polynomial fitting on the test dataset.

Average of the
Serial No Actual Top 10 Fish Fitting Total Error Error Precision
’ Quantity Quantity Quantity Quantity Percentage/% Percentage/%
Detected
1 12.6 25.35 5.35 26.74 73.26
2 20 10.5 19.59 —0.41 2.03 97.97
3 11.3 21.30 1.30 6.52 93.48
4 15.3 37.39 —2.61 6.52 93.48
5 40 14.5 33.44 —6.56 16.40 83.6
6 16.7 4477 4.77 11.92 88.08
7 19 57.12 —2.88 4.80 95.2
8 60 21.8 70.14 10.14 16.90 83.1
9 18.2 52.88 -7.12 11.86 88.14
10 20.7 65.49 —14.51 18.14 81.86
11 80 17.3 48.01 —31.99 39.98 60.02
12 18 51.80 —28.20 35.24 64.76
Average 16.42 83.58
5. Discussion
5.1. Comparison of the Fish Quantity Estimation Methods
The traditional methods to obtain the fish abundance in cages are the mark-recapture
method, fish finder measurement, annular underwater acoustic multi-beam detection, and
others [32]. Due to the impossibility of conducting comparison experiments in the same
environment, the instruments and equipment used in various methods vary. At present,
there are few reports on the estimation algorithm and estimation accuracy of fish abundance
in cages. In this paper, a comparison table of the different estimation methods was made
based on previous studies by scholars, which is shown in Table 6.
Table 6. Comparison of the different estimation methods.
Methods Equipment Used Precision Advantages Disadvantages
Low precision,
Fishing net, . . No electronic equipment time-consuming, and
Mark-recapture method [33] stain Large discrete interval is needed laborious, affecting the
growth of fish
Fish finder measurement [34] Fish detector About 50% Low equipment cost Low accuracy, fish density,
sometimes vast errors
Annular underwater acoustic Annular multi-beam 60%—70°% Wide detection angle, high Expensive equipment,
multi-beam detection [35] detector oo precision difficult layout
High precision, automatic
The method in this study Image sonar About 84% measurement, simple Expensive equipment
layout

It can be seen from Table 6 that the forward-looking image sonar used in the method
presented in this paper is more expensive than the equipment used in previous methods,
and the average purchase unit price is USD 30,000, but the layout is relatively simple. After
the sonar is installed, the data can be obtained and processed automatically, and the esti-
mated fish abundance in the cage can be obtained without additional manual intervention.
Compared to the traditional methods, the accuracy of this method is significantly improved,
reaching about 84%.

As a high-definition image sonar, ARIS1800 is widely used in fishery. Both at home
and abroad, image sonar is mainly used in the study of fish behavior, rather than in the
assessment of fish quantity. This paper makes a very meaningful attempt to evaluate
the quantity of fish in cages by using the imaging characteristics of ARIS1800, based
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on fixed detection and prediction methods. ARIS1800 can display the size, shape, and
position of fish in the cage with high-definition images. It eliminates the limitation of
traditional fish finders only being able to assess fish quantities by target strength, achieving
a higher credibility.

5.2. Error Analysis

The estimation of fish quantity in cages is a major challenge in fish acoustics research,
which is influenced by various factors: complicated and changeable ocean factors, such as
wind and waves and tidal currents in aquaculture areas; feeding, sailing, and other inter-
ferences; transducer reverberation blind area and strong sea-floor reflection; obscuration
of beam detection by fish in dense schools; some fish swim close to the wall, which make
the fish echo and the net echo overlap and difficult to distinguish; and repeated detection
caused by swimming fish [36]. These uncontrollable factors cause the data collected by
sonar at different times to be inconsistent, and in turn, the estimated neural network model
has inevitable errors, affecting the final estimated quantity of fish.

Figure 20 is a histogram of the estimation and error of the fitting test in Table 4. The
error of the neural network estimation in groups 1-10 is relatively small, and the prediction
results in groups 11 and 12 are affected by the large wave fluctuation. By observing the
cages in different periods, it was possible to estimate the average value of multiple groups
of data to reduce the error.
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Figure 20. Estimation and error bar chart of the fitting test.

Given the measurement results of 80 fish, three additional observation data at different
times were selected in this paper, and a new test dataset was formed together with the three
data in the previous fitting test. The fish quantity was estimated by using this method, and
the results are shown in Table 7.

Table 7. The statistical results of the method in this paper across multiple time periods of datasets.

. Actual . . Fitting Total . Error Precision
Serial No. Quantity Testing Time Quantity Error Quantity Percentage/% Percentage/%
1 9:00-9:15 74.42 —5.78 6.97 93.03
2 9:30-9:45 58.00 —22.00 27.50 72.5
3 80 10:00-10:15 59.19 —20.81 26.01 73.99
4 13:00-13:15 82.32 2.32 29 97.1
5 15:00-15:15 72.45 —7.55 9.44 90.56
6 17:00-17:15 69.45 —10.55 13.19 86.81

Average 69.31 —10.69 14.33 85.67
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Table 7 reveals the fluctuations in the data measured and predicted in different periods,
but only the two groups of data with serial numbers 2 and 3 have a deviation of 20, with
the other groups having an error of less than 10. The average value of six groups of data
prediction was 69.31, the error was —10.69, and the average accuracy was 85.67%, which
was significantly improved by 5.83 percentage points compared to the average accuracy of
79.84% of data only using the same period.

6. Conclusions

This paper proposes a method for estimating the quantity of fish in net cages based on
forward-looking imaging sonar. The method first investigates the YOLO neural network
model and makes improvements for underwater fish identification tasks. An attention
mechanism is introduced into the YOLO model construction, allocating more computing
power to focus on small targets, thereby enhancing the performance of the region of interest,
especially for small targets. Through ablation experiments, the addition of the CSAM
module is shown to improve the accuracy of the detection algorithm by 3.81 percentage
points, and compared to the YOLOVS5, the improved algorithm in this paper increases
the mAP50 by 8.24 percentage points. Subsequently, quantitative detection experiments
for 80 oval damselfish are conducted in the constructed fish cages. Due to the limited
visual angle of the sonar, the experiments are conducted by deploying the sonar on one
side of the net cage and continuously observing to obtain video images. The improved
and trained YOLOv8 model is used to detect fish shoals in sonar images. The detection
quantity results are sorted from large to small, and the quantity of fish in the net cage
is estimated based on the top 20 maximum counts using a trained BP neural network.
Multiple experimental results show that the average accuracy of fish quantity assessment
reaches 84.63%, validating the feasibility of this method.

Through research on detection methods, target identification, and quantity inversion of
fish in net cages, a new method for estimating the quantity of fish in net cage farming based
on imaging sonar has been developed. This method achieves a high-precision assessment
of fish quantity in net cage farming, providing technical support for the development of
intelligent equipment for net cages in China.

Nevertheless, there are still the following problems in this research method, which
need to be improved in future research:

1. Inthe part of fish target recognition, the background of the image is not removed in
advance, and the netting in the background fluctuates with the waves. In some cases,
fish will swim against the netting, and the two are mixed in the sonar image, which
will affect the fish recognition effect of the YOLO model and make the recognition
quantity fluctuate [37];

2. The YOLO target detection model and neural network prediction model used in this
method are highly dependent on training data. For this reason, quantitative fish data
collection should be carried out under the condition that the cage size and sonar
layout are consistent before practical application. The above two models can only be
applied to the fish quantity prediction after learning the collected data. As for the
simplification of the model training process and the production of general datasets,
further in-depth research is needed;

3. The quantitative experiment in this paper was carried out in a small fishing raft, and
it is planned to be applied to a large deep-sea cage in the future. With the increase
in the cage scale and the quantity of fish, the density of fish will increase obviously,
and more fish will overlap and block each other. In theory, when detecting training
data, the situation of fish occlusion is roughly the same as that when estimating the
quantity, and the neural network will be relatively accurate when fitting the total
quantity. However, as to whether the actual prediction effect can meet the precision of
a small-scale quantitative experiment, it still needs to be tested.
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Abstract: As coastal waters face constraints such as the deterioration of the aquaculture environment
and limitations on the scale of operation, aquaculture will move towards the deep and distant sea.
Large-scale aquaculture vessels are a new method of deep-sea aquaculture, and improving the utilisa-
tion efficiency of aquaculture tanks to ensure the best growth conditions for fish inside while ensuring
the efficient discharge of particulate matter in these tanks will affect the productivity of aquaculture
and the profitability of aquaculture vessels. This study investigated the effects of the tank structure
ratio on the flow field characteristics and particulate removal efficiency in the aquaculture tanks of
an aquaculture vessel. Numerical simulations of the flow field characteristics in the aquaculture
tanks of an 8000 t-class aquaculture vessel at anchor were conducted using the FLOW-3D software to
quantitatively evaluate the effects of the corner ratio on the fishability of aquaculture tanks and the
efficiency of particulate emission using the parameters related to flow velocity, turbulence intensity,
capacity utilisation rate, and particulate removal efficiency. The simulation results show that the tanks
with corner structures have better flow field characteristics, which include a higher flow velocity,
turbulence intensity, and discharge effect. When the corner length is more than 1/3 of the tank
length, increasing the corner distance does not significantly enhance the optimisation of the flow field
characteristics in the tank. Overall, this study’s results provide a reference basis for the structural
design and optimisation of aquaculture tanks in aquaculture vessels.

Keywords: aquaculture vessel; corner ratio; fishability; effluent effect; eddy strength

1. Introduction

According to a report by the Food and Agriculture Organization of the United Nations
(FAO), driven by aquaculture expansion and the recovery of capture fisheries, aquaculture
production exceeded capture fisheries production for the first time in 2022, with 94.4 million
tonnes of aquaculture production, accounting for 51 percent of the world’s total aquatic
animal production [1]. In search of more space and better water quality, aquaculture is
moving into the deep sea [2,3]. The safety and fishability of aquaculture equipment are
key to expanding the scale of deep-sea aquaculture, and many scholars have conducted
experiments on the hydrodynamic response of deep-sea cages [4,5]. Deep-sea cage aqua-
culture is often exposed to deep waters, where poor sea conditions can lead to problems
such as fish escape and structural safety [6]. Shipboard tank technology has provided a
new approach to deep-sea aquaculture. Industrial aquaculture at sea was first proposed in
the late 1970s [7] with the systematic study of aquaculture vessels by Xu and Cai et al. [3,8].
Cui et al. provided specific ideas for the construction of large-scale aquaculture vessels [9]
and, together with Guo and Li et al., proposed the problem of the fishability of tanks and
investigated the effects of external incentives, water entry modes, and other factors on the
flow pattern [10-13]. The size of the flow rate and the uniformity of the flow in aquaculture
tanks have a critical impact on the removal of particulate matter, such as feed, bait, and
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faeces, from the environment. An aquaculture water body with an appropriate flow rate not
only enables the uniform distribution of dissolved oxygen in the limited aquaculture space
but also facilitates the removal of particulate matter consisting of bait residues, faeces, and
secondary metabolites from the tanks. Therefore, utilising a larger culture water body area
and ensuring the comprehensive performance of the flow field are contradictory points.
Determining the corner ratio that combines the comprehensive performance of the tank
with the aquaculture vessel area can improve the vessel’s economic efficiency and provide
a reference design basis.

Currently, fishability studies in confined environments have mostly been based on
recirculating aquaculture systems (RASs), and rectangular and circular tanks are the most
widely used among fully or semi-closed aquaculture tanks. Despite these problems, rect-
angular tanks are still widely used in aquaculture because they are easier to construct
than other shapes and have a higher overall space efficiency. Aquaculture tanks that
tend to be circular have the advantages of good hydrodynamic characteristics and high
self-purification capacity but have a low space utilisation rate [14-16]. In 2004, Oca et al.
compared the distribution of flow fields in rectangular aquaculture ponds with different
intake structures. The results showed that horizontal tangential inlets resulted in higher
and more uniform flow rates, thus preventing the deposition of solid particles [17]. In 2007,
Oca et al. analysed the simplest inlet and outlet configurations to create uniform cyclonic
pools in rectangular aquaculture ponds. They combined the advantages of rectangular and
circular ponds, suggesting that higher flow rates can impact the self-cleaning performance
of aquaculture ponds [18]. In 2013, Lee et al. modelled the effect of inlet structures on
the flow field in flow tanks for tangential and normal flow in culture tanks [19]. In 2015,
Davidson et al. also experimentally comparatively analysed the effect of the inlet structure
of Cornell dual-channel aquaculture tanks on the hydraulic mixing performance and the
movement of solid particles, with appropriately increased flow velocities at the walls of
the tanks tending to favour the discharge of particulate matter [20]. In 2017, Liu et al.
modelled the hydrodynamics of octagonal aquaculture ponds in a recirculation system and
demonstrated 90% particle removal in octagonal aquaculture ponds [21]. The above study
shows that the numerical model of spatial hydrodynamics of octagonal aquaculture can be
further designed and optimised.

The optimisation of the tank structure has attracted much attention in the research
field of ship and marine engineering. In marine engineering, the research on the ship’s
tank focuses on the impact pressure of the liquid on the bulkhead and the safety prob-
lems it creates. An aquaculture vessel is a special vessel used for aquaculture with the
characteristics of both the vessel and the aquaculture vessel. The vessel tank aquaculture
technology features the newly emerging aquaculture mode, with fewer research results
and a lack of practical application. The traditional land-based factory farming model and
the marine and shipbuilding industries cannot be used to determine the effect of tank
structure on the fishability of the flow field in the tank. As the construction of large-scale
aquaculture fishing vessels is advancing, Cui and Guo studied the effect of changing exter-
nal incentive conditions on the fishability of the flow field in tanks [10-12,22-24]. Xiong
et al. investigated the effects of the number of intake pipes and the bottom water discharge
rate on the exclusion rate of solid particles such as faeces and residual feed in aquaculture
tanks. The results showed that the bottom water discharge rate did not have a significant
effect on the discharge of solid particles [25]. Xue et al. investigated the effects of the tank
structure on the fluid characteristics and solid particulate exclusion rate of the tank. They
showed that the fluid characteristics of the rectangular tank were significantly improved
after chamfering the two right-angled edges of the tank [26].

In the early stage of aquaculture vessel design, it is often necessary to consider the
problem of the flow field in aquaculture tanks. The tank type is particularly important for
improving the fishability of the flow field in these tanks. If the tank type is unreasonable,
even if the inlet and outlet arrangement and flow rate are changed, an aquaculture tank
cannot obtain a high fishability of the flow field. Therefore, it is particularly important
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to simulate the flow pattern in different tanks. As mentioned before, aquaculture tanks
with square-shaped tanks have a higher aquaculture water body area, but the poor flow
regime and low energy utilisation efficiency of the tanks lead to their poor economy, while
circular tanks have an excellent tank flow field, but the decline in their space utilisation
also affects the number of fish cultured, and the area of the aquaculture water body and the
flow regime of the tanks become a pair of contradictions. The aim of this study was to find
the corner ratio with higher comprehensive performance and to improve the aquaculture
vessel’s overall economic efficiency by increasing the aquaculture water body area as much
as possible while ensuring that the flow pattern in the tank is suitable for fishing.

Based on computational fluid dynamics (CFD) technology, this study used the FLOW-
3D software to numerically simulate the flow pattern of aquaculture tanks in an 8000 t-class
aquaculture vessel and analysed the influence of the proportion of the corner cut of the
aquaculture tanks on the flow pattern of these tanks using mathematical and statistical
methods. Numerical simulation was used to analyse the effect of the tank corner ratio on
the tank culture flow state and provide theoretical guidance for the shipboard tank culture
technology. In this study, statistical methods were used to evaluate the flow characteristics
in tanks with different corner ratios. This study is organised as follows: Section 2 describes
the data-processing methodology, the physical model of the cultured tank, and the setup in
the CFD software. Numerical simulations are carried out in Section 3, and the results are
analysed. The effect of the corner type on the flow velocity, energy utilisation efficiency,
vortex strength, and particulate emission efficiency is described in detail. In Section 4,
based on the numerical simulation, the proposed corner cut ratio is presented, and the
findings of this study are summarised.

2. Research Object and Model Construction
2.1. Study Objects and Numerical Model Setup

The 8000 t-class aquaculture vessel studied is shown in Figure 1, with a length of
64.5 m, a beam of 17.0 m, a depth of 10.2 m, a draught of 7.7 m, a displacement of
8654.0 tonnes, a longitudinal centre of gravity of 32.3 m, a transverse centre of gravity
of 0 m, a vertical centre of gravity of 4.7 m, a rolling radius of 5.7 m, a pitching radius
of 20.6 m, and a yawing radius of 20.9 m. Each tank was 12.0 m long, 12.0 m wide, and
9.75 m high, and the volume of the water body in the tank at the highest liquid level was
1190 m®. The bottom surface of the tank was about 1.5 m from the ship’s baseline, the
working liquid level was about 10.5 m high compared with the ship’s baseline, and the
maximum depth of the water in the tank was 9 m. Each tank was equipped with 16 inlet
ports and 1 outlet port, with the inlet ports located at the corners of the wall surface of the
aquaculture tank and the outlet ports located in the central position of the tank bottom. The
inlet was located at the corner of the wall of the culture tank, and the outlet was located
at the centre of the bottom. The inlets and outlets of the tanks were flow-controlled, but
different tank types inevitably lead to changes in the volume of the water in the tanks. In
order to ensure the one-way analysis of the corner ratio, the water in the tanks was always
changed 16 times per day in this study.

Vessel coordinate . Numerical coordinate
Port side

Starboard side

Width:17m

Length between perpendiculars:65.4m

Figure 1. Sketch and marks of the aquaculture fish vessel.
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2.2. Model Construction

In this study, the water body in the aquaculture vessel was a three-dimensional
incompressible fluid, and the continuity equation of the control equation is

aui
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o7, @
The momentum equation is
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where (1, v, w) are the velocity components in the coordinate directions (x,y,z), respec-
tively; (Ax, Ay, A;) are the fractional area open to flow in each coordinate direction;
(Gx, Gy, Gz) and (fy, fy, =) are the body accelerations and the vicious accelerations, re-
spectively; (us, vs, ws) are the velocity components of the fluid from the surface of a source,
where the shape and the normal direction of such surface can be arbitrary, and each velocity
component is estimated according to the normal direction of the source surface; Vr is the
fractional volume open to flow; Rsor is the mass momentum source; p is the fluid density;
and p is the pressure.

The turbulence model was the RNG K-¢ turbulence model, which has a wider range of
applicability and is better able to simulate rotating flows [27].

okr 1 akr dkr ok
T4 (ua, Ay A ST = pr+ Dy, —
o5 +VF< r +v Yoy +w pye T+ Dy, —€r 3)
2
5+ 4 (qua;J +0A, 5T +wAZ”;—g) =2 4+ D, — o @)

where Kt and Pr are the turbulent kinetic energy and its generating term; et is the turbulent
dissipation rate; Dy, and D, are the turbulent kinetic energy diffusion term and the
turbulent dissipation diffusion term, respectively; VF is the fractional volume; f is the time;
and C; and C, are the coefficient constants, with C; = 1.44 and C;, = 1.92 in the classical K-¢
turbulence model.

To ensure the validity of the numerical model, the results obtained from the numerical
model were compared with the experimental data of Liu [28]. Comparing the numerical
simulation results with Liu’s experimental results, the two sets of results have good con-
sistency, indicating that the numerical model developed in this study is correct, and its
application to the simulation of the flow field in the aquaculture vessel’s tanks is feasible.
The results of the numerical model validation are shown in Figure 2. In order to verify the
influence of the number of model grids on the computational accuracy, a 7 s transverse
rocking period and a 5° transverse rocking angle were used to verify the convergence of
the grids. A uniform grid was used, and the grid was encrypted at the inlet and outlet of
the ship, with sizes of 0.1 m, 0.15 m, and 0.4 m, respectively. The total number of grids was
28,000, 430,000, and 1,420,000, respectively, and the computational length was 1500 s. The
velocity amplitude of the 0.1 m grid was calculated for the 0.1 s grid size. Taking the velocity
amplitude calculated for the 0.1 m grid size as the reference, the velocity amplitudes for the
0.15 m and 0.4 m grids were 99.8% and 96.0%, respectively. Taking 98% as the convergence
criterion and considering the calculation accuracy and efficiency, the following calculations
were performed with a 0.15 m grid resolution.

The numerical simulation in this study was completed using the CFD software FLOW-
3D, the solver version is 11.2.0.16. In the FLOW-3D software, the computational domain
of the water body was realised by the Geometry module, and the model type was “Com-
plement”. The mesh structure adopted a 0.15 m uniform mesh, and a 0.05 m mesh was
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encrypted at the inlet and outlet. The grid structure was a 0.15 m uniform grid, and a
0.05 m grid was encrypted at the inlet and outlet. The fluid was 20 °C water. The boundary
condition of the solid-liquid coupling interface of the tank was set as a no-slip boundary
(wall). The boundary conditions of the gas-liquid coupling interface were set as the atmo-
spheric pressure with a fluid fraction of 0. The inlet and outlet water flow of the tank was
realised using the inlet source of the mass momentum source; the generation of particles
was set as the generation of particle sources, with the particle sources at the corners of the
tank. The z-axis height of the particle sources was higher than that of the water surface by
0.5 m. The rate of the generation of each particle source was 250 per second. The z-axis
height of the particle sources was 0.5 m above the water surface. The rate of generation of
each particle source was 250 particles per second, and the four particle sources generated
5000 particles in 5 s. The numerical model was based on the Cartesian grid coordinate
system, and the area and volume porosity functions were used to analytically calculate
the area boundary and type, called the FAVOR method (fractional area—volume obstacle
representation method) [29].

0.15

— Liu
Probe2 Probel Probe3 FLOW-3D
® ® ® 01
2T =2 a
I = 005
2
=
K]
2 o
- 285 - < g
I a1 8 £
]
005
0
-
I o4
L 57 | 0 1 2 3 4 5 6 7
Unit (cm) Time (s)
(a) ()

— 10 — 0

—&— FLOW-3D

—&— FLOW-3D

Surface elevation (m)

. Surface elevation (m)

Time (s) Time (s)

(©) (@

Figure 2. (a) Rectangular tank geometry model for numerical model validation; (b—d) show the
variation curves of the flow velocity in Probes 1, 2, and 3, respectively.

2.3. Experimental Group

In this study, based on the model scale setting of the culture tank, the number of daily
water changes was fixed, and numerical simulation calculations were conducted for differ-
ent working conditions to analyse the influence of the corner ratio on the characteristics of
the flow field in the tank. Figure 3 shows the schematic diagrams of different corner ratios.
The selection of corner ratios was based on the width of the tank of 12 m, and the ratio of
the corner distance of the aquaculture tank to the half-length of the tank was defined as the
corner ratio C. The grouping of the numerical conditions of the aquaculture tank is shown
in Table 1.
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Half-width of tank

Corner length

A2

Figure 3. Situation groups.

Table 1. Simulation working condition groups.

Corner Distance

Corner Ratio (m) Water Inflow (m3/s)  Water Outflow (m?3/s)
Al 0:1 0 43.43 694.81
A2 0.26:1 1.56 42.00 672.04
A3 0.33:1 2.0 41.06 656.88
A4 0.40:1 2.4 40.02 640.34

2.4. Data Processing
2.4.1. Drag Coefficient C¢

Oca et al. [18] defined the drag coefficient C; as the energy consumed by a tank to
overcome the drag that is equal to the energy supplied by the inlet impact force for a tank
system operating in a steady-state flow field condition. The formula is as follows:

_ ZQ(Vin - Vavg)

Ct
AVZ,

©)

where Q is the inlet flow rate, Vj, is the inlet velocity, Vi, is the average velocity in the
pool, and A is the wet week.

2.4.2. Energy Use Efficiency 7.

The energy of the water-body circulation motion is mainly provided by the inlet jet,
and the energy loss mainly comes from overcoming the resistance of the breeding pool
and the viscous resistance of the relative motion between the water-body mass points.
Evaluating the energy conversion in the tank at different corner ratios, the change in the
energy use efficiency 77, was analysed [30], and the energy use efficiency 7. was calculated
as follows:

VllUg 2
e = DUSO(T ) (6)
m
where DU5 [31] is calculated by the formula
Vso
DUs5y = — 7
0= )

where V5 is the average of 50 percent of the lower velocities in the breeding tank, Vi, is
the average velocity in the tank, and Vj, is the inlet velocity.
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2.4.3. Percentage of Areas with Suitable Flow Rates

The size of the flow velocity in the aquaculture water environment has an important
effect on the growth of fish and the discharge of particles, such as residual feed and faeces,
to the environment [22,32,33]. The movement forced by the flow velocity can improve the
muscle tone of cultured fish, which, in turn, improves the survival rate of the fish species
after release [14]. However, too low a flow rate can lead to a significant decrease in the
growth performance of cultured fish [33], while too high a flow rate can cause cultured
fish to lose their swimming ability and even lead to fish death [34]. Many scholars have
studied the appropriate flow rate for fish and found that the fishable flow rate is related
to its body length (hereafter, “bl”) [34], which is usually the distance from the end of the
muzzle to the base of the caudal fin. Wang et al. investigated the growth performance of
juvenile Hsu's flatfish at different flow rates and found that the growth performance of
Hsu'’s flatfish was significantly improved in the 1.5 bl/s flow rate group compared with the
0bl/sand 0.5 bl/s flow rate groups [33]. Timmerhaus et al. studied the effects of different
flow rates (0.5, 1.0, 1.8, and 2.5 bl/s) on the growth and muscle development of juvenile
Atlantic salmon (Salmo salar) and found that the growth rate increased with an increase
in the flow rate, but when the flow rate was greater than 1.8 bl/s, the number of inflamed
muscle fibres, gill lesions, and fin lesions increased significantly. The upper limit of the
fishable flow rate was related to the bl of cultured fish and varied between species [34].

At present, in aquaculture vessel production, we generally select fry with a body
length of about 0.1 m to start aquaculture and salvage and sell the fish when they grow
to about 0.5 m in body length. We took the flow velocity of the tank for 1 bl fish as a
reference, i.e., when the flow velocity V is controlled at 0.1 m/s-0.5 m/s, the effect of the
flow velocity on the fish is relatively small; therefore, in this study, we set the fishery-
suitable flow velocity at 0.1 m/s < V < 0.5 m/s, the flow velocity V in the range of 0.1 m/s,
and the proportion S of the fish-suitable flow velocity in the outboard chamber to 0.5 m/s
(V <0.5 m/s). The ratio of the number of grids in the range of 0.1 m/s and 0.5 m/s to the
overall number of grids was taken as the proportion of the fishable flow velocity in the tank
S. The formula for calculating the proportion of the fishable flow velocity S is as follows:

_ Y101-05)

Yon

where 1 is the number of grids in the tank, and 1 1_¢ ) is the number of tanks with flow
velocities V in the range of 0.1 m/s-0.5m/s.

The flow field characteristics extracted by the RAS system are usually limited to a
certain point and cross-section velocity. Compared with the RAS system, the size of an
aquaculture tank in an aquaculture vessel is large, and the variation in the flow velocity
data at individual points, lines, or planes in the flow field of the aquaculture tank cannot
completely reflect the characteristics of the whole flow field. Therefore, in order to analyse
the distribution characteristics of the flow velocity (V) in the tank more comprehensively,
probability density (PD) and cumulative probability density (CPD) were used for statistical
analysis in this study. By plotting CPD curves with variations in the flow velocity (V),
the distribution of the flow velocity in the whole flow field of the tank can be more
comprehensively investigated. In order to avoid the influence of the large flow velocity at
the inlet and outlet on the overall data in the tank, the 99% quantile of the flow velocity
data was used as the representative value of the maximum flow velocity. The maximum
flow velocity in the tank was defined as the 99% quantile of the flow velocity data, denoted
as Vggo,. In this study, the processing of data was performed using MATLAB R2021a.

®)

3. Results and Discussion
3.1. Effect of Corner Ratio on the Percentage of Areas with Fishable Flow Rates

In order to analyse the effect of the ratio of the corner on the flow field in the tank,
the flow field in the tank was numerically calculated for four working conditions, namely,
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C=0,C=0.26,C=0.33, and C = 0.40. Figure 4 shows the distribution of the Vgge, flow
velocity under different proportions of corners. As shown in Figure 4, the proportion of the
corner has a significant effect on the distribution of the flow velocity in the tank. The flow
velocity in the tank increases with the increase in the corner of the tank, and the average
velocity of the four conditions shows a significant upward trend. For conditions A1 and A2,
i.e.,, when the diameter-to-depth ratios are C = 0 and C = 0.26, the low-velocity area of the
flow velocity in the tank (the area where the flow velocity is less than 0.1 m/s) is higher,
the quality of the flow field in the tank is relatively low, and the flow velocity area that
can satisfy the requirements of fish culture is 50% and 45%, respectively. Compared with
conditions Al and A2, the low-velocity area of the flow velocity in the tank is significantly
reduced in conditions A3 and A4, i.e., when the diameter-to-depth ratio C > 0.33. Compared
with the Al and A2 conditions, the A3 and A4 conditions, i.e., when the diameter-to-depth
ratio C > 0.33, the low-velocity region of the flow velocity in the tank is significantly
reduced, and the quality of the flow field in the tank is higher at this time. The percentage
of the flow velocity region that can satisfy the requirements of fish culture (0.1 m/s<V <
0.5 m/s) is 72% and 75%, respectively. The maximum flow velocities, Vg, and Vg, in the
tanks with a corner design (e.g., with a corner ratio of 0.33:1) were significantly increased,
which was consistent with the findings of Milad et al. in their CFD simulation of land-based
tanks, and proved that the corner structure had a significant effect on the velocity of the
flow field in the tanks [35].

0.16 100% HEPD
——CPD
Al I Suitability
0.12 75%
0.08 50% 50%
45%
0.04 25%
0
0.16 ™ ¥ 7 ! ) "1100%
o A4
0.12 72% 5% 75
0.08] 50%
0.04 hs0%

0.05 0.1 0.15 0.2 0.25 0.05 0.1 0.15 0.2 0.25
Velocity magnitude(m/s) Velocity magnitude(my/s)

Figure 4. Probability density distribution of the streamflow and proportion of fishable area at each
corner ratio.

3.2. Energy Transfer Impact

Figure 5 shows the variation in the flow velocity, residence time, drag coefficient,
and energy conversion efficiency for different corner ratios. As shown in Figure 5a, the
characteristic velocities obtained through statistical analysis are positively correlated with
the corner ratio. An increase in the corner ratio leads to a decrease in the probability of a
low flow velocity in the tank, and the velocity Vo9, increases from 0.16 m/s to 0.19 m/s,
while the velocity Vsge, increases from 0.1 m/s to 0.13 m/s. In contrast, the water residence
time is not sensitive to the corner ratio, as shown in Figure 5a. The residence time Tgqq,
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increases slightly, the median residence time changes less, the residence time Tqge, increases
from 2727 s to 2811 s, and the residence time Vg, always fluctuates above and below
2100 s. As shown in Figure 5b, the drag coefficient C; and the energy conversion efficiency
in the tank increase and then decrease and finally increase with an increase in the corner
ratio C of the tank. When the ratio C > 0.26 in the corner of the tank, the value of the
drag coefficient C; in the tank shows a significant decline, and the efficiency of the energy
utilisation shows a significant growth trend.
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Figure 5. (a) The variation in the statistical flow rate versus the variation in the residence time.

(b) The variation in the drag coefficient C; versus the capacity utilisation efficiency in the tank.

In the A3 and A4 conditions, the wall surface of the culture tank with a tangent angle
smoothly guides the incident water movement trajectory to steer, which slows down the
impact of the incident water flow. The energy loss caused by the water flow-steering
process is changed into energy to maintain the movement of the water body, and the flow
velocity in the tank is increased while the discharge capacity is enhanced. When the corner
ratio C > 0.33, the effect of the corner ratio on the flow velocity and the proportion of the
fishable area in the tank are small.

3.3. Local Vectors at Corners

Figure 6 shows the flow velocity distribution characteristics of the surface layer
(Z =7.5m), middle layer (Z =4.5m), and bottom layer (Z = 0.5 m) profiles with four
corner ratios. Overall, the water in the tank forms a counterclockwise-rotating flow under
the inlet push current, and there is a low-flow velocity area in the centre of the tank. The
magnitude of the flow velocity gradually increases from the vertical centre to the wall of
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the tank, and with the decrease in the liquid height, the flow velocity shows a decreasing
trend. In the case of the square tanks, the corners of the tanks show a low flow velocity
in the stagnant water area, and in the other three cases, no low-velocity area is found in
the corners.

A4
o

N

7=0.5m

Velocity magnitude (m/s)

0 0.05 0.10 0.15 0.20 0.25

Figure 6. Flow velocity cloud at Z=7.5m, Z =4.5m, and Z = 0.5 m profiles for different corner scales.

Figure 7 shows the flow velocity vector map at the corner. When the square culture
tank without a corner or corner distance is small, the water body mass point movement
regularity is poor, and the flow pattern is turbulent. With the increase in the corner distance
of the square culture tank, the corner of the water flow guidance strengthens the role of
the water body to reduce the water body mass point and the wall between the collision.
The irregular collision between the water body mass point is also relatively reduced. The
trajectory is gradually changed to the centre of the tank around the spinning flow, and the
flow pattern is more stable. Its trajectory gradually changes to a rotating flow around the
centre of the culture chamber, and the flow pattern is more stable. This proves that the
corner structure can reduce the proportion of the low-speed zone in the tank, and the larger
the distance between the corners of the square tank and the larger the distance between the
corners, i.e., where the tank tends to be rounded, the better the tank’s velocity distribution.

Velocity magnitude (m/s)

0 0.05 0.10 0.15 0.20 0.25

Figure 7. Vector diagram of the flow field at the corners.
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Al

particule removal efficiency

3.4. Impact of Effluent Efficiency

Solid particles produced by organisms in tanks need to be quickly removed as their
hydrolysis, leading to decomposition, reduces dissolved oxygen levels and releases organic
molecules, finely suspended solids, and ammonia, which can cause water quality problems.
Another danger of using seawater in aquaculture vessels travelling for long periods of time
in the deep sea is that toxic H2S can also accumulate in the tanks, and this can be harmful
to fish if the solids are not rinsed away quickly [36,37]. To eliminate particle build-up,
the design of the tanks needs to be self-cleaning so that fish growth and welfare are not
negatively affected. By monitoring the mean kinetic energy and turbulent kinetic energy
of the fluid in the computational grid in FLOW-3D, it was found that the computation
converged to a steady state after 1500 s. At 1800 s, the particles started to drop, with a total
of 5000 particles with a diameter of 1 cm, and the particles were released at the free surface
with an initial downward velocity of 1 cm/s. Figure 8 shows the combined information on
the particle dispersion in the tank.

e
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Figure 8. Efficiency of particulate exclusion in tanks.

As shown in Figure 8, the solid particle exclusion effect of the Al and A2 conditions
was always in the lead in the 1000 s after particle placement, and the particle visualisation
also shows that there were more low-flow particles in the culture tanks in the Al and
A2 conditions compared with the A3 and A4 conditions. After 60% of the particles were
excluded, the particle removal efficiencies of the four conditions gradually approached
each other. As mentioned before, in condition A1, the overall flow velocity in the tank
was low, and there were obvious low-flow velocity zones in the corners and centre of
the tank. The existence of these low-flow velocity zones made it easy for impurities such
as faeces and feed residues to be deposited and difficult to remove, which led to the
accumulation of waste and pollution at the bottom water, which increases the risk of
disease in the aquaculture and might even trigger the spread of parasites and diseases. In
actual operation, the organisms in culture tanks continuously produce faeces; therefore,
tanks with a corner-cutting design can strengthen the solid particle exclusion efficiency,
which makes these tanks obtain better fishability and also ensures good water quality
conditions. When the corner-cutting ratio C > 0.33, the corner-cutting ratio has a small
effect on the particle exclusion efficiency, and the increase in the corner-cutting ratio yields
limited improvement to the particle exclusion efficiency.

3.5. Vortex Structural Characteristics

In addition to flow velocities, vortices in the flow field are also important factors affect-
ing the water environment in tanks. The combination of tangential and axial movements of
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fluids in tanks generates vortices and plays an important role in the transfer of momentum
in the water column of the tanks [38,39]. In recent decades, many vortex identification
methods have been developed to describe the vortex structure of fluid flow as a result of
in-depth research by scholars. The g-method is one of the most commonly used vortex
structure visualisation methods, and in practical applications, the Q-value is usually used to
identify vortex structures in fluids [13]. When the Q-value is greater than zero, it indicates
that the rotational rate is greater than the shear rate, which helps to identify potential vortex
regions. Therefore, the Q-value is often used to visualise vortexes in fluids, especially in the
study of complex flow phenomena (e.g., turbulence and vortex motions). An excellent and
stable flow field forms a flow regime that generates rotation at the centre of the breeding
tank. When monitoring the mean kinetic energy and mean turbulent kinetic energy of the
fluid in the computational grid in FLOW-3D, the computation tended to exhibit a steady
state after 1500 s.

Figure 9 shows the vortex intensity at 2500 s for each condition, and according to the Q
criterion, the vortex maps at Q = 0.05 were selected. The vortex rings around the inlet and
outlet are the two main vortex areas, which are closely related to the transfer of turbulent
energy in the tank. An increase in the vortex intensity can strengthen the efficiency of tank
discharge, but the torque generated by excessive vortex can cause fish to capsize and lose
balance. Fish use their pectoral fins to restore balance and sharply increase their body’s
hydrodynamic resistance and spatial equilibrium energy consumption to resist capsizing
caused by vortex filaments of different scales, which make them swim slower or even lose
their swimming ability [40,41]. As shown in Figure 9, when the corner ratio is less than
0.33, the large-scale vortex structure breaks down into many close-to-small-scale structures,
vortex filament structures, and irregular vortex distributions. The colouring of the flow
velocity also shows that the flow velocity is higher near the tank wall. When the ratio of
the angle of tangency is greater than 0.33, the vortex column in the centre of the tank is
gradually stabilised, and the water moves regularly inside the tank, gradually appearing
as a large vortex ring.

Velocity magnitude(m/s)

0 0.05 0.10  0.15 020 025

Figure 9. Characteristics of vortex strength for different corner ratios.
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4. Conclusions

In this study, the flow field in the aquaculture tank of an 8000 t-class aquaculture
vessel was analysed using computational fluid dynamics (CFD) methods. The effect of the
proportion of tank corners on the flow field of the aquaculture tank was calculated, and
the efficiency of particle removal in the flow field was analysed. Based on the calculation
results, a reasonable scheme was given, which provides the necessary parameters for the
development and design of aquaculture tanks in aquaculture vessels and offers important
reference engineering value.

(1) From the perspective of the fishability of tanks, for the same culture volume, tanks
with a larger corner ratio C have better hydrodynamic characteristics, including a more
uniform velocity distribution, a smaller share of the low-speed zone, and a high intensity
of eddies, which also contribute to the mixing of dissolved oxygen and the aggregation
and discharge of solid particles.

(2) From the point of view of circulating water utilisation efficiency, when the corner
ratio C is small, the average speed of the aquaculture vessel is low, the input energy
utilisation efficiency of the jet is low, and the jet speed has to be increased in order to
maintain the appropriate speed range, which, in turn, generates more wastewater and
reduces the overall circulating water utilisation and economic efficiency of the aquaculture
vessel tanks.

(3) From the point of view of the space utilisation of culture tanks, the utilisation of the
culture space is reduced when the proportion of corners in square tanks is large, thereby
increasing the bioculture density, which is not conducive to fish welfare.

When the corner structure is not used, the overall flow pattern in the tank is poor, and
problems such as low energy utilisation efficiency, poor particulate exclusion effect, and
low vortex strength are present. This tank type is not recommended. When the corner ratio
C =0.26, the tank has a high volume of cultured water, but the flow field in the tank is weak.
An excellent flow field can be maintained by changing the position of the inlet and outlet
ports or by increasing the number of daily water exchanges and other measures. When
the corner ratio C = 0.33, the square-cut aquaculture vessel has a higher comprehensive
performance, including a higher fishable flow rate, energy use efficiency, and particulate
removal efficiency, as well as higher flow field characteristics and aquaculture volume.
This helps to improve the overall economic efficiency of the aquaculture vessel and should
be considered a priority in the construction of aquaculture vessels. When the corner ratio
C = 0.4, the tank has an excellent flow field performance and can reduce the number of
daily water changes to save energy loss under the condition of meeting the requirements of
fishability. When the corner ratio C = 0.4, the flow field in the chamber is excellent, and
the number of daily water changes can be appropriately reduced to save energy losses,
provided that the requirements for fishability are met.

When the aquaculture vessel is cruising, the large transverse rocking of the vessel will
lead to a large increase in the flow velocity in the tanks. Hence, the above conclusions are
only applicable to the case of vessels at anchor or operating in small winds and waves.
This study’s results can still be used as a reference for the design and construction of
aquaculture vessels, which are mostly at anchor, except when there is an impending
typhoon or unsuitable water temperature.

During the actual operations of aquaculture vessels, both fish density and tail-swinging
characteristics can impact the flow field in the tanks. Future work extending this study
will consider the effect of fish characteristics on the flow field characteristics in the tanks,
where flow velocities can be significantly reduced when fish densities are too high and
where fish wagging can result in localised increases in flow velocities within the flow
field. Fish characteristics will inevitably create complex flow dynamics within the tanks,
so flow velocities and effluent efficiencies, for example, become more difficult to predict.
In subsequent research, we plan to use the multiple reference frame (MRF) technique to
model the cultured fish body. The MRF method can be used to complement and improve
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this study. The results of this study will be considered in future computational studies
of tanks.
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SIS

Abstract: In order to accurately estimate the distribution of Trachinotus ovatus in marine cages, a novel
method was developed using omnidirectional scanning sonar and deep-learning techniques. This
method involved differentiating water layers and clustering data layer by layer to achieve precise
location estimation. The approach comprised two main components: fish identification and fish
clustering. Firstly, omnidirectional scanning sonar was employed to perform spiral detection within
marine cages, capturing fish image data. These images were then labeled to construct a training
dataset for an enhanced CS-YOLOvV8s model. After training, the CS-YOLOv8s model was used to
identify and locate fish within the images. Secondly, the cages were divided into water layers with
depth intervals of 40 cm. The identification coordinate data for each water layer were clustered
using the DBSCAN method to generate location coordinates for the fish in each layer. Finally, the
coordinate data from all water layers were consolidated to determine the overall distribution of
fish within the cage. This method was shown, through multiple experimental results, to effectively
estimate the distribution of Trachinotus ovatus in marine cages, closely matching the distributions
detected manually.

Keywords: marine cage; distribution of fish; omnidirectional scanning sonar; density clustering;
Trachinotus ovatus

1. Introduction

Cage aquaculture is the main aquaculture mode for the development of modern
marine pastoralism [1], playing an indispensable role in the conservation and utilization
of marine resources. To ensure culture efficiency and fish health, simply estimating the
distribution of fish in the marine cages is insufficient for a comprehensive understanding of
the state of aquaculture [2,3]. The distribution of fish in marine cage, especially at different
time periods and in different areas, is important for optimizing feeding management,
preventing disease outbreaks, and improving culture efficiency [4]. Firstly, the distribution
of fish in the marine cage at different time periods is affected by a variety of factors that are
not, or are only partially, controllable in open sea cages by aquaculture managers; these
include daylight, temperature [5], feed placement time, waves [6], and other environmental
conditions. Understanding these distribution patterns is useful for aquaculture managers
to determine when fish reach satiation during feeding, so that they can adjust feeding
strategies, such as optimizing the timing and location of feed placement, thereby improving
feed utilization and reducing waste. Secondly, understanding the spatial distribution
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of fish helps to identify normal and abnormal behavior, serving as an indicator of sub-
optimal rearing conditions or good management practices. Dense fish populations are
more likely to lead to increased stress, skin or fin damage, and the rapid spread of diseases.
By understanding the spatial distribution of fish and adjusting high-density areas, the risk
of disease is effectively reduced [7]. Therefore, accurately estimating the distribution of fish
in marine cage culture is an important challenge [8].

The estimation methods for the distribution of fish in cages mainly include three
categories: acoustic, optical, and acousto-optical methods [9]. However, acousto-optical de-
vices are too expensive, and the implementation conditions and steps are too cumbersome.
Therefore, the current mainstream methods are acoustic and optical methods. Optical meth-
ods have advantages such as non-invasiveness and high resolution [10]. Some scholars
have proposed methods of monitoring and estimation with different optical devices and
have achieved good results [11-13]. Under seawater, optical devices have low visibility;
the close-range resolution is high, but the long-range resolution is low. The resolution
is also very low when the seawater is turbid. Therefore, it is difficult to fully exploit the
advantages of optical methods. By contrast, the detection range of acoustic methods is
larger, and the resolution is more constant. Data can be acquired with various sonar devices
to generate image information and obtain data on the fish in marine cages [14]. In recent
years, the utilization of sonar devices has achieved some positive results in the monitoring
of fishery resources [15-19]. Feng et al. [20] proposed an automatic estimation method for
fish abundance in sonar images. This method was based on an improved multi-column
convolutional neural network (MCNN) and supplemented by multi-expansion rate fu-
sion loss, improving the accuracy of the model and enhancing the level of information
technology in aquaculture. Duffy et al. [21] used side-scan sonar and underwater video
to draw sediment maps of reefs near the northern coast of Illinois in Lake Michigan to
describe and quantify the distribution of lake trout and the eggs laid. Jing et al. [22] used
DIDSON imaging sonar to obtain water data, calculate the average density of objects,
and estimate the quantity of fish in the water in combination with the water area. This
method also had high statistical accuracy. Chevallay et al. [23] combined small sonar tags
with active acoustic and high-resolution GPS, pressure, motion, and optical sensors to
explore the oceanographic parameters and distribution of seal-aimed pelagic fish and the
behaviors of seals. Cui et al. [24] proposed a fish quantity estimation method based on
imaging sonar. In this method, denoising, edge extraction, object segmentation, and other
treatments were performed on the data acquired by the sonar to determine the image
features of fish. Afterward, the measurement area of the sonar was counted to calculate the
average volume density and realize the estimation of fish quantity in combination with
the area of the culture area. The above studies have shown that monitoring fish with sonar
is efficient and convenient. However, the opening angle problem of the sonic wave of the
sonar during operation results in a limited scanning area and the existence of visual blind
spots in the detected data, leading to double counting or the missed counting of fish. This
has a significant influence on the estimation of fish distribution. Therefore, solving the
visual blind spots during sonar measurement needs to be further explored to estimate fish
distribution more accurately.

In summary, this study proposes a method for fish distribution estimation in marine
cage aquaculture based on omnidirectional scanning sonar. This method mainly involves
fish identification and counting as well as fish clustering. The method achieves distribution
estimation through water layer differencing and column-by-column clustering, which
not only estimates the number of fish in aquaculture cages but also provides detailed
information about fish distribution. This detailed information could offer effective data
support for improving aquaculture efficiency and management levels.
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2. Materials and Methods
2.1. Experimental Materials and Collection
2.1.1. Experimental Site and Biological Samples

The experimental data were measured and obtained in the adjacent waters of Guishan
Island, Zhuhai, Guangdong province (113.84473° E, 22.12571° N, salinity 21.5% and
visibility of approximately 1.5 m) on 7 January, 2024. The satellite map of the experimental
area and the aerial view of the experimental site are shown in Figures 1 and 2, respectively.

Figure 1. Satellite image map of the experimental site.

Figure 2. Aerial view of the experimental site.

The cage used in this experiment is shown in Figure 3. The dimensions of the cage
are4m X 4 m x 4 m. The four corners of the cage had additional weights to ensure that it
remained stable underwater. However, affected by the buoyancy of seawater, the depth of
the cage was approximately 2.9 m. The fish used in this experiment were Trachinotus ovatus
under normal culture conditions. The body length of the fish was approximately 24 cm
(Figure 4).
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Figure 4. Trachinotus ovatus used in the experiment. (a) Body length; (b) Body height.

2.1.2. Device and Operating Mode

The device used in this paper was the omnidirectional scanning imaging sonar
Scanfish-1I (A2), launched by T-SEA Marine Technology Co., Ltd. (Zhangjiagang, China)
This small imaging sonar was designed for underwater detection. Its specific technical
indexes are shown in Table 1.

Table 1. Technical indexes of high-frequency horizontal mechanical scanning sonar.

Item Technical Index
Operating frequency 667 kHz
Range of action 3m
Beam opening angle(Vertical x Horizontal) (75+1.5)° x (2.6 +£0.3)°

Distance pixel /precision 5cm
Scanning area (polar coordinates) 360°
Maximum working depth 3m

Pan tilt rotation frequency 2.5 s/circle

Cylinder size $57 mm x 99 mm

The working principle of the sonar is shown in Figure 5a. The range of the sonar is
denoted as R, with a beam opening angle of 2.6° horizontally and 7.5° vertically. The sonar
emits ultrasonic waves, and the beam is rotated sequentially through the gimbal to achieve
360° horizontal measurement.
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Figure 5. Working principle diagram of omnidirectional scanning sonar. (a) Schematic diagram of
sonar scanning; (b) Work diagram.

In the measurement of each detection angle, the sonar emits a sound signal forward,
and the echo signal reflected from the target object within the beam’s irradiation area is
received by the sonar for imaging. The detection beam emitted by the sonar is horizontally
divided into several fan-shaped beams with vertical opening angles. Each beam illuminates
the target, as shown in Figure 5b, forming a set of distance and intensity information.
The echo intensity information of all beams is arranged based on position relationship
to create the sonar image. The intensity of the echo signal reflects the acoustic reflection
characteristics of different target objects, while the resulting time delay is used to determine
the actual distance of the target object relative to the sonar position.

2.1.3. Data Acquisition

This experiment was a quantitative and temperature study that compared different
quantities and culture temperatures of Trachinotus ovatus, with a difference of 50 fish in
each group. Two hundred of the tens of thousands of fish cultured in the same batch were
caught for the experiment, so there was no great disparity between the individual fish.

The sonar is shown in Figure 6, and it was designed to be connected to the end of the
silver electric telescopic rod depicted in Figure 7. The telescopic rod drove the sonar to
achieve unidirectional, uniform, vertical movement. Both the telescopic rod and the sonar
were connected to 24 V batteries for their power supply. The maximum telescopic speed of
the rod was 2.8 cm-s~!, with a maximum range (fully extended) of 6.41 m (allowing access
to the bottom of the cage), a fixed length (not extended) of 1.5 m, and a telescopic capacity
of 4.9 m. The rod was supported by an orange float to keep it suspended above the water
surface. The omnidirectional scanning sonar was used for underwater measurement, and
the data were transmitted back to the computer. The sonar operated in low-frequency mode,
and the range was set to 3 m, based on the maximum radius of the cage (approximately
2.8 m).
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Figure 6. Omnidirectional scanning sonar.

Figure 7. Sonar Assembly.

The steps for a single data collection were as follows: Suspend the telescopic rod with
the sonar at the center of the water surface of the cage, ensuring the sonar is in contact with
the water surface. Activate both the sonar and the electric telescopic rod. The telescopic rod
drives the sonar to move underwater at a constant speed of 2.4 cm/s for measurement. The
telescopic rod should stop working when its extension length (from the water surface to
the bottom of the sonar) reaches 2.9 m, which is the maximum depth affected by buoyancy
in the cage. This measurement depth is recorded as experimental data. The sonar data are
recorded at 160 frames per second, with each recording lasting approximately 2 min. After
the data acquisition, retrieve the sonar to the water surface. Note: As shown in Figure 8,
the sonar was positioned on the center axis of the cage. During the scanning operation, the
telescopic rod was extended so that the sonar moved at a uniform speed along the center
axis in a unidirectional manner. Consequently, the scanning area was not limited to the
horizontal plane but formed a spiral measurement pattern.

In order to explore the effects of temperature on fish distribution in sea cages, we
designed an experimental scheme. Firstly, at 8:00 (approximately 16 degrees Celsius),
100 fish were manually removed from the right side of the experimental cages, as shown
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in Figure 3, and placed in the cage for the experiment. The previous collection steps were
repeated and the experimental data were recorded. Next, another 50 fish were manually
placed into the cage, bringing the total fish to 150. The previous collection procedure was
then repeated to collect the experimental data. Finally, another 50 fish were added to the
cage to bring the total fish to 200. The collection procedure was repeated to collect the
experimental data. We waited until 13:00 (approximately19 degrees Celsius) and repeated
the collection procedure. Data were collected for three different numbers of fish at this
time. At 18:00 (approximately 18 degrees Celsius), the collection procedure was repeated.
Data were collected for three different numbers of fish at this time. A total of 19 sets of
experimental data were collected.

Figure 8. Side view of the sea cage. The sonar in the yellow box is located on the center axis of the
net cage, and the yellow dotted lines shows the range covered by the sonar.

The 19 groups of data were numbered; 7 groups of data with 200 tails were numbered
as 13, 14,15, 16, 17, 18, 19; 6 groups of data with 100 tails were numbered as 1, 2, 3, 4, 5, 6;
and 6 groups of data with 150 tails were numbered as 7, 8,9, 10, 11, 12. Of these, numbers 1,
2,7,8,13, and 14 are 8:00 data; numbers 3, 4, 9, 10, 15, and 16 are 13:00 data; and numbers
5,6,11,12,17, 18, and 19 are 18:00 data.

At each time period, the number of fish in each group was measured two times, with
one randomly selected as the training group for the target recognition model and the other
as the test group.

2.2. Data Saving Method

The image data, collected 19 times by the sonar, were replayed and processed to obtain
video format image data for subsequent target recognition using a trained recognition
model. There was a total of 19 sets of video data. Each set of data corresponded to the
time per second of the sonar during spiral measurement, with a duration of approximately
2 min and a resolution of 804 pixels in width by 604 pixels in height.

2.3. Object Identification Module
2.3.1. Identification Model CS-YOLOv8s

The YOLOV8 model by Ultralytics is a SOTA model based on previous YOLO versions [25].
On the premise of maintaining real-time performance and high detection accuracy, this paper
proposes an improved object detection model, CS-YOLOVSs, based on the YOLOv8s model.

Considering that each fish in sonar images is a small object, the core idea of the im-
proved algorithm was to enhance the network’s ability to perceive the feature information
of small objects. CS-YOLO focuses on optimizing the structure of the original model and in-
troduces the CoT attention mechanism [26] to improve small object detection. Additionally,
redundant information is processed using the thin neck module of Slim-Neck [27], and the
GSConv [27] model is integrated to enhance the model’s identification performance while
maintaining a lightweight design.
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2.3.2. Dataset Creation

The sonar image data obtained were recorded as video data, with each second corre-
sponding to each second during the spiral measurement. From this image data, 200 fish
sonar images were randomly captured and annotated with MakeSense (category—fish).
The annotated datasets were then randomly divided into two categories: 160 images were
used as training sets, and 40 images were used as test sets.

2.3.3. Evaluation Indexes

Evaluation indexes are essential for assessing model performance. To evaluate the
effectiveness of the proposed method, this study focused on four measures: Params,
GFLOPs, mAP, and Size. GFLOPs indicate the amount of computation required by the
model, reflecting its complexity. Params describe the number of parameters contained in
the model.

The specific type of Average Precision (AP), referred to as mAP (mean Average Preci-
sion), was obtained by sorting the predicted values and the recall values of the model [25].
It involved calculating the area enclosed by the lines generated by the vertical axis and
the recall values represented on the horizontal axis in the Cartesian coordinate system.
This area provided a measure of the model’s precision and recall performance across
different thresholds.

AP = Z (Rnt1 — Rn)-Pn @

where R is Recall, the recall represented by the horizontal axis; P is Precision, the precision
represented by the vertical axis.

MAP®@0.5 refers to the value of Average Precision (AP) when the Intersection over
Union (IoU) threshold is set at 0.5 and MAP@0.5:0.95 represents the mean Average Precision
across IoU thresholds ranging from 0.5 to 0.95 in increments of 0.05 [25]. There is a positive
correlation between the precision of the model and the mAP [25].

APu=05 + APou=055 + ... + APiou=095
n

mAP@0.5 : 0.95% =

()
where the value of n was 10.

2.3.4. Training Process

When training the detection network model, the following parameters were set: the
number of iterations was 300, the weight decay coefficient was 0.0005, the initial learning
rate was 0.01, the learning rate momentum was 0.937, and the batch size was 16. As shown
in Figures 9 and 10, the model stopped training after 300 iterations. At this point, the loss
had decreased to 0.69 and the mAP@0.5% had reached 87.4%.

REN o
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Figure 9. Training process (Loss).
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Figure 10. Training process (mAP@0.5%).

2.4. DBSCAN Clustering Module

DBSCAN (Density-Based Spatial Clustering of Applications with Noise) is a clustering
algorithm that focuses on the density of samples [28]. The core principle of DBSCAN is
density-based classification, where samples within a certain density range are considered
to belong to the same cluster. The clustering effect is achieved by classifying samples based
on their density. To illustrate the DBSCAN process in detail, we will use the measurement
data of 150 fish numbered 10 as an example.

2.4.1. Pre-Processing of Clustering Data

After processing with the improved CS-YOLOVSs identification algorithm, the coordi-
nate positions and quantity information of the fish identified in each frame of the video
data were obtained. The quantity of fish detected in each frame and their corresponding
coordinate information were recorded. Subsequently, the two-dimensional coordinate data
were converted from the normalized image coordinates to the actual coordinates in the

real-world context.
X=(x—n)*((2r/h)*w

Y = (y —n) * (2r) ©)

where (X, Y) represent the point p’ coordinates in Figure 11a, (x, y) represent the point p
coordinate in Figure 11b, n was set to 1/2, r is the sonar range, which was 300 cm, h is the
image height in pixels, and w is the image width in pixels.

() (b)

Figure 11. Coordinate transformation. (a) A coordinate system with sonar as the origin; (b) A
coordinate system with the top left corner as the origin.
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To convert the two-dimensional coordinate data into three-dimensional coordinates,
depth information calculated based on the time of the video data was added. The depth
calculation formula can be expressed as follows:

d=tx*xv 4)

where d is the water depth, tis the frame-by-frame time of the video, and v is the descending
motion speed of the sonar.

In Figure 12, the purple and blue boxes represent different water layers. The blue and
green hollow circles denote the radius of clustering. Solid circles represent fish. The purple
solid circle indicates the core object of a cluster, while the red solid circle represents the data
of the same fish observed in different water layers. The summarized three-dimensional
coordinate data were divided into 11 water layers, each with a depth interval of 40 cm. This
spacing was determined using a trigonometric function based on the sonar beam opening
angle and the scanned radius of the cage. The data were segmented into 11 water layers,
with an overlap of 15 cm between adjacent layers, based on the body length and height
of the fish used in the experiment. The overlap between water layers was intentional to
account for the possibility that fish might move between layers during measurement. This
overlap helped minimize the impact of repeated scanning data on the coordinates of fish
after clustering, ensuring a more accurate representation of fish locations.

Figure 12. Water layer division.

2.4.2. DBSCAN Clustering

The 3D data for each water layer were clustered using DBSCAN clustering analysis,
with the following parameter settings: epsilon = 20.0, min_samples = 1. Considering the
body length of the fish (approximately 24 cm) and their body height (approximately 12 cm),
as well as the tendency for fish to school, the radius of clustering was set to 20.0 cm. This
radius was chosen because fish typically do not stay very close to each other for extended
periods. In this clustering setup, a hypersphere with a center at the coordinate of each fish
and a radius of 20 cm was used. If additional coordinate points fell within this hypersphere,
they were considered to belong to the same fish, since multiple fish are unlikely to be
positioned very close to each other for long periods. Thus, the DBSCAN parameters were
chosen to ensure that individual fish could be distinguished even if they were close together,
reflecting the experimental conditions and the natural behavior of the fish.

Taking the data from the 100-140 cm water layer as an example, the spatial distribution
of all coordinate points within this water layer is illustrated in Figure 13a. After traversing
all points in the water layer, points that fell within the hypersphere with an epsilon radius
of 20 cm were classified into the same cluster. This resulted in a total of 5384 coordinate
points in this water layer. After applying DBSCAN clustering, these points were divided
into 16 clusters, including noise clusters. The clusters were identified by different colors, as
shown in Figure 13b.
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Figure 13. Clustering in the 100-140 cm water layer. (a) Fish distribution; (b) Cluster effect diagram.

2.4.3. Reduction and Display of Noise Point

During clustering, attention should be focused on two types of data: core objects and
noise points. Core objects are the coordinate points that meet the clustering parameters set
(e.g., within the epsilon radius) and are considered the main components of a cluster. Core
objects are crucial as they form the basis of the clusters and represent grouped fish. Noise
points are coordinate points that do not meet the clustering parameters and are classified
as noise during the clustering process. From a practical perspective, noise points indicate
locations where there is only one fish within a certain range without interference from other
fish. Each noise point represents a fish that should not be disregarded. In subsequent data
processing, it is essential to comprehensively consider both core objects and noise points to
ensure accurate fish count and distribution analysis.

As shown in Figure 14, the data of 5384 points in the 100-140 cm water layer were
selected from the sonar images for experimental analysis. All data points of the water layer
are shown in Figure 14a, and experimental results after clustering parameters (epsilon
=20.0, min_samples = 1) are displayed in Figure 14b. In Figure 14b, the red “%” (Cul)
represents the noise point identified by clustering, totaling one noise point. The remaining
clusters, composed of core objects, are also shown, with a total of 15 clusters identified,
excluding noise points. In the statistical process, clusters are counted as single fish. Noise
points are counted individually as each represents an independent fish. The “Noise”
cluster, which consists solely of noise points, should not be counted as a fish. This method
ensures that both core objects and noise points are accurately accounted for in the fish
distribution analysis.
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Figure 14. Water layer data and the data after clustering. (a) Fish distribution map before clustering;
(b) Cluster diagram of noisy points.
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2.4.4. Reduction and Experiment Display of Center

To display clusters and centers more intuitively, the study used data from 5384 points
in the 100-140 cm water layer, selected from the previous sonar images. The clustering
parameters used were epsilon = 20.0 and min_samples = 1. After clustering, clusters repre-
senting coordinate points identified as the same fish were obtained. Given the difficulty in
counting all coordinate points for spatial distribution analysis, each cluster was centralized
to select a representative center point. This approach facilitated the study of fish distribu-
tion. Note that the “Noise” cluster, consisting solely of noise points, was not included in
this centralization process and was counted point by point. The centers of each cluster
were calculated, and their coordinates are provided in Tables 2 and 3.

Table 2. Coordinates of cluster centers in the 100-140 cm water layer.

Cluster Center X/em Y/em Depth/cm
1 —35.4 2.0 22.8
2 16.2 16.3 8.8
3 —133.6 72.8 17.1
4 —157.0 421 17.2
5 —68.4 132.8 19.6
6 —-107.9 106.8 229
7 —106.3 —26 18.8
8 —12.6 42.6 33.0
9 —38.8 99.6 34.0
10 —151.1 99.0 29.5
11 —86.9 84.3 29.5
12 37.1 -21.9 35.1
13 —69.4 104.5 36.3
14 —284 —113.4 38.8

Table 3. Coordinates of cluster noise point in the 100-140 cm water layer.

Noise X/em Y/em Depth/cm
1 16.4 40.4 11.9

The calculated center coordinates and noise points of each cluster are displayed in
Figure 15. In Figure 15a, the red “%” markers indicate noise points, while cyan “%”
markers indicate the centers of each cluster. The color shading of the icons reflects the
distance of coordinate points within each cluster along with the center of each cluster. The
clustering effect is demonstrated to be effective.
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Figure 15. Center and noise point of core object. (a) Distribution map of center point and noise point;
(b) Centralization rendering.
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2.4.5. Data Statistics of Water Layer

The quantity of fish in each water layer was determined by clustering the data for
each water layer using the parameters epsilon = 20.0 and min_samples = 1. The results are
summarized in Table 4.

Table 4. Statistics of clustering results.

Total Number of Number of Clusters

Water Layer/cm Coordinate (Including Noise Nulin !Jer ;)If.Nmse erilmbf r of }:;Sh m
Points/Piece Clusters)/Piece oints/Piece 18 Layeritiece

0~40 439 2 0 2

25~65 0 0 0 0

50~90 792 4 0 4
75~115 1794 5 0 5
100~140 5384 16 1 16
125~165 11,242 31 1 31
150~190 15,273 19 1 19
175~215 15,431 18 2 19
200~240 11,861 40 2 41
225~265 4432 26 0 26
250~290 253 2 0 2

Total 66,901 162 7 164

As shown in Table 4, clustering of the data from all water layers, totaling 66,901 points,
resulted in 162 clusters, including 7 noise point clusters. The quantity of fish was estimated
based on these clusters, with a total of 164 fish detected in the entire cage. Given that there
were originally 150 fish in the target cage, the estimated quantity of 164 fish represents an
error of 14 fish. This results in an accuracy rate of 90.7% and an error rate of 9.3%. Despite
the slight overestimation, the high accuracy rate indicates that the clustering method
was effective. Additionally, the method provided valuable information on the number of
fish in each water layer, which is useful for analyzing the vertical distribution of fish in
marine cages.

3. Results
3.1. Result of Cage Data Acquisition

The sonar images depicting varying quantities of fish at a given moment are shown in
Figure 16. The figure highlights several key observations:

(b)

Figure 16. Sonar images of different numbers of fish. (a) 100 fish; (b) 150 fish; (c) 200 fish.

Outer Contour: The outermost square in each image represents the contour of the
netting within the cage.
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= fish 0.:69

Fish Contours: The fish-like shapes within the central portion of the netting indicate
the presence of fish.

Additional Points: Smaller image points throughout the net garment represent fish at
different locations and some noise points resulting from sea wave interference.

It is noted that the netting contours across the images are not identical, with missing
segments visible in the middle and right images. These discrepancies were attributed to
the changes of the net garment caused by the movement of sea waves.

3.2. Data Processing

This paper concentrated on the analysis of the cage area to obtain detailed insights into
the quantity and spatial distribution of fish across different water layers. The clustering
analysis provided the quantity and coordinates of fish in each layer, allowing for an in-depth
examination of their distribution patterns. This information was crucial for understanding
fish behavior and enhancing feeding efficiency.

To ensure the fairness and effectiveness of model training, data processing was
performed on each dataset of 200, 150, and 100 fish, respectively. The following evalu-
ation metrics were used to assess the performance of the proposed method: accuracy,
error rate, and number of errors. Sets of data from the 100 fish, 150 fish, and 200 fish
datasets were selected (numbered 4, 10, and 16) as an example to illustrate the following
in this section.

Number of Errors: This was calculated as the absolute value of the difference between
the actual number of fish and the estimated number.

Error Rate: The error rate was determined as the percentage of the number of errors
relative to the actual number of fish.

Average Error: This was computed as the mean of all error rates.

Average Precision: This was calculated as one minus the average error rate.

These metrics were used to comprehensively evaluate the accuracy and reliability of
the proposed method.

The sonar image data, recorded as video data, were processed using the trained
improved CS-YOLOv8s model for object identification (Figure 17). This model analyzed
the sonar video data to extract information on the identified fish.

fish 0.82
fSh 076 fish 0.73
fish G55 .

JiSENONST,

3 sh 0.76
T O G 73sh-0a7

fish 0.83

o - A ‘
{5

(b)
Figure 17. Fish for object identification. (a) 100 fish; (b) 150 fish; (c) 200 fish.

The image coordinates were converted into actual coordinate data using the ratio of
image pixels to the actual cage size. Depth data, based on the sonar’s motion rate, were
added to the coordinate information of the fish to form 3D coordinate data. The cage was
then divided into 11 water layers, each with a depth interval of 40 cm. The coordinate
data for fish identified in each water layer were obtained and clustered using the DBSCAN
algorithm to estimate the fish coordinates within each layer.

The estimated distribution positions of the fish in the cage were summarized based
on the estimated coordinate data. Additionally, a comparative analysis of fish distribution
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was conducted to evaluate the spatial arrangement and density of fish in different layers of
the cage.

3.3. Result Analysis
3.3.1. Effects of Quantity on Fish Distribution

Sets of data from the 100 fish, 150 fish, and 200 fish datasets were selected (numbered 4,
10, and 16) as an example to illustrate the following in this section. Based on the data on fish
quantities in each layer obtained from clustering, the trend of fish numbers with depth was
plotted, as shown in Figure 18. From Figure 18, it can be observed that the number of fish
initially increased with depth before gradually decreasing. A significant concentration of
fish was found within the depth range of 1.25 to 2.45 m, with the highest density at a depth
of 2.25 m. This distribution pattern suggested that fish primarily preferred this depth range.
Considering the impact of human factors [29,30], it was noted that the vertical distribution
of fish might have been influenced by activities on the fishing rafts. Fish tended to seek
refuge below 1.25 m in response to human presence, indicating behavioral adjustments to
avoid disturbances.

_% C—100fish Group

a— 20 F

T T 1
—A—
[C—1200fishGroup 200fishGroup
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-_— 10
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Figure 18. Trend of number of fish with depth. (a) Comparison bar chart of depth distribution;
(b) Comparison line chart of fish depth distribution.

Horizontal Spatial Distribution of Fish

According to the coordinates of fish in each layer obtained from clustering, the hori-
zontal distribution maps of fish for different experimental groups were plotted, as shown
in Figure 19. In Figure 19, the origin of the coordinates (0, 0) denotes the position of
the sonar. It can be observed from Figure 19 that as the number of fish increased, the
horizontal distribution range expanded from a radius of approximately 1 m to a radius
of 1.5 m. Additionally, Figure 19a shows that a majority of fish were located around the
sonar, suggesting that the moving sonar had some level of attraction for the fish. The
summary of horizontal fish distribution across the three experimental groups is presented
in Figure 20. The distribution was mainly concentrated within a radius of 1.5 m from the
sonar, with a fairly even spread in all directions and only a few fish located near the edges.
Considering the effects of fish domestication [31], the even distribution can be attributed
to the variability in daily feeding positions, as fish were fed at various points in the cage.
Consequently, no significant aggregation in a corner was observed, indicating a uniform
horizontal distribution throughout the cage.
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Figure 19. Horizontal distribution maps of fish. (a) Horizontal distribution of 100 fish; (b) Horizontal
distribution of 150 fish; (c) Horizontal distribution of 200 fish.

250
@ 100fish Group

200 -] ° @ 150fish Group|
@ 200fish Group

150 F

100

S50F o
Y/(em) O

50 F

-100 |

-150

=200 |

_250 L L L L L L Il 'l

-200 -150 -100 -50 0 50 100 150 200
X/(cm)

Figure 20. Horizontal distribution comparison chart of fish.

Vertical Spatial Distribution of Fish in Each Layer

To visually display the distribution of fish at different water layers, sets of data from
the 100 fish, 150 fish, and 200 fish datasets were selected (numbered 4, 10, and 16) as an
example to illustrate the following in this section.

This analysis utilized the 3D coordinates of fish obtained after clustering, resulting in
11 graphs that illustrate the predicted spatial distribution across the 11 water layers. These
distributions are displayed in Figures 21-23.

Figure 22a: Two fish were identified in this layer, located near the water surface with a
depth of 15 cm and a horizontal distance of approximately 75 cm from the sonar.

Figure 22b: No fish were detected in this layer, indicating that either no fish were
present or none were swimming through this water layer at the time.

Figure 22¢: Four fish were found in this layer, distributed primarily 75 cm horizontally
and 20 cm vertically from the sonar direction.

Figure 22f: Thirty-one fish were observed in this layer, with a concentration of approx-
imately 100 cm horizontally from the sonar, mainly in the middle and lower parts of the
water layer, and fewer in the upper part.

The figures demonstrate that the quantity of fish increased with depth up to a certain
point and then decreased. The fish were mainly concentrated in the water depth range of
150 to 250 cm, with an even horizontal distribution and no extreme concentrations. The
culture density was assessed as reasonable.
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Figure 21. Spatial distribution maps of 100 Fish in each water layer. (a) Water layer: 040 cm;
(b) Water layer: 25-65 cm; (¢) Water layer: 50-90 cm; (d) Water layer: 75-115 cm; (e) Water layer:
100-140 cm; (f) Water layer: 125-165 cm; (g) Water layer: 150-190 cm; (h) Water layer: 175-215 cm; (i)
Water layer: 200-240 cm; (j) Water layer: 225-265 cm; (k) Water layer: 250-290 cm.
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Figure 22. Spatial distribution maps of 150 Fish in each water layer. (a) Water layer: 0-40 cm;
(b) Water layer: 25-65 cm; (c) Water layer: 50-90 cm; (d) Water layer: 75-115 cm; (e) Water layer:
100-140 cm; (f) Water layer: 125-165 cm; (g) Water layer: 150-190 cm; (h) Water layer: 175-215 cm; (i)
Water layer: 200-240 cm; (j) Water layer: 225-265 cm; (k) Water layer: 250290 cm.
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Figure 23. Spatial distribution maps of 200 fish in each water layer. (a) Water layer: 0-40 cm; (b) Water
layer: 25-65 cm; (c) Water layer: 50-90 cm; (d) Water layer: 75-115 cm; (e) Water layer: 100-140 cm;
(f) Water layer: 125-165 cm; (g) Water layer: 150-190 cm; (h) Water layer: 175-215 cm; (i) Water layer:
200-240 cm; (j) Water layer: 225-265 cm; (k) Water layer: 250-290 cm.

Vertical Spatial Distribution of Fish

Based on the 3D coordinates of fish in each layer obtained from clustering, the 3D
spatial distribution maps of fish in the entire cage were plotted, as shown in Figure 24.
The spatial distribution of fish for experimental groups with varying numbers of fish are
described in the three panels of Figure 24. In these maps, the balls represent individual
fish, with red, green, and blue circles indicating the projections of fish on the XOY, XOD
(Depth), and YOD (Depth) axes, respectively. These projections illustrate the positional
status of fish in three dimensions. From the projections on the XOD (Depth) and YOD
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(Depth) axes in Figure 24, it is evident that the number of fish increases with greater water
depth. Additionally, the projection on the YOD (Depth) axis reveals that there are more fish
in the positive direction of the Y-axis compared to the negative direction. This difference
can be attributed to the effects of seawater flow within the marine cage, which causes fish
to move downstream more frequently, resulting in a higher concentration of fish on one
side of the cage.

@ Fish

(b) (0)

Figure 24. 3D spatial distribution maps of cage fish. (a) Spatial distribution of 100 fish group;
(b) Spatial distribution of 150 fish group; (c) Spatial distribution of 200 fish group.

The comparison of fish spatial distribution in experimental groups with different fish
quantities are described in Figure 25. The 3D spatial distribution maps provide insights
into the main activity ranges of the fish within the cage. As shown, the primary activity
range of the fish spans from 1.5 m to 2.5 m in water depth and within a horizontal radius
of 1.5 m, with no significant clustering in corners. As the number of fish increases, their
distribution gradually extends from the bottom upwards. In conjunction with the analysis
of fish distribution characteristics in culture cages as reported in the literature [32], the
primary reasons for these observed distribution patterns can be summarized as follows:
Long-term feeding in culture cages typically leads to a domestication effect, causing fish to
aggregate around feeding positions. However, in the cages used in this study, which were
relatively small, the domestication effect was not pronounced. Consequently, the fish were
distributed more evenly throughout the cage rather than clustering around specific areas.

@ 100fish Group
@ 150fish Group
@ 200fish Group

Figure 25. Spatial distribution comparison chart of fish.

3.3.2. Effects of Sea Water Temperature on Fish Distribution

In this section, separate datasets of the same number of fish collected at different
times have been selected as examples to illustrate the effects of sea water temperature on
fish distribution. Temperature variations in seawater temperatures at three time points,
morning, midday and evening, are useful for exploring the effects of temperature on fish
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distribution. Next, we will compare and analyze the data from the three time points of 8:00,
13:00, and 18:00, respectively. The sea water temperature was approximately 16, 19, and
18 degrees Celsius for the three time periods, respectively.

As shown in Figure 26, with the change of seawater temperature, some changes in
fish distribution also occurred. As shown in Figure 26a, at 8:00, the distribution of fish
was mainly concentrated in the 2 m water depth range. At 13:00, the distribution of fish
gradually shifted to the 1 m water depth range as the temperature increased; finally, at
18:00, the distribution of fish returned to the 1.5 m water depth range. As shown in Table 5,
data numbered 1, 7, and 13 are for 8:00; data numbered 3, 9, and 15 are for 13:00.; data
numbered 5, 11, and 17 are for 18:00; data numbered 1, 3, and 5 are for 100 fish; data
numbered 7, 9, and 11 are for 150 fish; and data numbered 13, 15, and 17 are for 200 fish.
From 1, 7, and 13, it can be seen that at 8:00 the fish are mainly distributed at 2 m and the
distribution expands to both ends as the number increases, with the peak of the number
expanding to 1.25 m and 2.25 m when the number reaches 200 fish. From 3, 9, and 15, it can
be seen that the distribution of the number of fish gradually expands towards the surface as
the temperature of seawater increases, and the number of fish in the shallow water above
1 m gradually increases. From 5, 11, and 17, it can be seen that the number of fish in the
shallow water areas decreased, but still remained higher than the number at 8:00 Among
the three sets of data from 13, 15, and 17, the three changes in the distribution of 200 fish
were closer to each other, with peaks in numbers mainly in the 1.25 m and 2.25 m areas.
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Figure 26. Distribution of fish at different temperatures. (a) Distribution of 100 fish; (b) Distribution
of 150 fish; (c¢) Distribution of 200 fish.
Table 5. Distribution of fish in different datasets.
Data Number
Water Layer/cm 1 3 5 7 9 11 13 15 17
0~40 3 4 6 3 5 5 5 12 5
25~65 6 8 7 5 4 7 3 16 10
50~90 2 13 9 7 13 8 9 15 19
75~115 5 16 12 11 18 13 14 18 25
100~140 12 14 11 12 22 20 31 26 30
125~165 14 11 18 22 24 25 23 19 21
150~190 16 10 13 22 21 28 14 17 22
175~215 13 8 10 20 24 17 16 10 20
200~240 10 3 4 23 20 10 35 27 26
225~265 3 1 3 15 5 7 26 18 20
250~290 2 0 0 4 2 3 7 2 7
Total 86 88 93 144 158 143 183 180 205

In conjunction with the analysis of fish distribution characteristics in culture cages
as reported in the literature [33-35], the primary reasons for these observed distribution
patterns can be summarized as follows: The primary factors influencing the vertical distri-
bution of fish are water temperature and dissolved oxygen levels. Variations in these factors
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affect how fish distribute themselves vertically within the water column. Specifically, fish
tend to position themselves in layers where water temperature and dissolved oxygen are
optimal for their survival and comfort. Considering that, at 8:00, the temperature is low
(16 degrees Celsius) and the temperature of seawater will drop after overnight loss, so the
fish will be distributed in the middle and lower layers of the cages, and under the influence
of the low temperature the fish’s appetite and activity are not high; as the sun rises, the
temperature of the seawater gradually rises, and at 13:00 (19 degrees Celsius), the fish tends
to be in the middle and upper areas of the cages, and under the influence of the long-term
rearing, the fish will tend to be in the upper-middle waters of the cages waiting for food; at
18:00, the seawater has some temperature and has not yet been lost after a day of sunshine,
and the seawater temperature is higher although the temperature is close to that at 8:00 in
the morning, so the distribution of the fish will show a small amount of folding back to the
lower-middle waters.

It was observed that Trachinotus ovatus predominantly occupied depths above 1 m.
This depth provided protection from the sun and offered suitable water temperatures. This
observation aligns with the typical distribution characteristics of cultured Trachinotus ovatus
and can inform future cultivation practices. Based on these findings, it is recommended
to develop a more targeted and scientific approach to fish culture, such as setting feeding
stations at approximately 1 m deep. This strategy would ensure optimal feeding conditions
and enhance the efficiency of feed usage, contributing to better feed conversion rates
and overall culture performance. Compared to direct surface feeding, placing feeding
stations at a fixed depth is more efficient. This approach minimizes feed waste caused by
waves, enhances feed conversion rates, improves culture efficiency, and reduces overall
culture costs.

4. Discussion

The methods for monitoring fish include IoT-based fish monitoring systems [36],
deep convolutional neural networks [37], deep learning [38], and species checklist data
methods [39]. Due to the impossibility of conducting comparative experiments in the
same environment, the instruments, equipment, and methods used in various methods are
different. The comparison of different estimation and monitoring methods are shown in
Table 6.

Table 6. Comparison of different estimation and monitoring methods.

Methods Equipment Usage Monitoring Content Advantage Disadvantage
Lack of estimation of the
Apttsasons  piiew o Nenibrngarons - umbetand dibutn o
ToT-based fish temperature sensor, temperature, dissolved pop

monitoring system

and some other
equipment

oxygen level, and
ammonia level

quality can provide a
healthy breeding
environment for fish.

aquaculture water bodies
makes it impossible to
comprehensively consider
water issues.

Deep convolutional
neural networks

Electronic monitoring
systems (EMSs)

The number of the fish,
the types and body
lengths of the fish

Automated, high
precision

High computational burden

Deep learning

Sonar (oculusM750d)

Fish counting and
tracking

Real-time data

Data limitation

Species checklist Bottom trawl nets Differences in fish Large scale, diverse High demand for data and
data method assemblages species difficulty in data analysis
omnidirectional Convenient, low The estimated range is small,
Our method scannine sonar Distribution of fish implementation lack of applicability to large
8 difficulty sample data
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As shown in Table 6, fish monitoring systems are often used to monitor the aquaculture
environment, monitor the health of aquaculture water bodies, and adjust them in a timely
manner to reduce fish losses. However, there is a lack of estimation of the amount of
aquaculture in aquaculture water bodies, making it impossible to conduct comprehensive
evaluations; two fish monitoring methods using neural networks are mainly used for
estimating fish numbers. The trained models have high accuracy in estimating fish numbers,
but their applicability is not high. A large amount of sample data is required to train
the model to achieve the desired effect. The method of using species inventory data to
estimate the spatial distribution of fish is mainly used for the overall distribution of fish
diversity in large water areas and requires a large number of datasets for analysis. By
comparison, the method proposed in this article is suitable for the spatial estimation of
small-scale aquaculture and can accurately estimate the water depth and location of fish,
making it easier for breeders to monitor the density and other conditions of aquaculture for
management and adjustment of aquaculture plans.

5. Conclusions

In this study, data from Trachinotus ovatus aquaculture cages were acquired using omni-
directional scanning sonar. The distribution of cage fish was estimated using the proposed
method, which presents innovative advantages over traditional and existing methods.
Compared to traditional and existing methods, the approach proposed in this study was
innovative in the identification and distribution estimation of fish. This innovation is
highlighted in the following aspects:

(1) The fish sonar image object detection model was enhanced and trained by incorporat-
ing an attention mechanism into the YOLOV8s backbone network. This modification
aimed to improve the model’s capability to detect small objects, making it more suit-
able for detecting fish in sonar images. Subsequently, ablation studies and model
comparison experiments were conducted. The results demonstrated that the im-
proved CS-YOLOv8s network achieved a mAP@0.5 score that was 1.4% higher than
that of the original YOLOv8s algorithm, as illustrated by the experimental results.

(2) The quantity of fish was estimated layer by layer using the DBSCAN clustering
algorithm, which provided the estimated positional coordinates of fish within each
layer. This approach effectively addressed the issue of significant statistical errors
associated with existing methods for tracking fish swimming, resulting in more
accurate estimations.

An estimation method for the distribution of Trachinotus ovatus in marine cages was
developed using omnidirectional scanning sonar and two advanced models. The approach
involved placing the sonar at the center of the cage’s surface to conduct spiral descent scan-
ning measurements. The improved YOLO model was employed to detect fish in the sonar
images and extract their image coordinates. Subsequently, the cage was divided into water
layers based on depth intervals. Clustering algorithms were used to estimate the actual
coordinates of fish within each layer. By summarizing the coordinate data across all water
layers, the overall distribution of fish in the cage was determined. Comparison experiments
were performed on small cages, and sonar detection was conducted in groups according
to the number of fish and the sea water temperature. The method provided distribution
estimates that closely matched manual exploration results, demonstrating its effectiveness
and suitability for practical applications, as evidenced by multiple experimental results.

However, this study is in the preliminary exploration stage and requires extensive
experimentation to verify the accuracy and practicality of the method. Additionally, the fish
distribution estimation method proposed in this study has certain limitations. Specifically,
when fish quantities are large and dense, occlusion between fish can significantly affect the
estimation results. Future research will focus on addressing these high-density occlusion
issues to improve the method’s adaptability in estimating fish distribution under various
cage aquaculture conditions.
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Abstract: Deep-sea aquaculture can alleviate the spatial and environmental pressure of near-shore
aquaculture and produce higher quality aquatic products, which is the main development direction
of global aquaculture. The coastline of China is relatively flat, with aquaculture operations typically
operating in sea areas with water depths of approximately 30-50 m. However, with frequent typhoons
and poor sea conditions, the design of mooring system has always been a difficult problem. This
paper investigated the multiple cages, considering two layouts of 1 x 4 and 2 x 2, and proposed three
different mooring system design schemes. The mooring line tension of the mooring systems under
the self-storage condition was compared, and it was observed whether the mooring line accumulation
and the contact between the mooring line and the steel structure occurred on the leeward side.
Additionally, flexible net models were compared with rigid net models to evaluate the impact of net
deformation on cage movement and mooring line tension. Finally, based on the optimal mooring
design, the dynamic response of the mooring system under irregular wave conditions was analyzed
and studied, providing important reference for the safety and economic design of the mooring system
of multiple fish cages.

Keywords: multiple fish cages; mooring system; mooring line tension; dynamic response; net model

1. Introduction

With the saturation of offshore development, the ecological pressure of marine aqua-
culture is increasing rapidly. Meanwhile, the demand for high-quality fish is also increas-
ing [1-3]. It has gradually become a trend to develop offshore marine aquaculture and build
marine ranches [4,5]. Developing deep-sea aquaculture can produce cleaner and healthier
high-quality aquatic products while reducing the occupation of nearshore aquaculture
space, thereby alleviating pressure on coastal environments. Major countries in the world
also attach great importance to aquaculture, and it has become a hot industry competing
for development throughout the world.

The current research of fish cages focuses on the structure strength analysis, the
hydrodynamic characteristics of net and mooring system design [6,7]. Fredriksson et al. [8]
obtained the material properties of the high-density polyethylene floating coil through
tensile tests, carried out the local strength check of the floating collar under the tension
of mooring lines, and verified the accuracy of the numerical method through model
experiments. Then, the stress of the floating collar and the critical load leading to the
local failure of the structure were evaluated by a numerical method under typical working
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conditions. Liu et al. [9] carried out elastoplastic mechanical tests and finite element
analysis on the guardrails of gravity cages. They investigated areas prone to structural
failure, analyzed the frequency of loads leading to resonance fatigue failure, and optimized
the section shape of the guardrail to enhance horizontal bending performance.

In the aspect of net hydrodynamics, the complete net system of offshore fish cages
is usually regarded as a combination of limited net units. Based on this idea, Aarsnes
and Rudi [10,11] systematically carried out flow load tests on single netting units, and
established a mathematical mapping relationship between the drag coefficient and lift
coefficient with net solidity ratio and the angle of attack of the incoming flow; this has
been widely recognized in industry and academia. Zhan et al. [12]. further investigated
the influence of Reynolds number and net shape on the hydrodynamic coefficients of
nets through drag testing, and proposed a new mathematical model. Zhao et al. [13,14]
carried out a systematic net unit test, revealing not only the effects of solidity ratio, angle
of attack, and Reynolds number but also the influence of net material and structure on
hydrodynamic coefficients.

In terms of the mooring system of floating fish cage, it mainly includes a single point
mooring system and a multi-point mooring system [15]. DeCew et al. [16]. conducted
numerical and experimental studies on the performance of small submerged aquaculture
cages under single-point mooring subjected to current. Huang and Pan [17] assessed the
risk of rope failure in single point mooring systems based on the long-term environmental
load and presented the failure probability during the service life. Hou [18] carried out a
reliability analysis on the fatigue damage in the mooring system of the deep-sea fish cage.
Shainee et al. [19] studied the submerged characteristics of a self-submersible single-point
mooring cage system under the action of wave and current. Fredriksson et al. [20] used
numerical models and field-measured data to study the tension of a mooring system in a
large fishing ground without waves. Huang et al. [21] used numerical models to analyze
the influence of uniform wave and current on mooring line tension and net deformation of
multi-point mooring cage system. Liang et al. [22] designed a new type of cage floating
collar system, compared it with traditional designs, and conducted a comparative analysis
of four common multi-point mooring systems. For multi-cage systems, Cifuentes et al. [23]
employed the Morison model to calculate the dynamic response of the cages in wave and
current fields and compared the results with experimental data. The wake effects due to
the fish net were considered in the analysis. Selvan. et al. [24] investigated the surface
wave scattering of multi-cage systems, elucidating the impact of the cages on far-field
waves. Xu et al. [25] conducted numerical simulations of the dynamic response of multiple
cages under combined wave and current conditions and studied the loads on the mooring
lines. Zhao et al. [26] conducted both numerical and experimental studies on the dynamic
response of various multi-cage arrangement configurations and evaluated the mooring
loads and current velocity distributions.

This paper primarily investigates the performance of mooring systems in different
layouts of combined cages. It compares and analyzes the dynamic response of mooring
systems under self-storage sea conditions for various cage design schemes, considering
both flexible and rigid net models. Furthermore, under the optimal design scheme, the
study analyzes the motion response of multiple fish cages and the load characteristics of
the cables between different cages.

2. Hydrodynamic Response Analysis Method of Floating Cages
2.1. Motion Response Equation of Cage
For floating cages, the motion equation can be written as follows:

[m{x} + [c]{x} + [KI{x} = {G} + {B} + {F} ©)

where [m], [c], and [k] are, respectively, the mass matrix, damping matrix, and stiffness
matrix of the entire system of the cage. The external forces acting on the structure include
gravity{G}, buoyancy force {B}, and hydrodynamic load {F}. x, x, X represent the cage
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movement displacement, speed, and acceleration, respectively. For the partially submerged
floating frame structure, the influence of instantaneous wave surface is considered in
calculating the buoyancy force {B}. In addition, this study focuses on the performance of
the mooring system, treating the floating structure as a rigid body to improve calculation
efficiency. The numerical approach for hydrodynamic analysis of the fish cages is shown in
Figure 1.

Floating collar

Drag force F;
Morison equation = 8 2
Inertia force F;
- h, = Total height
Partial submerge |&(P, ==~
h 2 Submerged height

— Mooring system

Lumped mass
method

S
Spring
lumped mass point

————————————— iy e —

A— Net structure ————

b [Morison equauon]l:?[ Drag force Fj ]
Equivalent projected area

=3
e

Figure 1. Numerical approach for hydrodynamic analysis of the fish cages.

2.2. Current and Wave Load

The floating structure of the cage is all slender rods. Therefore, the current and wave
load subjected to the floating collar, the net system, and the mooring line are calculated by
the Morison equation:

{F} = ):{fDil} +X{fii}
{foi} = CoizpDii| {ul} + {o} = {& }| ({u} + (o7} = {i}) ?
2

nD?L; ., nD?L; .,
{f1i} = pCui 411{”1‘}_9(CM1‘_1) 411{9(1'}

where, the hydrodynamic load F includes drag force fp; and inertia force fj;. L; is the
element length and p is the fluid density. u; and 1; are the water particle velocity and
acceleration caused by the wave, respectively. v; is the current velocity. D; is the hydro-
dynamic diameter of the slender structure. Cy; and Cp; are the inertia and drag force
coefficient, respectively. Since the net is a slender structure with a very small diameter, the
inertial force is negligible. Therefore, only the drag force is considered. For the partially
submerged floating body, e.g., the floating collar and the pontoon, its load is adjusted by
the immersion ratio and applied to the center of the submerged part. The immersion ratio
Pw can be written in the following form:

h
Pw = % (3)

where, h is the total height of the float and /1, represents the height of the float below the
instantaneous wave surface.

2.3. Equivalent Group Method of Netting

Due to the large number of real-scale netting units, the equivalent simplification of
full-scale fishing nets is needed to improve the computational efficiency. For the simplified
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model, it is necessary to ensure that the hydrodynamic force, tensile stiffness, and mass of
the net remain the same as in the original as the following [27,28]:

Anmodel = L Anet
Asection?model = ZAsectian_net (4)
Minodet = X Muet

where, Ayt and Agection_ner are the projected area and cross-sectional area of the real net,
and M, is the mass of the real scale net.

2.4. Mooring Load

The mooring lines of cages studied in this paper adopt catenary form. The dynamic
responses of cages and mooring lines are calculated by the fully coupled time-domain
method. In the calculation process, the effect of gravity, drag force, and axial elastic tension
of the mooring lines are taken into account.

For the mooring line element, the differential equation of motion can be written as the
following form under the action of external hydrodynamic load and internal inertial load:

o{T}
Js

*{R}
o2

+{fu}t +{w} = pmAm

©)

where, p;, is the density of the mooring line, A, is the equivalent cross-sectional area of
the mooring line, {R} is the position vector of the mooring line unit. f, and w are the
hydrodynamic load and gravity of the mooring line unit on the unit length, respectively.
{T} is the axial tension vector on the mooring line unit, and s represents the axial vector of
the mooring line unit. The dynamic response of the mooring system is calculated using the
lumped mass method in Orcaflex11.2. It is a commercial software developed by Orcina Ltd.
(Daltongate, Ulverston, UK) and is widely used in the numerical simulation of mooring line
systems and aquacultural structures. As shown in Figure 2, the line elements are converted
into concentrated mass points connected by springs for dynamic response calculations.
The fluid loads on the line elements are also distributed to the concentrated mass points at
both ends.

Torsion spring
+damper

Axial spring 7

+damper

Bending springs /
+dampers \

Node

n, (axial direction)

/EndB

Figure 2. Lumped mass method [29].

2.5. Analysis of Short-Term Sea State Extremum Response of Mooring System

As for the load of the mooring system in multiple cages under irregular waves, there
are obvious differences in the load extremums of the mooring system under different
random phase conditions due to the phase randomness of the wave components. Therefore,
it is necessary to analyze and study multiple different samples. It is generally believed that
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the load extremum of the mooring system between different samples follows the Gumbel
distribution, and its probability function can be written as follows:

F(x)=¢""°

xp
B

(6)
where, 1 and  are parameters of the Gumbel distribution.

3. Numerical Calculation Model
3.1. Single Cage Model

The numerical model of a single cage is shown in Figure 3, which includes the floating
collars, the pontoons, the net system, and the mooring system. The pontoons are mainly
used to provide sufficient reserve buoyancy. The specific size parameters are shown in
Table 1. The drag coefficient Cp of the floating collars is 1.2 and that of the pontoons is
2.0. The inertia coefficient Cy is 2.0. The hydrodynamic coefficient of the net is selected
according to the screen model [6], and 1.5 times the marine growth coefficient is taken into
account. The main body of the cage is modeled by Orcaflex11.2, and the two situations,
rigid net and flexible net, are analyzed.

Figure 3. Single cage numerical calculation model.

Table 1. Cage main size parameters.

Length x width x height (m) 41.8 x 41.8 x 1.75
Floating collar Pontoon size (m) 3.65/4.6 x 1.3 x 1.1
Floating collar diameter (m) 0.7/0.6
Netting Length x width x depth (m) 36 x 36x 10
system net solidity 0.129

3.2. Layout and Mooring Scheme of Multiple Fish Cages

This study mainly considers two arrangement layouts and three deployment schemes,
as shown in Figures 4-6. For the first layout scheme, there are four mooring lines on the
outer cage, and there are two chains between each pair of cages through cables, totaling
14 mooring lines. All chains are R3S grade stud-link chains with a diameter of 84 mm.
For the second layout scheme, there are similarly four mooring lines on each outer cage,
of which two have 45° arrangement. There are two mooring lines between each pair of
cages connected through cables, a total of 14 mooring lines. These chains are also R3S
grade stud-link chains with a diameter of 84 mm. For the third scheme, each cage has
four mooring lines, totaling 16 chains, all using R3S grade stud-link mooring lines with a
diameter of 84 mm. In addition, the adjacent cages are connected by cables. In all three
schemes, the drag coefficient of the mooring lines are 2.6, the spacing of the cages is 50 m,
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and the cables are polyester cables with a diameter of 100 mm. Detailed parameters of the
mooring lines are shown in Table 2. The safety factor and breaking tension for the mooring
lines are determined according to the DNVGL-OS-E302 [30].

Anchor
point  Chain A

, J
PO

/g g
/ // /

Figure 5. Scheme 2: Layout of 1 x 4 cages and design of inclined mooring system.
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Table 2. Cable parameter.

Chain Chain Length Mooring
Scheme Categories (m) Radius (m) Steel Grade
558 550 R3S
Scheme 1
B 508 500 R3S
A 558 550 R3S
Scheme 2 B 508 500 R3S
C 508 500 R3S
Scheme 3 A 448 440 R3S
y
Ls
Anchor .
poif“o Cable (ChainA
/ / —7
y /| y
Fish I
e
® |@
— — —1
— -

Figure 6. Scheme 3: Layout of 2 x 2 cages and design of mooring system.

3.3. Environmental Parameters

This paper analyzes the performance of multiple cages with different mooring schemes
under extreme regular wave conditions and studies the dynamic response of the optimized
scheme under irregular waves. The parameters of the extreme regular wave state are shown
in Table 3, and those of the irregular wave state are shown in Table 4. The flow field is linear
shear flow, and the velocity at the surface and seabed is 1.5 m/s and 1.0 m/s, respectively.
Three different wave directions are taken into account, in which 0° are propagated forward
along the x-axis and 90° are propagated forward along the y-axis. The operating water
depth of the cage is 32.5 m.
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Table 3. Mooring system check calculation working condition table.

. . Flow
Condition Direction (°) Depth (m) Wave Period  Wave Height Velocity
(s) (m)
(m/s)
Casel 0
Surface 1.5
Case2 45 32.5 12.5 8.4 Seafloor 1.0
Case3 90
Table 4. Irregular wave conditions.
Significant Wave Spectral Peak Period .
Depth (m) Height (m) ©) Flow Velocity (m/s)
Surface 1.5
325 &7 85 Seafloor 1.0

4. Result Analysis and Discussion

The maximum tension of each mooring line in the different layout and mooring system
design schemes under three wave directions was calculated, and the rigid net model and
flexible net model were compared in various working conditions. The motion response
characteristics of the cages were analyzed according to the optimal mooring design scheme.

4.1. Analysis of Load Characteristics of Mooring System
4.1.1. Scheme 1: 1 x 4 Layout and Mooring System of Multiple Cages

In this scheme, the direction of the most dangerous wave-current is 0°, and the
environmental load is mainly carried by the No. 1 and No. 2 mooring lines. Under the
two conditions of rigid and flexible net models, the maximum mooring line tension is
447.90 tons and 438.68 tons, respectively, as shown in Figure 7. The deformation of the
net garment is shown in Figure 8. When the net system is deformed, the force of the net
becomes smaller, resulting in the tension of the mooring system becoming smaller, but
the influence is not significant. In the direction of 0° wave-current incidence, the strain
decreases by 2.06%.

500

Il Flexible model
Il Rigid model

400 -

w
(=3
S

200 ¢

Max tension(ton)

(=3
(=)

1 2 3 4 5 6
Chain number

Figure 7. Scheme 1 Maximum mooring line tension under 0° wave-current incidence.
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Figure 8. Deformation of nets in Scheme 1.

The distribution of hydrodynamic load is relatively uniform at 45° and 90° wave-
current direction, and the maximum load of a single mooring line decreases obviously.
The maximum mooring system load of the rigid net model is 314.83 tons and 232.23 tons,
respectively. The maximum mooring system load of the flexible net model is 307.50 tons
and 224.63 tons, respectively, as shown in Figures 9 and 10.

According to the grade and diameter of the mooring lines, the breaking tension of
the mooring line can be determined as 667.8 tons. Under the condition of different inflow
direction of wave, the rigid net and flexible net model are considered, and the checking of
results of the mooring system are shown in Tables 5 and 6. After calculation, it can be seen
that under the arrangement of Scheme 1, in the sea state of 0° incident regular wave, the
safety factor of the mooring lines does not meet the requirement that the safety factor of the
self-storage condition in the specification be greater than 1.67. Through observation of the
motion response process, there is no accumulation of the mooring lines or contact between
the mooring lines and cage under the three working conditions. The space attitude of the
mooring system under the maximum displacement state is shown in Figure 11.

350 T T - : : :
Il Flexible model
I Rigid model

Max tension(ton)

1 2 3 4 5 6
Chain number

Figure 9. Scheme 1. Maximum mooring line tension under 45° wave-current incidence.
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=150
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1 2 3 4 5 6
Chain number

Figure 10. Scheme 1. Maximum mooring line tension under 90° wave-current incidence.
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Table 5. Results of mooring line verification in Scheme 1 (rigid net model).

Degree
0° 45° 90°
Category
Maximum cable tension (tons) 44790 314.83 232.23
Safety factor 1.49 2.12 2.88
Pile and touch No No No

Table 6. Results of mooring line verification in Scheme 1 (flexible net model).

Degree 0° 45° 90°
Category
Maximum cable tension (tons) 438.68 307.50 224.63
Safety factor 1.52 2.17 297
Pile and touch No No No

Figure 11. Scheme 1. Side view of cable status when large displacement occurs (0° wave-current inci-
dence).

4.1.2. Scheme 2: 1 x 4 Layout and Inclined Mooring System

In Scheme 2, the diagonal arrangement of No. 3 and No. 4 mooring line shares a large
part of the load in the direction of 0° wave-current. In this case, the load of No. 1 and
No. 2 mooring lines are significantly lower than that of Scheme 1. Without considering the
deformation of the net, the maximum load of No. 1 and No. 2 mooring lines is 349.07 tons.
It is 340.81 tons when considering net deformation, as shown in Figure 12.

350

I Flexible model
[ | Rigid model

Max tension(ton)

1 2 3 4 5 6
Chain number

Figure 12. Scheme 2. Maximum mooring line tension under 0° wave-current incidence.

At 45° wave-current direction, No. 4 mooring line is collinear with the wave-current
direction and carries the maximum load. Under the conditions of rigid and flexible net
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models, the maximum loads on the mooring system are 324.81 tons and 313.39 tons,
respectively. In the 90° wave-current direction, the No. 5 and No. 6 mooring lines are
parallel to the wave direction and carry large loads. The oblique arrangement of part of
the mooring lines leads to the low lateral carrying capacity of the mooring system, and
the load of the mooring system is greatly increased compared with Scheme 1, as shown in
Figures 13 and 14. In Scheme 2, there is also no accumulation of mooring lines or contact
between cages. The space posture of the mooring system under the condition of maximum
displacement of cages is shown in Figure 15.

The mooring line check results of Scheme 2 are shown in Tables 7 and 8. In Scheme 1
and Scheme 2, four cages are arranged in a straight line, resulting in a large hydrodynamic
load of cages in the 0° wave-current direction. Therefore, the maximum tension of No. 1
and No. 2 mooring lines in Scheme 1 are much larger than that of others, which increases
the cost. Compared with Scheme 1, Scheme 2 changes the arrangement angle of No. 3
and No. 4 mooring lines. Therefore, No. 3 and No. 4 mooring lines share the load of No.
1 and No. 2 mooring lines in the direction of 0° wave-current, and carry greater load in
the direction of 45° wave-current. Due to the reduction of the lateral carrying capacity of
the mooring line, the load increases under the condition of 90° incidence, but it still meets
the requirement of the safety factor of 1.67. Compared with Scheme 1, the mooring line
tension in Scheme 2 is more average under each working condition, which can reduce the
construction cost of the mooring system to a certain extent.
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Figure 13. Scheme 2. Maximum mooring line tension under 45° wave-current incidence.
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Figure 14. Scheme 2. Maximum mooring line tension under 90° wave-current incidence.
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Figure 15. Scheme 2. Side view of cable status when large displacement occurs (90° wave-current incidence).

Table 7. Results of mooring line verification in Scheme 2 (rigid net model).

Degree 0° 45° 90°
Category
Maximum cable tension (tons) 349.07 324.81 380.06
Safety factor 191 2.06 1.75
Pile and touch No No No

Table 8. Results of mooring line verification in Scheme 2 (flexible net model).

Degree
0° 45° 90°
Category
Maximum cable tension (tons) 340.81 313.39 370.25
Safety factor 1.96 2.13 1.8
Piling and touching No No No

4.1.3. Scheme 3: 2 x 2 Layout and Mooring System of the Tandem Cage

For Scheme 3, the wave directions of 0° and 90° are symmetrical along the diagonal
of the whole system, so only the wave directions of 0° and 45° are calculated under this
scheme, and the stress of No. 1-4 mooring lines is observed, as shown in Figures 16 and 17.
In the 0° wave-current incidence, mooring line 1 and 2 carry the main hydrodynamic loads.
The maximum mooring line tension of the rigid and flexible net models is 328.45 tons
and 319.86 tons, respectively, so the safety factor exceeds 1.67 and meets the safety design
requirements, as shown in Tables 9 and 10. In the working condition of 45° wave-current
incidence, since the hydrodynamic load is shared by eight mooring lines, the load is
relatively small compared with the working condition of 0° wave injection. In the third
scheme, there is also no accumulation of mooring lines or contact between cages.

350 ; .
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Max tension(ton)

HE mm
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Figure 16. Scheme 3. Maximum mooring line tension under 0° wave-current incidence.
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Figure 17. Scheme 3. Maximum mooring line tension under 45° wave-current incidence.

Table 9. Results of mooring line verification in Scheme 3 (rigid net model).

Degree
0° 45°
Category
Maximum cable tension (tons) 328.45 235.76
Safety factor 2.03 2.83
Pile and touch No No

Table 10. Results of mooring line verification in Scheme 3 (flexible net model).

Degree
0° 45°
Category
Maximum cable tension (tons) 319.86 224.47
Safety factor 2.09 2.98
Pile and touch No No

Compared with the first two schemes, the four cages in Scheme 3 are arranged in
a square manner, the hydrodynamic load is relatively small, and the mooring lines are
arranged in a symmetrical manner, so the maximum tension distribution of the mooring
lines is uniform, and the total length of the mooring lines is short, which is conducive to
reducing the cost of the mooring system.

4.1.4. Comparative Analysis of Performance of Different Mooring System Design Schemes

In the first scheme, the hydrodynamic load of the cage under the 0° wave-current
direction is only carried by the two mooring lines against the wave, resulting in the
safety factor of the mooring line being only 1.49, which does not meet the specification
requirements. Scheme 2 optimizes the arrangement angle of part of the mooring lines
according to Scheme 1, resulting in a more balanced maximum tension of each line under
different wave-current directions, thereby increasing the safety factor. However, since
the four cages in Scheme 2 are arranged in a linear manner, the hydrodynamic load at
90° is larger, while Scheme 3 improves the cage arrangement to 2 x 2, reducing the
hydrodynamic load carried by a single mooring line, making it more economical than
Scheme 2. Meanwhile, no accumulation of mooring lines and contact friction between
the cage structure are observed. In summary, Scheme 3 is the best in terms of safety
and economy.
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4.2. Analysis of Cage Motion Response and Cable Bearing Characteristics between Cages under
Regular Wave Conditions

For Scheme 3, this paper further studied the motion response characteristics of the
cages under the 0° and 45° wave-current directions. The flexible net model was used to
analyze the motion response of the cages, as shown in Figures 18 and 19.

In the direction of 0° wave flow, the surge amplitude of the two cages is relatively
close, and the displacement difference is far less than the distance between the two cages,
thus, there is no collision risk of the cages. Due to the constraints of the mooring line, the
heave amplitude of the No. 1 cage is smaller than that of the No. 2 cage.

In the 45° wave-current direction, the horizontal resilience of No. 4 cage on the
leeward of the wave is the least, so the surge amplitude is the largest. The horizontal
motion amplitudes of No. 1, 2, and 4 cages are not large, and there is no collision between
cages. As for heave amplitude, the No. 1 cage on the wave side has four mooring lines to
provide the restoring force, so the heave amplitude is the smallest. Only two of the four
mooring lines on the No. 2 cage can provide the restoring force, and the four mooring lines
on the No. 4 cage are in the leeside, so the heave amplitude of the No. 4 cage is the largest.

Figure 20 shows the maximum tension of the cables between the cages. The cable
numbers are shown in Figure 6. At 0° of wave-current incidence, the motion of the cage
is mainly surge and heave, so the tension of the cables 1 and 2, which mainly carry the
horizontal resilience of the cage, is larger, while the tension of the cables 3 and 4 is smaller.
At 45° of wave-current incidence, the mean surge of 1, 2, and 4 cages are close, and the
maximum tension of the 1 to 4 cables are also close.
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4.3. Analysis of Cage Motion Response and Cable Loading Characteristics between Cages under
Irregular Wave Conditions

In the real marine environment, the wave environment of the aquaculture cages is
generally irregular waves. In order to save calculation efficiency, regular wave conditions
are adopted to compare the safety and economy of different mooring schemes. According
to the third optimal scheme, the dynamic response characteristics of the cage and the
load characteristics of the mooring system under the irregular wave condition are studied.
For example, under the condition of 0° wave-current incidence, the time history and
power spectrum analysis results of surge and heave are shown in Figures 21 and 22.
Combined with the time history and its power spectrum, it can be seen that under the
action of irregular waves, the surge energy of the cage is mainly concentrated in the low
frequency part, while the heave response is more significantly affected by wave frequency.
Meanwhile, due to the influence of the Morison force squared term, the power spectrum
has the common characteristics of the wave frequency and wave frequency multiplier. The
surge amplitude of cages is smaller than the cage spacing, indicating that there is essentially
no risk of collision.

The load time history of the cage mooring system and connecting cable with the
corresponding power spectrum are shown in Figures 23 and 24. Among them, there is
little difference between the peak load of the mooring line and that of the connecting cable
under the same sea state. The energy of the mooring line tension is mainly concentrated
in the low-frequency part, the energy of the cable tension is mainly concentrated in the
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vicinity of the spectral peak period, and the low-frequency movement has little influence
on the cable tension.
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Figure 22. Comparison of motion spectrum.

Aiming at the load of the mooring system under short-term sea conditions, several
random seeds were selected, respectively. Gumbel distribution fitting was performed on
the extreme value of the mooring line load of each sea state sample under the conditions
of 0° wave-current incidence and 45° wave-current incidence, and the extreme value
response analysis was performed on the mooring line load corresponding to 0.9 exceedance
probability (P90). The results are shown in Figure 25, Figure 26, and Table 11, respectively.
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Table 11. Estimation of short-term extreme load of mooring system at different wave directions.

Working Condition Mooring Line Load (P90)
0° wave-current incidence 288.1 tons
45° wave-current incidence 224.5 tons
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Figure 25. Fitting of Gumbel distribution for mooring line at 0° wave-current incidence direction.
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Figure 26. Fitting of Gumbel distribution for mooring line at 45° wave-current incidence direction.

In summary, it is evident that compared to the 0° wave-current incidence condition,
the mooring system experiences a lower maximum load and is relatively safer under the
45° wave-current incidence condition in the same sea state.

5. Conclusions

This paper proposes three mooring schemes according to the working environment
and hydrodynamic characteristics of floating multiple cages. Their safety under self-storage
conditions was numerically simulated and evaluated, and the numerical results of the
rigid net model and the flexible net model compared, focusing on the maximum load of
the mooring system. The possibility of mooring line accumulation and collisions between
mooring lines and the fish cages is also considered. The optimal mooring scheme was
selected, and its motion response, mooring line tension, and cable load characteristics
between cages studied. The main conclusions are as follows:

1. Based on the three different arrangement configurations mentioned above, the moor-
ing line tension of the fish cages is significantly higher with a 1 x 4 arrangement
compared to a 2 x 2 arrangement. Under 0° wave-current incidence, the maximum
tension increases by 37.14%, and under 45° wave-current incidence conditions, the
maximum tension increases by 46.12%. From a safety perspective for the cages, it is
recommended to adopt the 2 x 2 arrangement configuration.

2. The difference between the mooring line tension calculated by the flexible and rigid
net model is not more than 5% under different wave-current incidences. Therefore, for
this kind of fish cages, considering the modeling workload and calculation efficiency
in practical application, the rigid net model can be used to check the safety of the
mooring system.
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3. Under irregular wave conditions, the load of the mooring system of the cage is mainly
controlled by the low-frequency motion, and the load of the connecting cable is
affected by the wave-frequency motion. Both surge and heave motions have a low-
frequency component, which is due to there being a coupling among surge motion,
mooring line tension, and heave motion. In the same irregular wave condition, for
the 2 x 2 arrangement of the combined cage form, the wave-current incident along 0°
incidence is more dangerous.

Author Contributions: Methodology, FL., ZJ. and T.C.; Investigation, FL., Y.X., HZ., GW., G.S.
and Y.Z.; Writing—Original Draft Preparation, F.L.; Writing—Review and Editing, Y.X. and H.Z.
Resources, F.L. All authors have read and agreed to the published version of the manuscript.

Funding: The research is funded by Taishan Industrial Experts Program, Key R&D Program of
Shandong Province (2021SFGC0701, 2023TZXD050) and Young Elite Scientists Sponsorship Program
by CAST (2023QNRC001).

Data Availability Statement: The original contributions presented in the study are included in the
article, further inquiries can be directed to the corresponding author/s.

Conflicts of Interest: Authors Fuxiang Liu, Guoqing Sun and Yuqgin Zhang were employed by the
Yantai CIMC Blue Ocean Technology Co., Ltd. The remaining authors declare that the research was
conducted in the absence of any commercial or financial relationships that could be construed as a
potential conflict of interest.

References

1. Huguenin, J.E. The design, operations and economics of cage culture systems. Aquac. Eng. 1997, 16, 167-203. [CrossRef]

2. Stickney, RR. Impacts of Cage and Net-Pen Culture on Water Quality and Benthic Communities. In Aquaculture and the
Environment in the United States; U.S. Aquaculture Society: St Amant, LA, USA, 2002; pp. 105-118.

3. Colbourne, D.B. Another perspective on challenges in open ocean aquaculture development. IEEE ]. Ocean. Eng 2005, 30, 4-11.
[CrossRef]

4. Faltinsen, O.M.; Shen, Y. Wave and current effects on floating fish farms: Keynote contribution for the international workshop on
wave loads and motions of ships and offshore structures, Harbin, China, 5-7 November, 2017. ]. Mar. Sci. Appl. 2018, 17, 284-296.
[CrossRef]

5. Chu, Y.I; Wang, C.M.; Park, ].C.; Lader, PF. Review of cage and containment tank designs for offshore fish farming. Aquaculture
2020, v519, 734928. [CrossRef]

6. Leland, G. Current forces on, and water flow through and around, floating fish farms. Aquac. Int. 1993, 1, 72-89. [CrossRef]

7. Kristiansen, T.; Faltinsen, O.M. Modelling of current loads on aquaculture net cages. J. Fluids Struct. 2012, 34, 218-235. [CrossRef]

8. Fredriksson, D.W.; Decew, J.C.; Tsukrov, I. Development of structural modeling techniques for evaluating hdpe plastic net pens
used in marine aquaculture. Ocean Eng. 2007, 34, 2124-2137. [CrossRef]

9.  Liu, H,; Wang, S.; Huang, X,; Tao, Q.; Hu, Y.; Guo, G.; Song, L. Mechanical property analysis and optimization of deep-water net
cage guardrail. Editor. Off. Trans. Chin. Soc. Agric. Eng. 2017, 33, 248-257.

10.  Aarsnes, J.V.; Rudi, H.; Leland, G. Current forces on cage, net deflection. In Engineering for Offshore Fish Farming; Thomas Telford
Publishing: Thomas Telford, Glasgow, UK, 1990; pp. 137-152.

11. Leland, G. Current Forces on and Flow through Fish Farms. Ph.D. Thesis, University of Trondheim, Trondheim, Norway, 1991.

12. Zhan, ]J.-M.; Hu, Y.-Z.; Zhao, T.; Sun, M.-G. Hydrodynamic experiment and analysis of fishing net. Ocean Eng. 2002, 20, 49-53.

13.  Zhao, Y.P; Li, Y.C; Dong, G.H.; Gui, EK.; Teng, B. Numerical simulation of the effects of structure size ratio and mesh type on
three-dimensional deformation of the fishingnet gravity cage in current. Aquac. Eng. 2007, 36, 285-301. [CrossRef]

14.  Zhao, Y.P; Li, Y.C.; Dong, G.H.; Gui, EK.; Wu, H. An experimental and numerical study of hydrodynamic characteristics of
submerged flexible plane nets in waves. Aquac. Eng. 2008, 38, 16-25. [CrossRef]

15.  Sui, L.; Huang, X,; Liu, H.; Hu, Y.; Yuan, T.; Wang, S.; Tao, Q. Effects of mooring pattern on dynamic characteristics of a deep-water
aquaculture cage. South China Fish. Sci. 2021, 17, 98-108.

16. DeCew, J.; Tsukrov, I; Risso, A.; Swift, M.R.; Celikkol, B. Modeling of dynamic behavior of a single-point moored submersible
fish cage under currents. Aquac. Eng. 2010, 43, 38-45. [CrossRef]

17.  Huang, C.C.; Pan, J. Mooring line fatigue: A risk analysis for an SPM cage system. Aquac. Eng. 2010, 42, 8-16. [CrossRef]

18.  Hou, H. Analysis of Fatigue Damage and System Reliability of Mooring System of Offshore Fish Cage; Dalian University of Technology:
Dalian, China, 2020.

19. Shainee, M.; DeCew, J.; Leira, B.J.; Ellingsen, H.; Fredheim, A. Numerical simulation of a self-submersible SPM cage system in

regular waves with following currents. Aquac. Eng. 2013, 54, 29-37. [CrossRef]

231



J. Mar. Sci. Eng. 2024, 12, 1648

20.

21.

22.

23.

24.

25.

26.

27.

28.

29.

30.

Fredriksson, D.W.; DeCew, J.C.; Tsukrov, L; Swift, M.R.; Irish, ].D. Development of large fish farm numerical modeling techniques
with in situ mooring tension comparisons. Aquac. Eng. 2007, 36, 137-148. [CrossRef]

Huang, C.C,; Tang, H.J.; Liu, J.Y. Effects of waves and currents on gravity-type cages in the open sea. Aquac. Eng. 2008, 38,
105-116. [CrossRef]

Liang, J.; Pang, L.; Dong, S. Research on Hydrodynamic Analysis and Mooring method of a new net cage floating collar system.
Period. Ocean Univ. China (Nat. Sci. Ed.) 2021, 51, 119-126.

Cifuentes, C.; Kim, M.H. Hydrodynamic response of a cage system under waves and currents using a Morison-force model.
Ocean Eng. 2017, 141, 283-294. [CrossRef]

Selvan, S.A.; Gayathri, R.; Behera, H.; Meylan, M.H. Surface wave scattering by multiple flexible fishing cage system. Phys. Fluids
2021, 33, 037119. [CrossRef]

Xu, T.J.; Zhao, Y.P; Dong, G.H.; Li, Y.C.; Gui, EK. Analysis of hydrodynamic behaviors of multiple net cages in combined
wave—current flow. J. Fluids Struct. 2013, 39, 222-236. [CrossRef]

Zhao, Y.P; Bi, CW.; Chen, C.P; Li, Y.C.; Dong, G.H. Experimental study on flow velocity and mooring loads for multiple net
cages in steady current. Aquac. Eng. 2015, 67, 24-31. [CrossRef]

Jin, C.; Choi, J.; Kim, M.H. Response prediction and monitoring feasibility of a stow net system using measured environmental
data in the southwest coast of korea. Appl. Sci. 2018, 8, 1517. [CrossRef]

Jin, C.; Kim, H.; Kim, M.H.; Kim, K. Monitoring-system development for a bottom-set gillnet through time-domain dynamic
simulations. Appl. Sci. 2019, 9, 1210. [CrossRef]

Orcina. Orcaflex Manual Version 11.2. 2021. Available online: https:/ /www.orcina.com/releases/orcaflex-112/ (accessed on 1
August 2024).

DNV-GL. Dnvgl-0s-e302, Offshore Mooring Chain. Available online: https://rules.dnv.com/docs/pdf/DNVPM/codes/docs/20
08-10/0S-E302.pdf (accessed on 1 August 2024).

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

232



Journal of
Marine Science
and Engineering

Article

Applying Neural Networks to Predict Offshore Platform

Dynamics

Nikolas Martzikos *, Carlo Ruzzo, Giovanni Malara, Vincenzo Fiamma and Felice Arena

Citation: Martzikos, N.; Ruzzo, C.;
Malara, G.; Flamma, V.; Arena, F.
Applying Neural Networks to Predict
Offshore Platform Dynamics. J. Mar.
Sci. Eng. 2024, 12,2001. https://
doi.org/10.3390/jmse12112001

Academic Editors: Zhenhua Ma

and Jianguang Qin

Received: 27 September 2024
Revised: 5 November 2024
Accepted: 5 November 2024
Published: 7 November 2024

Copyright: © 2024 by the authors.
Licensee MDPI, Basel, Switzerland.
This article is an open access article
distributed under the terms and
conditions of the Creative Commons
Attribution (CC BY) license  (https://
creativecommons.org/licenses /by /
1.0/).

Natural Ocean Engineering Laboratory (NOEL), “Mediterranea” University of Reggio Calabria, Loc. Feo di Vito,
89122 Reggio Calabria, Italy; carlo.ruzzo@unirc.it (C.R.); giovanni.malara@unirc.it (G.M.);
vincenzo.flamma@unirc.it (V.E); arena@unirc.it (F.A.)

* Correspondence: nikolas.martzikos@unirc.it

Abstract: Integrating renewable energy sources with aquaculture systems on floating multi-use
platforms presents an innovative approach to developing sustainable and resilient offshore infras-
tructure, utilizing the ocean’s considerable potential. From March 2021 to January 2022, a 1:15-scale
prototype was tested in Reggio Calabria, Italy, which gave crucial insights into how these structures
behave under different wave conditions. This study investigates the application of Artificial Neural
Networks (ANNSs) to predict changes in mooring loads, particularly at key points of the structure.
By analyzing metocean data, several ANN models and optimization techniques were evaluated to
identify the most accurate predictive model. With a Normalized Root Mean Square Error (NRMSE)
of 1.7-4.7%, the results show how ANNSs can effectively predict offshore platform dynamics. This
research highlights the potential of machine learning in developing and managing sustainable ocean

systems, setting the stage for future advancements in data-driven marine resource management.

Keywords: artificial neural networks; offshore platforms; aquaculture platforms; mooring loads;
renewable energy

1. Introduction

The transition to renewable energy is crucial for addressing the interconnected chal-
lenges of climate change, energy security, and sustainable development. Offshore wind
energy, with its higher and more consistent wind speeds compared to land-based alter-
natives, represents a substantial advancement in reducing carbon emissions [1]. Offshore
wind farms take advantage of stronger sea winds, producing electricity for longer periods
and avoiding common issues like noise pollution that often arise with onshore wind [2].
As the global population continues to grow, the demand for sustainable energy intensifies,
driving innovation in areas like Marine Renewable Energy (MRE) and aquaculture [3].
These industries play a crucial role in addressing energy demands while also contributing
to broader socio-economic goals. The concept of “Blue Growth” highlights the sustain-
able use of ocean resources, with developments like multi-use offshore platforms that
combine energy production with other functions, making them more cost-effective and
operationally efficient [3,4]. This integrated approach to ocean space addresses immediate
energy needs while establishing a foundation for future technological and environmental
balance, essential for long-term sustainability.

As the focus on renewable energy grows, there is an increasing interest in the structural
dynamics of offshore platforms [5,6]. This research is essential to ensure the reliability and
efficiency of these structures, especially in harsh marine environments, as they take on
multiple roles, from energy generation to aquaculture. Studies looking into the dynamic
responses of these platforms under different environmental conditions are particularly im-
portant [7,8]. They help to better understand the limits and capabilities of these structures,
leading to improvements in design and technology, especially in mooring systems, which
are vital for sustainable development [9]. Moreover, advancements in related areas, such
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as structural health monitoring and electrical transmission, particularly through sensor
applications in offshore cables and multi-terminal high-voltage networks, further highlight
the growing significance of offshore infrastructure research [10-13].

The use of Artificial Neural Networks (ANNs) and Machine Learning (ML) techniques
in marine engineering has been highlighted by various studies, including applications
in the optimization of marine structures [14]. More recently, these techniques have been
applied to analyze the dynamic behaviour of multi-use offshore platforms and manage
mooring loads. While ANNSs are the focus of this study, other methods, such as genetic
algorithms, support vector machines, and hybrid artificial intelligence (AI) models, have
also shown promise in similar applications [15-19]. These computational tools allow for
accurate modelling and the control of complex structures facing varying environmental
forces, improving the safety and efficiency of renewable energy platforms. For instance,
combining Floating Offshore Wind Turbines (FOWTs) with Oscillating Water Columns
(OWCs) helps optimize energy absorption and reduce dynamic responses [20]. Neural
network controllers have also been applied to stabilize platforms against wave impacts,
showing significant improvements over traditional control methods [21].

There has also been progress in neural simulators for mooring system design, which
use historical environmental data and machine learning to improve design accuracy and
efficiency [22]. This approach is complemented by using Bayesian networks to enhance
the reliability analysis of mooring systems [23], and machine learning models to predict
significant wave heights, which is crucial for the operation and maintenance of offshore
energy farms [24].

These new approaches enhance the predictive capabilities of dynamic models and
support the development of adaptive control systems, improving platform stability and
efficiency in variable conditions. Together, these studies underline the key role of machine
learning and neural network technologies in advancing the design and functionality of
offshore renewable energy systems, promising a more resilient and efficient future for
multi-functional marine structures.

The objective of this article is to assess the reliability of an ANN-based algorithm for
predicting the mooring load on a multi-purpose floating platform exposed to random sea
waves. For achieving this objective, field data collected during an experimental campaign
in a natural basin are used. The following sections will provide a description of the
experimental activity and of the ANN architecture (Section 2), the results and discussion
with the limits of the proposed ANN-based procedure (Section 3), and concluding remarks
(Section 4).

2. Materials and Methods

The field experiment took place at the Natural Ocean Engineering Laboratory (NOEL)
at the Mediterranean University of Reggio Calabria, Italy. NOEL is known for allowing
real-time monitoring of natural sea conditions, which made it an ideal setting for this study.
Small, wind-driven sea states were observed with significant wave heights ranging from
0.20 m to 0.80 m and peak wave periods between 2.0 and 3.6 s, with characteristics similar
to JONSWAP spectra. The experiment ran from March 2021 to January 2022, with the most
focused data collection occurring between May and July 2021.

During the experiment, a 1:15-scaled prototype of a floating multi-use platform
(Figure 1) was equipped with an array of sensors. The platform was designed to combine an
automated offshore aquaculture plant with wave and wind energy harvesting technologies.
It was made up of a rectangular-shaped, steel, semi-submersible hull with a T-shaped cross
section. A scaled 10-MW wind turbine [25] and an array of U-shaped OWC [26] wave
energy converters were placed in the front side of the hull. The aquaculture cages were
instead hosted in the internal moonpool, to be protected from the incoming waves. The
scope of the experiment was to investigate the complex dynamic of the platform, consider-
ing various dynamic couplings, including those between the floater, the mooring system,
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the wind and wave energy converters, the internal moonpool, and the cages. Extensive
description of the activities can be found in [4,27].

Figure 1. Photo of BGF platform installed at NOEL.

In this paper, a sample of 4458 data records is considered, collected between 26 May
and 6 July 2021. Each record is 10 min long and has a sampling frequency of 10 Hz,
compatible with the site wave properties [28] and with the dynamic characteristics of the
platform model. In more detail, previous experimental identification analyses (see, e.g., [4])
had shown that its natural frequencies lay approximately in the range of 0.12-0.15 rad /s
for the horizontal motions (surge, sway, yaw) and 1.35-1.62 rad /s for the vertical motions
(heave, roll, pitch). Specifically, the following sensors were used in this analysis:

e  Load cells were placed at the fairleads of three out of four catenary mooring lines (i.e.,
South-East (SE), South-West (SW), and North-East (NE) corners) of the structure to
measure forces. AEP CTS1025TC25 load cells were used, with a nominal load of 5 tons.
These sensors have a combined error, non-repeatability, and creep at nominal load of
over 20-30 min, all under £0.025%. Sensitivity tolerance is also within +0.1%.

e  Pressure transducers were used to measure the wave head of pressure in an undis-
turbed field. An STS ATM.1ST model was used, which operates in a range of
0.0-0.7 bar, making it suitable for both normal and extreme wave conditions at NOEL.
The sensor’s measurement uncertainty is within +0.25%.

e Ultrasonic probes were used to measure the free-surface displacement. The FAE IRU-
2003 model provided direct measurements of the distance between the sensor and the
wave surface, which allowed for the determination of the wave profile. This sensor
has a default measurement range of 0.30-7.62 m, perfectly suited to the conditions
at NOEL.

e A Gill WindSonic M 2-D ultrasonic anemometer (Gill Instruments Limited, Lymington,
United Kingdom) was used to measure the wind velocity and direction in the horizon-
tal plane. The wind measurements were acquired independently from the wave ones,
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at a reduced sampling frequency of 4 Hz, consistently with sensor capability and local

wind dynamic properties.

It is worth noting that the pressure gauges and ultrasonic probes were used to quantify
sea state characteristics in undisturbed conditions, i.e., at a sufficient distance from the
structure to assume as negligible its diffraction/radiation effects. To achieve this, they were
installed far from the BGF structure on two ballasted vertical piles (Figure 2), at water
depths of 1.90 m and 3.70 m, respectively, and were spaced 2.75 m apart. This arrangement
followed the method developed by Boccotti et al. [29] to estimate the statistical and spectral
characteristics of the sea states. Also, the wind was measured in the undisturbed field.
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Figure 2. Geometrical characteristics of ballasted vertical piles installed nearshore (a) and offshore
(b). All lengths are provided in millimetres [mm].

These data offered an in-depth view of how the platform interacts with its environment,
highlighting the complex relationship between its structural dynamics and the wave climate.
This understanding is essential for improving the design and operational protocols of such
innovative marine multi-use structures.

In this study, ANNs were trained using a comprehensive set of variables that included
wave climate factors, as well as parameters representing the structural loads. The list of the
variables used is reported in Table 1.

The choice of the mooring loads (SW, SE, and NE cells) was driven by data availability,
as the NW cell had a disconnection period during the experiment. However, the data that
were used are deemed sufficient to preliminarily investigate the variability and peaks in the
mooring loads. The choice of the wave parameters was aimed to completely characterize
the wave properties, including magnitude, wave energy distribution in the frequency
domain, and direction. In particular, since bimodal spectra cannot be fully characterized
by synthetic variables such as mean and peak wave period, the ratio between wind-
generated (periods from Ty = 27/wq = 3.0 s to Ty = 2w/wy =1.0 s) and swell (periods
from T3 = 27w /w3 = 11.9 s to T1) spectral components (areas) has been introduced and is
defined as

Juoy S(w

[ S

where S(w) is the wave frequency spectrum and w the frequency.

R”tiow,swell -

@
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Table 1. Variables used for training the ANNSs, with corresponding symbols, sensors, and units;
d represents water depth.

Variable Symbol Sensor Units
Load at the south-west fairlead Tsw
Mooring loads Load at the south-east fairlead Tse Load cells [N]
Load at the north-east fairlead TNE
L . Hs (d =3.70 m)
Significant height Hsooust (d = 1.90 m) [m]
. Tp; (d = 1.90 m—Ileft)
Peak period Tpy (d = 1.90 m—right) ‘ [s]
Surface wave Wind-generated /swell spectral area ratio Ratio, suelr Ultrasonic probes [-]
Mean zero-up-crossing period Tz(d =370 m) [s]
P &P TZeonst (d = 1.90 m)
. S 0 (d=3.70m)
Mean propagation direction = rad
propag Buowst (4 = 190 m) fradl
Peak period Tppyy (d=1.90 m) P [s]
Head of pressure wave Significant height Hsppeoast (d =1.90 m) rezsure [m]
Mean zero-up-crossing period Tzpheonst (d =1.90 m) transducers [s]
Wind Mean direct%on @w R [rad]
Mean velocity Uy [m/s]

The methodology that was employed focused on developing and refining ANNSs to
predict the dynamic response of the floating multi-use offshore platform. Using the dataset
collected from the field experiment, this approach involved optimizing the ANN model
structure and investigating its predictive accuracy under various environmental conditions.

To build the final model, ANNs were developed and validated following a systematic
process:

e  Data preparation: a cleaning process of the data was applied to remove any inconsis-
tencies and gaps, ensuring the dataset was reliable for further analysis.

e Dataset division: The cleaned dataset was then split into training and test sets, using
an 80-20% ratio. This split is commonly used in the field [30] to allow the model
to be evaluated on unseen data, ensuring its performance holds up in real-world
scenarios. From the training set, an additional 10% was further split off to serve as a
validation set.

e ANN architecture selection: different feed-forward Deep Neural Networks (DNNs)
were explored to find the best balance between complexity and learning efficiency.

e Robustness enhancement: to make the models more robust and reduce uncertainty, 10-fold
cross-validation was employed, with multiple realizations run for each configuration.

e  Training data length optimization: the length of the training data was adjusted to en-
sure there was enough information for the model to learn from without overloading it.

e  Hyperparameter tuning: the model’s hyperparameters were carefully adjusted to
improve its learning efficiency and overall predictive accuracy.

e Input variable assessment: the input variables were thoroughly evaluated to deter-
mine their significance, ensuring that only the most relevant factors were used in the
ANN models.

The data cleaning process involved discarding missing values to ensure only complete
data were used, detecting and removing outliers above the 99th percentile, and normalizing
the data. Most variables were scaled to the range [—1, 1] through min-max normaliza-
tion, while directional variables (i.e., 8, fcoust) Were transformed using the trigonometric
functions (i.e., sinf, cosd, sinboast, C0sOcoust) to account for their cyclical nature.

In this step, TensorFlow [31] in Python was used to build and train the neural networks.
The architectures varied in the following key parameters:

e Input layer: 17 features based on the training data.
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e Hidden layers: the number of hidden layers was dynamically adjusted between
1 and 5, there being a DNN when more than one layer was used.

e  Units per layer: each hidden layer could have between 32 and 512 units, with the
specific number of units per layer being determined through hyperparameter tuning.

e  Activation functions: both ‘ReLU” and ‘tanh” were explored as activation functions,
with ‘ReLU’ introducing non-linearity and ‘tanh’ providing bounded activation.

e  Learning rate: the Adam optimizer was used with a learning rate dynamically tuned
between 1 x 102 and 1 x 1072,

e Output: Each approach predicted three load cell-related features for the directions
SE, SW, and NE. The first approach focused on predicting the maximum, while the
second approach predicted the standard deviation of the load cell (max(Tsg), max(Tsw),
max(Tng) and 0(Tsg), o(Tsw), 0(TnE))-

The hyperparameter optimization was conducted using the RandomSearch tuner
from TensorFlow’s Keras Tuner library. RandomSearch performed an initial broad search,
minimizing the validation mean squared error across 10 trials, with each trial executed
twice. The best hyperparameters identified during this process were then used to build and
train the final model on the training dataset for 50 epochs. The model’s performance was
subsequently validated on a separate dataset and evaluated on the test dataset using metrics
such as test loss, Root Mean Square Error (RMSE), and Normalized Root Mean Square Error
(NRMSE). In addition to RandomSearch, a Bayesian optimization and Hyperband meth-
ods [32,33] were utilized. Bayesian optimization fine-tuned high-performing parameters by
constructing a probabilistic model based on previous results, while Hyperband expedited
the process by adaptively allocating resources and using early stopping to focus on the
best-performing models. The optimization process was conducted in three stages across
three different ANNSs: starting with a grid search, followed by Bayesian optimization, and
finally, the introduction of Hyperband. This sequential approach allowed us to compare
RMSEs and ultimately select the best-performing model.

The RMSE and NRMSE metrics were calculated between the predicted (ypredicted) and

actual (¥ ,.,,) Values using the following formulas, where 1 is the number of observations,
and ¥yay and v, represent the maximum and minimum values in the dataset, respectively:

1 2
RMSE = ; Z (yt,predicted - ]/t,actuﬂl) ’ (2
t=1
NRMSE = LSE -100 3)
Ymax — Ymin

To rigorously determine the impact of each input variable on the predictions made by
the ANNS, the permutation importance method [34,35] was used. This approach is crucial
for identifying the most influential features in the model, ensuring that only the most
relevant predictors are included. The method works by shuffling the values of each feature
while keeping the target values fixed, then measuring the decrease in model performance.
This decrease indicates the feature’s importance. The permutation process was repeated
10 times to account for random variations and ensure robustness. The importance of
each feature was quantified by the mean decrease in performance, resulting in unitless
scores that reflect the relative importance of each predictor. In this way, the methodology
enhances both the transparency of the predictive models and the optimization of the
network architecture and hyperparameter settings.

The standard deviation (0(T'sg), o(Tsw), o(Tng)) and maximum (max(Tsg), max(Tsw),
max(Tng)) of load cell values for each record were selected as the primary output variables
for the ANNSs. The standard deviation provides insights into the variability and stability
of the structure, while the maximum values highlight the peak load that the structure
can withstand. Two separate iterations of the ANNs were conducted, one focused on
predicting maximum values and the other on standard deviations. This dual approach
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captures different aspects of the mooring load dynamics under varying metocean condi-
tions, deepening the understanding of the relationship between environmental forces and
structural responses. In Figure 3, both output variables, as recorded before any processing,
are represented across the sampling period used in this work, illustrating the variations in
maximum and standard deviation load values over time.
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Figure 3. Maximum and standard deviation load cell values over sampling period.

3. Results and Discussion

After applying ANNSs to predict both the maximum and standard deviation of load
cell values in the SW, SE, and NW directions, the NRMSE for standard deviation was
observed as higher compared to that of the maximum values (Table 2). This higher NRMSE
indicates a greater difficulty in accurately predicting variability, which reflects the inherently
stochastic nature of marine environments more than peak loads. Given the importance of
standard deviation in capturing the variability and uncertainties in these conditions, this
work focused on its prediction.

Table 2. The errors (RMSE, NRMSE) of the predicted maximum and standard deviation of load cell
values through the ANNS.

max(Tsg) max(Tsy) max(Tng) o(Tsg) o (Tsw) o(TnE)
RMSE 0.031 0.043 0.051 0.008 0.008 0.010
NRMSE% 3.776 5.307 3.865 6.016 7.098 3.467

Improving the accuracy of 0(Tsg), o(Tsw), o(Tng) predictions is a more technically
demanding but highly valuable task. This approach expands modelling capabilities and
enhances the structural resilience, enabling better adaptation to variable loads. Prioritizing
this focus is expected to significantly improve the reliability and predictive power of
the ANNSs, which is especially important for dynamic and complex environments where
understanding variability is key to ensuring safety and optimizing performance.

To improve the predictive accuracy of the ANNs, a comprehensive analysis of in-
put variable importance was conducted, which revealed several variables with minimal
impact on model predictability (Figure 4). The feature importance was evaluated using
the permutation importance method [36] from Python’s Scikit-learn library [37]. This
method measures the impact of each feature by calculating the increase in the model’s error
when the values of the feature are randomly shuffled. The importance scores reflect the
corresponding changes in the performance of the model, with higher scores indicating
features that have a greater influence on the predictions. As a result, variables related to the
mean wave direction at both the available water depths (cosg,, .- 515005t €955/ sing) and
to the mean wind direction (o(Diryy)) were excluded to streamline the model, reducing its
complexity and enhancing computational efficiency. This exclusion was based on current
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findings, though additional variables may be revised or excluded in future iterations as
part of ongoing optimizations.
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Figure 4. Permutation-based feature importance analysis of input variables.

To evaluate the impact of this refinement, the RMSE and NRMSE metrics before and
after the variable exclusions were compared. The results, shown in Figure 5 along with
normalized values, indicate minimal differences in performance metrics post-exclusion.
This confirms that the streamlined model maintains its predictive accuracy while operating
with reduced input complexity. These findings suggest that excluding these variables
effectively simplifies the model without compromising its predictive capability, thereby
validating this approach to improve model performance by focusing on more impactful
variables.

Edenorm
ISE denorm (less variables)

w= RMSE
0.14 - sngnorm (less variables)
== RV

0.04

0.02

0.00

o(Tse) o(Tsw) 0(The)

Figure 5. Comparative analysis of RMSE for normalized and denormalized predictions before and
after skipping less important input variables.
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The model was further optimized using both Bayesian optimization and Hyperband
techniques in TensorFlow, with a focus on fine-tuning the hyperparameters to improve pre-
dictive accuracy. As shown in Table 3, the effectiveness of both optimization strategies was
assessed using RMSE and NRMSE values across the three directions (SE, SW, NE). Bayesian
optimization generally achieved slightly lower RMSE and NRMSE values compared to the
Hyperband approach. In particular, the SE and SW directions showed consistently lower
errors with Bayesian optimization, indicating a more accurate model fit. The stability of
the Bayesian approach was further validated through 10-fold cross-validation, confirming
its robustness across different data subsets. As a result, the ANN model refined using
Bayesian optimization was selected for final implementation due to its better performance
and reliability in predicting the standard deviation of load values.

Table 3. The errors (RMSE, NRMSE) of the predicted standard deviation loads through the ANNS.

o (Tsg) o(Tsw) o (Tng)
Bayesian 0.007 0.007 0.010
RMSE Hyperband 0.008 0.007 0.009
o Bayesian 5.416 6.518 3.210
NRMSE (%) Hyperband 5.795 6.570 2.898

The optimal ANN was used to make the final predictions of ¢(Tsg), 0(Tsw), and
o(Tng). Figure 6 shows a comparison between the actual and predicted standard deviations
for a randomly selected test dataset, demonstrating a close alignment between the two.
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Figure 6. Comparison of actual vs. predicted values through final ANN using Bayesian optimization.

However, spikes detected in Figure 6 revealed significant differences between the
predicted and actual values, leading to the consideration that discarding outliers above
the 99th percentile might be beneficial. Further investigation identified that these outliers
were caused by current-related phenomena occurring at the NOEL site, which are sporadic
and not representative of significant platform dynamics. These phenomena were not
consistently measured and do not reflect the platform’s typical behaviour.

By applying this threshold, only 79 values were discarded, representing less than 1%
of the dataset, without compromising the variability in the standard deviation. The removal
of these extreme values improved the model’s performance by reducing the influence of
unrepresentative spikes. Following this adjustment, the final ANN was retrained using
Bayesian optimization, and its accuracy was evaluated based on the new predictions
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(Figure 7). The RMSE and NRMSE values, shown in Table 4, indicate improved model
performance.
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Figure 7. Comparison of actual vs. predicted values through final ANN using Bayesian optimization
after discarding outliers above 99th percentile.

Table 4. The errors (RMSE, NRMSE) of the predicted standard deviation loads through the final
ANN using Bayesian optimization after discarding the outliers.

U-(TSE) U'(Tsw) o(Tng)
RMSE 0.006 0.005 0.005
NRMSE (%) 4.441 4.720 1.767

Further validation is presented in Figure 8, where a scatterplot between the predicted
and actual standard deviations of load cells demonstrates a strong correlation, particularly
in the SE and SW directions. This is evidenced by the close alignment of data points
along the diagonal line, which indicates that the model’s predictions are highly accurate.
Although the NE direction exhibits slightly more variability, the overall alignment of points
highlights the ANN’s high predictive accuracy and efficiency across different directions.
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Figure 8. Comparison of predicted vs. actual standard deviation of load cells for SE, SW, and NE
directions.
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The residual plots in Figure 9 illustrate the difference between the predicted and actual
standard deviations of load cells across the SE, SW, and NE directions. For SE, a clear
negative monotonic trend is observed, where the error tends to increase with higher actual
standard deviation values, indicating the model under-predicts for larger load values in
this direction. SW shows a similar but less pronounced trend, while NE exhibits more
variability, with residuals spread more widely compared to other directions, and without a
clear pattern. This variability could suggest areas for further model refinement. Fine-tuning
the hyperparameters or incorporating additional training data for higher load cases could
enhance future model performance.
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Figure 9. Residual plot showing difference between predicted and actual standard deviation of load
cells for SE, SW, and NE directions.

To provide an additional layer of validation for the model’s accuracy and consistency,
the error distribution plot was examined. Figure 10 illustrates the spread of prediction
errors across the SE, SW, and NE directions. In all three directions, the distributions are
tightly centred around zero, indicating that the model does not exhibit significant bias in
over- or under-predicting the values. The distributions appear approximately symmetric
and normally distributed, though the slight negative trend in SE residuals observed in
Figure 8 is less obvious here. The error spread, typically ranging between —0.04 and 0.04,
indicates that the model’s predictions are generally close to the actual values. However,
minor variations in the spread may suggest that the model performs slightly differently
depending on the direction, with NE exhibiting a narrower error distribution and a slightly
higher peak frequency.
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Figure 10. Error distribution of predicted standard deviation of load cells in SE, SW, and NE
directions.
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To further assess the model’s robustness across varying environmental conditions,
the relationship between prediction errors and significant wave heights was analyzed. As
shown in Figure 11, the data do not suggest a strong correlation between higher prediction
errors and larger wave heights, indicating consistent model performance across the range
of conditions tested. The distribution of errors across the SE, SW, and NE directions
appears relatively symmetrical, suggesting that the model does not exhibit a systematic bias
toward overestimation or underestimation. This uniformity is encouraging, as it suggests
the model’s predictions are unbiased overall. However, although the model maintains
consistent performance, some outliers are present across a range of wave heights. These
outliers suggest that further refinements may be needed to improve predictive precision in
certain cases, although they do not seem to be linked to extreme wave conditions.
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Figure 11. Analysis of prediction errors relative to significant wave height.

4. Conclusions

In conclusion, this study proposed the application of ANNs for the prediction of the
mooring loads of a multi-purpose floating platform and demonstrated its effectiveness
based on the field data collected at the Natural Ocean Engineering Laboratory (NOEL)
of Mediterranea University of Reggio Calabria (Italy), on a 1:15-scaled prototype of the
structure. By using advanced optimization techniques, particularly Bayesian optimization,
the models were refined, resulting in reliable predictions under diverse environmental
conditions. The key outcomes of this study are outlined below:

e ANNS successfully captured the complex dynamics of offshore structures, proving
their potential as a valuable tool for predicting dynamic responses.

e Incorporating techniques like Bayesian optimization contributed to improved model
reliability, ensuring accurate dynamic response predictions for offshore platforms.

e  Optimization techniques enhanced model performance, leading to reliable predictions
under a range of operational scenarios and highlighting the potential of ANNs in
managing offshore dynamics.

e  Further investigation into data extremes, particularly under severe environmental
conditions, may be useful. Such analyses could identify additional variables that may
enhance model performance and offer valuable insights beyond average responses,
potentially enabling predictions of other response variables.

e  Ongoing fine-tuning of ANNSs is essential for optimizing model architecture and
hyperparameters, which will improve the model’s predictive power and ensure robust
performance in complex environments.

e  Given that ANNs have shown effectiveness in this problem, investigating additional
techniques, such as genetic algorithms, support vector machines, or hybrid AI models,
which have already demonstrated value in similar applications, could further improve
model performance in future studies.
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e  This research represents an important advancement in integrating Al with marine
engineering, particularly in the deployment of dynamic response predictions for
offshore platforms.

In summary, this study confirms the value of ANNSs in addressing the challenges
of offshore platform dynamics. However, ongoing refinements—such as focused dataset
adjustments and the analysis of extremes—will be essential for improving predictive
accuracy. With continued improvements, ANNs have the potential to play a critical role in
the sustainable operation of marine infrastructure, representing a significant step forward
for renewable energy platforms.
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